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Foreword

The pervasive creation and consumption of content, especially visual content, is
ingrained into our modern world. We’re constantly consuming visual media content,
in printed form and in digital form, in work and in leisure pursuits. Like our cave–
man forefathers, we use pictures to record things which are of importance to us
as memory cues for the future, but nowadays we also use pictures and images to
document processes; we use them in engineering, in art, in science, in medicine, in
entertainment and we also use images in advertising. Moreover, when images are in
digital format, either scanned from an analogue format or more often than not born
digital, we can use the power of our computing and networking to exploit images to
great effect.

Most of the technical problems associated with creating, compressing, storing,
transmitting, rendering and protecting image data are already solved. We use ac-
cepted standards and have tremendous infrastructure and the only outstanding chal-
lenges, apart from managing the scale issues associated with growth, are to do with
locating images. That involves analysing them to determine their content, classi-
fying them into related groupings, and searching for images. To overcome these
challenges we currently rely on image metadata, the description of the images, ei-
ther captured automatically at creation time or manually added afterwards. Mean-
while we push for developments in the area of content–based analysis, indexing and
searching of visual media and this is where most of the research in image manage-
ment is concentrated.

Automatic analysis of the content of images, which in turn would open the door
to content–based indexing, classification and retrieval, is an inherently tough prob-
lem and because of the difficulty, progress is slow. Like all good science it cannot be
rushed yet there is a frustration with the pace of its development because the rollout
and development of other related components of image management, components
such as capture, storage, transmission, rendering, etc., has been so rapid. We seem
to be stuck on the problems of how to effectively find images when we are looking
for them. While this is partly caused by the sheer number of images available to us,
it is mostly caused by the scientific difficulty of the challenge and so it requires a
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viii Foreword

basic scientific approach to exploring the problem and finding solutions. As in all
science, a fundamental aspect is measurement and benchmarking.

In any science, each new development, each approach, algorithm, model, idea or
theory has to be measured in order to determine its worth and validity. That is how
progress is made, and how fields advance. A theory is put forward and experiments
to assess and measure the theory are carried out which may or may not support
the theory and we advance the field, either by learning more about what works, or
equally important we learn about what does not work. In the technology sector and
in the information management area in particular, measuring the validity and worth
of new ideas, approaches, etc., now takes place as part of organised benchmarking
activities and there are many established examples. The Pascal Visual Object Class
recognition challenge addresses recognising objects in images, TRECVid addresses
content analysis, retrieval and summarization from video, the KDD competition ad-
dresses data mining, and there have been others in machine learning for stock market
prediction, shape retrieval, coin classification, text detection and reading, face verifi-
cation, fingerprint verification, signature verification and of course the well–known
NetFlix data mining and recommender competition. All these and many others take
place against a backdrop of exploring new ideas, new approaches, and measuring
their efficacy in a controlled environment. Which takes us to the present volume
which covers ImageCLEF.

Cross–language image retrieval is a niche application domain within the broader
area of managing image/visual media. Its importance is huge, though given the
directions in which Internet growth is heading with multi–linguality and cross–
language resources and processes growing ever more important. Henning Müller
and Paul Clough have put together an impressive collection of contributions describ-
ing the formation, the growth, the resources, the various tasks and achievements of
the ImageCLEF benchmarking activity, covering seven years of development in an
annual cycle and involving contributions from hundreds of researchers from across
the globe. This book could be described as a capstone volume which brings to-
gether all the contributions into one place, but a capstone is a finishing stone or
a final achievement, and ImageCLEF continues today, as active as ever. With four
parts which address the settings and logistics of ImageCLEF, the various track re-
ports, some reports from participants and finally some external views, the volume
is balanced and presents a comprehensive view of the importance and achievements
of ImageCLEF towards advancing the field of cross–lingual image retrieval. It will
remain an essential reference for anybody interested in how to start up and run a
sizeable benchmarking activity, as well as an invaluable source of information on
image retrieval in a cross–lingual setting.

Alan F. Smeaton
CLARITY: Centre for Sensor Web Technologies

Dublin City University
Dublin, Ireland, May 2010



Preface

This book contains a collection of texts centred on the evaluation of image retrieval
systems. Evaluation, whether it be system–oriented or user–oriented, is an important
part of developing effective retrieval systems that meet the actual needs of their end
users. To enable reproducible evaluation requires creating standardised benchmarks
and evaluation methodologies. This book highlights some of the issues and chal-
lenges in evaluating image retrieval systems and describes various initiatives that
have sought to provide researchers with the necessary evaluation resources.

In particular the book summarises activities within ImageCLEF, an initiative to
evaluate cross–language image retrieval systems that has been running as part of the
Cross Language Evaluation Forum (CLEF) since 2003. ImageCLEF has provided
resources, such as benchmarks, for evaluating image retrieval systems and comple-
ments a number of initiatives within the image retrieval research community, such
as TRECvid for video retrieval, PASCAL for object recognition and detection and
the many other smaller benchmarks, databases and tools available to researchers.

In addition to providing evaluation resources, ImageCLEF has also run within
an annual evaluation cycle culminating in a workshop where participants have been
able to present and discuss their ideas and techniques, forming a community with
common interests and goals. Over the years ImageCLEF has seen participation from
researchers within academic and commercial research groups worldwide, includ-
ing those from Cross–Language Information Retrieval (CLIR), medical informatics,
Content–Based Image Retrieval (CBIR), computer vision and user interaction.

This book comprises contributions from a range of people: those involved di-
rectly with ImageCLEF, such as the organisers of specific image retrieval or annota-
tion tasks; participants who have developed techniques to tackle the challenges set
forth by the organisers; and people from industry and academia involved with image
retrieval and evaluation in general and beyond ImageCLEF. The book is structured
into four parts:

• Part I. This section describes the context of ImageCLEF and the issues involved
with developing evaluation resources, such as test collections and selecting eval-
uation measures. A focal point throughout ImageCLEF and across many of the
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x Preface

tasks has been to investigate how best to combine textual and visualisation infor-
mation to improve information retrieval. Within the first section we summarise
approaches explored within ImageCLEF over the years for this critical step in
the retrieval process.

• Part II. This section includes seven chapters summarising the activities of each
of the main tasks that have run within within ImageCLEF over the years. The
track reports are written by those involved in co–ordinating ImageCLEF tasks
and provide summaries of individual tasks, describe the participants and their
approaches, and discuss some of the findings.

• Part III. This section is a selection of chapters by groups participating in various
tasks within ImageCLEF 2009. Summaries of the techniques used for various
domains such as retrieving diverse sets of photos from a collection of news pho-
tographs, multi–modal retrieval from online resources, such as Wikipedia, and
retrieval and automatic annotation of medical images are presented. The chap-
ters in this section show the variety and novelty of state–of–the–art techniques
used to tackle various ImageCLEF tasks.

• Part IV. The final section provides an external perspective on the activities of
ImageCLEF. These help to offer insights into the current and emerging needs for
image retrieval and evaluation from both a commercial and research perspective.
The final chapter helps to put ImageCLEF into the context of existing activities
on evaluating multimedia retrieval techniques, providing thoughts on the future
directions for evaluation over the coming years.

Sierre, Zürich, Martigny, Switzerland Henning Müller
Sheffield, UK Paul Clough
July 2010 Thomas Deselaers

Barbara Caputo
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Chapter 1
Seven Years of Image Retrieval Evaluation

Paul Clough, Henning Müller, and Mark Sanderson

Abstract In this chapter we discuss evaluation of Information Retrieval (IR) sys-
tems and in particular ImageCLEF, a large–scale evaluation campaign that has pro-
duced several publicly–accessible resources required for evaluating visual informa-
tion retrieval systems and is the focus of this book. This chapter sets the scene for
the book by describing the purpose of system and user–centred evaluation, the pur-
pose of test collections, the role of evaluation campaigns such as TREC and CLEF,
our motivations for starting ImageCLEF and then a summary of the tracks run over
the seven years (data, tasks and participants). The chapter will also provide an in-
sight into lessons learned and experiences gained over the years spent organising
ImageCLEF, and a summary of the main highlights.

1.1 Introduction

The contents of this book describe ImageCLEF, an initiative for evaluating cross–
language image retrieval systems in a standardised manner thereby allowing com-
parison between the various approaches. ImageCLEF ran for the first time in 2003
as a part of the Cross–Language Evaluation Forum (CLEF), leading to seven years
of activities which are summarised in this book. As of 2010, however, the Image-
CLEF evaluation campaign is still running evaluation tasks. A major outcome of
ImageCLEF has been the creation of a number of publicly–accessible evaluation
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resources. These benchmarks have helped researchers develop new approaches to
visual information retrieval and automatic annotation by enabling the performance
of various approaches to be assessed. A further outcome, arguably less tangible but
just as important, has been to encourage collaboration and interaction between mem-
bers of various research communities, including image retrieval, computer vision,
Cross–Language Information Retrieval (CLIR) and user interaction.

The possibility of creating a publicly available benchmark or test collection for
evaluating cross–lingual image retrieval systems was a key objective of the Euro-
vision project1. This included dissemination through an international body, such
as CLEF, and in 2002 a new multimedia evaluation task for CLEF was proposed
(Sanderson and Clough, 2002). At the same time the CLEF community were look-
ing for new avenues of research to complement the existing multi–lingual document
retrieval tasks being offered to participants. Image retrieval was seen as a natural
extension to existing CLEF tasks given the language neutrality of visual media, and
motivated by wanting to enable multi–lingual users from a global community access
to a growing body of multimedia information.

In addition the image retrieval community was calling for a standardised bench-
mark. Despite the many advances in areas such as visual information retrieval, com-
puter vision, image analysis and pattern recognition over 20 or so years, far less ef-
fort has been placed on comparing and evaluating system performance (Müller et al,
2004). Although evaluation was conducted by some researchers, the availability of
often only small and copyrighted databases made it hard to compare between sys-
tems and provide conclusive results. Calls for a systematic evaluation for image
retrieval systems were suggested as a way to make further advances in the field and
generate publicly–accessible evaluation resources (Smith, 1998; Goodrum, 2000;
Müller et al, 2001), similar to evaluation exercises being carried out in text retrieval
such as the U.S. Text REtrieval Conference or TREC2 (Voorhees and Harman,
2005).

Although Forsyth (2002) argued that such an evaluation of content–based re-
trieval systems was not productive because the performance of such techniques was
too low, the impact of having evaluation resources available for comparative evalu-
ation could clearly be seen in events such as TREC in the text retrieval community
and could equally be assumed to advance visual retrieval systems in a similar man-
ner. Over the years, evaluation events such as Benchathlon3, TRECVID4, ImagEval5

and ImageCLEF have helped to foster collaboration between members of the visual
retrieval community and provide the frameworks and resources required for system-
atic and standardised evaluation of image and video retrieval systems. Chapter 27
discusses in more detail various evaluation campaigns for multimedia retrieval.

1 The Eurovision project was funded by the UK Engineering and Physical Sciences Research
Council (http://www.epsrc.ac.uk) grant number GR/R56778/01
2 http://trec.nist.gov/
3 http://www.benchathlon.net/
4 http://trecvid.nist.gov/
5 http://www.imageval.org/

http://www.epsrc.ac.uk
http://trec.nist.gov/
http://www.benchathlon.net/
http://trecvid.nist.gov/
http://www.imageval.org/
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1.2 Evaluation of IR Systems

Evaluation is the process of assessing the ‘worth’ of something and evaluating
the performance of IR systems is an important part of the development process
(Saracevic, 1995; Robertson, 2008). For example, it is necessary to establish to
what extent the system being developed meets the needs of the end user, to show
the effects of changing the underlying system or its functionality on system per-
formance, and enable quantitative comparison between different systems and ap-
proaches. However, although most agree that evaluation is important in IR, much
debate exists on exactly how this evaluation should be carried out. Evaluation of
retrieval systems tends to focus on either the system or the user. Saracevic (1995)
distinguishes six levels of evaluation objectives, not mutually exclusive, for infor-
mation systems, including IR systems:

1. The engineering level deals with aspects of technology, such as computer hard-
ware and networks to assess issues such as reliability, errors, failures and faults.

2. The input level deals with assessing the inputs and contents of the system to
assess aspects such as coverage of the document collection.

3. The processing level deals with how the inputs are processed to assess aspects
such as the performance of algorithms for indexing and retrieval.

4. The output level deals with interactions with the system and output(s) obtained
to assess aspects such as search interactions, feedback and outputs. This could
include assessing usability for example.

5. The use and user level assesses how well the IR system supports people with
their searching tasks in the wider context of information seeking behaviour (e.g.
the user’s specific seeking and work tasks). This could include, for example,
assessing the quality of the information returned from the IR system for work
tasks.

6. The social level deals with issues of impact on the environment (e.g. within an
organisation) and could include assessing aspects such as productivity, effects on
decision–making and socio–cognitive relevance.

The first three levels (1–3) are typically considered part of system–centred evalua-
tion; the latter three (4–6) part of user–centred evaluation. For many years evaluation
in IR has tended to focus on the first three levels, predominately through the use of
standardised benchmarks (or test/reference collections) in a laboratory–style setting.
The design of a standardised resource for IR evaluation was first proposed over 50
years ago by Cleverdon (1959) and has since been used in major information re-
trieval evaluation campaigns, such as TREC (Voorhees and Harman, 2005), CLEF
(Peters and Braschler, 2001) and the NII Test Collection for IR Systems or NTCIR
(Kando, 2003).

Over the years the creation of a standard test environment has proven invaluable
for the design and evaluation of practical retrieval systems by enabling researchers
to assess in an objective and systematic way the ability of retrieval systems to locate
documents relevant to a specific user need. Although this type of evaluation has met
with criticism, such as whether the performance of a system on a benchmark reflects
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how a system will perform in an operational setting and the limited involvement of
end users in evaluating systems, it cannot be denied that this kind of organised large–
scale evaluation has done the field tremendous good, both within and outside the
environment of evaluation campaigns (Chapter 27 describes the strengths and weak-
nesses of evaluation campaigns). However, it is important to acknowledge that IR
systems are increasingly used in an interactive way and within social contexts. This
has motivated evaluation from a user–centred evaluation perspective to assess per-
formance at the latter three levels: output, use and user, and social (Borland, 2000;
Dunlop, 2000; Ingwersen and Järvelin, 2005; Petrelli, 2008; Kelly, 2010). Projects
such as MIRA (an evaluation framework for interactive and multimedia informa-
tion retrieval applications) started to address this for visual information from 1996
(Dunlop, 2000).

The contents of this book are mainly related to system–centred evaluation of
visual information retrieval systems: the resources generated to support evaluation
and advances in image retrieval and annotation that have resulted from experiments
within ImageCLEF. This is not to imply that user–centred evaluation has been ig-
nored. In fact, from the very beginning ImageCLEF ran an interactive image re-
trieval task (described in Chapter 7) that was later subsumed by the interactive CLEF
track (iCLEF). In addition, where possible, evaluation resources that are described
in the following chapters, were designed with realistic operational settings in mind.
However, our primary aim has been to first create the necessary resources and frame-
work in which researchers could develop and compare underlying techniques for
visual retrieval across multiple domains and tasks.

1.2.1 IR Test Collections

A core activity of evaluation campaigns such as TREC and CLEF has been to cre-
ate reusable benchmarks for various tasks and domains in IR (Robertson, 2008;
Sanderson, 2010 – to appear). Similar to other fields in science a benchmark pro-
vides a standard by which something can be measured. The design of a standardised
resource for evaluation of document retrieval systems (a test collection was first pro-
posed in the late 1950s in the Cranfield I and II projects (Cleverdon, 1959, 1991),
and has since become the standard model for comparative evaluation of IR sys-
tems. In this approach to testing IR systems, commonly referred to as the Cranfield
paradigm, the focus is on assessing the performance of how well a system can find
documents of interest given a specification of the user’s information need in a way
that is abstracted from an operational environment. Laboratory–based evaluation is
popular because user–based evaluation is costly and complex and it is often difficult
to interpret results obtained with end users.

The main components of a typical IR test collection are:

1. A collection of documents representative of a given domain (each document is
given a unique identifier docid). Collections created for and used in ImageCLEF
are discussed in Chapter 2.
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2. A set of topics or queries (each given a unique identifier qid) describing a user’s
information needs expressed as narrative text or sets of keywords. For image
retrieval, topics may also include example relevant images. Topic creation within
ImageCLEF is discussed further in Chapter 3.

3. A set of relevance judgments (qrels), or ground truths, provide a representative
sample of which documents in the collection are relevant to each topic (a list
of qid/docid pairs). Although relevance judgments are commonly binary (rel-
evant/not relevant) the use of graded relevance judgments is also commonly
utilised in IR evaluation (e.g. highly relevant/partially relevant/not relevant). This
has implications for which performance measures can be used to evaluate IR sys-
tems. The topic of gathering relevance assessments for ImageCLEF is discussed
in Chapter 4.

Performance measures, such as precision and recall, are used to provide absolute
measures of retrieval effectiveness, e.g. what proportion of relevant documents are
returned by the IR system (see Chapter 5 for further details on IR evaluation mea-
sures). Together, the test collection and evaluation measures simulate the users of a
search system in an operational setting. In evaluations such as CLEF, the focus is
not on absolute values but on relative performance: system outputs can be compared
and systems ranked according to scores obtained with the evaluation measures (i.e.
comparative testing). Although test collections were originally used to evaluate ad
hoc6 retrieval, evaluation campaigns, such as TREC and CLEF, have extended the
use of test collections to other tasks (e.g. document filtering and routing, document
classification and automatic annotation).

Evaluation campaigns, such as TREC and CLEF, are founded upon the Cranfield
paradigm and make use of test collections to evaluate various aspects of information
access. However, a ‘TREC–style’ evaluation not only includes producing evaluation
resources, such as test collections, but also community building through holding or-
ganised annual workshops to present and discuss findings with other researchers.
Figure 1.1 shows activities commonly undertaken in the evaluation ‘cycle’ of TREC
(although applicable to other campaigns such as CLEF and NTCIR). For TREC and
CLEF this cycle operates runs during one year; some evaluation campaigns operate
over a longer period (e.g. NTCIR runs the cycle over 18 months). The cycle begins
with a call for participation followed by an expression of interest from participating
groups and registration. Evaluation tasks are centred on tracks (e.g. ImageCLEF is
a track of CLEF) that may involve one or many tasks. The track organisers must
define their tasks for prospective participants in addition to preparing the document
collection and topics. This may also involve preparing and releasing training data
beforehand. The participants run their IR experiments according to a variety of pa-
rameters to produce system outputs in standard format (called runs) and will submit
what they consider their n best runs to the evaluation campaign. Typically the runs

6 Ad hoc retrieval as defined by TREC simulates the situation in which a system knows the set
of documents to be searched, but the search topics are not known to the system in advance. It is
also characterised by a detailed specification of the user’s query (title, narrative description and
keywords) and searches are required to achieve high recall.
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Fig. 1.1: Annual cycle of activities in a TREC–style evaluation (adapted from
http://trec.nist.gov/presentations/TREC2004/04intro.pdf).

will be based on varying search parameters such as the use of relevance feedback or
various combinations of visual and textual modalities.

A sub–set of runs, chosen by the organisers, is used to create document pools,
one for each topic (Kuriyama et al, 2002). Domain experts (the assessors) are then
asked to judge which documents in the pool are relevant or not. Document pools are
created because in large collections it is infeasible to judge every single document
for relevance. These assessments (qrels) are then used to assess the performance
of submitted runs. Evaluation measures are used to assess run performance based
on the number of relevant documents found. Although relevance is subjective and
can vary between assessors, investigations have shown that relevance assessments
can provide consistent evaluation results when ranking runs relative to one another
(Voorhees, 2000). Results are released and analysed prior to holding a workshop
event to share and discuss findings. Finally, the activities and results are written up
in some kind of formal publication, such as workshop proceedings.
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1.2.2 Cross–Language Evaluation Forum (CLEF)

CLEF began in 2000 to promote the development of multi–lingual information ac-
cess systems (Peters and Braschler, 2001). CLEF grew out of the Cross–Language
IR track of TREC that ran from 1997–1999. The aims of CLEF are7 (i) develop-
ing an infrastructure for the testing, tuning and evaluation of information retrieval
systems operating on European languages in both monolingual and cross–language
contexts, and (ii) creating test–suites of reusable data which can be employed by
system developers for benchmarking purposes. In the 2009 CLEF campaign the fol-
lowing main tracks were run:

• Ad hoc track, which deals with multi–lingual textual document retrieval;
• ImageCLEF track, which concerns cross–language retrieval in image collections;
• iCLEF track, which addresses interactive cross–language retrieval;
• QA@CLEF track, which covers multiple language question answering;
• INFILE track, which concentrates on multi–lingual information filtering;
• LogCLEF track, which copes with log analysis from search engine and digital

library logs;
• CLEF–IP track, which studies multi–lingual access and retrieval in the area of

patent retrieval;
• Grid@CLEF track, which performs systematic experiments on individual com-

ponents of multi–lingual IR systems.

In total there have been 10 CLEF campaigns to date, involving around 200 differ-
ent participating groups from around the world. Several hundred different research
papers have been generated by CLEF participants over the years describing their
evaluation experiments and the state of the art contributions to multi–lingual infor-
mation access.

1.3 ImageCLEF

1.3.1 Aim and Objectives

ImageCLEF first ran in 2003 with the aim of investigating cross–language image re-
trieval in multiple domains. Retrieval from an image collection offers distinct char-
acteristics and challenges with respect to one in which the document to be retrieved
is text (Clough and Sanderson, 2006). For example, the way in which a query is
formulated, the methods used for retrieval (e.g. based on low–level features derived
from an image, or based on associated textual information such as a caption), the
types of query, how relevance is assessed, the involvement of the user during the
search process, and fundamental cognitive differences between the interpretation of
visual versus textual media. For cross–lingual IR the problem is further complicated

7 These aims have been taken from the CLEF website: http://www.clef-campaign.org/

http://www.clef-campaign.org/
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by user queries being expressed in a language different to that of the document col-
lection or by multi–lingual collections. This requires crossing the language barrier
by translating the collection, the queries, or both into the same language. Although
the tasks and data sets used in ImageCLEF changed over the years the objectives
broadly remained the same:

• To investigate the effectiveness of combining textual and visual features for
cross–lingual image retrieval. The combination of modalities is the subject of
Chapter 6.

• To collect and provide resources for benchmarking image retrieval systems.
These resources include data sets, topics and relevance assessments, which are
discussed in Chapters 2–4 and in the track overviews (Chapters 7–12).

• To promote the exchange of ideas to help improve the performance of future
image retrieval systems. Work from selected participants from ImageCLEF 2009
is found in Chapters 14–24.

To meet these objectives a number of tasks have been organised by ImageCLEF
within two main domains: (1) medical image retrieval and (2) non–medical image
retrieval, including historical archives, news photographic collections and Wikipedia
pages. Broadly speaking the tasks fell within the following categories: ad hoc re-
trieval, object and concept recognition, and interactive image retrieval.

Ad hoc retrieval. This simulates a classic document retrieval task: given a state-
ment describing a user’s information need, find as many relevant documents as pos-
sible and rank the results by relevance. In the case of cross–lingual retrieval the
language of the query is different from the language of the metadata used to de-
scribe the image. Ad hoc tasks have been run by ImageCLEF from 2003 to 2009
for medical retrieval and non–medical retrieval scenarios, see Chapters 7 and 12
respectively.

Object and concept recognition. Although ad hoc retrieval is a core image re-
trieval task, a common precursor is to identify whether certain objects from a pre–
defined set of classes are contained in an image (object class recognition), assign
textual labels or descriptions to an image (automatic image annotation) or clas-
sify images into one or many classes (automatic image classification). Chapters 11
and 12 summarise the ImageCLEF object and concept recognition tasks, including
medical image classification.

Interactive image retrieval. Image retrieval systems are commonly used by peo-
ple interacting with them. From 2003 a user–centred task was run as a part of
ImageCLEF and eventually subsumed by the interactive CLEF (iCLEF) track in
2005. Interaction in image retrieval can be studied with respect to how effectively
the system supports users with query formulation, query translation (in the case of
cross–lingual IR), document selection and document examination. See Chapter 7
for further details on the interactive image retrieval tasks of CLEF.
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Table 1.1: Participation in the ImageCLEF tasks 2002–2009, distinct number of
participants by year and chapter references for further details.

Task 2003 2004 2005 2006 2007 2008 2009 See Chapter
General images
Photographic retrieval 4 12 11 12 20 24 19 8
Interactive image retrieval 1 2 2 3 – 6 6 7
Object and concept recognition 4 7 11 19 11
Wikipedia image retrieval 12 8 9
Robot vision task 7 10
Medical images
Medical image retrieval 12 13 12 13 15 17 13
Medical image classification 12 12 10 6 7 12
Total (distinct) 4 17 24 30 35 45 65

1.3.2 Tasks and Participants

Table 1.1 summarise the tasks run during ImageCLEF between 2003 and 2009 and
shows the number of participants for each task along with the distinct number of
participants in each year. The number of participants and tasks offered by Image-
CLEF has continued to grow steadily throughout the years from four participants
and two tasks in 2003 to 65 participants and seven tasks in 2009. Participants have
come from around the world to participate in ImageCLEF from both academic and
commercial institutions. It is difficult to summarise all of the ImageCLEF activities
between 2003 and 2009 and we have not provided an exhaustive account, but in
brief these are some of the key events year by year:

• In 2003 the first ImageCLEF task was run at the 4th CLEF workshop by Mark
Sanderson and Paul Clough involving two tasks and four participants.

• For 2004 a medical image retrieval task organised by Henning Müller was added
to ImageCLEF giving a total of three different tasks. This attracted submissions
from 17 participating groups and began the focus for us on medical images.

• In 2005 a new medical image annotation task was introduced bringing the to-
tal number of tasks offered to four. William Hersh, Thomas Deserno, Michael
Grubinger and Thomas Deselaers joined the organisers and we received approx-
imately 300 runs from 24 participants. The interactive task moved to iCLEF in
collaboration with Julio Gonzalo and Jussi Karlgren.

• In 2006 30 participants submitted runs to four tasks that included a new non–
medical object annotation task organised by Allan Hanbury and Thomas Dese-
laers. A new data set (IAPR–TC12) was also developed for the ad hoc retrieval
task (referred to as ImageCLEFphoto).

• In 2007 a total of 35 participants submitted runs to four tasks: multi–lingual ad
hoc retrieval, medical image retrieval, hierarchical automatic image annotation
for medical images and photographic annotation through detection of objects, a
purely visual task. Jayashree Kalpathy–Cramer joined the organising team.
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• In 2008 we included a new task for cross–lingual image retrieval from Wikipedia
(called WikipediaMM) where participants could exploit the structure of Wikipedia
for retrieval. This attracted submissions from 12 participants and overall a total
of 45 groups submitted over 1,000 runs to ImageCLEF tasks. The photographic
retrieval task experimented with promoting diversity in image retrieval and the
interactive task, now a part of iCLEF, created a novel evaluation utilising data
from Flickr and undertaking log analysis. Thomas Arni, Theodora Tsikrika and
Jana Kludas joined the organisers.

• The 2009 ImageCLEF track was run at the 10th and final CLEF workshop. We
had the largest number of participants to ImageCLEF (65 groups) across six tasks
which included a new robot vision task organised by Andrzej Pronobis and Bar-
bara Caputo that attracted seven participants. Monica Lestari Paramita also joined
the organising team of the ImageCLEFphoto task that used a new data set from
Belga, a news agency from Belgium, containing over 500,000 images.

1.3.3 Data sets

A major contribution of ImageCLEF has been to collect a variety of data sets for
use in different tasks. Table 1.2 shows all 16 data sets used in ImageCLEF over
the seven years, which are further discussed in Chapter 2. The table shows the data
set, year added to the ImageCLEF campaign, the total number of images contained
in the data set and languages used to annotate the image metadata. For data sets
where the same data set has been used but added to in subsequent years, such as
the Radiological Society of North America (RSNA), the final number of images has
been reported in the table. Clearly noticeable is that many collections are annotated
in English. As a cross–language track of CLEF the focus has been primarily on
translating user’s queries (query translation) for bilingual retrieval from a query in
a non–English language into English. Other CLEF tracks have focused on other
cross–language issues such as bilingual retrieval between other language pairs and
multi–lingual retrieval: searching document collections that contain texts in multiple
languages.

1.3.4 Contributions

Each of the overview chapters in this book (Chapters 7–13) provides a description
of activities conducted in ImageCLEF and summarises contributions made in each
of the areas covered. This includes a summary of test collections and ground truths
produced for each task that have been used within various research communities.
It is clear from the participant’s reports (Chapters 14–24) that many novel and in-
teresting techniques have been developed as a part of the experiments carried out
for ImageCLEF. This highlights the benefits of TREC–style evaluation for IR sys-
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Table 1.2: A summary of data sets used in ImageCLEF 2003–2009.

Data set Year Added #Images Annotation Languages
General images
St Andrews (SAC) 2003 28,133 English
IAPR–TC12 2006 20,000 English, Spanish, German
Belga 2009 498,920 English
LTU 2006 1,100 –
PASCAL VOC 2007 2,600 –
Flickr MIR 2009 25,000 –
INEX MM 2008 150,000 English
KTH–IDOL2 2009
Medical images
IRMA 2005 14,410 –
Casimage 2004 8,725 English, French
MIR 2005 1,177 English
PEIR 2005 32,319 English
PathoPIC 2005 7,805 English, German
MyPACS 2007 15,140 English
CORI 2007 1,496 English
RSNA 2008 75,000 English

tems. Chapter 27 highlights the benefits (and limitations) of evaluation campaigns
for multimedia retrieval researchers, but overall we believe that ImageCLEF has
made a number of contributions including the following:

Reuseable benchmarks: one of the largest obstacles in creating a test collection
for public use is securing a suitable collection of images for which copyright
permission is agreed. This has been a major factor influencing the data sets used
in the ImageCLEF campaigns. The ImageCLEF test collections provide a unique
contribution to publicly available test collections and complement existing eval-
uation resources for a range of retrieval tasks and scenarios. These resources
include the IAPR–TC12 photographic collection (Grubinger et al, 2006), a seg-
mented version of the IAPR–TC12 data set (Escalante et al, 2010) and Casimage
(Müller et al, 2004).

Evaluation measures: a range of performance measures have been experimented
with or developed for ImageCLEF including Geometric Mean Average Preci-
sion (GMAP), Cluster Recall (for assessing diversity) and a new evaluation met-
ric based on ontology scoring for the 2009 image annotation task (Nowak et al,
2010).

Open forum for exchange of research: ImageCLEF has actively promoted discus-
sion at the CLEF workshops about approaches to ImageCLEF tasks. In addi-
tion, a number of activities8 have been organised in conjunction with the CLEF
workshop and a number of European projects: the First, Second and Third
MUSCLE/ImageCLEF Workshops on Image and Video Retrieval Evaluation in

8 See http://www.imageclef.org/events/ for further details and access to workshop
proceedings.

http://www.imageclef.org/events/


14 Paul Clough, Henning Müller, and Mark Sanderson

2005–2007, the QUAERO/ImageCLEF Workshop on Multimedia Information
Retrieval Evaluation in 2008 and the Theseus/ImageCLEF Workshop on Multi-
media Information Retrieval Evaluation.

Publications: the CLEF workshop proceedings provide a published set of formal
papers that describe ImageCLEF activities over the years. In addition, the organ-
isers of ImageCLEF co–ordinated a Special Issue on Image and Video Retrieval
Evaluation (Hanbury et al, 2010) in the journal Computer Vision and Image Un-
derstanding (CVIU) and a Special Issue on Medical Image Annotation in Image-
CLEF 2007 (Deselaers et al, 2009) for Pattern Recognition Letters (PRL).

Advances in state of the art: ImageCLEF has run various tasks in different image
retrieval settings. For example the medical image retrieval task has provided a
set of resources for assessing the performance of medical retrieval systems based
upon realistic tasks and topics. The organisers have involved medical profession-
als in creating realistic tasks and carrying out relevance assessments. Chapter 6
on fusion techniques for combining textual and visual information demonstrates
a positive contribution in exploring the use of multiple modalities for image re-
trieval.

1.3.5 Organisational Challenges

Based on our experiences with ImageCLEF over the past seven years we have en-
countered a number of challenges with running a TREC–style multimedia retrieval
evaluation benchmark. The main organisational challenges are detailed below with
suggested solutions (adapted from Müller et al (2007)).

One of the greatest challenges facing the organisation of ImageCLEF has been
funding. Organising a successful event requires a certain level of commitment from
the organisers and their host institutions, e.g. to create suitable data sets, organise
and pay for relevance assessments, to maintain regular communication with partic-
ipants and assist with producing publications from the evaluation event (e.g. work-
shop proceedings). The ImageCLEF organisers have relied on the support of na-
tional and international funding bodies in addition to voluntary effort. Running an
evaluation campaign over several years requires thinking about funding beyond the
lifetime of a single research project. A strength of ImageCLEF has been to involve
several different people to distribute the workload and costs.

To produce reusable evaluation resources for multimedia retrieval systems re-
quires obtaining access to data sets and permission from the owners to distribute
the content to participating groups. This is a significant challenge for high–quality
multimedia data sets that are often copyrighted and subject to limited distribution.
ImageCLEF has been able to gain access to a number of data sets, some with little
or no copyright restrictions. Availability of data sets has a direct impact on what can
be evaluated in the evaluation campaign and on reusability of the data set after the
lifetime of the evaluation campaign.
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A difficult task is often advertising the evaluation campaign and motivating par-
ticipation. This is particularly relevant to multimedia retrieval where it is often time–
consuming to develop systems for specific tasks and submit runs. This is clearly seen
by comparing the number of groups that register for the task (to obtain the data sets)
compared to the number who eventually submit results: commonly lower than 50%.
ImageCLEF has also had to actively advertise the event across multiple domains
because of the cross–disciplinary nature of the tasks. ImageCLEF has benefitted
from being part of CLEF that already had a following of participants, was well–
known in the IR field and offered participants the chance to publish their results in
a good quality publication: the Springer Lecture Notes in Computer Science, after
the workshop.

An often difficult task has been to encourage input from commercial organisa-
tions: both collaborating with organisers (e.g. to suggest suitable search tasks) and
participating in the evaluation event itself. Ideally having commercial input enables
participants to tackle current real–world challenges and offer businesses an oppor-
tunity to investigate what state of the art approaches can achieve on their data sets.
The 2010 CLEF campaign has been organised around themes that both academics
and businesses have identified as important areas of research requiring investigation.

Creating realistic tasks and user models is important in estimating the effective-
ness of systems in an operational setting based on results obtained in a laboratory–
setting using the benchmarks provided. In ImageCLEF, for example, we have de-
veloped realistic search tasks and queries based on the knowledge of experts (e.g.
discussions with medical professionals in the case of the medical image retrieval
tasks) and analysing query logs generated by existing search systems.

A further challenge in ImageCLEF has been to efficiently create the ground
truths. This is linked with funding as it is often an extensive and time–consuming
task. Approaches such as pooling and interactive search and judge are often used
to reduce the amount of assessor time required for judging the relevance of docu-
ments, but completeness of relevance judgments and variations amongst assessors
must be taken into account. A further issue is that criteria for assessing relevance
in multimedia retrieval is often different from assessing the results of text retrieval
systems, particularly for medical images (Sedghi et al, 2009). This may require the
use of domain experts to make the judgments which relies on access to such people
and their availability to make judgments.

1.4 Conclusions

To improve multimedia retrieval systems we need to have appropriate evaluation re-
sources, such as test collections, that offer researchers access to visual data sets, ex-
ample queries and relevance judgments. Over the past seven years ImageCLEF has
provided such resources, together with providing a forum in which researchers have
been able to interact and discuss their findings. ImageCLEF has provided mainly
resources for system–centred evaluation of image retrieval systems, but has also
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maintained a relationship with user–centred evaluation of image retrieval systems,
mainly through its relationship with the CLEF interactive track (iCLEF).

However, there are still many issues to address with regards to evaluation and the
results of ImageCLEF by no means provide a ‘silver bullet’ solution to evaluating
image retrieval systems. There is still a tension between running system–centred and
user–centred evaluation on a large scale for image retrieval (e.g. (Forsyth, 2002)).
Most image retrieval in practice is interactive and should be seen as a priority for
future image retrieval evaluation campaigns. Attempts have been made to run inter-
active tasks, but participation continued to be low across the years. This is not just a
problem with image retrieval but an issue with IR evaluation in general.

Specific areas that are still ripe for exploration include: investigating which per-
formance measures best reflect user’s satisfaction with image retrieval systems and
incorporating measures such as system response time; further investigation of the
information seeking behaviours of users searching for images, such as their goals
and motivations, search contexts, the queries issued and their reformulation strate-
gies, and especially criteria shaping a user’s notion of relevance; assessing user be-
haviours such as browsing, an important search strategy for image retrieval; contin-
uing to develop publicly–accessible data sets covering multiple domains, tasks and
varying in size; investigating the utility of test collections in image retrieval eval-
uation, especially with respect to the user to generate realistic test resources. Only
by doing this can we start to address some of the concerns expressed by researchers
such as Saracevic (1995), Forsyth (2002) and Smith (1998).
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Chapter 2
Data Sets Created in ImageCLEF

Michael Grubinger, Stefanie Nowak, and Paul Clough

Abstract One of the main components of any Text REtrieval Conference (TREC)–
style information retrieval benchmark is a collection of documents, such as images,
texts, sounds or videos that is representative of a particular domain. Although many
image collections exist both on–line and off–line, finding visual resources suitable
for evaluation benchmarks such as ImageCLEF is challenging. For example, these
resources are often expensive to purchase and subject to specific copyright licenses,
restricting both the distribution and future access of such data for evaluation pur-
poses. However, the various ImageCLEF evaluation tasks have managed to create
and/or acquire almost a dozen document collections since 2003. This chapter begins
by discussing the requirements and specifications for creating a suitable document
collection for evaluating multi–modal and cross–lingual image retrieval systems. It
then describes each of the eleven document collections created and used for Image-
CLEF tasks between 2003 and 2009. The description includes the origins of each
document collection, a summary of its content, as well as details regarding the dis-
tribution, benefits and limitations of each resource.

2.1 Introduction

A core component of any TREC–style benchmark is a set of documents (e.g. texts,
images, sounds, videos) that is representative of a particular domain (Markkula et al,
2001). Although there are hundreds of different collections available, finding such
resources for general use is often difficult, not least because of copyright issues,
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which restrict the large–scale distribution and future accessibility of data. This is
especially true for visual resources as these are, in general, often more valuable than
written texts and hence subject to limited availability and access for the research
community (Grubinger et al, 2006).

2.1.1 Collection Creation

The organizers of an evaluation event for Visual Information Retrieval (VIR) have,
in principle, two different choices with respect to the acquisition of benchmark re-
sources: they can (1) custom–build a document collection from scratch, or (2) gain
the distribution rights of an existing collection and adapt it to the research objectives
of the particular evaluation event.

2.1.1.1 Custom–built Document Collections

The advantages of building a document collection for the evaluation of VIR from
scratch are manifold:

• The contents of the document collection can be created and brought to perfection
with respect to the main objective of the evaluation event.

• The image selection process can be pre–defined to ensure that the collection is
representative of a particular domain.

• The type, quality and quantity of images and annotations can be created bearing
in mind the current state–of–the–art of retrieval algorithms.

• The resources can be made available to participants (and other researchers) freely
and without copyright restrictions. This also ensures the reproducibility of re-
search results after the evaluation event.

However, there is the danger that the document collection becomes too contrived
unless pre–defined collection creation processes, which are based on real–world
studies, are strictly obeyed while building the collection. Also, the manpower and
resources required to custom–build such a collection should not be underestimated.

2.1.1.2 Existing Document Collections

Due to lack of manpower and resources, it is often not feasible for benchmark or-
ganizers to build their own test collection from scratch, especially in large–scale
retrieval evaluation events. In that case, the acquisition of an already existing docu-
ment collection is often the only choice.

While this option is faster and easier than custom–building the evaluation re-
sources from scratch, one needs to take into consideration that most collections
were originally created for purposes other than retrieval evaluation. Thus, a detailed
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analysis of the collection’s content should be undertaken prior to its acquisition and
adaptation. In particular, the following questions need to be addressed:

• Is the collection representative for the particular domain in question?
• Can the retrieval evaluation objectives be achieved using this collection? If not,

is it feasible to alter the data accordingly?
• Are the data in the collection suitable to create meaningful query topics (i.e. nei-

ther too easy nor too difficult) to evaluate the state–of–the–art retrieval methods?
• Can the resources be made available to the benchmark participants royalty–free

and without (too many) copyright restrictions?

The acquisition of an existing document collection should only be considered if all
these questions can be answered positively.

2.1.2 Requirements and Specification

Regardless of the collection creation approach, it is vital to create (or select and/or
adapt) the potential document collection according to pre–defined collection re-
quirements. For the evaluation of multi–modal cross–language VIR in general (and
ImageCLEF in particular), the following specifications (Grubinger, 2007) should
thereby be taken into account:

2.1.2.1 Evaluation Scope

While many benchmarks in other areas of computing are preoccupied with speed
and response time (e.g. TPC–Transaction Processing Performance Council, SPEC–
Standard Performance Evaluation Corporation), these measures do not play a cen-
tral role in ImageCLEF, although they are extremely important for image retrieval.
Following the methodology of TREC, the main focus lies in the evaluation of an
algorithm’s ability to identify relevant images (i.e. retrieval precision) rather than
in its ability to carry out efficient search (i.e. retrieval speed). Although retrieval
speed is generally considered as an essential factor for the usability of a system, it
often depends on extraneous factors such as network connection, disk bandwidth or
processor speed, which can hinder the objective comparison of retrieval methods.
Within ImageCLEF, only the interactive evaluation had a scope on retrieval speed.

2.1.2.2 Collection Size

Similar to retrieval and processing speed, the collection size is not of primary im-
portance. Of course, it should not be too small in order to produce significant and
robust evaluation results. Having too large databases, on the other hand, would be
impractical: retrieval by image content requires some degree of indexing and, as a
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consequence, the costs of indexing the database could be considerable. However, re-
trieval problems in small and very large collections are quite different and retrieval
systems need to scale up to millions or billions of images. Retrieval in extremely
large databases is a specific research field currently not fully covered by Image-
CLEF. Obtaining such very–large scale collections therefore must be one of the
future directions of ImageCLEF.

2.1.2.3 Collection Parameters

Ideally, any benchmark collection would be parametric, thereby allowing the spec-
ification of parameters that may be adjusted according to different requirements.
Only by these means can the benchmark be geared to meet a variety of needs and be
adapted to changing evaluation goals. Reasons for such changes can be due to the
development of more powerful retrieval systems or due to changing interests in the
research community (e.g. expressed by participants’ feedback at evaluation events).

2.1.2.4 Collection Image Quality

Since most Content–Based Image Retrieval (CBIR) approaches are based on the
analysis and processing of color, texture and shape, images in the collection should
meet the following quality requirements to allow for a meaningful evaluation:

Resolution. Images should exhibit a minimum resolution of 256 x 256 pixels to
allow for meaningful application of CBIR methods.

Clarity. Blurry photos due to camera movement or any other reason at the time
of capturing the image should be avoided.

Contrast. Only photos with a reasonable level of contrast should be selected for
the benchmark collection.

One might argue that not all images in real–world collections are of high quality
and a benchmark collection should be as close to reality as possible. While this is
certainly true, it would be easy to lower the image quality in a collection (e.g. by
decreasing the resolution, blurring, etc.) if this was required for a specific evaluation
— yet the converse is not always possible (Leung and Ip, 2000). On the other hand,
this could create artificial collections that do not correspond to reality.

2.1.2.5 Image Annotations

Semantically rich image annotations are obviously a benefit to any document collec-
tion as they can facilitate the categorization of, and the search for, particular images
and also make the query topic creation process easier.

However, they are not only an advantage for collection management purposes,
but still a vital part of image retrieval algorithms as well and therefore an indis-
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pensable component of any test collection. Currently, the state–of–the–art methods
in purely visual CBIR deliver a limited retrieval quality for semantic queries. Re-
search is a long way from bridging the semantic gap using CBIR approaches alone
and semantic search requests can still only be successfully processed by the inclu-
sion of textual representations.

Hence, any image retrieval evaluation set–up that follows the traditional TREC
methodology should be based on a document collection with quality annotations
or with realistic annotations based on a specific user model (e.g. Web search ex-
hibits very limited annotations). In a cross–language evaluation environment such
as ImageCLEF, multi–lingual annotations are certainly a benefit as monolingual
captions provide little challenge for the participating systems. Yet, it is expected
that, as CBIR methods evolve and improve, the importance of text representations
will decrease (Grubinger, 2007).

2.1.2.6 Copyright

Ideally, all evaluation resources would be made available to the participants royalty–
free and without copyright restrictions (also after the event, so that non–participating
researchers can reproduce the retrieval and evaluation results). Unfortunately, in
reality this is not always possible. In order to be suitable for benchmarks, the original
copyright owners of the collections need to agree to at least the following:

• All evaluation resources are royalty–free. Not many research groups would par-
ticipate if they had to pay for the evaluation resources.

• The data can be distributed to all participants electronically, whereby all partic-
ipants are allowed to use the collection data for research purposes at least in the
context of the benchmark.

• Participants are allowed to use and illustrate parts of the resources in their corre-
sponding publications at least directly linked to the benchmark.

2.1.3 Collection Overview

Since 2003, ImageCLEF has created (and/or acquired and adapted) almost a dozen
document collections to support its various evaluation tasks. Figure 2.1 provides a
time–related overview of these collections.

Some collections are freely available for download from the ImageCLEF web-
site1, while others are subject to signing an end–user agreement with the task orga-
nizers and/or original copyright holders. We now describe each of these collections.

1 http://www.imageclef.org/

http://www.imageclef.org/


24 Michael Grubinger, Stefanie Nowak, and Paul Clough

Fig. 2.1: Time–related overview of ImageCLEF document collections.

2.2 Image Collections for Photographic Retrieval

Three databases have been acquired for the evaluation of visual information ad hoc
retrieval from generic photographic collections (see Chapter 8): The St. Andrews
collection of historic photographs from 2003 to 2005 (Section 2.2.1); the IAPR
TC–12 database from 2006 to 2008 (Section 2.2.2); and the Belga news agency
photographic collection (Section 2.2.3) in 2009.

2.2.1 The St. Andrews Collection of Historic Photographs

The St. Andrews Collection (SAC) of historic photographs is a subset of one of
Scotland’s most important archives of historic photography, which was made avail-
able to the public via a Web interface2 in a large–scale digitalization project by St.
Andrews University Library (Reid, 1999). This collection of 28,133 photographs
from well–known Scottish photographers and photographic companies was a core
component of the ImageCLEF Ad hoc Retrieval Task from 2003 to 2005.

2.2.1.1 Collection Content

Most photos in the SAC are monochrome or black-and-white (89.0%), due to the
historic nature of the collection, and are specific to Scotland (67.1%) or the UK
(95.0%) between 1840 and 1940 (see (Reid, 1999) for detailed statistics). The col-
lection includes photos and postcards of towns and villages, nature (e.g. landscapes,

2 http://www.st-andrews.ac.uk/specialcollections/

http://www.st-andrews.ac.uk/specialcollections/
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Fig. 2.2: Sample images from the SAC.

Fig. 2.3: Sample SGML image caption and image.

animals), architecture (e.g. buildings, statues, monuments), events (e.g. war–related,
royal visits), transport (e.g. ships, carriages), family and individual portraits, and
sports (especially golf). Figure 2.2 displays sample images from a selection of these
categories.

Not all the images in the SAC exhibit exactly the same size: the large versions
of the images show an average resolution of 368 x 234 pixels; the corresponding
thumbnails exhibit 120 x 76 pixels (see (Reid, 1999) for detailed statistics).

2.2.1.2 Image Captions

Each photograph has an annotation that consists of the following nine fields: (1) a
unique record number, (2) a full title, (3) a short title, (4) a textual description of
the image content, (5) the date when the photograph was taken, (6) the originator,
(7) the location where the photograph was taken, (8) notes for additional informa-
tion, and (9) its corresponding categories. These captions have been encapsulated
in a Standard Generalized Markup Language (SGML) format to be compatible with
existing TREC collections (see Figure 2.3 for an example).

The <DOCNO> tag contains the pathname of the image as a unique docu-
ment identifier, and the title and categories are indicated by the <HEADLINE>
and <CATEGORIES> tags, respectively. The remaining caption fields are enclosed
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by the <TEXT> tag and are not structured. In addition, the <SMALL IMG> and
<LARGE IMG> tags contain the path of the thumbnail and of the large version. Fur-
ther examples and information about the SAC can be found in (Clough et al, 2006;
Reid, 1999) and the St. Andrews University Library3.

2.2.1.3 Benefits and Limitations

The SAC was used as the basis for ImageCLEF because of the following advan-
tages: it (1) represented a reasonably–sized collection of images, (2) offered high
quality, semi–structured annotations to support Text–Based Image Retrieval (TBIR)
methods, and (3) permission was granted by St. Andrews Library to download and
distribute the collection for the photographic retrieval task. All this facilitated the
birth of ImageCLEF — a very valuable contribution to the evaluation event, indeed.

However, there were also a few limitations in its use. For example, most of the
images in the collection are monochrome or black-and-white photographs; they do
not contain many clearly separated objects and a few are also of very poor quality
(e.g. too dark, too blurry). All this makes the SAC a very difficult collection for
purely visual analysis. Furthermore, the domain of the SAC is restricted to mainly
photographs specific to life in Scotland and England from 100 years ago, which
together with the excessive use of colloquial and domain-specific language affects
both its use and effectiveness as a generic evaluation resource.

As a consequence, after three years of image retrieval evaluation using the SAC,
it was replaced by a new resource: the IAPR TC–12 database.

2.2.2 The IAPR TC–12 Database

The photographic collection of the IAPR TC–12 database was used in the Image-
CLEF General Photographic Retrieval Task (ImageCLEFphoto) from 2006 to 2008,
for the 2007 GeoCLEF Geographic Retrieval Task and the 2007 and 2008 Image-
CLEF Visual Concept Detection Task (see also Section 2.4).

While most other collections were originally created for purposes other than re-
trieval evaluation, the goal for the development of the IAPR TC–12 database was
to provide a generic photographic collection which could be used for a variety of
research and evaluation purposes in general, and for ImageCLEF in particular. More
information on the design and implementation of the IAPR TC–12 database, created
under Technical Committee 12 (TC–12) of the IAPR4, can be found in (Grubinger,
2007).

3 http://www-library.st-andrews.ac.uk/
4 http://www.iapr.org/

http://www-library.st-andrews.ac.uk/
http://www.iapr.org/
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Fig. 2.4: Sample images from the IAPR TC–12 database.

2.2.2.1 Collection Content

The IAPR TC–12 database contains 20,000 photos taken from locations around
the world and comprises a varying cross–section of naturalistic images. Figure 2.4
illustrates a number of sample images from a selection of categories.

The majority of the images in the collection have been provided by viventura5, an
independent travel organization that offers adventure trips to South America. Travel
guides accompany the tourists and maintain a daily on–line diary including pho-
tographs of trips made as well as general pictures of each location including accom-
modation facilities and ongoing social projects. The remainder of the images has
been collected by the first author from personal experiences (e.g. holidays, sports
events) to systematically add to the diversity of the collection. The IAPR TC–12
database therefore contains many images of similar visual content, but varying il-
lumination, viewing angle and background, which provides an additional challenge
for the successful application of CBIR methods (Grubinger et al, 2006).

2.2.2.2 Image Captions

Each image in the collection has a corresponding semi–structured annotation con-
sisting of the following seven fields: (1) a unique identifier, (2) a title, (3) a free–text
description of the semantic and visual contents of the image, (4) notes for additional
information, (5) the provider of the photo and fields describing (6) where and (7)
when the photo was taken. These annotations are available in three languages for
each image: English, German and Spanish.

Figure 2.5 shows a sample image with its corresponding English annotation. All
images, metadata and multi–lingual annotations are stored in a database, allowing
the creation of collection subsets with respect to a variety of parameters (e.g. which
images or caption fields to use, or which annotation language to select).

Consequently, the ImageCLEF organizers made use of the parametric nature of
the IAPR TC–12 database and created a different subset of the test collection each

5 http://www.viventura.net/

http://www.viventura.net/
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Fig. 2.5: Sample image caption from the IAPR TC–12 database.

year (see also Chapter 8). Moreover, additional subsets of this test collection were
used for the 2007 GeoCLEF Geographic Retrieval Task and the 2007 and 2008
ImageCLEF Visual Concept Detection Tasks (see also Section 2.4).

2.2.2.3 Benefits and Limitations

The photographic collection of the IAPR TC–12 database exhibits the following
benefits: all photos are high–quality color photographs with excellent levels of reso-
lution and contrast; the generic collection contains a variety of real–life photographs
from a range of subjects and settings; high–quality multi–lingual annotations make
the collection suitable for the evaluation of a range of retrieval tasks; the parametric
nature of the benchmark allows for the fast adaptation to changed retrieval require-
ments or new evaluation needs; and the collection is available freely and without
copyright restrictions that would hinder its redistribution for evaluation purposes.

However, ImageCLEF participants felt in 2008 that the time had come to move
on to a bigger image archive for evaluation. Other criticisms were that the collection
seemed a bit too contrived: the annotations were created by a single person and in
extremely high quality. Hence, in 2009 the IAPR TC–12 database was replaced by
the Belga news agency photographic collection.

2.2.3 The Belga News Agency Photographic Collection

In 2009, the ImageCLEF organizers offered a new challenge to the ImageCLEF-
photo participants by providing a database that was nearly 25 times larger than the
ones used in the years before: the photographic collection of Belga6, a Belgian news
agency covering all aspects of life and current affairs: politics, economics, finance,
social affairs, sports, culture and personalities. The news content is thereby supplied
in text, pictures, audio and video formats (Lestari Paramita et al, 2009).

6 http://www.belga.be/

http://www.belga.be/
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Fig. 2.6: Sample image and caption of the Belga database.

Table 2.1: Collection overview of the ImageCLEFmed teaching files.

Collection Year added Image type(s) Cases Images Annotations
Casimage 2004 Radiology, Pathology 2,076 8,725 2,076
MIR 2005 Nuclear Medicine 407 1,177 407
PEIR 2005 Pathology, Radiology 32,319 32,319 32,319
PathoPIC 2005 Pathology 7,805 7,805 15,610
MyPACS 2007 Radiology 3,577 15,140 3,577
CORI 2007 Endoscopy 1,496 1,496 1,496
TOTAL 47,680 66,662 55,485

ImageCLEFphoto 2009 was provided with a collection of 498,920 photos with
unstructured, English–only annotations describing the contents of the image, such
as: people shown in the photo, the event taking place, and the location where the
image was captured. Figure 2.6 shows an image example with its caption.

The Belga database offered new challenges to the participants in comparison to
the SAC and IAPR TC–12 collections. For example, the unstructured nature of the
image captions requires the automatic extraction of information about, for example
the location, date or photographic source of the image as a part of the indexing and
retrieval process. In addition, it contains many cases where pictures were orientated
correctly, thereby making CBIR more difficult (Lestari Paramita et al, 2010).

However, one of the few limitations of the collection can be found in the fact
that the English–only annotations provide little challenge to Cross–Language Infor-
mation Retrieval (CLIR) systems other than having a query in a language different
from English.

2.3 Image Collections for Medical Retrieval

Two major image archives have been used for the evaluation of ad hoc retrieval from
medical collections (see also Chapter 13): The ImageCLEFmed teaching files from
2004 to 2007 (Section 2.3.1) and the collection of the Radiological Society of North
America (RSNA) since 2008 (Section 2.3.2).
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Fig. 2.7: Structure of the ImageCLEFmed teaching files.

2.3.1 The ImageCLEFmed Teaching Files

The ImageCLEFmed teaching files are a collection of domain–specific photographs
for the medical field, which was used in the medical ad hoc retrieval tasks of Im-
ageCLEF (ImageCLEFmed) from 2004 to 2007. This medical archive comprises in
total 66,662 images and is, in fact, a composite of several medical subcollections
provided by independent medical institutions and hospitals that granted ImageCLEF
permission to use their data sets in its evaluation campaign (Hersh et al, 2007, 2009).
Figure 2.7 provides an overview of the conceptual structure of the ImageCLEFmed
teaching files. The individual collections are partly organized into cases that rep-
resent a group of related images and annotations (some collections have an orga-
nization based on single images). Each image is part of a case and has optional
associated annotations, which consist of metadata and/or a textual annotation. All
images and annotations are stored in separate files, whereby the connections be-
tween the collections, cases, images and annotations are established in an XML file.
Table 2.1 provides an overview of the collections in the ImageCLEFmed teaching
files. In total, it contains 66,662 images, 47,680 medical cases and 55,485 anno-
tations in English, French and/or German. The individual subcollections are briefly
introduced below.

2.3.1.1 Casimage

The first collection used by ImageCLEFmed in 2004 is the Casimage collection7

(Rosset et al, 2004). Most of its 8,725 images are from radiology (but it also con-
tains photographs, presentation slides and illustrations) belonging to 2,075 medical
cases (see Figure 2.8). The majority (95%) of these medical cases have correspond-
ing notes which are written in XML, with 75% being annotated in French and 20%
in English. These quite elaborate case notes can comprise several images and in-

7 http://www.casimage.com/

http://www.casimage.com/
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Fig. 2.8: Sample image and caption of the Casimage collection.

Fig. 2.9: Sample image and caption of the MIR database.

clude a field for the title, diagnosis, free–text description, clinical presentation, hos-
pital, department and keywords; 207 case notes are empty (Müller et al, 2004).

2.3.1.2 MIR

In 2005, ImageCLEFmed was given permission to use the nuclear medicine database
of the Mallinckrodt Institute of Radiology8 (MIR) with 1,177 images mainly from
the field of nuclear medicine (Wallis et al, 1995).

Similar to Casimage, the images are assigned to medical cases which are de-
scribed in English XML files. These rather extensive descriptions are only encap-
sulated by one CASE tag, as illustrated in Figure 2.9. Yet, some kind of semi–
structured information still exists within the text as there are sections for, for exam-
ple, diagnosis, findings, discussion and follow–up.

8 http://www.mir.wustl.edu/

http://www.mir.wustl.edu/
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Fig. 2.10: Sample image and caption of the PEIR data set.

Fig. 2.11: Sample image and caption of the PathoPic collection.

2.3.1.3 PEIR

Another database that was made available in 2005 was the Pathology Educational
Instructional Resource (PEIR) Data set9; this collection contains 32,319 mainly
pathology images (see Figure 2.10).

In contrast to MIR, each image has a corresponding English caption based on
the Health Education Assets Library (HEAL) project10 and is thus not organized in
cases but in terms of images. The PEIR Data set also shows a very detailed anno-
tation structure, depicting information such as the filename, a title, a description, a
date of contribution, archiving and cataloguing, and the image source. More infor-
mation on the HEAL project can be found in (Candler et al, 2003).

2.3.1.4 PathoPic

The PathoPic11 collection (Glatz-Krieger et al, 2003) was also included in 2005 and
comprises 7,805 pathology images. Similar to MIR, this collection also comprises
structured captions on a per image basis in English and German. However, its cap-
tions are not as detailed as those of PEIR, and some English captions are especially
very short (see Figure 2.11 for examples).

9 http://peir.path.uab.edu/
10 http://www.healcentral.com/
11 http://alf3.urz.unibas.ch/pathopic/

http://peir.path.uab.edu/
http://www.healcentral.com/
http://alf3.urz.unibas.ch/pathopic/
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Fig. 2.12: Sample image and caption of the MyPACS data set.

Fig. 2.13: Sample image and caption of the CORI Database.

2.3.1.5 MyPACS

In 2007, two additional databases were added to the ImageCLEFmed teaching files.
The first was the MyPACS data set12 comprising 15,140 radiology images.

These images belong to 3,577 cases, which are described in English only. Fig-
ure 2.12 provides a sample image with its annotation.

2.3.1.6 CORI

The second collection that was added to the ImageCLEFmed teaching files in 2007
is the image database of the Clinical Outcomes Research Initiative13 (CORI), con-
taining 1,496 endoscopic images.

Figure 2.13 illustrates a sample image and its corresponding caption. Each im-
age contains one English annotation, comprising the ID, title, series, subject and
description (annotations are hence per image and not per case). The CORI database
extends the spectrum of the ImageCLEFmed database in so far as there were very
few endoscopic images in the data set.

12 http://www.mypacs.net/
13 http://www.cori.org/

http://www.mypacs.net/
http://www.cori.org/


34 Michael Grubinger, Stefanie Nowak, and Paul Clough

2.3.1.7 Benefits and Limitations

The benefits of the ImageCLEFmed teaching files are obvious: the six medical data
sets together build a large image set from a variety of medical fields; the high reso-
lution and also the nature of the images are almost predestined for CBIR evaluation,
while the multi–lingual captions in English, German and French create a realistic,
comprehensive and versatile data set for the evaluation of TBIR as well.

Unfortunately, some of these medical images (especially those from the MyPACS
collection) are under copyright restrictions and their redistribution to the participat-
ing research groups is only possible through a special agreement with the original
copyright holders. In many cases, the captions do not describe the image content
itself but rather the context in which the image was taken; they further contain
many spelling errors (especially Casimage), many abbreviations, which are used
in a non–standardized way, and many terms which are very specific to the medi-
cal domain and unlikely to be found within most general purpose dictionaries or
stemmers (Müller et al, 2006).

2.3.2 The RSNA Database

In 2008, the ImageCLEFmed organizers managed to obtain the rights to use a subset
of a large database of medical images that is also accessible via the Goldminer image
search engine14 and replaced the ImageCLEFmed teaching files as an evaluation
resource for the ImageCLEF medical retrieval tasks. This subset was made available
by the Radiological Society of North America15 (RSNA).

2.3.2.1 Collection Content

The content of the RSNA database represents a broad and significant body of medi-
cal knowledge and includes high quality images, which are, in fact, original figures
used in articles taken from the radiological journals Radiology and Radiographics;
these images are associated with journal articles and can be part of a figure16.

The collection further provides the corresponding figure captions and links to
the full text articles via the PubMed Identifier (PMID), which can further be used to
obtain the Medical Subject Heading (MeSH) terms assigned by the National Library
of Medicine (NLM) for PubMed17. All captions are in English only.

14 http://goldminer.arrs.org/
15 http://www.rsna.org/
16 Due to copyright restrictions, it is not possible to depict sample images and annotations.
17 http://www.pubmed.gov/

http://goldminer.arrs.org/
http://www.rsna.org/
http://www.pubmed.gov/
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Table 2.2: Overview of the IRMA database at ImageCLEF (2005–2009).

Year Images Classes Images Images Classes
(Training) (Training) (Validation) (Test) (Test)

2005 9,000 057 - 1,000 057
2006 9,000 116 1,000 1,000 116
2007 10,000 116 1,000 1,000 116
2008 12,076 193 1,000 1,000 187
2009 12,677 193 - 1,733 169

2.3.2.2 Data Distribution

The database that was eventually distributed to the ImageCLEFmed participants
included an XML file with the image ID, the captions of the images, the titles of
the journal articles in which the image had appeared, and the PMID of the journal
article. In addition, a compressed file containing approximately 66,000 images was
provided in 2008, and one containing nearly 75,000 images in 2009, respectively.

2.4 Automatic Image Annotation and Object Recognition

While the ImageCLEF medical annotation and classification tasks (see also Chap-
ter 12) have used the IRMA database exclusively from 2005 to 2009 (Section 2.4.1),
the data collections have changed quite frequently for the generic visual object/con-
cept recognition and annotation tasks (see also Chapter 11): the LookThatUp (LTU)
collection was used in 2006 (Section 2.4.2), the PASCAL VOC collection in 2007
(Section 2.4.3), a subset of the IAPR TC–12 database in 2008 (Section 2.2.2), and a
subset of the Flickr MIR data set in 2009 (Section 2.4.4).

2.4.1 The IRMA Database

The Image Retrieval in Medical Applications (IRMA) database18 is a collection of
15,000 medical radiographs that have been randomly collected from daily routine
work at the Department of Diagnostic Radiology of the RWTH Aachen University19

(Lehmann et al, 2003). Sub sets of this archive were used in the Automatic Medical
Image Classification/Annotation Task at ImageCLEF from 2005 to 2009 (see Ta-
ble 2.2). All images in the IRMA database are provided as PNG files using 256 grey
values fitting into a bounding box of the same size. Each image is thereby classified
by, and annotated with, its complete IRMA code (see Figure 2.14 for an example).

18 http://irma-project.org/
19 http://www.rad.rwth-aachen.de/

http://irma-project.org/
http://www.rad.rwth-aachen.de/
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Fig. 2.14: Sample image with corresponding IRMA code.

Fig. 2.15: Sample training and test images of the LTU data set.

While many other existing medical terminologies such as the MeSH thesaurus
are poly–hierarchical (i.e. several paths can lead to a code entity), the IRMA
code relies on class–subclass relations to avoid ambiguities in textual classification
(Lehmann et al, 2006).

In particular, the IRMA code comprises four mono–hierarchical axes with three
to four positions each: the technical code (T) describes the imaging modality, the
directional code (D) models body orientations, the anatomical code (A) refers to the
body region examined, and the biological code (B) depicts the biological system
examined. The complete IRMA code subsequently exhibits a string of 13 charac-
ters, each in {0...9, a...z}: TTTT-DDD-AAA-BBB. More information on the IRMA
database and code can be found in (Lehmann et al, 2003, 2006).

2.4.2 The LookThatUp (LTU) Data set

LTU Technologies20 provided their hand–collected data set of mono–object images
of 268 classes to the Automatic Object Annotation Task at ImageCLEF 2006. The
image collection subset that was used in that event had been reduced to 21 classes
(and 13,963 images respectively) to make the task at least somewhat realistic for
existing techniques. All the images are in PNG format, and most of them exhibit a
resolution of 640 x 480 pixels.

20 http://www.ltutech.com/

http://www.ltutech.com/
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Fig. 2.16: Sample images from the PASCAL VOC 2006 collection.

The LTU data set consists of images containing only one object in a rather clean
environment, i.e. the images show the object and some mostly homogeneous back-
ground. These images were used for training in ImageCLEF 2006. The test col-
lection comprises 1,100 images that show the 21 object classes in a more natural
setting, i.e. there is more background clutter than in the training images. Figure 2.15
depicts examples for training data and test images. The task proved to be too diffi-
cult for the state–of–the–art retrieval technology of 2006; hence, the LTU data set
was replaced by the PASCAL object recognition database one year later.

2.4.3 The PASCAL Object Recognition Database

The PASCAL object recognition database is a compilation of image databases with
the goal of providing a standardized collection for the evaluation of the current
generation of object recognition algorithms (Everingham et al, 2006). A collection
subset of approximately 2,600 PNG images belonging to ten classes was used as
training data at the ImageCLEF 2007 Object Retrieval Task, while 20,000 images
from the IAPR TC–12 database (see Section 2.2.2) were used as test data.

Figure 2.16 provides some sample images. The corresponding annotations denote
which of the ten object classes is visible in which area of the image. The images in
the collection are PNG images and show objects from a number of classes in mostly
realistic scenes (i.e. no pre–segmented objects).

The subset used at ImageCLEF 2007 is available on the Web page of the PAS-
CAL VOC challenge21, which facilitates the reproduction of evaluation results out-
side the PASCAL VOC and ImageCLEF campaigns. Yet, some images are of very
poor quality, and providing training and test data from different collections, albeit
being realistic, was too hard for most retrieval algorithms.

Hence in 2008, 1,827 new training and 1,000 test images were taken from a
subset of the IAPR TC–12 database (see Section 2.2.2) that had not been included
in the retrieval and annotation tasks of ImageCLEF 2007. Participants felt that the
number of training and test images was a bit too low to provide significant results.
Therefore, the ImageCLEF organizers decided to move on to use a new and much
larger collection from 2009: the MIR Flickr image data set.

21 http://www.pascal-network.org/challenges/VOC/databases.html

http://www.pascal-network.org/challenges/VOC/databases.html
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Fig. 2.17: Sample images of the MIR Flickr image data set.

Fig. 2.18: Sample image caption from the MIR Flickr image data set.

2.4.4 The MIR Flickr Image Data Set

The ImageCLEF 2009 Large–Scale Visual Concept Detection and Annotation Tasks
used a subset of the MIR Flickr image data set (Huiskes and Lew, 2008). This
database contains 25,000 consumer photos from Flickr22 made available under a
creative common license (see Figure 2.17 for examples). Most photos contain Ex-
changeable Image File Format (EXIF) data, which are stored in separate text files.

In 2009, 18,000 photos — 5,000 were used for training, 13,000 as test images —
were annotated manually with 53 pre–defined visual concepts and provided to the
participants. These multi–label annotations mostly refer to holistic visual concepts,
which are organized in a small ontology.

Figure 2.18 shows an example for an image with its corresponding visual con-
cepts. More information on the annotation process and concept ontology can be
found in (Nowak and Dunker, 2010).

2.5 Image Collections in Other Tasks

Image collections used in further ImageCLEF tasks include the INEX MM collec-
tion in the WikipediaMM Retrieval Tasks 2008 and 2009 (Section 2.5.1) and the
KTH–IDOL2 database in the Robot Vision Task in 2009 (Section 2.5.2).

22 http://www.flickr.com/

http://www.flickr.com/
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Fig. 2.19: Sample Wikipedia image with its corresponding caption.

2.5.1 The INEX MM Wikipedia Collection

The INEX MM Wikipedia collection is a subset of the Wikipedia XML cor-
pus (Denoyer and Gallinari, 2006), which comprises XML collections based on
Wikipedia23, an on–line encyclopedia that is collaboratively written by contribu-
tors from all over the world. This multimedia collection had previously been used
at the INEX 2006 and 2007 multimedia tasks (Westerveld and van Zwol, 2007) and
was also made available to the WikipediaMM Retrieval Task at ImageCLEF in 2008
and 2009 (see also Chapter 9).

2.5.1.1 Collection Contents

The subset of the Wikipedia XML corpus that was eventually provided to the Im-
ageCLEF participants comprises approximately 150,000 JPG and PNG Wikipedia
images. The image collection thereby does not only contain photographs, but also
maps, satellite images, x–rays, graphs, drawings, sketches, illustrations, and figures.

These come in all dimensions and sizes, ranging from 30 x 30 pixels and 1 KB
to 4,800 x 3,600 pixels and 4.7 MB; some exhibit rather extreme dimensions, like
11,880 x 1,683 pixels. Each image belongs to one text file containing user–generated
XML captions in English. A sample image caption is shown in Figure 2.19. The im-
age annotations are highly heterogeneous and can be of varying length, but usually
contain at least a brief description of the image contents, the Wikipedia user who
uploaded the photo, and copyright information. More information on the collection
can be found in (Westerveld and van Zwol, 2007).

23 http://www.wikipedia.org/

http://www.wikipedia.org/
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2.5.1.2 Additional Resources

Additional resources were made available to the ImageCLEF participants to support
their investigations of multi–modal approaches (i.e. combining CBIR with TBIR):

Image similarity matrix. For each image, this matrix contains the list of the top
K = 1.000 most similar images in the collection with their similarity scores.

Image classification scores. The classification scores for 101 conceptional classes
are provided for each image.

Image features. For each image, the set of the 120–dimensional feature vectors
that has been used to derive the classification scores above was provided.

These resources are beneficial to researchers who wish to exploit visual evidence
without having to pre–process the entire image collection first.

2.5.1.3 Benefits and Limitations

The main benefit of the INEX MM Wikipedia collection lies in the large number
of royalty–free images as well as in the extensive annotation text that is associated
with them. This allows for close examination of both CBIR and TBIR.

The varying image dimensions and highly heterogeneous and often extremely
short captions can be seen as one of the drawbacks of the collection. Since anyone
can edit the text files, the annotation quality inherently varies within the collection
as well. Furthermore, the English–only captions provide little challenge for the par-
ticipants in a CLIR evaluation environment such as CLEF.

2.5.2 The KTH–IDOL2 Database

The KTH–IDOL2 database (Luo et al, 2006) is a database made available by the
Royal Institute of Technology24. A subset of this image collection was used in the
ImageCLEF 2009 robot vision task (see also Chapter 10).

2.5.2.1 Collection Content

The database contains 24 image sequences acquired by two mobile robot platforms
with a perspective camera using a resolution of 320 x 240 pixels per image. These
two robots were manually driven through a five room subsection of a larger of-
fice environment while continuously taking images, whereby each of the five rooms
represented a different functional area: a one–person office, a two–person office, a
kitchen, a corridor, and a printer area (see Figure 2.20).

24 http://www.kth.se/

http://www.kth.se/
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Fig. 2.20: Sample images from the KTH–IDOL2 database.

The appearance of the rooms was captured under three different illumination
conditions (i.e. cloudy weather, sunny weather, and night) and across a time span of
six months. Thus, the sequences exhibit variability that occurs in real–world envi-
ronments introduced not only by illumination but also by human activity (e.g. pres-
ence/absence of people, furniture/objects relocated). Each image was subsequently
labeled as belonging to one of the rooms according to the position of the robot dur-
ing acquisition (Luo et al, 2007).

2.5.2.2 Data Distribution

The training and validation set for the ImageCLEF 2009 Robot Vision Task con-
sisted of a subset of the KTH–IDOL2 database. An additional, previously unreleased
image sequence was used for testing, whereby the test sequences were recorded in
the same five–office environment 20 months after the acquisition of the original
KTH–IDOL2 data.

2.6 Conclusions

This chapter first introduced the requirements and specifications for test collection
creation for multi–modal cross–language image retrieval evaluation in general, and
then described each of the collections created and used for the ImageCLEF tasks be-
tween 2003 and 2009 in particular. This includes the collection origins and contents
as well as distribution details, benefits and limitations of each resource.

It is recognized that benchmarks are not static as the field of VIR might (and will)
develop, mature and/or even change. Consequently, benchmarks will have to evolve
and be augmented with additional features or characteristics depending on the re-
searchers’ needs. Hence, ImageCLEF will continue to create and acquire document
collections for its evaluation tasks in the future.

Acknowledgements This work has been partly supported by grant No. 01MQ07017 of the Ger-
man research program THESEUS funded by the Ministry of Economics.
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Chapter 3
Creating Realistic Topics for Image Retrieval
Evaluation

Henning Müller

Abstract This chapter describes the various ways for creating realistic query topics
in the context of image retrieval evaluation campaigns such as ImageCLEF. A short
overview describes general ways of creating topics, from complete laboratory style
evaluations based on the technical capabilities of systems to real–world applications
with real end users. The chapter offers help to those planning to evaluate systems on
how to develop challenging and realistic topics based on knowledge of the users and
of the capabilities of systems. Information sources for created topics are detailed.
The main analysis will be the ImageCLEF tasks, and especially the medical retrieval
tasks, where many different ways for creating topics have been analyzed over the
years.

3.1 Introduction

Evaluation has always been an important aspect of systems development and demon-
strating technical progress in all fields of research, including information retrieval.
Creating formalised statements of user’s information needs (topics) is a core part
of IR evaluation using test collections. Topics are used to compare techniques in
a particular field of research; however, creating realistic and effective topics is far
from trivial. In information retrieval, the first systematic evaluation of research sys-
tems were the Cranfield tests in 1962 (Cleverdon, 1962). These tests mention the
following as requirements for evaluation: the existence of a data set; the creation
of query tasks and detailed topics that correspond to a user’s information need; and
a judgement of relevance for all documents/images in the collection with respect
to the created topics. Almost all current evaluation campaigns such as TREC1 and

Henning Müller
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CLEF2 are still based on this paradigm (Harman, 1992; Savoy, 2002), although with
increasing database size judging all items in a database for relevance is not possible
and pooling is usually used to limit the amount of work required for the judgments
(Sparck Jones and van Rijsbergen, 1975). (See Chapter 4 for more details regarding
relevance assessments.) Thus topic creation has been an integral part of the evalua-
tion process in information retrieval.

This chapter focuses on the evaluation of image retrieval, however, rather than
textual information retrieval. Image retrieval has been a very active domain over
the past 25 years (Smeulders et al, 2000) but evaluation of image retrieval has rather
been neglected (Müller et al, 2001) over much of this period. Over the last ten years,
this has slowly changed and a large number of evaluation campaigns and more sys-
tematic evaluation approaches have also started in visual information retrieval. After
initial proposals from Gunther and Beretta (2001) with general ideas, TRECVid3

has been the first campaign to systematically evaluate video retrieval from large–
scale archives with news footage (Smeaton et al, 2003). Other campaigns more fo-
cused on image retrieval, such as ImageCLEF4 or ImageEval5, followed only a little
later.

In terms of topic creation, only very limited systematic analysis has taken place
and one of the few papers really describing the process of topic generation for Im-
ageCLEF is by Grubinger and Clough (2007). For most other evaluation campaigns,
available data sources such as user log files have been used from a variety of
sources such as Web log files (Müller et al, 2007), or library log files (Clough et al,
2006). Another approach is to integrate the participants into the creation of top-
ics (Tsikrika and Kludas, 2009). The goal of topic development is usually to create
topics that:

• correspond to a specific user model, i.e. a person searching for information in a
particular context;

• correspond to real needs of operational image retrieval systems;
• are at least partly solvable with the existing technology;
• are diverse to allow a good part of the retrieval functionality to be tested and a

large part of the data set to be explored;
• differ in coverage from rather broad to very specific needs;
• are solvable with documents from the given collection.

Another problem when considering analyzing visual information retrieval is how to
express the information need of a potential user precisely. Information needs can
generally be described in words, but for topic generation they can be represented
with either text or visual examples, which determines which types of system can be
evaluated. Most often, text is used for expressing the topic and textual information
retrieval is much further advanced than visual retrieval in this respect. If the goal

2 Cross Language Evaluation Forum, http://www.clef-campaign.org/
3 http://trecvid.nist.gov/
4 http://www.imageclef.org/
5 http://www.imageval.org/

http://www.clef-campaign.org/
http://trecvid.nist.gov/
http://www.imageclef.org/
http://www.imageval.org/


3 Creating Realistic Topics for Image Retrieval Evaluation 47

of a benchmark is to evaluate both visual and textual retrieval systems (and also
combined retrieval), both media need to be represented in the query formulation.
Whereas text can in this case easily be taken from usage log files, image examples
are only very rarely available directly from such log files, as there are only very
few visual systems in daily use. The choice of images for a query thus becomes an
important part of the process and this is most often not analyzed further. Combined
visual and textual retrieval really has the potential to improve current information
access systems, but the results of evaluation campaigns to date also show how diffi-
cult these combinations are to work with.

In several evaluation tasks (Grubinger and Clough, 2007; Müller et al, 2009) the
topics are classified into whether they mainly correspond to visual search tasks,
where image analysis can be of use; to semantic search tasks, where mainly text
retrieval can be useful; or to mixed tasks where the two can be expected to be use-
ful. This classification is usually performed manually by experienced researchers
and the results show that this classification is possible when being at least partly
familiat with the database. This also means that systems could automatically deter-
mine the necessary resources for optimizing retrieval results if this knowledge can
be formalized.

Another axis to take into account when developing topics is the topic difficulty,
which needs to be challenging for existing systems employed and so rather dif-
ficult, but still correspond to the capabilities of the techniques. Particularly when
pooling is used, the expected number of relevant images is also important as an ex-
cessively large number of relevant images can result in a large number of relevant
documents remaining un–judged. On the other hand, a very small number of rel-
evant documents can result in distorted performance measures if only one or two
documents are relevant. Topic quantity is another important question that has been
analyzed over many years. This is particularly important for getting stable/robust
results and avoiding systems being ranked in a random order. Experiences in TREC
suggest that at least 25 query topics are necessary for obtaining relatively stable
results (Voorhees and Harmann, 2000), whereas others estimate this number to be
much higher and near to 200–300 topics (Sparck Jones and van Rijsbergen, 1975).
In general 25–50 query topics are recommended for relatively stable results.

An important link exists between the topic development and the relevance judge-
ment process. TREC generally proposes that the topic creator should judge the rele-
vant images themselves so the exact reasoning behind creating the topic can be taken
into account for the judgment and means that this corresponds to one clear informa-
tion need of a particular person. On the other hand, relevance of images has been
shown to depend on the person, the situation and is not stable over time even for the
same person. Thus, it was often proposed to have several judgments from different
people so that the variability and subjectivity of the topics can be measured, e.g.
using a kappa score (Müller et al, 2009). In general, results in ImageCLEF suggest
that the judgments for image–based topics have less variation than for text–based
query topics.
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3.2 User Models and Information Sources

This section describes the underlying user models for image retrieval evaluation.
Many purely image analysis benchmarks such as PASCAL6 (Everingham et al,
2006) lack a concrete user model and involve rather basic scientific research tasks
without any clearly visible application in mind. Examples for such topics can be
detecting dogs or cats in images, which can then be used for future automatic anno-
tation of images.

In general, when specific applications are identified, an appropriate user model
is chosen such as journalists searching for images (Markkula and Sormunen, 1998)
or Web users operating an image search engine (Goodrum, 2000). This can sub-
sequently be taken into account for the definition of relevance in the evaluation.
Relevance in itself is a rather poorly defined concept subject to much interpretation
(Mizzaro, 1997) and having a clear user model and goal in mind can reduce this
subjectivity. More on relevance judgments can be found in Chapter 4.

3.2.1 Machine–Oriented Evaluation

In image processing and many pattern recognition tasks involving images, the tasks
for evaluation tools are more oriented towards advancing the current capabilities
of techniques rather than towards real applications involving end users. This does
not mean that these tasks cannot be useful, but care needs to be taken that tasks
and databases are not too much oriented towards the capabilities of particular algo-
rithms.

In the large majority of evaluation settings in image analysis, objects are to be
detected in images such as in the PASCAL network of excellence (Everingham et al,
2006), or images are to be classified into a set of categories (Deselaers et al, 2007).
This might currently not deliver results for real applications but it can be a prelimi-
nary step to developing tools that can subsequently help in such applications. Many
other tasks have a user model in mind, such as clinicians searching for images but
then use an outline that does not correspond to any realistic scenario. The risk in pure
image classification or too machine–oriented tasks is to first create technologies and
then create a data set for which the technology works well. This should really be the
other way around and technology should adapt to the tasks (Müller et al, 2002), as
otherwise the performance of a system is basically defined through the creation of
the database.

One machine–oriented task that has a clear user model in mind is, for exam-
ple, copy detection (Law-To et al, 2007), where distorted and modified images need
to be traced back to their original. This scenario simulates a person or organiza-
tion searching for copyright infringements, and similar techniques are used when
uploading, for example, a video on YouTube, where Google needs to determine ex-

6 http://pascallin.ecs.soton.ac.uk/challenges/VOC/

http://pascallin.ecs.soton.ac.uk/challenges/VOC/
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tremely quickly whether copyrighted material had been used. The ImageEval bench-
mark had an extensive task on this topic for images and TRECVid for videos. The
quality of the current techniques for copy detection tasks is generally very high.

3.2.2 User Models

For general image retrieval, a very large number of applications have been pro-
posed (Smeulders et al, 2000; Enser, 1995) and all application domains can be
used to create user models. The first domains used as user models for image
retrieval are domains with a wealth of visual data available, such as journalists
(Markkula and Sormunen, 1998) and librarians (Clough et al, 2005).

In terms of the application of these user models for visual information re-
trieval benchmarks, TRECVid first used journalists (Smeaton et al, 2003). Image-
CLEF on the other hand started on the photographic retrieval task with librarians
searching for images (Clough et al, 2005), then used the general public having per-
sonal photo collections (Grubinger et al, 2008), before using journalists in 2010
(Lestari Paramita et al, 2010). The choice of user model basically corresponded to
the databases used. For the Wikipedia topics, general Web users of Wikipedia were
taken as the user model (Tsikrika and Kludas, 2009). By having the users create the
topics, while there can be influence from the researchers based on the knowledge of
their own techniques, the topics created should still correspond relatively well to the
user model.

ImageCLEFmed always had clinicians in mind, first with an image example, then
with a clear information need regarding single images (Müller et al, 2008), and later
with a specific clinical task, where similar cases were searched for (Müller et al,
2009).

For all these user models, axes can be found along which topics can be cre-
ated, and along which many of the information needs can be classified. For per-
sonal photo collections, the following axes have been identified for the retrieval
(Grubinger and Clough, 2007):

• temporal constraints of the retrieval, so for example during a certain period or in
a certain year;

• geographical constraints such as particular places or countries;
• actions defined by the use of verbs in the queries;
• search for particular objects or persons with general nouns and proper names;
• search with adjectives that specify a characteristic of a place, object or person.

In a similar way, the following axes were found for visual information needs in the
medical field:

• anatomic region (i.e. lung, liver, leg);
• imaging modality (i.e. x–ray, CT, MRI);
• pathology (i.e. fracture, cancer);
• abnormal observation (i.e. enlarged heart).
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Usually much of the topic development was along these axes and normally it was
checked that the information needs were not too broad and that they covered at least
two of these axes.

3.2.3 Information Sources for Topic Creation

To obtain knowledge for a particular user model it is important to have access to
data that underlie such information needs. In the following subsections such infor-
mation sources are explained that allow for creating realistic topics, though these
are mainly textual resources. This means that there is a problem in finding visual
examples for realistic search topics for these user models, mainly linked to the fact
that very few visual retrieval systems are in routine use. This means that the example
images for the topics have to be found from other sources in addition to the textual
formulation of such a user need. Such examples should of course not be part of the
collection itself as otherwise the corresponding descriptions can easily be used for
query expansion with a potential bias of the results

Another problem in the topic generation process is to ensure that there are rele-
vant images in the collection for the information need. Even when the information
sources for generating topics were taken into account based on the collection used,
the request can still be outside of the actual content of the databases. It is thus im-
portant to develop candidate topics first, and then restrict the benchmark to a subset
of these candidate topics where a sufficiently high number of relevant images can
be found in the collection. The exact number of relevant images or documents is
most often not important but at least a few should be findable with example search
systems.

3.2.3.1 Classification Tasks

For most classification tasks within ImageCLEF such as the medical image classi-
fication task (Deselaers et al, 2007), the photo annotation task (Nowak and Dunker,
2009) and the robot vision task (Caputo et al, 2010) no dedicated topic creation is
necessary as the knowledge and the type of topics are contained within the databases
or the annotations of the databases. Databases are divided into training and test
data and the test data are basically the topics. The exact annotation process of the
databases is outside of the scope of this chapter.

These topics can still be based on user models and in the context of ImageCLEF
they most often are. For the medical classification task, the user model is clinicians
and the situation is that many images have either no annotation or in the case of
DICOM files, the annotations are not very detailed and contain errors (Güld et al,
2002). Thus, the collection was annotated by clinicians and new images have to be
annotated automatically with a chosen annotation schema based on the the training
data. For the photo annotation task, several schemes were tested over the years. In
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general, a collection of photographs had to be annotated with the objects or concepts
contained in the images (concepts can be dogs, cars, outdoor images or night pic-
tures, for example). Usually, a reasonably small number of concepts were chosen,
typically in the range of 10–120, as current visual classification techniques often do
not work very well when having to deal with a very large number of classes. Slightly
different is the situation for the robot vision task, where the goal is to develop robots
who can detect their own location based on the pictures they take, using training data
from the same locations but under different lighting conditions and potentially with
changes in the rooms such as moved furniture or modified objects. The ground truth
is the location of the robot that is known and stored when recording the images.

3.2.3.2 Inherent Knowledge

The easiest way of generating topics is often to have a domain expert generate topics
that correspond to a particular domain, that are challenging and at the same time
useful for the chosen user model. In ImageCLEF, such an approach was taken for the
first medical retrieval task (Clough et al, 2005), where a clinician very familiar with
the chosen document collection selected a set of relevant images as query topics.
This assured that the topics were useful and covered the collection well. On the other
hand they represented the view of a single clinician and were thus not representative
in this respect.

For the Wikipedia task, the inherent knowledge of the participating research
groups was used (Tsikrika and Kludas, 2009), as all participants were asked to pro-
vide example topics and the topics for the evaluation were chosen from among this
pool. This has an inherent risk that researchers develop topics that work well for
their own system, but this risk does not bias results if all participants take part in the
process. On the other hand, topics can be based too much on the technical possibil-
ities and not on a real application of a Wikipedia user who searches for images.

3.2.3.3 Surveys and Interviews

Surveys among user groups are an important way to find out how images are being
used and how visual image retrieval can help in the information retrieval process.
One of the earlier studies analyzing the behavior of journalists in searching for im-
ages is described in (Markkula and Sormunen, 1998).

Within ImageCLEF, only the medical retrieval tasks used such surveys to create
topics. To create the topics for the 2005 task, two surveys were performed among
several groups of medical professionals in Portland (Oregon), USA and Geneva,
Switzerland, (Hersh et al, 2005; Müller et al, 2006), located in medical teaching
hospitals. The results of the surveys and the examples given by the experts were
both used for the topic generation. The surveys also allowed definition of the differ-
ences in tasks depending on the roles of the health professionals (teaching, research,
clinical work). In 2010 (Radhouani et al, 2009), another survey was performed in
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Portland, OR, USA for the topic generation of ImageCLEF 2010. This time, the
clinicians had access to a visual and textual retrieval system for executing example
queries and analyzing the results during the interview, which can potentially give
much more interesting topics and also provide image examples for the query formu-
lation.

3.2.3.4 Usage Log Files

Log files are clearly the resource most often used as a basis for generating topics.
The advantage is that they are usually available without requiring additional work
and topics can thus be created just by cleaning the text in the logs. A problem with
logs, particularly when they are on Web search engines, is the fact that they contain
usually extremely short queries of often only one to two words, and creating a well–
defined search topic from one or two terms is often hard. Library logs, such as
the one used in (Clough et al, 2005) have the advantage that they contain not just
a few quick terms formulated for a Web search engine, but rather well–thought–
out information needs. They can thus be used more directly than Web search logs
containing fewer terms. One solution to this is to add terms to make search requests
more specific, or to reformulate them to reduce ambiguity and also potentially the
number of relevant images. In specialized domains such as the medical field, log file
terms can also be very specific with only a few search terms.

The frequency of the same search request is often used as a criterion for selection,
as the most representative information needs should be used for evaluation if possi-
ble, or frequent terms should at least have a higher probability of being selected.

Concrete examples of log file use within ImageCLEF are the use of library log
files of the St. Andrews library (Clough et al, 2005) for the photographic retrieval
task. Other log files used for the photographic task are the Web logs of the Viventura
travel agency (Grubinger et al, 2008), where the search requests were only slightly
modified to be more specific and thus limit the number of relevant images. Also
in the photographic task, the logs of the Belga news agency were used for topic
development (Lestari Paramita et al, 2010). In all these cases, the logs corresponded
to the database that was used for the retrieval.

For the medical tasks, no log files were available that correspond to the collection
used for retrieval. Other information sources thus had to be found. With the health on
the net media search engine7 such a source exists and was used for ImageCLEFmed
in 2006 (Müller et al, 2007). In general, some cleaning of the topics was necessary
to make them more specific as most search requests were extremely general, e.g.
‘heart’ or ‘lung’. For 2007 a log file of the PubMed8 literature search engine was
used (Müller et al, 2008). This makes the selecting process more difficult as queries
with visual information needs had to be found. All imaging modalities were used
to pre–filter the search request and only the remaining search requests that included

7 http://www.hon.ch/HONmedia/
8 http://www.pubmed.gov/

http://www.hon.ch/HONmedia/
http://www.pubmed.gov/
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Table 3.1: Sources used for generating the query topics in ImageCLEF (not includ-
ing the interactive and geographic query tasks).

Year 2003 2004 2005 2006 2007 2008 2009
Photo retrieval St. Andrews

logs
St. Andrews
logs

St. Andrews
logs

viventura
web logs

viventura
web logs

viventura
web logs

Belga logs

Photo Annot. annotated
data

annotated
data

annotated
data

annotated data annotated
data

Medical retrieval expert
knowledge

expert survey web logfile
HON

Medline
queries

from previous
years

expert survey

Medical Annot. annotated
data

annotated
data

annotated
data

annotated data annotated
data

Nodule detection expert
annotations

Wikipedia user generated user generated
Robot vision places known places known

a modality were taken into consideration for the topic development based on the
frequency of their occurrence.

3.3 Concrete Examples for Generated Visual Topics in Several
Domains

This chapter gives a few examples for topics created in the context of ImageCLEF
tracks using the various sources described. Table 3.1 also gives an overview of the
ImageCLEF tasks and their way of generating the topics over the seven years of
ImageCLEF. It can be seen that all purely visual tasks used only annotated data
for generating topics and relevance judgments. This means that the tasks are really
classification and not retrieval tasks, and the separation of the data into test data
and training data was usually done in a more or less random fashion that took into
account a certain distribution among training and test data.

By contrast the Wikipedia task used participant–generated topics, and the pho-
tographic retrieval task used three different types of log files. The medical retrieval
task changed the topic generation almost every year using first expert knowledge,
then user surveys and then two different types of log files for the topic generation.
It is not possible to give examples for all tasks in this chapter and the corresponding
Chapters 7, 8, 9, 10, 11, 12, and 13 can be used to find further details about each of
the tasks.

3.3.1 Photographic Retrieval

In the Wikipedia task the topics were generated by the participants of the task as
described by Tsikrika and Kludas (2009). In Figure 3.1, an example for such a topic
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<topic>
<number> 1 </number>
<title> cities by night <title>
<image> hksky2.jpg </image>
<narrative> I am decorating my flat and as I like photos

of cities at night, I would like to find some that I could
possibly print into posters. I would like to find photos of
skylines or photos that contain parts of a city at night
(including streets and buildings). Photos of cities
(or the earth) from space are not relevant.

</narrative>
</topic>

Fig. 3.1: Example topic for the Wikipedia task including a visual example, a title
and a narrative describing the detailed information need.

can be seen. For the retrieval, the participating research groups could decide to use
only the title, or to include the narrative as well. An image was supplied for almost
all topics in the first year as can be seen in Figure 3.1, whereas in subsequent years
several images were supplied for each topic.

The practice of using task participants for generating the topics was taken from
the INEX9 multimedia track (Westerveld and van Zwol, 2007) and has worked well
over the years.

For the ImageCLEF photo retrieval retrieval task, various log files have been used
over the years for generating the topics. An example for a topic using the Viventura
log file can be seen in Figure 3.2. Several example images were supplied with each
of the topics. In addition to the title and the narrative, the language of the topics can
vary between German, English and Spanish. The user model is a person having a
large personal collection of holiday pictures.

3.3.2 Medical Retrieval

An overview for medical image retrieval and its applications is given by Müller et al
(2004). The topic developments for ImageCLEFmed generally modeled a clinician
working on a particular case and who had a specific information need. Other roles
of clinicians such as teacher and researcher were also considered. Figure 3.3 shows

9 INitiative for the Evaluation of XML retrieval, http://www.inex.otago.ac.nz/

http://www.inex.otago.ac.nz/
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Fig. 3.2: Examples topic from the photographic retrieval task.

an example topic. Topics were always supplied in three languages (English, French,
German) and with several example images. Topics were also developed along the
axes anatomy, modality, pathology and abnormality. In the case of the topic shown,
the two axes modality (x–ray) and pathology (fractures) are covered.

Due to the large variety of potential results of all anatomic regions in this case,
the query can not be considered a visual query as it cannot be solved with visual
features alone. It is thus regarded as a mixed query as visual features can help to
distinguish x–ray images from other modalities.

3.4 The Influence of Topics on the Results of Evaluation

The various examples and ways of creating topics have shown that topic develop-
ment is not an easy process. This raises the question of why invest a large amount
of time and effort into creating such topics? The answer is that the entire evalua-
tion that follows in an evaluation campaign or a single system evaluation is based
on the topics developed. The topics have a much stronger influence on the compar-
ative evaluation than the database itself and the relevance judgments have. Thus,
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Show me all x-ray images showing fractures.
Zeige mir Roentgenbilder mit Bruechen.
Montres-moi des radiographies avec des fractures.

Fig. 3.3: A query requiring more than visual retrieval but where visual features can
deliver hints to good results.

the importance of the topic development should not be taken lightly and it needs to
be made clear what the main goal in the topic development is. It has to be clearly
stated whether the topic development is based on any real application, or whether
the capabilities of a certain technique are to be tested mainly in a laboratory style
evaluation. Very often topics pretend to be modeling real–world applications when
they are really not doing so.

3.4.1 Classifying Topics Into Categories

To further analyze information retrieval techniques, the topics can be classified into
groups that can subsequently be used for analyzing techniques separately. Within
several ImageCLEF tasks, the topics are classified into visual, textual and mixed
topics by an experienced researcher in the field. This allows us to separately measure
the best techniques for each of these categories.

Grubinger and Clough (2007) surveyed several of the ImageCLEFphoto topics
for their level of ‘visualness’ (very bad, bad, average, good, very good). Several
researchers judged the topics with respect to the visualness and then compared the
performance results using a visual system for retrieval, showing that visualness can
be estimated very well.

Topics can also be classified into other categories, allowing us to separately an-
alyze the influences of certain techniques for particular tasks (e.g. tasks with a geo-
graphical orientation, topics with actions, topics of particular persons or topics with
temporal constraints).
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3.4.2 Links Between Topics and the Relevance Judgments

As the concept of relevance in retrieval tasks is not very stable, there are several
approaches for linking the topic creation process with the relevance judgement pro-
cess. In TREC, the people creating the topics are usually the people who also judge
the pools for relevance. This has the advantage that the topic creator knows what he
had in mind with the task creation, but on the other hand this can be very different
if another person is judging the same topic. In the Wikipedia task, part of the topic
creation and relevance judgement process is also performed by the participants and
thus potentially by the topic creators. In the medical tasks of ImageCLEF, domain
experts judge the topics but have not created the topics themselves. In general, sev-
eral people judge the same topics, which allows us to analyze the level of ambiguity
in the topic. This also allows us to find out whether the topic was well formulated
for the system, and potentially ambiguous topics can still be removed at this point.

An extremely important step when developing topics with judgment in mind is to
have a very detailed description or narrative of the task. Particularly if the relevance
judges have not created the topics themselves it is important to detail exactly what is
to be regarded as relevant. A description of exactly what is regarded as non–relevant
is also extremely important as this can help define the border between relevant and
non–relevant documents or images. The descriptions for the relevance judgements
of the medical task have grown to over five pages, meaning they detail the entire
process and define where the border between relevant and non–relevant is.

3.4.3 What Can Be Evaluated and What Can Not?

One of the questions is also with respect to what the limit of system capabilities
is that can be evaluated. Jörgensen (1999) details the limits of image retrieval sys-
tems with respect to emotions, feelings and impressions but also shows ways how
this can at least partially be reached. It is clear that query topics in image retrieval
benchmarks need to correspond to current system capabilities and need to propose
challenging search problems for the research community. To continue proposing
challenging problems it is extremely important to have the topics evolve regularly
over time, for example making them more challenging. If the topics of the bench-
marks do not evolve sufficiently, the participating teams can be over–optimized for
a particular scenario and this has to be avoided. The photo retrieval task has in this
context evolved in several directions from evaluating very large databases to evalu-
ating diversity. For the medical task this has been the creation of much larger data
sets and also the development from image retrieval to case–based retrieval including
images. This evolution has to be retained although it usually means additional work
for the participants and also reduces the number of research groups participating as
participation means increased work.

Another concept that can be important for generating topics is the concept of
diversity. This was used in ImageCLEF for the photographic retrieval task in 2008
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and 2009 (Lestari Paramita et al, 2010). In this case not only the topics need to be
created but also the clusters of images for each topic that correspond to different
representations of a particular search topic.

3.5 Conclusions

Topic creation is an important part of the evaluation of information retrieval systems,
especially for visual information retrieval. As systems start to reach a quality where
they can be used in real applications, mainly when used in combination with text
retrieval, it is important to prove the quality of the tools. For this it is important to
direct research efforts towards real problems and scenarios where image retrieval
can deliver an added value. For this it seems necessary to have clear user models in
mind, then create databases and topics based on the user models and then optimize
techniques for these topics and databases. This avoids optimizing the data set to
deliver good results for a particular technique (Müller et al, 2002), and so advances
the technology.

Topic development is important for the creation of information retrieval tasks
and more effort is necessary to control all the variables in this process. Parameters
such as topic difficulty, topic variety and particularly the orientation towards real
problems has to be taken into account to advance image retrieval through using
good evaluation practices.

In the context of cross–language information retrieval it also needs to be stated
that image retrieval offers a valuable contribution to language–independent infor-
mation retrieval, as annotations with concepts can generate annotations in any lan-
guage. Visual image analysis can also find similar images independent of the lan-
guage. Within ImageCLEF several tasks are totally language–independent whereas
others use collections in English and then propose topics in several languages. Start-
ing from 2010 Wikipedia will have images annotated in various languages, which is
the norm in the context of Wikipedia where content is created in many languages.
Such a scenario can actually increase the importance of visual retrieval that currently
has poorer performance than textual image retrieval.
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Chapter 4
Relevance Judgments for Image Retrieval
Evaluation

Jayashree Kalpathy–Cramer, Steven Bedrick, and William Hersh

Abstract In this chapter, we review our experiences with the relevance judging
process at ImageCLEF, using the medical retrieval task as a primary example. We
begin with a historic perspective of the precursor to most modern retrieval evalua-
tion campaigns, the Cranfield paradigm, as most modern system–based evaluation
campaigns including ImageCLEF are modeled after it. We then briefly describe the
stages in an evaluation campaign and provide details of the different aspects of the
relevance judgment process. We summarize the recruitment process and describe
the various systems used for judgment at ImageCLEF. We discuss the advantages
and limitations of creating pools that are then judged by human experts. Finally,
we discuss our experiences with the subjectivity of the relevance process and the
relative robustness of the performance measures to variability in relevance judging.

4.1 Introduction

The goal of evaluation in information retrieval is to characterize the ability of search
engines to meet the information needs of the users. Systematic evaluations of in-
formation retrieval evaluations began nearly 50 years ago with the Cranfield tests
(Cleverdon, 1962). These experiments defined the necessity for a document col-
lection, query tasks and ground truth for evaluation. They set the stage for much
of what was to follow in the evaluation of the performance of search engines. The
role model for most current evaluation campaigns is clearly TREC1 (Text REtrieval
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Conference): (Voorhees and Harmann, 1998), a series of conferences that began in
1992 and continues to this day in organizing evaluation campaigns in a diverse set
of areas.

Retrieval systems, whether text or multimedia, typically supply the user with an
ordered set of results. Users, including experts for highly domain–specific tasks, are
then recruited to provide judgments on the relevance of the items in this ordered
list for the prescribed search topics. These relevance judgments are then used to
compare the performance of the runs from the different systems that participated in
the campaign.

In this chapter, we review our experiences with the relevance judging process in
ImageCLEF, using the medical retrieval task as a primary example. We begin with a
brief description of the stages in an evaluation campaign and provide details of the
aspects of the relevance judgment process. We briefly summarize the recruitment
process and describe the various systems used for judgment at ImageCLEF. We dis-
cuss the techniques typically used to pool documents in order to present the judges
with a more manageable subset of documents (i.e. one that is presumed to contain a
substantial number of relevant documents). The relevance of a document to a user’s
information need can be highly subjective, and depends on the user, the user’s level
of expertise with the subject matter, and the context of the search. We discuss our
experiences with the subjectivity of the relevance process and the relative robust-
ness of the performance measures to variability in relevance judging. Although in
the past we have typically recruited clinicians as domain experts for the medical
retrieval task, we have found interesting differences in terms of judging depending
on the topic and the judge’s individual level of expertise with it.

4.2 Overview of Relevance Judgments in Information Retrieval

Information retrieval campaigns strive to quantify the differences in the ability of
search systems to meet the information needs of potential users. These evaluations
can be system–based or user–based. However, since effective user–based evalua-
tions are costly, difficult to conduct and hard to scale, evaluation campaigns such
as TREC and CLEF (Cross Language Evaluation Forum) typically rely on system–
based evaluations. This is in spite of observations made by (among others) Hersh
et al. regarding the lack of correspondence in the performance observed between
user–based and system–based evaluations of the same system (Hersh et al, 2000).

4.2.1 Test Collections

The goal of the Cranfield methodology, a precursor to modern system–based eval-
uations, was to create ‘a laboratory type situation where, freed as far as possible
from the contamination of operational variables, the performance of index languages
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could be considered in isolation’ (Cleverdon, 1991; Voorhees, 2002). Although there
have been concerns about the extensibility of these types of abstracted evaluations
to real users, it is generally accepted that there is value in conducting these provided
the set of topics and collections is sufficiently large and diverse (Voorhees, 2002).

Thus, a critical component of these system–based evaluations is the compilation
of a fairly large and diverse collection of documents. For an image retrieval collec-
tion, this collection typically consists of images and associated metadata, possibly
in the form of figure captions, associated articles, user–generated tags or text from
a Web page found near the image in question.

In addition to the documents (images), a set of information needs (called topics)
must be provided in order to characterize the performance of the various search
systems. TREC and CLEF distinguish between an information need (the topic) and
the data that is given to the retrieval system (the query) (Voorhees, 2002). Again, a
large and diverse set of topics is an important part of the test collection. Typically,
25–50 topics have been used at the various TREC and CLEF campaigns.

In addition to the documents in the collection and the topics, the final part of the
test collection is the relevance judgments. Real users are recruited to help provide
their assessment of the relevance of the returned document for the information need
provided in the topic.

This step is typically the most time and resource intensive part of building test
collections. Additionally, a lot of subjectivity can be introduced in the evaluation
due to potential differences in opinion among judges about the potential relevance
of documents. However, it has been reported (Voorhees, 2002) that, although these
differences can result in absolute difference in evaluation measures such as precision
and recall, overall, the relative rankings remain consistent.

In the batch–mode (Hersh et al, 2000) described above, typical for the system–
based evaluations used in the Cranfield and associated tests, a static set of topics and
relevance judgments are used to simulate real users. However, in user–based evalu-
ations, real users are typically set in front of retrieval systems during the evaluation
and asked to list their own information needs, or are given vague descriptions of in-
formation needs and are asked to formulate queries or otherwise attempt to express
those needs to the search system.

As these evaluations tend to be highly resource intensive and not easily scalable,
there have been relatively few user–based evaluations reported in the literature, es-
pecially compared to the ubiquity of system–based evaluations such as TREC and
CLEF.

4.2.2 Relevance Judgments

In many classification tasks, including image classification of radiographs into the
IRMA (Image Retrieval in Medical Applications) classes (Müller et al, 2008), the
ground truth — the status of each image with regard to its relevance or non–
relevance — is known ahead of time and can be used for the evaluation. For ex-
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ample, in a collection of images intended to be used for an evaluation of tumor clas-
sification programs, it is possible to know a priori whether a given image contains a
tumor or not. In the case of multi–class classification in a flat structure, classification
accuracy is typically used as the metric. In the case of hierarchical classification, a
score that takes into account the level at which the misclassification occurred can be
used for the evaluation. Additionally, misclassifications can be penalized more than
incomplete classifications.

However, in the case of evaluation for information retrieval, the ‘relevance’ of
each retrieved document for each information need has to be independently as-
sessed, as a document’s relevance depends on the topic, the searcher and the re-
trieved result.

Once a collection and set of topics has been provided to the participants of a
retrieval evaluation, the users provide runs that contain an ordered list of documents
retrieved for each topic using their systems. Typically, users provide 10–20 runs per
system with roughly 1,000 documents for each topic. These runs are obtained using
a variety of algorithms or settings within their retrieval systems. The next step in the
process is to evaluate the performance of these runs. In order to do that, users must
evaluate the relevance of the returned documents to the particular topic.

4.2.2.1 Pooling

The original Cranfield approach was to perform complete relevance judgments on
a small collection as it was felt that: ‘Experience had shown that a large collection
was not essential, but it was vital that there should be a complete set of relevance
decisions for every question against every document, and, for this to be practical,
the collection had to be limited in size’ (Cleverdon, 1991; Voorhees, 2002). How-
ever, in the modern era of evaluation campaigns, the size of collections has grown
dramatically, and there has been a shift from Cranfield–style complete judgments to
the use of pooling as introduced by Sparck Jones and van Rijsbergen (1975). They
believed that complete judgments would become impractical with larger collections
and proposed pooling as a technique to assist in the generation of the final relevance
judgments2.

To pool submitted runs, a subset of documents, aggregated on a per–topic ba-
sis from the full runs submitted by users, is judged during the relevance judgment
process. Typically, the most relevant (documents from the top of the ordered list)
30–100 documents from each run for a given topic are aggregated to create the pool
for that topic. This approach is taken to try to maximize the number of relevant doc-
uments in the collection that are judged. Every document in the pool is judged for
relevance for the topic, and documents not in the pool are assumed to not be relevant
for the topic.

However, as discussed in the literature (Voorhees, 2002; Zobel, 1998; Buckley
et al, 2006), when the number of documents whose relevance is assessed is small

2 Called ‘qrels’ in TREC and CLEF.
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relative to the number of documents in the collection, there are concerns about a
potential bias in the evaluation. One needs to consider whether the manner in which
the documents are selected for the relevance judgment process somehow biases the
results, either towards groups who have submitted many runs, or to systems which
might have good early precision but not necessarily high recall. Consequently, eval-
uation campaign organizers typically provide a limit for the number of runs a group
can submit in order to minimize the biasing of the pool. However, concerns remain
whether runs that were not part of the pooling process would be disadvantaged in
the evaluation, as potentially relevant runs that were unique to that system would
not be judged and would therefore be considered to be not relevant for the purposes
of the evaluation.

Modifications suggested to the pooling process in the literature include judging
more documents from topics that have a larger number of relevant documents by
adding documents to be judged after an initial round (Zobel, 1998).

Other suggestions such as from Cormack et al (1998) include Interactive Search
and Judging (ISJ) and performing local or global move–to–front (MTF) techniques
where the next target for judging comes from runs that had a recent relevant doc-
ument. Consequently, in the MTF approach, more documents are judged from
runs that have many relevant documents. In the ISJ approach, extensive interactive
searches by multiple assessors are used to identify all possible relevant documents.
These judgments can be created independently and ahead of the participants’ runs.
However, since only one or a few select systems are used, the relevance judgments
may be biased by the search system used to create the relevance judgments.

Most tasks at ImageCLEF typically use pooling with the top 30–100 images
from each run being used to create the set of documents of which the relevance is
then assessed. However, in select tasks such as the photo tasks, these pools were
supplemented with manual interactive searches (interactive search and judge or ISJ)
(Clough et al, 2004) to ensure sufficient quality. The ISJ approach did find relevant
images that the standard pooling had missed.

It has been argued that by limiting the number of runs in the pool from each
group/technique, having a large number of topics and maintaining a diversity in
the types of approaches to the retrieval (visual and textual, language modeling vs.
Boolean) as well as in the collection of documents, the bias can be minimized. Even
so, it needs to be stressed that system evaluations that depend on relevance judg-
ments typically must be considered in comparative, not absolute terms. Although
the raw metrics might change depending on the pooling process and number of doc-
uments judged, it has been demonstrated that the overall ranking of the systems
participating in the campaigns is relatively robust (Voorhees, 2002).

Binary preference (bpref) (Buckley and Voorhees, 2004) has been proposed as a
more robust metric for evaluating retrieval performance in the case of incomplete
judgments. As pool sizes grow small when compared to total collection sizes, many
campaigns have moved to using bpref instead of mean average precision (MAP) as
the primary metric of interest. He et al (2008) have argued that bpref, normalized
discounted cumulative gain (nDCG) (Järvelin and Kekäläinen, 2002), and inferred
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average precision (infAP) (Yilmaz and Aslam, 2006) are more stable metrics than
MAP.

4.2.2.2 Levels of Relevance

The relevance of documents to the information need, as assessed by humans, can be
on a variety of scales. Most modern evaluations using test collections, including the
various TREC and CLEF tracks, have assumed that relevance is a binary characteris-
tic: a document is either considered relevant or not relevant. Traditional information
retrieval metrics including precision and recall are easily calculated using binary
classification of relevance.

Evaluation measures created using trec eval 3, the software used most commonly
at TREC and CLEF, use binary relevance levels. However, over the years, some tasks
at ImageCLEF (including the photo and medical tasks) have asked assessors to judge
the relevance of images using a ternary scheme: relevant, partially relevant and not
relevant, to deal with potential uncertainty in the assessor’s judgment (Müller et al,
2008; Clough et al, 2004).

However, as mentioned above, in order to calculate the typical metrics of preci-
sion and recall, these ternary judgments need to be converted to binary judgments.
This is accomplished by either counting partially relevant documents as relevant
(‘lenient’) or counting partially relevant documents as not relevant (‘strict’). The
‘strict’ relevance set is geared towards a task that desires precision while the ‘le-
nient’ qrel is geared towards recall. For some of the tasks, results using both the strict
and lenient sets were provided to the participants (Müller et al, 2008; Clough et al,
2004).

Similarly, in cases where more than one judge assessed a topic, the qrels can be
created using a variety of schemes. In some instances of the medical task relevance
judgements from the first judge to finish the judging were used to create the qrels
file. In the photo task (Clough et al, 2004), where two assessors were used per topic,
qrels were generated using both intersection (where an image is considered to be
relevant only if both assessors agree) and union (an image is considered to be rele-
vant if either assessor labels it as being relevant). Thus, the photo task created four
qrels files: union–strict, union–lenient, intersection–strict and, intersection–lenient.

Again, it has been observed that the rankings of the various participants’ sys-
tems are typically robust to using any of the above–mentioned qrels (Hersh et al,
2006a; Müller et al, 2007, 2009). Although the absolute values of precision and re-
call change with changes in the number of images deemed relevant by the various
judgement schemes, the relative rankings of the participating systems tends to re-
main constant.

Graded relevance assessments can also be used where the relevance of each doc-
ument is stated on an ordinal scale. In this case, nDCG is often used for evaluation.

3 http://trec.nist.gov/

http://trec.nist.gov/
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This metric considers both the level of relevance of the document as well as its
position in the ordered list of results.

Relevance judges are typically provided with instructions on how to estimate
the relevance of a particular document for a given topic. These instructions can be
highly task–specific. For instance, in some of the original TREC tracks, the judges
were asked to determine if each document presented would be of value in preparing
a report on the topic (Voorhees, 2002). Under this approach, the relevance of each
document is meant to be evaluated without considering any of the other documents
in the pool for that topic. In the medical image retrieval tasks of CLEF (Müller et al,
2008), a very domain specific–task, clinicians are typically recruited for the rel-
evance judgment process, and are asked to make judgments of clinical relevance
using fairly stringent criteria. Judges of the photo retrieval task of ImageCLEF were
instructed to label any image as relevant if any part of the image was deemed rele-
vant (Clough et al, 2004).

Many researchers have studied the variations in relevance judging resulting from
different judges, as well as the impact that these variations might have on the overall
results of an evaluation. The inter–rater agreement, as measured by variations of the
kappa metric, is typically in the moderate to good range, and as has been mentioned
previously, the overall ranking resulting from the differing relevance judgements is
relatively stable (Hersh et al, 2006a; Müller et al, 2007, 2009).

The concept of relevance as applied to images is particularly problematic, as
the relevance of a retrieved image can depend heavily on the context in which the
search is being performed and it is often difficult to verbalise a visual information
need. An additional source of difficulty with making relevance judgments is that
domain experts tend to be stricter than novices (Müller et al, 2009); thus the validity
of their judgments for a particular task may depend on the nature of the intended
users. These challenges are discussed further in Section 4.3.3.1.

4.2.2.3 Judging Process

In order to perform relevance judgments on the large number of retrieved results for
the diverse set of topics, as is common in these evaluation campaigns, judges need
to be recruited. A variety of options for recruiting judges have been employed over
the years. In many tasks, participants have been asked to judge, especially if they
have also been involved in the topic creation process (Tsikrika and Kludas, 2009).
In some of the original TREC tasks, participants were asked to create the topics
and judge the relevance of the retrieved documents as if they were evaluating the
relevance of the document in preparing a report on the subject. However, evalua-
tions focusing on highly domain–specific tasks (such as medical image retrieval)
typically recruit domain experts (e.g. clinicians) to carry out relevance judgments.
More recently, in order to get a large set of documents evaluated, services such
as Mechanical Turk (Nowak and Rüger, 2010) provided by Amazon have been ex-
plored. In other examples, community–based judging using games such as LabelMe
(Russell et al, 2008) have been used with some success.
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Fig. 4.1: Relevance judging system for the photo task — administration screen.

Fig. 4.2: Relevance judging system for the photo task— annotation edit screen.

4.2.2.4 Relevance Judgment Systems

A variety of systems have been built for the task of relevance judgment for image
retrieval evaluations. Distributed Information Retrieval Evaluation Campaign Tool
(DIRECT) (Di Nunzio and Ferro, 2004), a system built for the task of managing
information retrieval campaigns by the organizers of CLEF, has been adapted for
use by some the sub–tasks of ImageCLEF. Figures 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6
provide screen shots of the various systems used within the ImageCLEF tasks.

Most systems have an administration page as shown in Figure 4.1. This enables
the organizers to manage the creation of users, pools, assignment of topics and other
administrative tasks. In some tasks such as the photo annotation task, participants
create tags for the various images in the pools. These could be completely ad hoc
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Fig. 4.3: Relevance Judging system for the photo task — assessment screen.

Fig. 4.4: Relevance Judging system for the photo task — image administration
screen.

tags and captions (see Figure 4.2), or be part of a small vocabulary created by the
organizers for a specific task (see Figure 4.6). Most importantly, there are a set of
pages that contain the image to be judged, set of options that the judge can use to
indicate relevance (see Figure 4.3), and a way to review the judgments (see Fig-
ure 4.4).
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Fig. 4.5: Relevance judging system for the wiki task.

Fig. 4.6: Relevance judging system for the photo annotation task.

4.3 Relevance Judging for the ImageCLEF Medical Retrieval
Task

4.3.1 Topics and Collection

Image retrieval is a growing area of research in medical informatics (Hersh et al,
2006a). Effective image annotation and retrieval can be useful in the clinical care
of patients, education and research. The medical retrieval task of ImageCLEF was
inaugurated in 2004 and has been repeated each year since. The medical image
retrieval track’s test collection began with a teaching database of 8,000 images in
2004.

For the first several years, the ImageCLEF medical retrieval test collection was
an amalgamation of several teaching case files in English, French, and German.
By 2007, it had grown to a collection of over 66,000 images from several teaching
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collections, as well as a set of topics that were known to be well–suited for textual,
visual or mixed retrieval methods.

In 2008, images from the medical literature were used for the first time, moving
the task one step closer towards applications that could be of interest in clinical sce-
narios. Both in 2008 and 2009, the Radiological Society of North America (RSNA)
made a subset of its journals’ image collections available for use by participants in
the ImageCLEF campaign. The 2009 database contained a total of 74,902 images,
the largest collection yet. All images were taken from the journals Radiology and
Radiographics, both published by the RSNA. This collection constitutes an impor-
tant body of medical knowledge from the peer–reviewed scientific literature, and
includes high quality images with textual annotations.

4.3.2 Judges

Since its inception, relevance judgments for the medical image retrieval task at Im-
ageCLEF were performed by physicians as well as clinician students in Oregon
Health and Science University’s biomedical informatics graduate program. All were
paid an hourly rate for their work. Judges were typically responsible for judging
three to five topics, each of about 1,000 images. Many judges continued to partici-
pate year after year, even after they had graduated from the program.

We have encountered a number of interesting observations and challenges over
the course of the years in which we have been the organizers of the ImageCLEF
medical retrieval task.

In the earlier years, the ImageCLEF medical image collection contained annota-
tions in English, French, and German, and the topics were similarly linguistically di-
verse. Our judges, on the other hand, were almost all monolingual English speakers,
and therefore experienced difficulty in judging images whose relevance depended
on the content of a non–English annotation. This could have created a bias towards
relevance for images with English–language annotations. Although our collection
in 2008–2010 was monolingual (English), relevance judging of multi–lingual col-
lections continues to be a challenging problem.

In 2008 (Hersh et al, 2009) we created, and made available, a consolidated col-
lection of images, topics and qrels from years 2005–2007. During the process of
creating this consolidated collection, we reviewed some of our older qrels and dis-
covered significant discrepancies in how the judges performed the relevance assess-
ments.

One important discovery we have made is that by providing judges with very
explicit directions, the quality and consistency of the judging process improved sig-
nificantly. This observation holds for all relevance judging tasks; however, we have
found that it is particularly important when judging the relevance of images. After
several years’ worth of experience with this matter, our instructions to judges have
become quite detailed. For example, we are now careful to make clear to judges
that when a topic specifying an information need includes criteria along a variety of
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image axes (modality, pathology, anatomical location and view), an image should
only be considered relevant if it meets all of the explicitly mentioned terms (i.e.
‘ANDing’ and not ‘ORing’).

For instance, in the topic ‘CT liver abscess’, only actual CT scans showing a liver
abscess should be considered relevant. Pathology or MRI images of liver abscesses
would not be considered relevant. Images of other abscesses would not be consid-
ered relevant. An x–ray image associated with an annotation that refers to a need for
a CT scan in the future should not be considered relevant. On the other hand, if the
topic had only specified ‘liver abscess’, a judge would have been correct to include
x–ray or photographic images of liver abscesses together with CT images.

Another area in which we have learned to be more precise involves synonyms.
Medical vocabulary is rich and there are often many ways to describe any given
disease, organ, or other such medical topic. We now instruct our judges to con-
sider annotations featuring synonyms of topic words to be relevant. For example,
‘cholangiocarcinoma’ is a synonym of ‘bile duct cancer’. If a topic were to specify
‘bile duct cancer’, we would expect our judges to judge images whose annotations
mention ‘cholangiocarcinoma’ to be relevant. This represents a prime example of
the value of using domain experts as relevance judges.

After making these, and other similar criteria more explicit in our judging in-
structions, we observed a marked decrease in the number of images judged to be
‘partially relevant’, which as a category is meant to be used when exact relevance or
irrelevance could not be determined.

We have also begun attempting to characterize variation among our judges in
their relevance assessments and are studying the impact of that variation on the
ImageCLEF evaluation results and overall rankings. Towards that end, we now make
sure that we recruit a sufficient number of judges to be able evaluate inter–rater
agreement on at least a subset of the topics. We will describe some of our finding in
Section 4.3.3.1.

4.3.3 Relevance Judgment Systems and the Process of Judging

We introduced a new system to manage the process of collecting relevance judg-
ments for the medical retrieval task in 2008, built using the Ruby on Rails frame-
work and a PostgreSQL database. This system enables judges to record simple
ternary judgments (e.g., ‘relevant’, ‘partially relevant’, and ‘not relevant’) via a Web
interface and enables the administrators to manage which judges are assigned to
which topics. The system’s architecture is modular and flexible and can be used for
all of the various tasks associated with the relevance judgment process. Runs from
the track participants are loaded directly into the system’s database, after which the
system can automatically generate pools (as described in Section 4.2.2.1) using a
user–configurable number of top-ranked documents (images) from each topic. Typ-
ically, we use the first 35-50 images from each run, and end up with an average pool
size of around 900–1,000 images per topic.
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Fig. 4.7: Selecting the pools for relevance judgments.

A variety of pools can be maintained and made available if necessary as shown
in Figure 4.7. A screen shot of the interface is provided in Figure 4.8. As seen in
the figure, for the image–based topics, each judge is presented with the topic’s text,
as well as several sample images. Images clearly corresponding to all criteria are
judged as ‘relevant’, images whose relevance cannot be safely confirmed but could
possibly be relevant are marked as ‘partly relevant’, and images for which one or
more criteria of the topic are not met were marked as ‘not relevant’. Our judges are
instructed in these criteria (as described above), and typically are quite proactive
about contacting us with questions.

Judgments are saved as soon as the judge selects a radio button. The system pro-
vides visual feedback to judges, in that the rows of images marked as relevant turn
green after being judged, whereas those marked as non–relevant turn red. Judges are
able to log on and off multiple times during the process and all their judgments are
saved across multiple sessions. When judges log back on, they are provided with
the option of viewing only their remaining un–judged images (as opposed to having
to scan through all of their already–judged images to get back to the point at which
they left off). In addition to saving time, this feature also enables judges to easily
ascertain whether or not they have completed judging all the images in the pool for
the topic at hand.

Once all topics in a pool have been completely judged, the system allows the
organizers to easily create qrel files after first selecting the judges to be used for
each topic. Since TREC–style qrel files assume a binary definition of relevance, the
system allows organizers to choose either strict (partially relevant images are con-
sidered non–relevant) or lenient (partially relevant images are considered relevant)
qrel modes. Additionally, the system facilitates the creation of more complex qrels,
by combining judgments from two or more judges (OR or AND of the Boolean
relevances). The system also allows the calculation of kappa scores as measure of
inter–rater agreement. Once the judgments have been completed, track participants
are able to evaluate the performance of their runs and visualize the given relevance
of the images in their runs.

In 2009, we introduced a case–based retrieval task. For the case–based topics,
the judge was shown the original case description and several images appearing in
the original article’s text. Along with a short description for the judgments, a full
document was prepared to describe the judging process, including what should be
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Fig. 4.8: Screenshot of the relevance judgment used for the medical retrieval task.

regarded as relevant versus non–relevant. As described above, this increased clarity
was helpful in improving the performance of judgments.

4.3.3.1 Multiple Judges

Although the reliability of judging obtained during ImageCLEF has been slightly
better than that obtained from relevance judgments of textual documents in clin-
ical (Hersh et al, 1994) and genomics (Hersh et al, 2006b) tasks, we have found
instances of incorrectly judged images, especially with regards to image modality
(a vitally important factor in image retrieval). In order to characterize the inter–rater
variability, in recent years we have increased the number of topics that are judged
by more than one judge. We have also received feedback from the judges about our
system and the process of judging. Based on the feedback from the judges, it was
apparent that the concept of relevance is highly dependent on the expertise of the
judge.

For example, a resident, in a state of naı̈veté, might consider images of a broad
scope to be relevant to a given topic. These images might include those of nor-
mal conditions as well as differential diagnosis, essentially anything that might help
them gain information about the query topic. On the other hand, a specialist very
familiar with a topic might only mark as relevant those images that are exceedingly
specific and on–topic. One proposed modification to the judging instructions is to
include some language about the expected level of expertise of the simulated infor-
mation seeker (radiologist, specialist, internist, resident, etc.)

We analyzed the pattern of overlap between pairs of judges and found that, in
some cases, they were symmetric: i.e. for each topic, an equal number of discordant
images were judged to be relevant by one judge or the other. However, in a large
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Fig. 4.9: Visualization of leniency difference among judges.

number of cases, the overlap was non–symmetric: i.e. one judge marked a sub-
stantially larger number of images as relevant than the other, and thus the relevant
images in one case were a subset of the relevant images of the other judge. Anecdo-
tally, the specialists were more stringent than the non–specialists, who in turn were
more stringent than the non–clinicians. We compared the metrics of the runs using
the different qrels generated using the different relevance judgments, and found that
although the raw numbers were different comparative trends held. In other words,
the overall rankings were relatively robust — individual systems’ scores varied be-
tween qrels, but the overall patterns of performance (rankings) were the same. We
also observed, somewhat surprisingly at first, that the actual MAP of the best runs
decreased with the more lenient runs. Although the trends hold across qrels, the
difference between the best and the worst runs actually decreases if we have very
lenient (and potentially more random) judges.

In 2009’s medical retrieval campaign, we had two judges for each of the case–
based topics. The kappa scores for these topics and judges were lower than for the ad
hoc retrieval topics. Additionally, as seen in Figure 4.9, the discordance in relevance
judgments was not symmetric. Judge 7 was considerably stricter than judge 11 who
was somewhat more strict than judge 4.

We attempted to simulate the effect of having extremely lenient and strict judges
by conducting an experiment using the 2009 runs. We believe that extremely le-
nient judges add noise to the system. To test this hypothesis, we started with the
qrels based on the the strict judgments, and added random noise by selecting 50–
300 random images from each topic to be relevant. We compared the MAP of the
original qrel versus the MAP from the noisy qrel. As the noise increased, the curve
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Fig. 4.10: MAP for noisy vs. original qrel.

flattened out, decreasing the difference between a good and a poor system, as seen
in Figure 4.10. This is very similar to the effect we saw above between the strict and
lenient judges.

4.4 Conclusions and Future Work

In this chapter, we reviewed the process of generating relevance judgments for re-
trieval evaluation campaigns. We described the different systems used within Image-
CLEF with emphasis on the medical retrieval task. Inter–rater agreement amongst
judges can be estimated using the kappa measure. Although there can be variations
in kappa for different sets of judges, the evaluation metrics are somewhat robust to
some noise in the judgment process caused by these differences. Anecdotally, more
naive judges tend to be more lenient in the judgment for highly domain–specific
tasks. We plan to further examine the impact of the judge’s expertise and the con-
text of their search on the evaluation process. Additionally, we will continue to study
if and how these system-oriented metrics translate to user satisfaction with systems.
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Järvelin K, Kekäläinen J (2002) Cumulated gain–based evaluation of ir techniques. ACM Transac-
tions of Information Systems 20(4):422–446

Müller H, Clough P, Hersh W, Geissbuhler A (2007) Variations of relevance assessments for med-
ical image retrieval. In: Adaptive Multimedia Retrieval (AMR). Lecture Notes in Computer
Science (LNCS), vol 4398. Springer, Geneva, Switzerland, pp 233–247

Müller H, Deselaers T, Kim E, Kalpathy-Cramer J, Deserno TM, Clough PD, Hersh W (2008)
Overview of the ImageCLEFmed 2007 medical retrieval and annotation tasks. In: CLEF 2007
Proceedings. Lecture Notes in Computer Science (LNCS), vol 5152. Springer, Budapest, Hun-
gary, pp 473–491

Müller H, Kalpathy-Cramer J, Eggel I, Bedrick S, Saı̈d R, Bakke B, Kahn Jr CE, Hersh W (2009)
Overview of the CLEF 2009 medical image retrieval track. In: Working Notes of CLEF 2009,
Corfu, Greece



80 Jayashree Kalpathy–Cramer, Steven Bedrick, and William Hersh
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Kurimo M (eds) Evaluating Systems for Multilingual and Multimodal Information Access —
9th Workshop of the Cross-Language Evaluation Forum. Lecture Notes in Computer Science
(LNCS). Springer, Aarhus, Denmark

Voorhees EM (2002) The philosophy of information retrieval evaluation. In: Revised Papers from
the Second Workshop of the Cross–Language Evaluation Forum on Evaluation of Cross–
Language Information Retrieval Systems — CLEF 2001. Lecture Notes in Computer Science
(LNCS). Springer, London, UK, pp 355–370

Voorhees EM, Harmann D (1998) Overview of the seventh Text REtrieval Conference (TREC–7).
In: The Seventh Text Retrieval Conference, Gaithersburg, MD, USA, pp 1–23

Yilmaz E, Aslam JA (2006) Estimating average precision with incomplete and imperfect judg-
ments. In: Proceedings of the 15th ACM international conference on Information and knowl-
edge management. ACM press, New York, NY, USA, pp 102–111

Zobel J (1998) How reliable are the results of large–scale information retrieval experiments? In:
Croft WB, Moffat A, van Rijsbergen CJ, Wilkinson R, Zobel J (eds) Proceedings of the 21st
Annual International ACM SIGIR conference on research and development in information re-
trieval. ACM press, Melbourne, Australia, pp 307–314



Chapter 5
Performance Measures Used in Image
Information Retrieval

Mark Sanderson

Abstract Although during the running of the ImageCLEF tracks there was no ex-
plicit co–ordination on the types of evaluation measures employed, the same statis-
tics were often used across ImageCLEF. Therefore, in this chapter, the range of
measures used in the evaluation exercise is described. The original research defin-
ing a measure, together with their formulations and the relative pros and cons of the
measures, are also detailed. Research that both compares the measures and attempts
to determine the best is also outlined. Finally, the use of measures in the different
tracks and years of ImageCLEF is tabulated.

5.1 Evaluation Measures Used in ImageCLEF

At its most general, measurement has been described as the assignment of numer-
als to things so as to represent facts and conventions about them (Stevens, 1946).
ImageCLEF is a collaborative evaluation exercise examining image searching or
image analysis systems. In this context, the main purpose of measurement is as a
means of comparison between different systems. More specifically, the evaluation
acts as a simulation of a potential operational setting into which the systems may
be deployed. The measures provide a way of determining which system submitted
to a particular track of ImageCLEF would be best in the setting simulated by the
test collection. Different measures reflect different priorities in the simulation of
the operational setting. For example, in retrieval some evaluation measures stress
the importance of locating as many relevant images as possible, while others focus
on a small fixed size output. The choice of evaluation measure employed by dif-
ferent ImageCLEF track co–ordinators reflects varying priorities over the years of
ImageCLEF. In this chapter, the descriptions of the measures are organized so as to
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Table 5.1: Contingency table of retrieval results.

Relevant Non–relevant
Retrieved a b a+b
Not retrieved c d c+d

a+c b+d a+b+c+d

illustrate these priorities. The measures for image retrieval are described first, fol-
lowed by those used for image annotation and other tracks of ImageCLEF. Finally,
the use of measures across the years of ImageCLEF is described.

5.2 Measures for Retrieval

The earliest work in evaluating Information Retrieval (IR) systems dates back to
the 1950s. Although a wide range of properties could be assessed in a searching
system — Cleverdon for example described a number (Cleverdon and Keen, 1966)
— the main quality of an IR system that is measured is search effectiveness. This
is an assessment of the number of relevant documents that are retrieved by a query.
In the early days of IR, almost all the IR systems built were so–called Boolean
retrieval systems, which partitioned the collection into two sets, those documents
that were retrieved by a user’s query and those that were not. Combining the sets
with information from a test collection on the relevance of documents to queries,
the contingency table shown in Table 5.1 can be created.

Early evaluation measures were constructed from combinations of the table cells.
Kent et al (1955) described a number of such measures and was the first to describe
precision and recall together (though the researchers called them by a different
name). They are defined as follows

Precision =
a

a+b
(5.1)

Recall =
a

a+ c
(5.2)

Precision assesses the fraction of retrieved documents that are relevant, recall as-
sesses the fraction of relevant documents retrieved. While, ideal for set based re-
trieval, the measures as defined in this form, needed to be adapted to the increasingly
common IR systems producing ranked output, ordering retrieved documents based
on a score detailing the similarity of each document to the user’s query. As pointed
out by Swets (1963), the density of relevant documents typically reduces as one
moves from the top of a ranking downwards. Hull (1993) stated that effectiveness
measures for ranked retrieval approached the measurement of this ranking in one
of two ways: measuring the density of relevant documents at a commonly chosen
recall value, or at a fixed rank number. Most evaluation measures that ImageCLEF
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organizers used can be grouped into Hull’s two categories and they are so organ-
ised in this chapter. The remaining statistics are placed into a third miscellaneous
category, which is described next. Finally, research comparing different measures is
detailed.

5.2.1 Measuring at Fixed Recall

As detailed in the evaluation chapters of any IR book from the 1960s onwards
(Salton, 1968; van Rijsbergen, 1979), a common approach for assessing effective-
ness was graphing the density of relevant documents across a ranking. Here pre-
cision was measured at a set of standard recall points for each topic in a test col-
lection; the mean of precision values at each point was taken, plotted on a graph
and a line between the points drawn. Although a range of different recall levels
were proposed, the de facto standard became 11 points starting at recall=0% incre-
menting by 10% up to recall=100%. Interpolation functions were used to ensure
that precision was measurable at these fixed points. See Van Rijsbergen for more
detail on their construction (van Rijsbergen, 1979, chap. 7). In the first year of Im-
ageCLEF, a Recall/Precision (R/P) graph was used to compare different retrieval
systems. However, a typical R/P graph showed similar characteristics of each plot-
ted system. Perhaps for this reason, there was a growing trend in many parts of the
IR research community to move from these visual presentations to a single value
measure. Here, we describe such measures that are commonly used in ImageCLEF.
The first three, Mean Average Precision (MAP), Geometric Mean Average Precision
(GMAP) and Binary Preference (BPref) measure the density of relevant documents
at the point in the ranking where all known relevant documents are retrieved (re-
call=100%); the final one, R Precision, measures at the point in the ranking where a
perfect IR system would have retrieved all known relevant documents.

5.2.1.1 MAP — Mean Average Precision

For almost two decades the most popular evaluation measure has been MAP. The
measure calculated on a single topic is defined as follows:

AP = ∑N
rn=1(P(rn)× rel(rn))

R
(5.3)

Here, N is the number of documents retrieved, rn is the rank number; rel(rn) re-
turns either 1 or 0 depending on the relevance of the document at rn; P(rn) is the
precision measured at rank rn and R is the total number of relevant documents for
this particular topic. The measure calculates precision at the rank position of each
relevant document and takes the average. Note, by summing over N and dividing
by R, in effect, precision is measured as being zero for any un–retrieved relevant
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document. The mean of the AP scores for a set of topics is taken to produce Mean
AP. The measure was developed by organisers of the Text REtrieval Conference or
TREC (Harman, 1995) for use in the ad hoc track of TREC, which addressed the
searching task of an information analyst: someone wishing to locate every possible
relevant item. One might question the value of this measure for tasks where users
might only be interested in finding a few relevant items near the top of a ranking.
See, however, the research below on comparing evaluation measures.

5.2.1.2 GMAP — Geometric MAP

The MAP measure appears to be the first to explicitly state the way that scores
across the topics of a test collection were to be averaged. Up to that point, it was
simply assumed that the arithmetic mean would be used. There appears to be lit-
tle or no evidence that this is the appropriate way to summarise the effectiveness
of a searching system. Cooper (1968) proposed alternatives to the arithmetic mean,
but chose to stick with it. As part of the interest in developing a test collection fo-
cused on poorly performing topics, Voorhees and later Robertson described GMAP,
which used the geometric mean of AP scores (Voorhees, 2005; Robertson, 2006).
As Robertson stated:

GMAP treats a change in AP from 0.05 to 0.1 as having the same value as a change from
0.25 to 0.5. MAP would equate the former with a change from 0.25 to 0.3, regarding a
change from 0.25 to 0.5 as five times larger.

The geometric mean of average precision (AP) values computed over a set of topics
Q are as follows:

GMAP(Q) = |Q|

√
√
√
√

|Q|

∏
k=1

[AP(Qk)+ ε] (5.4)

Adding ε avoids GMAP going to zero if AP = 0. Robertson discussed this measure
in some detail pointing out that using geometric mean emphasized improvements in
topics that had a low AP score. Whether the method is a more effective averaging
approach than the arithmetic mean is yet to be determined.

5.2.1.3 BPref — Binary Preference

As test collections have grown, in addition to containing a set of documents judged
relevant and not relevant for each topic, they also have a large set of documents
that have not been judged at all. Commonly, if any such documents were retrieved,
evaluation measures considered them as not relevant. Buckley and Voorhees were
concerned that with increasing sizes of test collections, the number of unjudged doc-
uments was growing and devised an evaluation measure, BPref, so called as it uses
binary relevance judgments to define a preference relation (Buckley and Voorhees,
2004). It is defined as follows:
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BPre f =
1
R ∑

r

(

1− N ranked higher than R
min(R,N)

)

(5.5)

Where R is the number of documents judged relevant for a particular topic; N is the
number of documents judged not relevant; r is a relevant retrieved document, and n
is a member of the first R irrelevant retrieved documents. Several versions of BPref
were defined in the literature, the version shown here is considered to be the defini-
tive one (Soboroff, 2006). Since Buckley and Voorhees’s work, a number of alter-
natives to BPref have been created; of particular note is infAP (Yilmaz and Aslam,
2006).

5.2.1.4 R–Precision — Recall Precision

A simple approach to measuring effectiveness is to calculate precision at R, the total
number of known relevant documents for a particular topic (Harman, 1993). Note
that at rank R, the number of relevant documents ranked below R equals the number
of non–relevant documents ranked above R, some refer to R as the equivalence
number and call R–precision missed@equivalent (Pearson, 1995).

RP =
r(R)

R
(5.6)

Here, R is the number of known relevant documents and r(R) is the number of
relevant documents retrieved in the top R.

5.2.2 Measuring at Fixed Rank

A common approach to measuring precision over a ranked document list is to mea-
sure at a fixed rank position. Ignoring all documents retrieved below the fixed posi-
tion is thought to be justified as search systems commonly return a page containing
a fixed number of documents and users rarely examine more than the first returned
page. There are a number of variants used in ImageCLEF.

5.2.2.1 P(n) — Precision Measured at a Fixed Rank

Precision at a fixed rank is simply defined as:

P(n) =
r(n)

n
(5.7)

Where r(n) is the number of relevant documents in the top n. The value of n varies
from one evaluation to another. In ImageCLEF, the values of 5, 10, 20, 30 and 100
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were used. The measure is commonly written either as P10, P(10) or P@10. Along
with MAP, this has probably been the most popular evaluation measure in the past
decade of IR research. However, the measure is simple: ignoring the position of
relevant documents within the top n and ignoring all documents retrieved below n.

5.2.2.2 DCG — Discounted Cumulative Gain; Grades of Relevance

An assumption common to all the measures described up to now is that the rele-
vance judgements of test collections are binary: relevant or not relevant. A few of
the test collections in ImageCLEF had ternary relevance judgments: highly rele-
vant, partially relevant, not relevant. The simplest way to use the existing measures
with such judgements is to map the multiple levels to binary values. A number of
measures were developed to exploit the grades of relevance. Although they were
not widely used in ImageCLEF, they are mentioned here due to their increasing
importance and use in IR research. One of the best known measures is Discounted
Cumulative Gain (DCG) (Järvelin and Kekäläinen, 2000). It is defined as follows:

DCG = rel(1)+
n

∑
i=2

rel(i)
logb(i)

(5.8)

Where rel(i) returns a numerical value corresponding to the relevance grade as-
signed to the document at rank i; n is the rank that DCG is calculated up to. Järvelin
and Kekäläinen assumed that the likelihood of users examining a document reduced
as its rank increased. Therefore, they introduced a log–based discount function to
model that drop in user interest. The degree of discount could be varied by chang-
ing the base b of the log function; Järvelin and Kekäläinen suggested setting b = 2.
There is a great deal of anecdotal evidence that this measure is commonly used
by Web search companies, although the so–called Burges variant of the measure is
more used (Burges et al, 2005).

DCG =
n

∑
i=1

2rel(i) −1
log(1+ i)

(5.9)

Both these measures produce values that are not constrained within a particular
range. Järvelin and Kekäläinen also created nDCG (Järvelin and Kekäläinen, 2002),
which compares the DCG value with the score gained from a perfect ranking of the
relevant documents up to rank n: IDCG(n).

nDCG(n) =
DCG(n)
IDCG(n)

(5.10)
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5.2.3 Measures for Diversity

A core assumption behind many IR test collections is that users of IR systems would
provide a detailed unambiguous specification of what they were looking for and
that the relevance of a document could be judged independent of other documents.
Early on, researchers challenged this view: Verhoeff, Goffman, and Belzer (1961);
Fairthorne (1963) and Goffman (1964) respectively pointed out that users’ defini-
tions of relevance were diverse, queries were commonly ambiguous, and that the
relevance of a document to a query could be strongly influenced by the documents
already retrieved. It was not until much later that these concerns were addressed.
As detailed in Chapter 8, ImageCLEF started to create test collections with diverse
relevance judgments and therefore needed means of measuring the effectiveness
of systems searching on those collections. The initial approach used was proposed
by Zhai et al (2003) who among other measures created sub–topic recall (S–recall).
Sub–topics were the name the researchers gave to the different aspects to which a
topic might be relevant. An examination of the literature reveals that the naming of
the facets of a topic varies greatly: some refer to nuggets, others to aspects, while
others talk of clusters. Considering a topic with nA sub–topics and a ranking of doc-
uments, d1..dm, S–recall calculates the percentage of sub–topics retrieved by the
documents up to rank position K:

S− recall(K) =
⋃K

i=1 s(di)
nA

(5.11)

Here, s(di) is the set of sub–topics covered in di. The measure gave a higher score
to runs that covered the largest number of sub–topics. Note in some ImageCLEF
documentation, this measure is referred to as cluster recall (CR). This measure sim-
ply measures the spread of diversity in a ranking. Clarke et al (2010) proposed an
adaptation of nDCG called α–nDCG, which also considered the rank of relevant
documents. The researchers re–defined the function rel(i) from nDCG as:

rel(i) =
m

∑
k=1

J(di,k)(1−α)rk,i−1 (5.12)

where m is the number of distinct nuggets (the researchers’ term for sub–topics),
n1..nm, relevant to a particular topic; J(di,k) = 1 if an assessor judged that document
di contained nugget nk;

rk,i−1 =
i−1

∑
j=1

J(d j,k) (5.13)

is the number of documents ranked before document di that were judged to contain
nugget nk; the constant α represents the probability that the user of the retrieval
system observed prior relevant documents.

Evaluation research continues to develop, some of the more recent work includes
the following:
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• Rank Biased Precision (RBP): a measure with a different model of a user’s
propensity to examine top ranked documents from that used by DCG, (Moffat
and Zobel, 2008);

• Intent aware measures, which allow for the different aspects of a diverse query
to be preferred by different proportions of users (Agrawal et al, 2009);

• NRBP: Clarke et al.’s drawing together of ideas drawn from RBP, intent aware
measures, and α–nDCG. The derivation and formulation of this measure is left
for the reader to pursue (Clarke et al, 2010);

• ERR: a measure that considers the likelihood of a user examining a document
at rank position r given that other documents ranked higher than r were also
relevant (Chapelle et al, 2009).

5.2.4 Collating Two Measures Into One

At times, the ImageCLEF organisers wished to combine two evaluation measures
into a single value. This is not new: starting with precision and recall, researchers
often found that two evaluation measures examined different qualities of search out-
put, but wished to have both values summarised into a single score. Rijsbergen
(1974) surveyed methods for doing this in 1974. He later proposed using the
weighted harmonic mean, which is commonly referred to as f , and is defined as
follows (summarising precision and recall).

f =
1

α( 1
P )+(1−α)( 1

R )
(5.14)

Here α indicates a preference for how much influence precision or recall has on the
value of f ; commonly, α = 0.5, so f is then:

f =
1

1
2 ( 1

R + 1
P )

(5.15)

or the equivalent form:

f =
2×R×P

P+R
(5.16)

5.2.5 Miscellaneous Measures

As well as standard IR evaluation measures, the organisers of the search part of Im-
ageCLEF also used a range of other more ad hoc statistics created by the organisers
themselves. They are mentioned here:
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• Failed queries — as mentioned for GMAP, there was a concern that a user’s over-
all appreciation of an IR system across a number of topics was not well approxi-
mated by the arithmetic mean of scores for the topics. There was a suspicion that
a query that returned no relevant documents would be viewed very negatively
by users, therefore simply judging the quality of runs by counting the number of
these failed queries has been a statistic used in ImageCLEF.

• Relevant retrieved — another simple statistic used was a count of the number of
relevant items that were retrieved per topic.

5.2.6 Considering Multiple Measures

With such a range of evaluation measures, it is tempting to ask if some measures
are better than others. Among a series of methods devised to examine this question,
the common approach was to use a measure to rank the runs submitted to an evalu-
ation campaign (e.g. TREC, NTCIR, CLEF, etc.) and to correlate the run rankings
produced by different measures. Early work examining correlations between such
rankings showed little difference between measures such as RP, P(n), or average
precision (Tague–Sutcliffe and Blustein, 1994). More recent work found that high
precision measures such as P(1) or P(10), correlated less well with RP or MAP, see
Buckley and Voorhees (2005); Thom and Scholer (2007). Correlation does not ad-
dress which measure might be better. For this question, the research does not appear
to be definitive; here we describe a series of distinct conclusions on this matter:

• It might be tempting to think that the measure that most closely represents one’s
expectations of how a user might interact with a searching system is the best.
For example if searchers are known to only examine the top few documents,
a measure such as P(10) might be preferred. However, Yilmaz and Robertson
(2009) showed that evaluation measures that make the greatest use of all available
relevance information, like MAP, can in fact be the better measure to employ even
if the planned use of a retrieval system is to find a few relevant items.

• If comparing evaluation measures where the number of relevance judgments is
kept constant, there is some evidence that measures that use a more refined no-
tion of the rank position of relevant documents are better. Sanderson et al (2010)
showed that NDCG(10) was better than P(10).

• When considering test collections with few relevant documents, Soboroff (2004)
showed that statistically simpler evaluation measures appeared to be more stable.
Unlike a lot of research, in this paper P(10) was shown to be better than a number
of other popular measures, including MAP.

• Sanderson and Zobel (2005) pointed out that when comparing evaluation mea-
sures, it was important to consider the amount of assessor effort required to en-
able the measure to be calculated. They compared measures after normalizing
for assessor effort and showed that this was an important factor.
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The early results showing strong correlations between evaluation measures point out
that the measures largely assess similar qualities of a ranked document list. How-
ever, the more recent work shows a more contradictory picture indicating that one
cannot assume that a single measure, such as MAP, will always provide the defini-
tive ordering of runs relative to each other. Use of multiple measures appears to
be the best approach; this is supported by a number of examples where unusual
outlier runs were spotted only through use of multiple measures. See for example
Buckley et al (2007) who by measuring the number of unique relevant documents
in a run, identified an important outlier that led to a detailed study of test collection
formation. Hawking and Robertson described another research study conducted af-
ter finding an unusual retrieval situation where MAP and P(10) showed substantially
different results (Hawking and Robertson, 2003).

5.2.7 Measures for Image Annotation and Concept Detection

In general, IR systems rank documents relative to a query and the decision on which
is relevant is left to the user. Evaluation measures for IR can be viewed as a form
of simulation of a searcher finding the relevant items in the ranking and stopping
at some point. In the image annotation, robot vision and concept detection tasks of
ImageCLEF, the decision on whether an image is assigned to a particular category
or code is done by the system. Consequently, the evaluation measures in the image
processing tasks focus on the success of the decisions made by the systems. They
are described here.

5.2.7.1 Error Rate

In the initial evaluations of the medical and object annotation tasks, the mean error
rate was measured across the possible codes/categories an image could be assigned
to. The code assigned to an image was viewed as being either correct or not. The
rate was compared to a pair of baseline approaches: a system that always picked the
commonest code in the training set; and a basic image similarity system. For the
medical annotation task, the codes images were assigned to were made up of four
components addressing different aspects (called axes) of a medical image: modal-
ity, body orientation, body region, and biological system examined. Each axis code
was a number, the digits of which represented a hierarchical scheme which speci-
fied progressively more detail about each axis. In later years of the annotation task,
participating systems could opt to only code the more significant digits of an axis,
leaving the rest unspecified. In order to assign credit for a partial match on an axis
code a customised hierarchical error rate was created (Müller et al, 2008). It was
defined as follows:

error rate =
I

∑
i=1

1
bi

1
i

δ (li, l̂i) (5.17)



5 Performance Measures Used in Image Information Retrieval 91

where I is the number of hierarchical levels of the axis code (i.e. number of digits);
b is the number of possible values at a particular level; and δ is a function returning
the degree of match between the predicted and actual value for that particular level.
For every axis, the maximum error rate was calculated and the rates of participating
systems were normalised against this. Each axis contributed a quarter of the total
error rate, which meant the overall rate ranged between zero and one.

5.2.7.2 Confusion Matrix

In the annotation tasks of ImageCLEF, an image could potentially be assigned to any
one of the N possible codes. A confusion matrix was used to understand where com-
mon mistaken assignments took place. The matrix was N×N: the rows of the matrix
correspond to the correct code for an image, the columns to the assigned code. Each
cell totalled up the number of images assigned to a particular correct/assigned code
pair. If the annotation was perfect, the matrix equalled N times the identity matrix. A
confusion matrix was commonly scatter plotted to visualize mistaken assignments.

5.2.7.3 ROC— Receiver Operating Characteristic

Usually the binary decision of which code to assign an image to, was determined by
setting a threshold on a calculated likelihood for the image code pair. In general, the
higher the threshold, the more accurate the assignment (i.e. a high true positive rate),
but this occurred at the expense of coverage. If the threshold was reduced, while the
coverage of images correctly assigned increased, this was at the expense of growing
numbers of images incorrectly assigned to a code (i.e. a high false positive rate). An
ROC curve plots the balance between TPs (True Positives) and FPs (False Positives)
across all possible values of a threshold. They are widely used in many areas of
statistics, (Green and Swets, 1966). In ImageCLEF, certain well known properties
of ROC curves were used to assess image annotation systems. The average area
under an ROC curve (AUC) as well as the average Equal Error Rate (EER) were
calculated. The EER is the point at which errors in assignment to a code equal the
errors from not assigning images to a code; it has parallels with the IR measure,
RPrec. See Fawcett (2006) for more discussion of ROC curves in computer science.

5.3 Use of Measures in ImageCLEF

In Table 5.2 we tabulate the use of measures over the years of ImageCLEF. In each
cell we list the ImageCLEF track using this measure. For the precision measured at
fixed rank, the value(s) of n are listed.
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Table 5.2: Use of the measures in the years and tasks of ImageCLEF (Photo — photo
retrieval; Med R — medical retrieval; Obj — object retrieval; Wik — Wikipedia
MM retrieval; Med A — medical annotation; Img — image annotation; Vis — vi-
sual concept detection.).

Year 2003 2004 2005 2006 2007 2008 2009
MAP Photo Photo,

Med R
Photo,
Med R

Photo,
Med R

Photo,
Med R

Obj,
Med R,
Wik

Med R, Wik

GMAP Photo Photo
BPref Photo,

Med R
Photo,
Med R

Med R

R Precision Med R Med R Wik Wik
P(n) Photo

(10,
100)

Photo (20),
Med R (30,
100)

Photo (20),
Med R (10,
30, 100)

Photo (20),
Med R (5,
10, 30), Wik
(10, 20)

Photo (10),
Med R (5,
10, 30), Wik
(10, 20)

Failed queries Photo
Relevant retrieved Photo Med R Med R
S-recall Photo Photo
F Photo Photo
Error rate Med A Med A, Img Med A
Hier. error rate Med A Med A Med A
Confusion matrix Med A
ROC curve Vis Vis

From this table it is clear that MAP was ImageCLEF’s lead retrieval measure
with P(n) also well used. The depth at which P(n) was calculated at has reduced
somewhat over the years. In the annotation tasks, different forms of error rate were
the lead measure.

5.4 Conclusions

In this chapter, the evaluation measures used in ImageCLEF were described, where
it was shown that a wide range of measures were employed over the years of the
exercise. The workings of the measures were described and the relative merits of
one measure over another were detailed.
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Chapter 6
Fusion Techniques for Combining Textual and
Visual Information Retrieval

Adrien Depeursinge and Henning Müller

Abstract This chapter describes several approaches for information fusion that
have been used in ImageCLEF over the past seven years. In this context, the fusion
of information is mainly meant to combine textual and visual retrieval. Data fusion
techniques from 116 papers (62% of ImageCLEF working notes) are categorized,
described and discussed. It was observed that three general approaches were used
for retrieval that can be categorized based on the system level chosen for combining
modalities: 1) at the input of the system with inter–media query expansion, 2) in-
ternally to the system with early fusion and 3) at the output of the system with late
fusion which is by far the most widely used fusion strategy.

6.1 Introduction

Any concept with even a low level of semantics is best described by the co–
occurrence of several events in multiple sources of information. In medicine for
instance, diagnosis is established with confidence if, and only if, the laboratory re-
sults, the history of the patient and possibly radiographic examinations are all taken
into account and converge to a unique conclusion. In another context, a photograph
of a football game can be associated with its corresponding event only when the
date and the place are known. Consequently, computerized Information Retrieval
(IR) must be able to fuse multiple modalities in order to reach satisfactory perfor-
mance. Information fusion has the potential of improving retrieval performance by
relying on the assumption that the heterogeneity of multiple information sources
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and/or algorithms allow cross–correction of some of the errors, leading to better re-
sults. Multiple views of the problem potentially allow a reduction of the semantic
gap, which is defined in image retrieval as the discrepancy between the user’s in-
tentions when searching for a particular image and the visual information that the
features are able to model (Smeulders et al, 2000).

Multi–modal information is often available in digital repositories. For example,
videos are constituted by synchronized visual and audio modalities. Frequently, im-
ages on the Internet come with textual annotations that are semantically related.
Modern health information systems enable access to structured information (e.g.
age of the patient, gender, laboratory results), free–text in reports, radiological im-
ages and biosignals such as electrocardiograms. This means that the major challenge
in information fusion is to find adapted techniques for federating multiple sources
of information for either decision–making or information retrieval. Fusing multiple
information sources is not devoid of risks. Two aspects require particular attention
when performing information fusion in order to avoid degradation of the system
performance:

• the relevance of all modalities to be fused must be verified to prevent the intro-
duction of noise into the system;

• the fusion scheme must be able to assess trustworthiness of the modalities to-
wards the query in order to allocate confidence in modalities that have high rele-
vance in the context of the query.

Information fusion has been a lively research topic during the last 20 years (see, e.g.
(Saracevic and Kantor, 1988; Belkin et al, 1993, 1994; Shaw and Fox, 1994)). Fu-
sion was carried out at three different levels of an IR system (Frank Hsu and Taksa,
2005):

• at the input of the IR system while using multiple queries or query expansion;
• within the system where several algorithms and/or features can be used to in-

crease the heterogeneity of results (i.e. boosting or multiple classifier systems);
• at the output of the system when combining several lists of documents.

Investigation of the effectiveness of combining text and images for retrieval in-
cluding medical image retrieval is one of the main goals of the ImageCLEF cam-
paign (Hersh et al (2007)). Since its first year in 2003, the organizers of ImageCLEF
provided multimedia databases containing images with associated text thus allowing
for multi–modal retrieval. During the past seven years of ImageCLEF, three image
retrieval tasks elicited research contributions in fusion techniques for combining
textual and visual information retrieval:

• the photo retrieval task proposed since 2003,
• the medical image retrieval task proposed since 2004,
• Wikipedia image retrieval task proposed since 2008.

In total, 116 (62%) out of 187 papers in ImageCLEF submissions from 2003 to
2009 attempted to mix Text–Based Image Retrieval (TBIR) with Content–Based
Image Retrieval (CBIR) to investigate the complementarity of the two modalities
(see Table 6.1).
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Table 6.1: Number of papers per task and per year merging textual and visual infor-
mation during the past seven years of ImageCLEF.

2003 2004 2005 2006 2007 2008 2009
photo 0/4 (0%) 6/12 (50%) 6/11 (54%) 4/12 (33%) 14/19 (74%) 18/25 (72%) 12/16 (75%)

medical – 6/11 (54%) 10/14 (71%) 8/10 (80%) 7/9 (78%) 6/11 (54%) 8/14 (57%)
Wikipedia – – – – – 8/11 (73%) 3/8 (38%)

6.1.1 Information Fusion and Orthogonality

From a certain point of view, all systems that are using more than one single fea-
ture are carrying out information fusion. However, features within a modality may
be strongly correlated among them (e.g. consecutive bins of a color histogram,
see Depeursinge et al (2010–to appear)). As a consequence, the rank of the space
spanned by the feature vector vA = {a1 . . .aNA} of the modality A is usually much
inferior the number of feature Na of A. We have:

rank(A) � Na. (6.1)

While taking into account M modalities {A1 . . .AM} defined by their respective fea-
ture vectors {vA1 . . .vAM}, the linear dependence of multi–modal space is given
by the number L of possible solutions (x1,x2, . . . ,xM) over all realizations of
{vA1 . . .vAM}:

x1vA1 + x2vA2 + · · ·+ xMvAM = 0, (6.2)

with x1,x2, . . . ,xM ∈R\0. Thereby, the amount of heterogeneity H of a combination
of modalities can be measured using the number P of linearly independent vectors
divided by the number of modalities M:

H =
P
M

. (6.3)

H has values in [0;1]\0 and can be seen as the inverse of redundancy. It is important
to note that large values of H would not be desirable as it means that no redundancy
occurs in the set of modalities, which means that at least M-1 modalities are not
related to any concept (or class). An ideal multi–modal system should be composed
of modalities that are correlated for no other reason than that these are all related to
a corpus of concepts. This was observed by Lee (1997) who stated that “different
modalities might retrieve similar sets of relevant documents but retrieve different
sets of non–relevant documents”. This means that the information gain IG (accord-
ing to Quinlan (1986)) of the features from each modality towards the corpus of
concepts must be above a critical threshold. IG was originally defined by Quinlan to
iteratively choose informative attributes to build decision trees. IG(Y |X) of a given
attribute X with respect to the class attribute Y quantifies the change in information
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entropy when the value of X is revealed:

IG(Y |X) = H(Y )−H(Y |X). (6.4)

The information entropy H(Y ) measures the uncertainty about the value of Y and the
conditional information entropy H(Y |X) measures the uncertainty about the value
of Y when the value of X is known:

H(Y ) = − ∑
y∈Y

p(y) log p(y), (6.5)

H(Y |X) = − ∑
x∈X ,y∈Y

p(x,y) log p(y|x). (6.6)

To summarize, an optimal multi–modal system should maximize the degree of het-
erogeneity H while maximizing the information gain IG of each modality (taken
independently) towards the studied corpus of classes.

6.2 Methods

The techniques used through the seven past years in ImageCLEF for fusing textual
and visual image information were reviewed and categorized based on their simi-
larities. Only papers that mixed textual and visual retrieval were studied and papers
using multiple classifier systems on one single modality were left aside.

In total, techniques from 116 papers from 2004 to 2009 were categorized in the
subsections of Section 6.3. An overview of the techniques and trends is presented.
Justifications for the approaches and generally known problems are discussed in
Section 6.4.

6.3 Results

The various techniques used for fusing textual and visual information in Image-
CLEF are described in this section. When available, comparisons of the perfor-
mances among techniques are detailed. A global view of the data fusion techniques
is proposed in Section 6.3.5.

6.3.1 Early Fusion Approaches

An early fusion consists of mixing modalities before making any decisions. The
combination takes place in the feature space where the textual and visual attributes
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({t1 . . . tk} and {v1 . . .vl} respectively) are concatenated into one vector to create
one unique feature space {t1 . . . tk v1 . . .vl} (see, e.g. (Snoek et al, 2005; Gunes
and Piccardi, 2005; Depeursinge et al, 2010–to appear)). It enables a true multime-
dia representation where one decision rule is based on all information sources. The
major drawback of this method is that it is confronted with the curse of dimension-
ality as the the dimension of the resulting feature space is equal to the sum of the
dimensions of the subspaces t and v. High–dimensional spaces tend to scatter the
homogeneous clusters of instances belonging to the same concepts. This has to be
handled using an appropriate feature weighting scheme, which is usually difficult to
achieve in practice for complex multi-class problems where the majority of features
are important to predict one particular class but introduce noise for all the other
classes.

Early fusion is used without any feature weighting in Ferecatu and Sahbi (2008)
in the photo retrieval task where text and visual features are simply normalized
before being concatenated. A comparison with a late fusion method based on the
combMIN rule (see Section 6.3.2.6) shows that the early fusion performs slightly
better but without statistical significance.

Early fusion using various feature weighting schemes for medical image retrieval
is investigated in (van Zaanen and de Croon, 2004; Deselaers et al, 2005; Cheng
et al, 2005; Deselaers et al, 2006, 2007). Entropy–based feature weighting methods
showed to outperform significantly performance obtained using a single modality
in (Deselaers et al, 2006, 2007), which is in accordance with our assumptions in
Section 6.1.1 as the information gain IG is based on entropy measures (see Eq. 6.4).

A degradation of the retrieval performance is observed with the Wikipedia task
in (Moulin et al, 2008) where a visual vocabulary is first created from basic im-
age features, which is then fused with text features using a TF–IDF weighting
(see (Salton and Buckley, 1988)).

In 2009, the best automatic mixed run of the medical task was based on early
fusion of text features with very basic image features modeling color information of
the whole image (Berber and Alpkoçak, 2009).

6.3.2 Late Fusion Approaches

Late fusion approaches concern every technique for combining outputs of distinct
systems. The diversity among late fusion strategies is much broader than the early
fusion approach and many techniques for combining lists of documents (runs) were
used in ImageCLEF and are detailed in this section.

6.3.2.1 Rank–based Fusion vs. Score–based Fusion

When combining runs from different systems there are two main approaches. The
relevance of a document d can be measured by either its rank R j(d) in the list L j(d)
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given by an IR system j or by its score S j(d) (or relevance, similarity, distance to the
query). The score–based strategies, although more common, require a normalization
among all systems in order to balance the importance of each of them, which is not
the case of the rank–based strategies.

Several approaches are found in the literature for normalizing scores. A com-
monly used technique called MinMax was proposed by Lee (1997, 1995) where the
normalized score S is computed as follows:

S =
S−Smin

Smax −Smin
, (6.7)

with Smin and Smax the lowest and highest scores found among all runs, systems or
topics. Montague and Aslam (2001) also proposed two linear transformations for
the normalization of scores: Sum and zero–mean and unit–variance ZMUV. Sum
maps Smin to 0 and the sum of all scores to 1. In ZMUV, the average of all scores
is mapped to 0 and their variance to 1. Sum and ZMUV are mostly intended to be
used with the combination techniques combSUM and combMNZ respectively (see
Sections 6.3.2.4 and 6.3.2.5).

6.3.2.2 Intersection of Runs

The most straightforward combination rule for multiple runs L j is to intersect each
other. The four combination operators used in ImageCLEF are defined as follows
(see Villena-Román et al (2007b,a)):

OR L1 ∪L2, (6.8)

AND L1 ∩L2, (6.9)

LEFT (L1 ∪L2)∪ (L1 \L2), (6.10)

RIGHT (L1 ∪L2)∪ (L2 \L1). (6.11)

Usually these combination operators were associated with reordering rules (see Sec-
tions 6.3.2.3, 6.3.2.4, 6.3.2.5, 6.3.2.6 and 6.3.2.7). In Müller et al (2005), the union
of runs (OR) is performed by adding various percentages of top textually– and
visually–retrieved documents.

6.3.2.3 Reordering

When documents of various lists are gathered, a rule for reordering the documents
is required to obtain a final ranking. In (Hoi et al, 2005; Florea et al, 2006; Gobeill
et al, 2006; Fakeri-Tabrizi et al, 2008; Simpson et al, 2009; Mulhem et al, 2009;
Besançon and Millet, 2005; Zhou et al, 2008a), the textually–retrieved documents
are reordered based on their visual score. Inversely, visually–retrieved documents
are reordered with their corresponding textual scores in (Villena-Román et al, 2005;
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Gobeill et al, 2006; Clinchant et al, 2007; Chang and Chen, 2007; Jensen and Hersh,
2005; Daumke et al, 2006; Hersh et al, 2006; Granados et al, 2008; Ah-Pine et al,
2008, 2009). In Hare et al (2009); Gao and Lim (2009), a text run is reordered to
maximize content–based distance among top images to favor the diversity of top–
retrieved images.

6.3.2.4 Linear Combinations

In order to reorder documents based on both textual and visual scores St and Sv, a
commonly used technique for obtaining the final score Smixed(d) of the document d
is to perform a linear combination of scores as follows:

Smixed(d) = αSt(d)+(1−α)Sv(d), (6.12)

where St and Sv are usually normalized and α ∈ [0;1]. Linear combination of scores
was used as defined by Equation 6.12 in a large number of papers (37% of the papers
dealing with information fusion in ImageCLEF, (Cheng et al, 2004b,a; Müller et al,
2004; Alvarez et al, 2004; Besançon et al, 2004; Lin et al, 2004; Lim and Chevallet,
2005; Chang et al, 2005; Müller et al, 2005; Adriani and Framadhan, 2005; Ruiz
and Southwick, 2005; Besançon and Millet, 2005; Dı́az-Galiano et al, 2006; Rah-
man et al, 2006; Lacoste et al, 2006; Gobeill et al, 2006; Wilhelm and Eibl, 2006;
Wilhelm et al, 2007; Maillot et al, 2006; Villena-Román et al, 2007b,a; Clinchant
et al, 2007; Jair Escalante et al, 2007; Gao et al, 2007; Dı́az-Galiano et al, 2007;
Zhou et al, 2007; Hoi, 2007; Kalpathy-Cramer and Hersh, 2007; Yamauchi et al,
2008; Zhou et al, 2008a; Dı́az-Galiano et al, 2008; Zhou et al, 2008b; Zhao and
Glotin, 2008; Navarro et al, 2008c,b; O’Hare et al, 2008; Ah-Pine et al, 2008; Tor-
jmen et al, 2008; Navarro et al, 2008d,a; Rácz et al, 2008; Ye et al, 2009; Ruiz,
2009; Torjmen et al, 2009; Boutsis and Kalamboukis, 2009; Daróczy et al, 2009;
Mulhem et al, 2009; Zhou et al, 2009; Jair Escalante et al, 2009)).

Most often, arbitrary values are used for the weight α with usually more weight
on textual scores as textual retrieval performs better than content–based retrieval,
at least in terms of recall whereas CBIR tends to have higher early precision
(see Müller et al (2008); Belkin et al (1994); Shaw and Fox (1994)). An exception
was observed by Douze et al (2009) who obtained best results when applying a
strong weight for the visual score.

Some groups used data from the previous year to learn weights (Ruiz, 2009).
Järvelin et al (2007) computed the weights based on the variation of the modality
towards the corpus of classes. In Rahman et al (2007), the weights are updated dy-
namically based on the user’s relevance feedback. Document–specific weighting is
used in Granados et al (2008, 2009) where weight of a document in the ‘support’
modality is divided by its rank.

In order to foster the modality with higher confidence, a linear combination of the
scores is used only if both scores St and Sv are above a given threshold in Mulhem
(2008); Broda et al (2009). The score of only one of the modalities is used otherwise.
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In Zuccon et al (2009), text runs are reordered with a linear combination of text
score and visual score based on factor analysis and bi–clustering to favor diversity
among the retrieved images.

Linear combinations of ranks are much less frequently used, and were tried
by Magalhães et al (2007); Jair Escalante et al (2008). Arithmetic and harmonic
means of ranks are employed in Glotin and Zhao (2008). Linear combinations based
on ranks have the advantage of not requiring a prior normalization. However, the as-
sessment of confidence of the modalities is lost as two images having the same rank
in both textual and visual modalities can have very different relevance towards the
query.

CombSUM

A particular case of the linear combination is the combSUM rule where the scores
of each modality j are summed to obtain the final score:

Smixed(d) =
Nj

∑
j=1

S j(d), (6.13)

with Nj the number of modalities to be combined. CombSUM is equivalent to a
linear comb with α = 0.5 if the scores are normalized. If not, the influence of each
modality is strongly dependent on its scores.

CombSUM with scores was used in Jones et al (2004); Chevallet et al (2005);
Martı́n-Valdivia et al (2005) and was used only once based on rank in El Demerdash
et al (2007). Similarly to Mulhem (2008); Broda et al (2009), combSUM is applied
if and only if the visual score is above a given threshold based on TF–IDF value for
images annotations in Navarro et al (2008c,b,d,a, 2009).

Borda Count

The Borda count election method was developed in the political context in 1770 to
create a ranked list of candidates. Each voter ranks all candidates and the sum of
the ranks for all voters determines the score of each candidate from which a final
ranking can be derived. This method was applied in information fusion in Ho et al
(1994); van Erp and Schomaker (2000) and in ImageCLEF in Overell et al (2008).
Borda count is strictly equivalent to combSUM on ranks.

6.3.2.5 CombMNZ

A variant of the combSUM method is the combMNZ combination rule which aims
at giving more importance to the documents retrieved by several systems as follows
(Shaw and Fox, 1994):
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Smixed(d) = F(d)
Nj

∑
j=1

S j(d), (6.14)

where F(d) is equal to the number of systems that retrieved d. CombMNZ was
slightly modified by Inkpen et al (2008) for the photo retrieval task where a weight
was applied to the normalized scores of each modality in order to control their re-
spective influences.

6.3.2.6 CombMAX and CombMIN

Contrary to combSUM, the combMAX and combMIN rules put all their confidence
in one single modality as follows:

combMAX: Smixed(d) = arg max
j=1:Nj

(S j(d)), (6.15)

combMIN: Smixed(d) = arg min
j=1:Nj

(S j(d)). (6.16)

CombMAX and combMIN were used both for photo and medical image retrieval by
Besançon and Millet (2005); Chevallet et al (2005); Villena-Román et al (2007b,a)
using normalized scores. CombMIN based on ranks was used in Ferecatu and Sahbi
(2008) and is similar to combMAX based on score.

A hybrid rule based both combMAX and combMIN is proposed by Villena-
Román et al (2007b,a):

Smixed(d) = combMAX(S j(d))+
combMIN2(S j(d))

combMAX(S j(d))+ combMIN(S j(d))
. (6.17)

It allows importance to be given to the minimum scores only if the latter has suffi-
ciently high values.

6.3.2.7 CombPROD

The combPROD combination rule uses the product of scores to compute Smixed :

Smixed(d) =
Nj

∏
j=1

(S j(d)). (6.18)

CombPROD favors documents with high scores in all modalities and was used for
both photo and medical image retrieval by Martı́nez-Fernández et al (2004).
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6.3.3 Inter–media Feedback with Query Expansion

The idea of query expansion is to modify the original query based on either avail-
able documents in the database or given rules (i.e. use of synonyms of query terms)
with an aim of guessing the user’s intentions. It was successfully applied to TREC1

test collections in Belkin et al (1993), and Saracevic and Kantor (1988) states ex-
plicitly that taking into account the different results of the formulations could lead
to retrieval performance better than that of any of the individual query formulations.

Query expansion was widely used in ImageCLEF and particularly for fusing tex-
tual and visual information where one modality provides a feedback to the other
by means of query expansion, which is commonly called inter–media feedback in
ImageCLEF (El Demerdash et al, 2009b).

6.3.3.1 Textual Query Expansion

Inter–media feedback query expansion is based on textual query expansion in most
of the papers. Typically textual annotations from the top visually–ranked images
(or from a mixed run) are used to expand a textual query (Ruiz and Srikanth, 2004;
Müller et al, 2004; Besançon et al, 2004; Jones and McDonald, 2005; Chang et al,
2005; Maillot et al, 2006; Jair Escalante et al, 2007; Chang and Chen, 2007; Torjmen
et al, 2007; Gao et al, 2007; Yamauchi et al, 2008; Gao et al, 2008; El Demerdash
et al, 2008; Navarro et al, 2008c,b; Chang and Chen, 2008; El Demerdash et al,
2009a; Navarro et al, 2009).

Alternatively, text–based queries are built based on the automatically detected
concepts present in the query image in Jair Escalante et al (2007); Tollari et al
(2008); Inoue and Grover (2008); Popescu et al (2008).

In Kalpathy-Cramer et al (2008), the medical image modality (x–ray, computed
tomography, etc.) is automatically detected from visual features and used as query
expansion for text–based retrieval.

6.3.3.2 Visual Query Expansion

A less common approach for inter–media query expansion is proposed by Benczúr
et al (2007), where the regions of images that are correlated with the title of the topic
are used as visual queries with a CBIR engine.

1 Text REtrieval Conference (TREC, http://trec.nist.gov/)

http://trec.nist.gov/


6 Fusion Techniques for Combining Textual and Visual Information Retrieval 105

6.3.4 Other Approaches

Some of the techniques used in ImageCLEF for fusing textual and visual infor-
mation do not correspond to any of the above–mentioned categories and proposed
innovative approaches for merging information sources.

A simple approach is proposed by Radhouani et al (2009) who use visual features
to detect the imaging modality in a first step. Then, images returned by a TBIR
engine are filtered according to the modality of the query image.

A word–image ontology based on images retrieved by Google images using
all nouns contained in the WordNet ontology is used by Chang and Chen (2006);
Lacoste et al (2006). The textual query is mapped to a visual query based on the
word–image ontology, which is then submitted to a CBIR system to obtain a final
list of images.

Two innovative reordering methods based on ranks and applied to subgroups of
documents are proposed by Myoupo et al (2009). In the first approach, the comb-
SUM rule is iteratively applied on groups of documents within the lists, where
groups are created using a sliding window consisting of groups N consecutive doc-
uments within each list. The second merging strategy is based on homogeneous
blocks as follows: in the list of text retrieved documents, images are clustered
according to their visual similarities to create blocks. Then, blocks are reordered
among them according to their internal mean scores.

6.3.5 Overview of the Methods from 2004–2009

An overview of the main techniques and their interdependences is proposed in Fig-
ure 6.1. The late fusion techniques are most widely used and developed. The distri-
bution of the various fusion approaches is detailed in Figure 6.2. It is important to
note that some groups used a combination of the fusion techniques (see Maillot et al
(2006)) and often research groups reused their techniques with slight modifications
from one year to another and across tasks, which potentially exaggerates the trends
in Figure 6.2.

6.4 Justification for the Approaches and Generally Known
Problems

In this section, the justification of the methods, identified trends as well as lessons
learned from seven years of multi–modal image retrieval are discussed.

Figures 6.1 and 6.2 clearly show three different choices of the system level for
combining the modalities: at the input level with query expansion, internally with
early fusion and at the output level with late fusion. Merging modalities at the input
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Fig. 6.1: Overview of the techniques.

level with query expansion techniques aims at improving the recall as the addi-
tional keywords (or query images) enable it to retrieve more potentially relevant
images, but also involve the risk of proposing too many results to the user and
thereby decreasing the precision. Early fusion enables a comprehensive overview
of the multi–modal information by combining modalities inside the IR system and
offers potentially high flexibility for promoting relevant modalities in the context of
a particular query. Unfortunately, it is difficult to put into practice because it relies
on large and heterogeneous feature spaces that become less distinctive, due to what
is called the curse of dimensionality. Moreover, combining binary and categorical
variable that are textual attributes with continuous and correlated visual features is
not trivial and negative interactions among features can occur (see (Bell, 2003)).
Consequently, it was shown to perform very well when textual features are com-
bined with a small number of basic visual features such as in Berber and Alpkoçak
(2009), which obtained best performance in last year’s (2009) medical image re-
trieval task. Late fusion techniques are by far the most frequently utilized with more
than 60% of the papers dealing with textual and information fusion. This is not
surprising as late fusion allows for a straightforward combination of any system
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Fig. 6.2: Distribution of fusion approaches.

delivering a ranked list of documents. Most of the research groups focused on the
performance of each independent system, which is a necessary condition to achieve
high mixed performance.

When both TBIR and CBIR achieve acceptable performance, the choice of the
fusion technique should rely on the analysis of the trends of each independent sys-
tem as well as their complementarity and relevance to the image retrieval task (see
(Zhou et al, 2010)). For instance, the combMAX combination rule favors the docu-
ments that are highly ranked in one system (‘Dark Horse effect’, (Vogt and Cottrell,
1999)) and is thus not robust to errors. On the other hand, combSUM and combMNZ
favor the documents widely returned to minimize the errors (‘Chorus effect’) but
relevant documents can obtain high ranks even if they are returned by few sys-
tems. Nevertheless, some of the approaches have fundamental limitations. This is
the case with the linear combination using fixed weight for each document, as it
puts blind confidence in one of the modalities and banishes the other one. This is
not desirable as each modality usually behaves differently with each query and each
set of documents. Consequently, late fusion techniques able to foster the modality
with higher confidence are preferable as they allow the selection of the appropriate
modality based on the query and the database. The idea of fostering the modality
with confidence was found in various approaches such as combPROD or when lin-
ear combinations of scores are applied only if the scores of each modality are above



108 Adrien Depeursinge and Henning Müller

a given threshold. Interestingly, Myoupo et al (2009) showed that the reordering of
documents was much more adapted when carried out within subgroups of document
instead of global reordering.

Several studies tried to enhance the diversity of the retrieved documents us-
ing mixed retrieval (see (Chang and Chen, 2008; Ah-Pine et al, 2008; Hare et al,
2009; Zuccon et al, 2009)), which was often based on cross–modality clustering
(see (Arni et al, 2008; Lestari Paramita et al, 2009)). This was promoted by the or-
ganizers starting from 2008 for the photo retrieval task.

Finally, a quantitative comparison of the various fusion techniques was difficult
to perform as the retrieval performance strongly depends on the performance of
each independent IR system, which varied significantly among research groups. It
was observed that mixed runs achieve better performance than single modalities
in most of the cases. Most often, a degradation of performance is observed when
the CBIR system achieves poor performances such as in Boutsis and Kalamboukis
(2009).

6.5 Conclusions

In this chapter, the various approaches used during the past seven years in the Im-
ageCLEF campaign were reviewed. Clear trends among techniques have been iden-
tified and discussed. A major observation is that CBIR systems have become mature
enough to extract semantic information that is complementary to textual informa-
tion, thus allowing enhancement of the quality of retrieval both in terms of precision
and recall. However it was observed that combining textual and visual information
is not devoid of risks and can degrade the retrieval performance if the fusion tech-
nique is not adapted to the information retrieval paradigm as well as to the TBIR and
CBIR systems used. The key to using data fusion techniques is making the most of
both textual and visual modalities.
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2007: Merging textual and visual strategies to improve medical image retrieval. In: Working
Notes of CLEF 2007, Budapest, Hungary

Villena-Román J, Lana-Serrano S, Martı́nez-Fernández JL, González-Cristóbal JC (2007b) MIR-
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Chapter 7
Interactive Image Retrieval

Jussi Karlgren and Julio Gonzalo

Abstract Information retrieval access research is based on evaluation as the main
vehicle of research: benchmarking procedures are regularly pursued by all contrib-
utors to the field. But benchmarking is only one half of evaluation: to validate the
results the evaluation must include the study of user behaviour while performing
tasks for which the system under consideration is intended. Designing and perform-
ing such studies systematically on research systems is a challenge, breaking the
mould on how benchmarking evaluation can be performed and how results can be
perceived. This is the key research question of interactive information retrieval. The
question of evaluation has also come to the fore through applications moving from
exclusively treating topic–oriented text to including other media, most notably im-
ages. This development challenges many of the underlying assumptions of topical
text retrieval, and requires new evaluation frameworks, not unrelated to the ques-
tions raised by interactive study. This chapter describes how the interactive track of
the Cross–Language Evaluation Forum (iCLEF) has addressed some of those theo-
retical and practical challenges.

7.1 Interactive Studies in Information Retrieval

Information access research in general, whatever the media under consideration, is
based on evaluation as the main vehicle of research. Evaluation of information re-
trieval systems is typically done with a test set of pre–assessed target documents
used as a benchmark, under the assumptions that an information need can be for-
mulated satisfactorily and appropriately; that documents can be assessed as being
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relevant or not (or more or less relevant) for some given information need; that the
relevance of a document with respect to that information need is independent of
other documents in the collection, based solely on the qualities of that document.
This abstracts the evaluation away from variation of factors such as task, situation,
context, user preferences or characteristics, interaction design, network latency and
other such system–external qualities, systematically and intentionally ignoring fac-
tors relating to human behaviour and human interaction with information systems.

Early information retrieval research posed questions beyond those concerned
with the relation between immediate information need and documents: how the
characteristics of the searcher, the task, the feedback, and system qualities all are
parameters that information system design needs to take into account (Bennett,
1971, 1972). These considerations have not been put to rest — this discussion
is very much still open. All of the basic assumptions of system evaluation can
be shown as having problems, and current discussion in the field of interactive
retrieval is busily discussing how future evaluation might proceed without rely-
ing on overly simple operationalisations of those assumptions (Ingwersen, 1992;
Hearst, 1999; Järvelin and Ingwersen, 2005; Fuhr et al, 2009; Belkin et al, 2009;
Kamps et al, 2009) that do not directly serve the goals of the underlying top–level
objective, that of improving human access to information.

Many of these basic tenets of information retrieval and, more generally, informa-
tion access, change when moving from the standard model of information retrieval,
of retrieving topically focused text documents in an information access session fo-
cused on retrieval of documents in a timely fashion to address some specific and
well–formulated information need. A major difficulty is understanding how lan-
guage, which at first glance would seem to be a fairly precise representation of
topical content, in fact is situation–specific and dynamic, and that this characteris-
tic is pervasive and necessary for human communication and not something that in
general can be avoided through judicious standardisation schemes. Another major
difficulty is tracking and understanding usage over time, learning and adaptation on
part of the user, and the specific characters of real–life tasks as factors influencing
success or failure of interaction with a system.

Specifically, moving from text to other media will entail a necessary change and
challenge with respect to formulation of information need; similarly, moving from
monolingual to multi–lingual or cross–lingual information retrieval will change the
way the system is able to match expressed information need to document content.
Evaluating multi–lingual and cross–lingual information retrieval is a serious chal-
lenge in its own right, and has been a major topic both in the annual Text REtrieval
Conference (TREC) evaluations for several years, in the annual Cross Language
Evaluation Forum (CLEF) evaluation cycle, as well as in the related NII Test Col-
lection for IR Systems (NTCIR) and the Forum for Information Retrieval Evalu-
ation (FIRE) initiatives. In the CLEF evaluation campaigns, the interactive track
has sought to address questions related to interactive access in multi–lingual target
collections.

In general, studies of human behaviour are cumbersome to set up and admin-
ister — instructing test subjects and ensuring adequate volume, reliability, and re-
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peatability of results has been a challenge for any interactive study. Ideally, human
behaviour should be studied in the field, observing human behaviour in the wild;
in practice, to be able to study some specific facet of behaviour, other variables
must be fixed and some variables kept under test control — which usually is most
convenient in a laboratory environment. Specifically, for information systems the
challenge is twofold. Firstly, the coverage and breadth of the data source is one of
the obviously important user satisfaction factors, the overhead effort of setting up
a realistic test environment is a challenge in itself, and can seldom be practicably
done for real–life tasks. This reduces most studies to mock–up or scaled–down en-
vironments. Secondly, the variation and breadth of information needs in the user
population is immense, and variation in task characteristics may be greater than the
variation caused by the variable under study. This tends to require most information
retrieval studies to study simulated tasks — where test subjects are given a task to
perform, seldom anchored in any real–life context.

7.2 iCLEF Experiments on Interactive Image Retrieval

CLEF has been devoted to the study of multi–lingual information access problems
since its foundation in 2000. Before iCLEF 2001, the vast majority of multi–lingual
information access research had focused on the automatic components of a system.
From 2001 to 2009, the interactive track, iCLEF, focused on the problem of multi–
lingual search assistance, i.e. on the interaction design aspects of multi–lingual re-
trieval. During these years, iCLEF has moved from the study of cross–lingual and
multi–lingual retrieval of text to the study of retrieval of images, retaining the con-
nection to the study of multi–linguality. This development was initiated for several
reasons, but largely to ensure task realism. The objective of the track is to provide
insights in realistic multi–lingual and cross–media information retrieval simultane-
ously — with the hope of bringing some results back to the field of text retrieval in
the process.

The iCLEF track has during its years of operation addressed two main aspects
of the multi–lingual access problem: (i) document selection and results explo-
ration; and (ii) query formulation, refinement and translation. Both aspects have
been addressed applied to various information access tasks: document retrieval,
question answering and image retrieval; using various methodological perspectives:
hypothesis–driven, observational studies, search log analysis; and considering dif-
ferent language competencies, i.e. different degrees of familiarity of the user with
the target languages.

In the Encyclopedia of Library and Information Sciences, Douglas W. Oard
points out that:

‘Whether people can learn to formulate effective queries is at this point the [question about
MLIA] we know the least about.’
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(Oard, 2009). In the context of iCLEF, however, we have found some evidence that
can be of help for the task of designing multi–lingual information access systems.
One of the most basic outcomes of the iCLEF experiments is that support for user–
assisted translation of the query improves search results. But the fact that user–
assisted translation improves search results does not imply that this feature must
be shown to the user by default. On the contrary, the results of most observational
studies in iCLEF indicate that this can be annoying to users. Following the minimal
cognitive effort principle, users are only interested in checking or modifying the
system’s query translation when things go wrong. Petrelli specifically addresses this
question (Should the user check the query translation first?) and the answer is a
clear ‘no’ (Petrelli et al, 2003). There seems to be, however, intermediate solutions
between assisted query translation and full automatic translation that lead to better
search results without imposing too much extra effort on the user.

7.2.1 iCLEF Image Retrieval Experiments: The Latin Square
Phase

The first years of iCLEF experimentation were executed through a hypothesis–
driven, within–subjects Latin–square based experimental design where a refer-
ence and a contrastive system are compared using prescribed combinations of sys-
tem/user/topic to find system effects avoiding other types of dependencies (user,
topic, user/system, etc.).

The first interactive image retrieval experiments were conducted jointly at the
image retrieval track of CLEF and iCLEF in 2004 and 2005, following the same
evaluation paradigm. The case of image retrieval is particularly strong for cross–
language search, because the retrieved objects can often be used without the need
for further translation, and yet it is often the case that search is — at least partially
— based on matching between query words and the image textual metadata.

Some essential questions on the problem of interactive multi–lingual image re-
trieval are as follows (Gonzalo et al, 2006):

• How well a system supports user query formulation for images with associated
texts (e.g. captions or metadata) written in a language different from the native
language of the users. This is also an opportunity to study how the images them-
selves could also be used as part of the query formulation process.

• How well a system supports query reformulation, e.g. the support of positive and
negative feedback to improve the user’s search experience, and how this affects
retrieval. This aims to address issues such as how visual and textual features can
be combined for query reformulation and expansion.

• How well a system allows users to browse the image collection. This might
include support for summarising results (e.g. grouping images by some pre–
assigned categorisation scheme or by visual feature such as shape, colour or tex-
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ture). Browsing becomes particularly important in a cross–lingual information
retrieval system when query translation fails and returns irrelevant or no results.

• How well a system presents the retrieved results to the user to enable the selec-
tion of relevant images. This might include how the system presents the caption
to the user (particularly if they are not familiar with the language of the text as-
sociated with the images, or some of the specific and colloquial language used in
the caption) and investigates the relationship between the image and caption for
retrieval purposes.

7.2.1.1 Experimental Procedure

Query reformulation and results presentation were the main focus of the experiments
in 2004 and 2005.

Participants were required to compare two interactive cross–language image re-
trieval systems (one intended as a baseline) that differ in the facilities provided for
interactive retrieval. For example, comparing the use of visual versus textual features
in query formulation and refinement. As a cross–language image retrieval task, the
initial query was required to be in a language different from the collection (i.e. not
English) and translated into English for retrieval. Any text displayed to the user was
also required to be translated into the user’s source language. This might include
captions, summaries, pre–defined image categories, etc.

The same search task was used in 2004 and 2005: given an image (not including
the caption) from the St. Andrews collection of historic photographs (Reid, 1999),
the goal for the searcher is to find the same image again using a cross–language
image retrieval system. This models the situation in which a user searches with a
specific image in mind (perhaps they have seen it before) but without knowing key
information thereby requiring them to describe the image instead, e.g. searches for
a familiar painting whose title and artist name are unknown (i.e. a high precision
task or target search). While this is not necessarily the most common image search
scenario, it is one of the situations where the visual components of the image neces-
sarily play some role in the search; hopefully that emphasises the particular features
introduced by the fact that the objects to be retrieved are not textual.

The user–centred search task required groups to recruit a minimum of eight users
(native speakers in the source language) to complete 16 search tasks (eight per sys-
tem). Users were given a maximum of five minutes only to find each image. Topics
and systems were presented to the user in combinations following a Latin–square
design to ensure minimisation of user/topic and system/topic interactions.

Participants were encouraged to make use of questionnaires to obtain feedback
from the user about their level of satisfaction with the system and how useful the in-
terfaces were for retrieval. To measure the effectiveness and efficiency with which a
cross–language image retrieval search could be performed, participants were asked
to submit the following information: whether or not the user could find the intended
image (mandatory), the time taken to find the image (mandatory), the number of
steps/iterations required to reach the solution (e.g. the number of clicks or the num-
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ber of queries — optional), and the number of images displayed to the user (op-
tional).

7.2.1.2 Participation and Results

Overall, four experiments were conducted in 2004 and 2005, coming from NCTU–
ISU (Taiwan) and Michigan State University (USA) in 2004, and Miracle (from
Madrid, Spain) and the University of Sheffield (UK) in 2005.

NCTU–ISU (Cheng et al, 2005) compared two search interfaces, one implement-
ing text–only relevance feedback, and the other combining textual and visual infor-
mation to help users find the target image. Their results show that the latter had a
better performance, leading to the target images in less iterations.

Michigan State University presented work that was further revised in a SIGIR
2005 paper (Zhang et al, 2005). They compared a system where query refinements
were done manually, with a system that provided term suggestions. Although they
expected term suggestions to have a positive effect, their results indicated otherwise:
success rate was lower (0.27 vs. 0.48) and average search time higher (2:41 vs. 1:41),
with a similar average number of iterations. Interestingly, in terms of the ability to
help users identify relevant keywords, the term feedback interface works better than
the manual refinement interface; but it also provokes a tendency to select irrelevant
terms which ultimately damage the average retrieval performance.

Zhang et. al. then performed search simulations, which led them to conclude
that retrieval performance using term feedback depends on two factors: the term
generation rate, and the term selection rate that measures users’ responses to the
prompted term list; and both are difficult to improve so that term feedback starts to
give better results than manual refinement.

Petrelli and Clough (2006) tested an alternative visualisation of the search re-
sults. The proposal was to cluster the results into a hierarchy of text concepts. In
spite of the fact that users claimed to prefer this alternative visualisation, the results
showed that their performance was slightly more effective (in terms of number of
target images successfully found) and more efficient (in terms of average time used)
when using the simplest system. Remarkably, user perceptions and satisfaction do
not always correlate to actual performance as measured extrinsically.

Miracle compared the same interface but using Spanish (European) versus En-
glish versions (Villena et al, 2006). The focus of the experiment was to find whether
it is better to use an AND operator to group terms of multi–word queries (in the
English system) or combine terms using an OR operator (in the Spanish system).
Their aim was to compare whether it is better to use English queries with terms
conjuncted (which have to be precise and use the exact vocabulary — may be diffi-
cult for a specialised domain such as historical Scottish photographs) or to use the
disjunction of terms in Spanish and have the option of relevance feedback (a more
fuzzy and noisy search but which does not require precise vocabulary and exact
translations). Results were similar for both systems evaluated, although a number
of interesting points were made, including: (i) domain–specific terminology causes
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problems for cross–language searches, and therefore impacts far more on queries
with a conjunction of terms; (ii) from questionnaires, users preferred the English
version because the conjunction of terms often gave results users could interpret
(i.e. a set of documents containing all query terms).

7.2.2 iCLEF Experiments with Flickr

7.2.2.1 Exploring the Task Space: iCLEF 2006

Although iCLEF produced a substantial body of knowledge (probably the largest
hitherto on the topic of interactive Cross–Language Retrieval) between 2001 and
2005, there were a few limitations in our experimental set up.

• The search task itself was unrealistic: news collections are comparable across
languages, and most information tends to be available in the user’s native lan-
guage; therefore why would a user ever want to search for this information in
an unknown language? If we translate this problem to the Web, it would be like
asking a Spanish speaker to look for information about Norah Jones (the singer)
in English, in spite of the fact that there are over 150,000 pages in Spanish about
her1.

• Relevance does not cover all aspects that make an interactive search session suc-
cessful. Our observational studies indicated that one can get higher user satisfac-
tion even when this does not correspond with higher search success.

• The Latin–square design imposed heavy constraints on the experiments, mak-
ing them costly and with a limited validity (the number of users was necessary
limited, and statistically significant differences were hard to obtain).

In order to overcome these limitations, we decided to propose a new framework for
iCLEF with two essential features:

• Using http://www.flickr.com/ (the popular photo sharing service) as
the target collection. Flickr is a large–scale, Web–based image database serving
a large social network of Web users. It has the potential to offer both challenging
and realistic multi–lingual search tasks for interactive experiments.

• The iCLEF track should provide means to explore alternative evaluation method-
ologies for interactive information access. For this reason, we decided to fix the
search tasks, but to keep the evaluation methodology open. This would allow
each participant to contribute with their own ideas about how to study interactive
issues in cross–lingual information access.

Since this decision was made, iCLEF has been focused on the image retrieval prob-
lem, which is perhaps the most natural and frequent for real–world multi–lingual
search needs.

1 http://www.google.com/ results as of 11 August 2006.

http://www.flickr.com/
http://www.google.com/
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7.2.3 The Target Collection: Flickr

The majority of Web image search is text–based, and the success of such approaches
often depends on reliably identifying relevant text associated with a particular im-
age. Flickr is an on–line tool for managing and sharing personal photographs, and
currently contains over four billion freely accessible images2. These are updated
daily by a large number of registered users and available to all Web users.

Flickr provides both private and public image storage, and photos which are
shared can be protected under a Creative Commons (CC) licensing agreement (an
alternative to full copyright). Images from a wide variety of topics can be accessed
through Flickr, including people, places, landscapes, objects, animals, events, etc.
This makes the collection a rich resource for image retrieval research.

There were two possibilities to use the collection: reaching an agreement with
Flickr to get a subset of their database, or simply using Flickr’s public Application
Programming Interface (API) to interact with the full database. The first option is
more attractive from the point of view of system design, because it is possible to
obtain collection statistics to enhance the search (for instance, tf–idf weights, term
suggestions and term translations adapted to the collection) and because it gives
total control on the search mechanism. A crucial advantage of having the collection
locally stored is enabling the possibility of doing content–based retrieval.

The second option, while more restricted, is also attractive, because users can
interact with a larger and more up–to–date database. As the possibility of reaching
an agreement with Flickr did not materialise, the second option was finally the only
choice available for iCLEF experiments.

One problem of using the full Flickr collection is that it keeps constantly growing,
making experiments impossible to replicate. Therefore, we decided to use images
uploaded before 21 June 2006 (immediately before the first iCLEF experiments
began). The target collection is, then, relatively stable (only removed images may
alter the collection, but this happened very rarely).

7.2.4 Annotations

In Flickr, photos are annotated by authors with freely chosen keywords (tags) in a
naturally multi–lingual manner: most authors use keywords in their native language;
some combine more than one language. User tags may describe anything related to
the picture, including themes, places, colours, textures and even technical aspects
on how the photograph was taken (camera, lens, etc.). Some tags become naturally
standardised among subsets of Flickr users, in a typical process of so–called folk-
sonomies (Mathes, 2004). In addition, photographs have titles, descriptions, col-
laborative annotations, and comments in many languages. Figure 7.1 provides an
example photo with multi–lingual annotations.

2 As of August, 2006.
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Fig. 7.1: An example Flickr image, with title, description, classified in three sets
(user–defined) and three pools (community shared), and annotated with more than
15 English, Spanish and Portuguese tags.

7.2.5 The Task

As an iCLEF task, searching for images in Flickr presents interesting challenges:

• Different types of associated text, e.g. tags, titles, comments and description
fields.

• Collective classification and annotation using freely selected keywords (folk-
sonomies) resulting in non–uniform and subjective categorisation of images.
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Fig. 7.2: Visually oriented task: what is the name of the beach where this crab is
resting?

• Fully multi–lingual image annotation, with all widely–spoken languages repre-
sented and mixed up in the collection.

The experiment design in 2006 consisted of three search tasks, where users could
employ a maximum of twenty minutes per task. We chose three tasks of a very
different nature:

• Topical ad hoc retrieval: Find as many European parliament buildings as possi-
ble, pictures from the assembly hall as well as from the outside.

• Creative open–ended retrieval: Find five illustrations to the article “The story of
saffron” (a seven paragraph story about saffron growing in Abruzzo, Italy).

• Visually oriented task: What is the name of the beach where this crab is resting?
(together with a picture of a crab lying in the sand, see Figure 7.2). The name of
the beach is included in the Flickr description of the photograph, so the task is
basically finding the photograph, which is annotated in German (a fact that the
users ignore).

All tasks could benefit from a multi–lingual search: Flickr has photographs of
European parliament buildings described in many languages, photographs about the
Abruzzo area and saffron are only annotated in certain languages, and the crab pho-
tograph can only be found with German terms. At the same time, the nature of each
task is different from the others. The European parliaments topic is biased towards
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recall, and one can expect users to stop searching only when the twenty minutes ex-
pire. The text illustration task only demands five photographs, but it is quite open–
ended and very much depending on the taste and subjective approach of each user;
we expected the search strategies to be more diverse here. Finally, the ‘find the crab’
task is more of a known–item retrieval task, where the image is presumed to be an-
notated in a foreign language, but the user does not know which one; the need for
cross–language search and visual description is therefore greater.

Given that part of the experience consisted of proposing new ways of evaluat-
ing interactive cross–language search, we did not prescribe any fixed procedure or
measure for the task.

To lower the cost of participation, we provided an AJAX–based basic multi–
lingual interface to Flickr, which every participant could use as a basis to build their
systems.

7.2.6 Experiments

Fourteen research groups officially signed in for the task, more than in any previous
iCLEF edition. However, only the three organising teams (SICS, U. Sheffield and
UNED) submitted results (the worst rate in iCLEF campaigns). Perhaps the fact
that the task was only partially thought through made it less appropriate as a CLEF
event, where teams are usually rushing off to meet deadlines and need crystal clear
guidelines. However, the exercise was successful in terms of paving the way for
alternative ways of approaching interactive image retrieval evaluation.

UNED (Artiles et al, 2007) measured the attitude of users towards cross–
language searching when the search system provides the possibility (as an option) of
searching cross–language, using a system which allowed for three search modes: ‘no
translation’, ‘automatic translation’ (the users choose the source language and the
target languages, and the system chooses a translation for every word in the query)
and ‘assisted translation’ (like the previous mode, but now the user can change the
translation choices made by the system). Their results over 22 users indicate that
users tend to avoid translating their query into unknown languages, even when the
results are images that can be judged visually.

U. Sheffield and IBM (Clough et al, 2007) experimented with providing an Ara-
bic interface to Flickr, using an Arabic–English dictionary as an initial translation
step, followed by the use of Babelfish to translate into the experiment additional
target languages (French, German, Dutch, Italian and Spanish). Users were able to
modify the English translation if they had the necessary language skills. With a user
group of bilingual Arabic–English users it was found that they: (i) preferred to query
in English, although liked having the option of formulating initial queries in Arabic;
(ii) found viewing photos with results in multiple languages more helpful than the
initial query translation step.

SICS (Karlgren and Olsson, 2007) focused on user satisfaction and confidence as
target measures for evaluation. Users were given the tasks, and after some time were
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given a terminological display of terms they had made use of, together with related
terms. This enabled them to broaden their queries: success was not measured in
retrieval results but in changes of self–reported satisfaction and confidence as related
to the pick–up of displayed terms by the user (Karlgren and Sahlgren, 2005).

7.2.6.1 Search Log Analysis: iCLEF 2008–2009

In 2008 and 2009, iCLEF completed the transition from hypothesis–based experi-
mentation to observational studies, basing the experiments on search log analysis.

The main novelty of the iCLEF 2008/2009 experience has been to focus on the
shared analysis of a large search log from a single search interface provided by the
iCLEF organisers. The focus was, therefore, on search log analysis rather than on
system design. The idea was to study the behaviour of users in an (almost) naturalis-
tic search scenario, having a much larger data set than in previous iCLEF campaigns.
The search interface provided by the iCLEF organisers was a basic cross-language
retrieval system to access images in Flickr, presented as an on–line game: the user
is given an image, and she must find it again without any a–priori knowledge of the
language(s) in which the image is annotated. Note that the task is similar to that
used in 2004/2005, although the target collection and its degree of multi–linguality
is drastically different. Game–like features were intended to engage casual users and
therefore increase the chances of achieving a large, representative search log.

7.2.6.2 Search Task Definition

Our primary goal was harvesting a large search log of users performing multi–
lingual searches on the Flickr database. Rather than recruiting users (which in-
evitably leads to small populations), we wanted to publicise the task and attract
as many users as possible from all around the world, and engage them in searching.
To reach this goal, we needed to observe some restrictions:

• The search task should be clear and simple, requiring no a–priori training or
reading for the casual user.

• The search task should be engaging and addictive. Making it an on–line game
— with a rank of users — helps achieve that, with the rank providing a clear
indication of success.

• It should have an adaptive level of difficulty to prevent novice users from being
discouraged, and to prevent advanced users from being unchallenged.

• The task should be naturally multi–lingual.

We decided to adopt a known–item retrieval search task: the user is given a raw
(unannotated) image and the goal is to find the image again in the Flickr database,
using a multi–lingual search interface provided by the iCLEF organisers. The user
does not know in advance in which languages the image is annotated; therefore
searching in multiple languages is essential to get optimal results.
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The task is organised as an on–line game: the more images found, the higher a
user is ranked. Depending on the image, the source and target languages, this can be
a very challenging task. To have an adaptive level of difficulty, we implemented a
hints mechanism. At any time while searching, the user is allowed to quit the search
(skip to next image) or ask for a hint. The first hint is always the target language
(and therefore the search becomes mono or bilingual as opposed to multi–lingual).
The rest of the hints are keywords used to annotate the image. Each image found
scores 25 points, but for every hint requested, there is a penalty of five points.

Initially a five minute time limit per image was considered, but initial testing
indicated that such a limitation was not natural and changed users’ search behaviour.
Therefore we decided to remove time restrictions from the task definition.

7.2.6.3 Search interface

We designed the Flickling interface to provide a basic cross-language search front–
end to Flickr. Flickling is described in detail in (Peinado et al, 2009a); we will only
summarise its basic functionalities here:

• User registration, which records the user’s native language and language skills in
each of the six European languages considered (EN, ES, IT, DE, NL, FR).

• Localisation of the interface in all six languages3.
• Two search modes: mono and multi–lingual. The latter takes the query in one

language and returns search results in up to six languages, by launching a full
Boolean query to the Flickr search API.

• Cross–language search is performed via term–to–term translations between six
languages using free dictionaries (taken from: http://xdxf.revdanica.
com/down).

• A term–to–term automatic translation facility which selects the best target trans-
lations according to: (i) string similarity between the source and target words; (ii)
presence of the candidate translation in the suggested terms offered by Flickr for
the whole query; and (iii) user translation preferences.

• A query translation assistant that allows users to pick/remove translations, and
add their own translations (which go into a personal dictionary). We did not
provide back–translations to support this process, in order to study correlations
between target language abilities (active, passive, none) and selection of transla-
tions.

• A query refinement assistant that allows users to refine or modify their query
with terms suggested by Flickr and terms extracted from the image rank. When
the term is in a foreign language, the assistant tries to display translations in the
user’s preferred language to facilitate feedback.

3 Thanks go to the CLEF groups at the U. of Amsterdam, U. of Hildesheim, ELDA and CNR for
providing native translations of the interface texts.

http://xdxf.revdanica.com/down
http://xdxf.revdanica.com/down
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Fig. 7.3: The Flickling search interface used to harvest search logs.

• Control of the game–like features of the task: user registration and user profiles,
groups, ordering of images, recording of session logs and access to the hall of
fame.

• Post–search questionnaires (launched after each image is found or the search
failed) and final questionnaires (launched after the user has searched 15 images,
not necessarily at the end of the experience).

Figure 7.3 shows a snapshot of the search interface. Note that we did not intend to
provide the best possible cross–language assistance to search the Flickr collection.
As we wanted to focus on user behaviour — rather than on hypothesis testing for
a particular interactive facility — our intention was to provide a standard, baseline
interface that is not dependent on a particular approach to cross-language search
assistance.
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7.2.6.4 Participation Instructions

Participants in iCLEF 2008/2009 could essentially perform two tasks: (1) analyse
log files based on all participating users (which is the default option) and, (2) execute
their own interactive experiments with the interface provided by the organisers.

Generation of search logs: Participants can mine data from the search session
logs, for example looking for differences in search behaviour according to lan-
guage skills, or correlations between search success and search strategies.

Interactive experiments: Participants can recruit their own users and conduct their
own experiments with the interface. For instance, they could recruit a set of users
with passive language abilities and another with active abilities in certain lan-
guages and, besides studying the search logs, they could perform observational
studies on how they search, conduct interviews, etc. The iCLEF organisers pro-
vided assistance with defining appropriate user groups and image lists, e.g. within
the common search interface.

7.2.6.5 Data set: Flickling Search Logs

Search logs were harvested from the Flickling search interface in periods of approx-
imately two months: one in May–June 2008 for the first campaign, and a similar one
in 2009 for the last campaign.

Dissemination was successful: during the first log harvesting period, the interface
was visited by users from 40 different countries from Europe, the Americas, Asia
and Oceania. More than 300 people registered (around 230 were active searchers)
and 104 performed searches for at least ten different images. Out of them, 18 users
attempted all 103 images considered for the task. Apart from general users, the
group affiliation revealed at least three user profiles: researchers in information re-
trieval, linguistics students (most from the University of Padova) and photography
fans (many entering from a Spanish blog specialising in photography4).

Profiles of user’s language skills were very diverse, with a wide range of native
and second language abilities. There was a total of 5,101 complete search sessions
(i.e. a user starts searching for an image and either finds the image or gives up), out
of which the image was annotated in an active language (for the user) in 2,809 cases,
in an unknown language in 1,566 cases, and in a passive language (when the user
can partially read but cannot write) in 726 cases. Note that, even when the image is
annotated in an active language for the user, this is not known by the user a priori,
and therefore the search behaviour is equally multi–lingual.

On average each search session included around four queries launched in the
monolingual search mode, and four queries in the multi–lingual search mode. Over-
all, it was possible to collect a large controlled multi–lingual search log, which in-
cludes both search behaviour (interactions with the system) and users’ subjective

4 http://dzoom.org.es/

http://dzoom.org.es/
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Table 7.1: Statistics of iCLEF 2008/2009 search logs.

2008 2009
subjects 305 130
log lines 1,483,806 617,947
target images 103 132
valid search sessions 5,101 2,410
successful sessions 4,033 2,149
unsuccessful sessions 1,068 261
hints asked 11,044 5,805
queries in monolingual mode 37,125 13,037
queries in multi-lingual mode 36,504 17,872
manually promoted translations 584 725
manually penalised translations 215 353
image descriptions inspected 418 100

impressions of the system (via questionnaires). This offers a rich source of infor-
mation for helping to understand multi–lingual search characteristics from a user’s
perspective. A reusable data source was produced for the first time since iCLEF first
began.

One problem of the first search log was that many images were annotated in En-
glish (often in addition to a different primary language), and that led to a corpus
where in half of the search sessions the user had active language skills in at least
one of the target languages used to describe the query. So for 2009 we decided to
refine the selection of target images, excluding those which had key information in
English. As a result, in most search sessions of the 2009 search log the image is an-
notated in a language unknown to the user. That makes the 2009 log complementary
to the first one.

Overall, the logs collected and released during the iCLEF 2008 and 2009 cam-
paigns contain more than two million lines. Table 7.1 summarises the most relevant
statistics of both search logs.

7.2.6.6 Participation and Findings

There were two main types of contributions to the task: (i) groups that analysed the
search logs, and (ii) groups that recruited their own set of users. These are some of
the main findings:

UNED examined the effects of searcher competence in the target language and
system learning effects, studying the logs and examining user responses to the
questionnaires given to users at the completion of each completed or aborted task
(Peinado et al, 2009b). Analyses showed that when users had competence in the
target language, their success at searching was higher; with passive knowledge,
user interaction showed similar success to those with active competence, but re-
quiring more interactions with the system. Finally, users with no competence in
the target language found less images and with a higher cognitive effort. In 2009,
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UNED Peinado et al (2010) focused on discovering successful search strategies
when searching in a foreign, unknown language. They found that the usage of cross–
language search assistance features has an impact on search success, and that such
features are highly appreciated by users.

SICS investigated methods for how to study the confidence and satisfaction of
users. In 2009, some preliminary studies of the number of reformulations versus suc-
cess rate were performed. The SICS team found that the length of query sequences
which eventually were successful were longer, indicating persistence when a search
appears to be in the right direction. The number of query reformulations also corre-
late well with success: successful query sequences are a result of active exploration
of the query space. However, for users who persist in working with monolingual
searches, the SICS team found that queries, firstly tended to be vastly less often
reformulated to begin with, and that the successful sequences were more parsimo-
nious than the failed ones; instead, the number of scroll actions were higher. This
would seem to indicate that if users are fairly confident of a well put query, they will
persist by scrolling through result lists.

Manchester Metropolitan University (MMU) limited their studies to users re-
cruited and observed in the laboratory, instead of considering the whole search
log. In 2008, MMU studied how users considered language and cross–linguistic
issues during a session and how they switched between the cross–lingual and mono–
lingual interfaces. This was done through think–aloud protocols, observation, and
interviews of users engaged in search tasks (Vassilakaki et al, 2009). Their main
finding is that their users (who were native or near–native English speakers) did not
make significant use of the cross–lingual functionalities of the system, nor did they
think about language aspects when searching for an image. Comparing with experi-
ments run at other sites, this seems to indicate that English speakers have a different
attitude towards multi–lingual search, tending to assume that everything must be
findable with English.

The submission from the University of Westminster explored user interaction
with the facility provided by Flickling to add user–specific translation terms (Tanase
and Kapetanios, 2009). By exploring the user’s perceived language skills and usage
of the personal dictionary feature, experiments demonstrated that even with modest
language skills, users were interacting with and using the dictionary–edit feature.

In 2009, the University of Alicante (Navarro et al, 2010) investigated whether
there is a correlation between lexical ambiguity in queries and search success and, if
so, whether explicit word sense disambiguation can potentially solve the problem.
To do so, they mined data from the search log distributed by the iCLEF organisation,
and found that less ambiguous queries lead to better search results and that coarse-
grained Word Sense Disambiguation might be helpful in the process.

The University of North Texas (Ruiz and Chin, 2010) aimed at understanding
the challenges that users face when searching for images that have multi–lingual
annotations, and how they cope with these challenges to find the information they
need. Similarly to MMU, instead of using the search log this group recruited their
own set of six north American students and studied their search behaviour and
subjective impressions using questionnaires, training, interviews and observational
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analysis. They found that users have considerable difficulties using Flickr tags, par-
ticularly when peforming cross–language searches, and that their typical session
requires two hints: the target language and a keyword.

7.2.6.7 Directions

The search logs generated by the iCLEF track in 2008 and 2009 together are a
reusable resource (the first generated in an interactive cross–lingual retrieval setting)
for future user–orientated studies of cross–language search behaviour, and we hope
to see new outcomes in the near future coming from in–depth analysis of our logs.
The results reported above only scratch the surface of what can be done using log
files. Researchers interested in this resource can contact the iCLEF organisation (see
5) for details on how to obtain the logs for research purposes. In addition, we hope to
serve as an inspiration for other similar initiatives – collecting log files for indirect
observational studies very conveniently allows results to be compiled and used for
multiple purposes.

7.3 Task Space, Technology and Research Questions

7.3.1 Use Cases for Interactive Image Retrieval

It is crucial in any discussion on evaluation of interactive systems to note the differ-
ence between benchmarking and validation. Benchmarking is what Cranfield–style
studies do, as best represented today by TREC, CLEF, NTCIR and other similar
evaluation campaigns. The origin of the metaphor of benchmarking is useful to un-
derstand the point of it: bolting a piece of machinery to a workshop bench and run-
ning it with various inputs and recording its performance. Benchmarking answers
the question ‘Is it any good?’ Validation is another sort of exercise, investigating if
tools and technologies (and the design principles behind them) actually work for the
tasks they are envisioned to address. Validation answers the question: ‘Is it good for
anything?’

Benchmarking can be done from a system perspective, setting a baseline level
for some metric and improving the system under consideration with respect to that
metric and that baseline. Validation, on the other hand, must be done with respect
to some system–external model of intended or assumed usage. Many models are
conceivable, and one such model is use cases, a fairly informal specification of us-
age of interactive systems, typically used in the design phase of an industrial project
(Jacobson et al, 1992; Cockburn, 2002). Whatever model of usage one adopts, some
channel of information from benchmarking to validation and back again is neces-
sary. Usage requirements must be passed to design engineers, measures of variation

5 http://nlp.uned.es/iCLEF/

http://nlp.uned.es/iCLEF/
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in system performance must be tested against effects on user behaviour, measures
of user satisfaction must be passed back to system engineering. Use cases are one
way of bridging the divide between interaction design and system construction and
the evaluation of the two.

It is crucial also to note that classic Cranfield–style benchmarking studies are not
agnostic with respect to use cases. While the notion of a use case has not been ex-
plored to any great extent in information access research, there is an implicit notion
of retrieval being task–based, topical, with active, focused and well–spoken users.
This implicit use case informs both evaluation and design of systems. The classic
target notion of relevance and the classic evaluation measures of recall and precision
can be used as a fair proxy for user satisfaction in that usage scenario, even when
abstracted to be a relation between query and document rather than between need
and fulfilling that need.

The advent of multimedia information access breaks the implicit information re-
trieval use case, which is a good thing. Multimedia is different, used differently, by
different users, and for different reasons than is text. Systems used for entertainment
rather than immediate information needs, users that expect the systems to provide
information by push actions rather than requesting it by pull actions, in a lean–
backward setting rather than a lean–forward setting — all these interaction features
have a bearing on evaluation methodologies (Karlgren, 2008, 2009; Boujemaa et al,
2009; Karlgren et al, 2009). Benchmarking must change to capture the most impor-
tant criteria for success for multimedia information access systems, adding appeal
and satisfaction to completeness and precision in the palette of target notions for
evaluation.

7.3.2 Challenges: Technology and Interaction

7.3.2.1 Specification of Information Needs

Any interactive information system must have means for users to communicate their
needs to the system, whatever level of interactivity it is designed for. Query formu-
lation is the most obvious challenge, but even in other interaction frameworks, the
formulation of what the user wishes the system to find, provide, or process needs to
be achieved somehow.

The general movement towards multimedia information access from text search
takes as its premise that text search technologies can be profitably generalised to
cover other media. But text is a very special case, especially as applied to ad hoc,
task– and topic–oriented retrieval, as argued above. Text wears its semantics on its
sleeve, misleadingly simply, through the words that form one of the building blocks
of texts. This is not entirely to the benefit of the field of text retrieval, since some
simple questions can be answered through the application of very simple technolo-
gies. The formulation of information needs is obviously feasible using the same
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representational mechanisms of which the text is composed: words are known to all
language users and can be expected to be invariant across texts to some extent.

Moving to multimedia content, we now are dealing with a more general case.
There are no situation–independent conventional semantic symbols in the signal to
bootstrap the representation from. The proposed ‘visual words’ approach for image
retrieval attempts to redress this, but involves considerable and as yet unaddressed
challenges. How to proceed towards an acceptable mid–level representation, be-
tween the abstract level of understanding the content of the information item on the
one hand, and the concrete level of decoding the signal components into pixels, sur-
faces, textures, and lines on the other is not obvious, as it can be claimed to be for
text–based information systems. It is quite likely that any approach which success-
fully resolves the negotiation between user and system with respect to mid–level
representation for image retrieval and other multimedia retrieval tasks, will provide
valuable lessons which can be used to improve information access to text as well –
solutions which currently are not being pursued in view of the utility of words as an
analysis base.

7.3.2.2 Target Notions: is Relevance the Final Word?

Our analysis of usage informs our choice of target notion. Cranfield studies have
worked well to establish usefulness of systems with respect to some human activities
if the activities in question fit the implicit use case as given above. If they do not,
as in most or many multimedia information access cases, the evaluations will fail
to establish success criteria. Relevance – the momentary quality of an information
object that makes it valuable enough to access and use – is a function of untold
numbers of factors, many unimportant in isolation (Mizzaro, 1998). The concept of
relevance lies at the convergence of understanding users, information needs, items
of information, and interaction. In traditional Cranfield–style information retrieval
research efforts the target concept of relevance is based on the everyday notion, but
operationally to be a relation between query and document.

In light of the new usage situations opened up by multimedia information access
systems, relevance, in its task– and topic–related form, may not be broad enough to
cover the range of aspects of user satisfaction that govern the acceptance and take–
up of a system under evaluation. We may need to move, for example, to satisfaction–
or appeal–related target notions to be able to capture the usefulness of systems. First
steps in this direction are being taken in evaluation campaigns such as MediaEval
(formerly VideoCLEF).

7.3.2.3 Longitudinal and In–Situ Studies

Traditional user studies expose a set of users to a system for a brief while in a
laboratory experiment, often with a pre–set information seeking task given to the
test subjects. This sort of study may be useful to evaluate the ergonomics of some
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specific interface widget, but they certainly are very unlikely to provide a basis to
establish the usefulness of a system solution for a new task. The craft of performing
longitudinal and field studies is well–established in the general human–computer
interaction field, but seldom applied to multimedia information access systems and
tasks. That gap between engineering and application oriented research in informa-
tion retrieval and the craft of designing and building appealing and habitable inter-
faces, and studying users in action, needs to be closed. In lieu of executing a labour–
intensive longitudinal field study, the study of log files provides a cost–effective and
efficient alternative.

Acknowledgements We thank all the N (a very large N) subjects of all the interactive experiments
profusely.
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Chapter 8
Photographic Image Retrieval

Monica Lestari Paramita and Michael Grubinger

Abstract CLEF1 was the first benchmarking campaign that organized an evalua-
tion event for image retrieval: the ImageCLEF photographic ad hoc retrieval task in
2003. Since then, this task has become one of the most popular tasks of ImageCLEF,
providing both the resources and a framework necessary to carry out comparative
laboratory–style evaluation of multi–lingual visual information retrieval from pho-
tographic collections. Running for seven years, several challenges have been given
to participants, including: retrieval from a collection of historic photographs; re-
trieval from a more generic collection with multi–lingual annotations; and retrieval
from a large news archive, promoting result diversity. This chapter summarizes each
of these tasks, describes the individual test collections and evaluation scenarios, an-
alyzes the retrieval results, and discusses potential findings for a number of research
questions.

8.1 Introduction

At the turn of the millennium, several calls (Goodrum, 2000; Leung and Ip, 2000)
were made to develop a standardized test collection for Visual Information Retrieval
(VIR). In 2003, ImageCLEF2 was the first evaluation event to answer these calls by
providing a benchmark suite comprising an image collection, query topics, rele-
vance assessments and performance measures for cross–language image retrieval,
which encompasses two main domains of VIR: (1) image retrieval, and (2) Cross–
Language Information Retrieval (CLIR).
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Images by their very nature are language–independent; hence, the language used
to express the associated texts or textual queries should not affect retrieval, i.e. an
image with a caption written in English should be searchable in languages other
than English. The main goals of ImageCLEF thereby include:

• to investigate the effectiveness of combining text and image for retrieval;
• to collect and provide resources for benchmarking image retrieval systems;
• to promote the exchange of ideas which may help improve retrieval performance;
• to evaluate VIR systems in a multi–lingual environment.

To achieve these goals, several tasks have been offered to participating groups be-
tween 2003 and 2009, including ad hoc retrieval (hereinafter, but also Chapter 13),
object recognition and automatic classification tasks (see Chapters 11 and 12) as
well as interactive evaluation of retrieval systems (see Chapter 7). ImageCLEF has
provided these tasks within two main areas: retrieval of images from photographic
collections and retrieval of images from medical collections.

One of the key tasks of ImageCLEF is concerned with evaluation of system per-
formance for ad hoc image retrieval from photographic collections in a laboratory
style setting. This kind of evaluation is system–centered and similar to the classic
Text REtrieval Conference or TREC3 ad hoc retrieval task: simulation of the situ-
ation in which a system knows the set of documents to be searched, but the query
topics are not known to the system in advance. Evaluation thereby only concentrates
on comparing algorithms and systems and not on aspects such as retrieval speed or
user interaction, as such evaluation is carried out in other tasks (see Chapter 7).

The specific goal of the photographic ad hoc retrieval task is: given a semantic
statement (and/or sample images) describing a user information need, find as many
relevant images as possible from a given photographic collection (with the query
language either being identical to, or different from, that used to describe the im-
ages).

Three major phases can be identified in the history of photographic ad hoc re-
trieval evaluation at ImageCLEF: From 2003 to 2005, the evaluation was based on
retrieval from a historic photographic collection (see Section 8.2). In 2006 and 2007,
a generic photographic collection with multi–lingual annotations was used (see Sec-
tion 8.3). Finally, in 2008 and 2009, the evaluation concentrated not only on retrieval
precision, but also on retrieval diversity (see Section 8.4).

8.2 Ad hoc Retrieval of Historic Photographs: ImageCLEF
2003–2005

The ImageCLEF 2003 ad hoc retrieval task was the first evaluation event to finally
fulfil the calls for a TREC–style evaluation framework for VIR. The research ques-
tions concentrated on the evaluation of retrieval from a collection of historic pho-
tographs within the first three years, including:

3 http://trec.nist.gov/

http://trec.nist.gov/
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Title: Old Tom Morris, golfer, St Andrews.
Short title: Old Tom Morris, golfer.
Location: Fife, Scotland
Description: Portrait of bearded elderly man in tweed jacket,
waistcoat with watch chain and flat cap, hand in pockets;
painted backdrop.
Date: ca.1900
Photographer: John Fairweather
Categories: [golf - general], [identified male], [St. Andrews
Portraits], [Collection - G M Cowie]
Notes: GMC-F202 pc/BIOG: Tom Morris (1821-1908) Golf
ball and clubmaker before turning professional, later Custo-
dian of the Links, St Andrews; golfer and four times winner of
the Open Championship; father of Young Tom Morris (1851-
1875). DETAIL: Studio portrait.

Fig. 8.1: Sample image and caption from the SAC.

• How can researchers be attracted to participate and submit their results?
• How can representative topics and objective relevance judgments be created?
• What methods can be applied to improve retrieval performance?
• How does monolingual retrieval compare to bilingual image retrieval?
• Is it possible to estimate retrieval difficulty in advance?

This section describes both the pilot task of 2003 as well as the follow–up tasks of
2004 and 2005. Further information can be found in the corresponding overview
papers: (Clough and Sanderson, 2004; Clough et al, 2005, 2006).

8.2.1 Test Collection and Distribution

The St. Andrews Collection (SAC) of historic photographs is a subset of one of Scot-
land’s most important archives of historic photography and was provided to Image-
CLEF by St. Andrews University Library4. This collection of 28,133 photographs
was the core component of the ImageCLEF ad hoc retrieval task from 2003 to 2005.
Detailed information on the SAC can be found in Section 2.2.1.

Each image contains a semi–structured English annotation, describing the image
content in detail (see Figure 8.1 for an example). Participants were provided with
these annotations, a 368 x 234 large version and a 120 x 76 thumbnail of each image.

The SAC was chosen as the basis for ImageCLEF because the collection repre-
sents a realistic archive of images with high quality captions, and because permis-
sion was granted by St. Andrews Library to download and distribute the collection
for use in the ad hoc retrieval task.

4 http://www-library.st-andrews.ac.uk/

http://www-library.st-andrews.ac.uk/
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Table 8.1: Ad hoc query topics at ImageCLEF 2003.

ID Topic Title ID Topic Title
1 Men and women processing fish 26 Portraits of Robert Burns
2 A baby in a pram 27 Children playing on beaches
3 Picture postcard views of St. Andrews 28 Pictures of golfers in the nineteenth century
4 Seating inside a church 29 Wartime aviation
5 Woodland scenes 30 Glasgow before 1920
6 Scottish marching bands 31 Exterior views of Indian temples
7 Home guard on parade during World War

II
32 Scottish fishing vessels by the photographer

Thompson
8 Tea rooms by the seaside 33 Male portraits
9 Fishermen by the photographer Adamson 34 Dogs rounding-up sheep

10 Ships on the river Clyde 35 The mountain Ben Nevis
11 Portraits of Mary Queen of Scots 36 Churches with tall spires
12 North Street St. Andrews 37 Men holding tennis racquets
13 War memorials in the shape of a cross 38 People using spinning machines
14 Boats on Loch Lomond 39 Men cutting peat
15 Tay bridge rail disaster 40 Welsh national dress
16 City chambers in Dundee or Glasgow 41 A coat of arms
17 Great Yarmouth beach 42 University buildings
18 Metal railway bridges 43 British Windmills
19 Culross abbey 44 Waterfalls in Wales
20 Road bridges 45 Harvesting
21 Animals by the photographer Lady Hen-

rietta Gilmour
46 Postcards by the Valentine photographic com-

pany
22 Ruined castles in England 47 People dancing
23 London bridge 48 Museum exhibits
24 Damage due to war 49 Musician and their instruments
25 Golf course bunkers 50 Mountain scenery

8.2.2 Query Topics

In the first year, the topic creation process was based on two different approaches.
First, the task organizers browsed the SAC to familiarize themselves with the sub-
jects, which are available throughout the collection. Second, an analysis of the log
files taken from the St. Andrews Library Web server that hosted the SAC for several
years was carried out to identify popular queries.

Based on the log file analysis, which found that queries are commonly short and
specific, modifications were made on some of the original queries to make them
more suitable for visual retrieval. For example, the query ‘church’ was changed to
‘churches with tall spires’. A total of 50 English query topics (see Table 8.1) were
created to test various aspects of query translation and image retrieval, e.g. pictures
of specific objects vs. pictures containing actions, broad vs. narrow concepts, topics
containing proper names, compound words, abbreviations, morphological variants
and idiomatic expressions.

Each topic consisted of a title (i.e. a short phrase describing the search request), a
narrative (i.e. a description of what constitutes a relevant or non–relevant image for
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<top>
<num> Number: 1 </num>
<EN-title n=”1”> Men and women processing fish </EN-title>
<EN-narr> A relevant image will show men and/or women processing fish after catching them.
Processing may include gutting or curing and the picture must show the fish processors at work;
not just mention fish processing, e.g. that fish processing takes place at this port. An example
relevant document is [stand03 2093/stand03 2382]. </EN-narr>
</top>
<top>
<num> Number: 1 </num>
<IT-title n=”1”> Uomini e donne che puliscono il pesce </IT-title>
<IT-title n=”2”> Pulizia del pesce al porto </IT-title>
<IT-title n=”3”> uomini e donne che lavorano il pesce </IT-title>
</top>

Fig. 8.2: ImageCLEF 2003 sample topic.

Table 8.2: Ad hoc query topics at ImageCLEF 2004.

ID Topic Title ID Topic Title
1 Portrait pictures of church ministers by

Thomas Rodger
14 Elizabeth the Queen Mother visiting Crail

Camp, 1954
2 Photos of Rome taken in April 1908 15 Bomb damage due to World War II
3 St. Andrews cathedral by John Fairweather 16 Pictures of York Minster
4 Men in military uniform, George Middle-

mass Cowie
17 Pictures of Edinburgh Castle taken before

1900
5 Fishing vessels in Northern Ireland 18 All views of North Street, St. Andrews
6 Views of scenery in British Columbia 19 People marching or parading
7 Exterior views of temples in Egypt 20 River with a viaduct in background
8 College or university buildings, Cambridge 21 Photos showing traditional Scottish dancers
9 Pictures of English lighthouses 22 War memorials in the shape of a cross

10 Busy street scenes in London 23 Photos of swans on a lake
11 Composite postcard views of Bute, Scotland 24 Golfers swinging their clubs
12 Tay Bridge rail disaster, 1879 25 Boats on a canal
13 The Open Championship golf tournament, St. Andrews 1939

that search request), and an example relevant image to facilitate Content–Based Im-
age Retrieval (CBIR) as well. Moreover, both topic titles and narratives were trans-
lated into Italian, German, Dutch, French, Spanish and Chinese to encourage par-
ticipants to research Cross–Language Information Retrieval (CLIR) methods, too.
Each translation was carried out by native speakers, who were also asked to spec-
ify alternative translations if appropriate. Figure 8.2 shows one sample topic and its
Italian translation.

In 2004, 25 new topics (see Table 8.2) were created using a similar approach. Fur-
ther, several categories (e.g. queries modified by date/location/photographer) were
defined and the topics were modified to be distributed evenly within these categories.

Participants at ImageCLEF 2004 had suggested the creation of more visually–
based query topics to allow for a more meaningful application of CBIR methods.
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Table 8.3: Ad hoc query topics at ImageCLEF 2005.

ID Topic Title ID Topic Title
1 Aircraft on the ground 15 Golfer putting on green
2 People gathered at bandstand 16 Waves breaking on beach
3 Dog in sitting position 17 Man or woman reading
4 Steam ship docked 18 Woman in white dress
5 Animal statue 19 Composite postcards of Northern Ireland
6 Small sailing boat 20 Royal visit to Scotland (not Fife)
7 Fishermen in boat 21 Monument to poet Robert Burns
8 Building covered in snow 22 Building with waving flag
9 Horse pulling cart or carriage 23 Tomb inside church or cathedral

10 Sun pictures & Scotland 24 Close-up picture of bird
11 Swiss mountain scenery 25 Arched gateway
12 Postcards from Iona, Scotland 26 Portrait pictures of mixed sex group
13 Stone viaduct with several arches 27 Woman or girl carrying basket
14 People at the marketplace 28 Colour pictures of woodland scenes around St Andrews

Table 8.4: Languages researched at ImageCLEF 2003–2005.

Language 2003 2004 2005 Language 2003 2004 2005
Arabic � Hungarian �
Bulgarian � Indonesian �
Chinese � � � Italian � � �
Croatian � Japanese � �
Czech � Norwegian �
Danish � Polish �
Dutch � � � Portuguese �
Finnish � � Romanian �
French � � � Russian � �
English � � � Spanish � � �
Filipino � Swedish � �
German � � � Turkish �
Greek � Visual � � �

Hence, in 2005 the task organizers not only based the topic creation process on the
log file analysis and Text–Based Image Retrieval (TBIR) challenges, but also on
CBIR baseline runs and provided two sample images (compared to only one in the
first two years). These query topics are depicted in Table 8.3.

The number of topic languages increased every year thanks to the help of many
participants who contributed translations for the query topics in their native lan-
guages. Each translation was double–checked by another native speaker of the same
language. By 2005, the topic titles had been translated into up to 31 different lan-
guages; yet, not all of them were used by participating groups. The actual use of lan-
guages in the retrieval experiments from 2003 to 2005 is summarized in Table 8.4.
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Table 8.5: Highest MAP for each query language at ImageCLEF 2003.

Language Group MAP Language Group MAP
English Daedalus 0.5718 (monolingual)
French Sheffield 0.4380 Italian Sheffield 0.4047
Spanish Daedalus 0.4323 Dutch Sheffield 0.3904
German Sheffield 0.4285 Chinese NTU 0.2888

8.2.3 Relevance Judgments and Performance Measures

The creation of relevance judgment was based on a pooling method and Interactive
Search and Judge (ISJ). Both approaches are explained in Chapter 4.

In 2003, the top 100 results from all submitted runs were used to create image
pools to be assessed for each topic (and in 2004 and 2005, the top 50 results respec-
tively). To reduce judging subjectivity, each image in the topic pools was assessed
by the topic creator and at least two other assessors using a ternary classification
scheme: (1) relevant, (2) partially relevant, or (3) not relevant.

Based on these judgments, various combinations could be used to create the final
set of relevant images (qrels). In all three years, the qrels were based on the pisac–
total set: all images judged as relevant or partially relevant by the topic creator and
at least one other assessor. ISJ was also used to supplement the image pools with
further relevant images that had not been retrieved by any of the participants.

To evaluate the runs, the retrieval results were computed using the newest version
of trec eval5. In 2003 and 2004, only the (arithmetic) mean average precision (MAP)
was used, while in 2005 methods were also compared using Precision at 10 and 100
images, P10 and P100 respectively, and the number of relevant images retrieved
(RelRet). These and other performance measures are defined in Chapter 5.

8.2.4 Results and Analysis

Four groups participated at ImageCLEF 2003 and experimented with different trans-
lation methods, such as dictionary and on–line translation tools, and used Query Ex-
pansion (QE) to improve TBIR performance. Monolingual runs thereby consistently
achieved higher performance than bilingual runs. Table 8.5 provides an overview of
the highest MAP for each topic language.

All runs submitted in 2003 retrieved images based on their captions only. To
encourage the use of visual methods, a CBIR system6 was made available for the
participants and query topics were also modified to be more visual in 2004 and
2005. As shown in Table 8.6, these measures taken by the ImageCLEF organizers

5 http://trec.nist.gov/trec_eval/
6 GIFT system (http://www.gnu.org/software/gift/)

http://trec.nist.gov/trec_eval/
http://www.gnu.org/software/gift/
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Table 8.6: Number and percentage of runs with respect to query dimensions.

Query Dimension 2003 2004 2005
Text only 45 (100%) 106 (56%) 318 (91%)
Combined - 78 (41%) 27 (8%)
Visual only - 6 (3%) 4 (1%)
TOTAL 45 190 349

Table 8.7: Highest MAP values for the top six languages at ImageCLEF 2004.

Language Group Run ID MAP QE Text Visual Title Narr
English daedalus mirobaseen 0.5865 � �
German dcu delsmgimg 0.5327 � � � �
Spanish UNED unedesent 0.5171 � � �
French montreal UMfrTFBTI 0.5125 � � � �
Italian dcu itlsstimg 0.4379 � � �
Dutch dcu nllsstimg 0.4321 � � �
Visual geneva GE andrew4 0.0919 � �

Table 8.8: Top six languages with highest MAP at ImageCLEF 2005.

Language Group Run ID MAP QE Text Visual Title Narr Image
English CUHK ad-eng-tv-kl-jm2 0.4135 � � � � �
Chinese NTU CE-TN-WEprf-Ponly 0.3993 � � � � �
Spanish Alicante, Jaen R2D2vot2SpL 0.3447 � � �
Dutch Alicante, Jaen R2D2vot2Du 0.3435 � � �
Visual NTU NTU-adhoc05-EX-prf 0.3425 � � �
German Alicante, Jaen R2D2vot2Ge 0.3375 � � �

subsequently proved to be effective as more participating groups submitted runs
exploring the use of CBIR, or the combination of CBIR and TBIR, respectively.

Table 8.7 provides an overview of the highest MAP values for the languages in
2004. Popular translation methods included machine translation (73%), bilingual
dictionaries and parallel corpora. A number of groups also improved their retrieval
results by performing structured and constrained searches in order to identify named
entities such as the photographer, date and location.

In most combined approaches, CBIR and TBIR were first performed separately,
and then the ranked lists from both searches were merged. However, the combina-
tion of visual and textual approaches only managed to improve the performance of
some topics. Also, purely visual searches performed poorly. This was (1) due to the
fact that the query topics in 2004 did not involve enough visually–related topics, and
(2) due to the nature of the images in the SAC which made CBIR difficult.

In 2005, the task organizers created query topics exhibiting more visual features.
As a result, the results of visual approaches improved significantly. Table 8.8 pro-
vides the MAP scores for the top six highest performing languages. Most of these
runs used QE and/or Relevance Feedback (RF). Twenty seven runs combined CBIR
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Table 8.9: Average MAP by different modalities for ImageCLEF 2004 and 2005.

Modality 2004 2005
Text only 0.3787 0.2121
Combined text & image 0.4508 0.3086

and TBIR results, including the best monolingual run. On average, combined modal-
ity runs outperformed text–only runs in 2004 and 2005, as shown in Table 8.9.

Even though more visual queries were used in 2005, the number of runs using
CBIR decreased compared to 2004. CBIR approaches did not seem to benefit from
the visual features that could be extracted from the SAC. The evaluation using the
SAC had reached a plateau due to several limitations with the collection: mainly
black–and–white and grey–scale images (limiting the use of colour, as visual fea-
ture playing a vital role in CBIR), domain–specific annotation vocabulary in only
one language (English), and restricted retrieval scenarios (i.e. search for historic
photographs).

8.3 Ad hoc Retrieval of Generic Photographs: ImageCLEFphoto
2006-2007

At ImageCLEF 2005, participants had called for a test collection with richer vi-
sual features and multi–lingual annotations. Hence, in 2006 the SAC was replaced
by a more generic photographic collection, the IAPR TC–12 database, created un-
der Technical Committee 12 (TC–12) of the International Association of Pattern
Recognition7 (IAPR). Furthermore, the general photographic ad hoc retrieval task
was given a new name (ImageCLEFphoto) in order to avoid confusion with the
medical ad hoc retrieval task (ImageCLEFmed). Evaluation objectives and ques-
tions included:

• Are evaluation results obtained from the SAC also applicable to generic photos?
• Can combining CBIR and TBIR methods as well as using RF and/or QE improve

retrieval performance also with generic photos?
• How does retrieval using short captions compare to using extensive captions?
• Are traditional TBIR methods still applicable for short captions?
• How significant is the choice of the retrieval and/or annotation language?

This section summarizes ImageCLEFphoto 2006 and 2007. More information can
be found in the related overview papers: (Clough et al, 2007; Grubinger et al, 2008).

7 http://www.iapr.org/

http://www.iapr.org/
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Title: Flamingo Beach
Description: A photo of a brown sandy beach; the dark
blue sea with small breaking waves behind it; a dark
green palm tree in the foreground on the left; a blue
sky with clouds on the horizon in the background;
Notes: Original name in Portuguese: ‘Praia do Fla-
mengo’; Flamingo Beach is considered as one of the
most beautiful beaches of Brazil
Location: Salvador, Brazil
Dates: 2 October 2004

Fig. 8.3: Sample image and caption of the IAPR TC–12 database.

8.3.1 Test Collection and Distribution

The photographic collection of the IAPR TC–12 database contains 20,000 colour
photos taken from locations around the world and comprises a varying cross–section
of still natural images. This test collection, which was specifically built to support
the evaluation needs of ImageCLEF, was the core component of ImageCLEFphoto
2006 and 2007. Detailed information on the creation and contents of the IAPR TC–
12 database can be found in Section 2.2.2 of Chapter 2 and (Grubinger et al, 2006).

Figure 8.3 illustrates a sample image from the IAPR TC–12 database. Each im-
age in the collection comprises corresponding semi–structured annotations in three
different languages: English, German and Spanish. The annotation structure was
thereby very similar to that used in the SAC (compare Table 8.1) to provide a smooth
transition for returning participants. Only the ‘categories’ field was missing as it had
hardly been used in retrieval from the SAC.

The ImageCLEF organizers used the parametric nature of the test collection and
created a different subset of the test collection each year. Consequently, the partic-
ipants of ImageCLEFphoto 2006 were provided with 20,000 images and the cor-
responding English and German captions exhibiting a varying degree of annotation
‘completeness’:

• 70% of the annotations contained title, description, notes, location and date.
• 10% of the annotations contained title, location and date.
• 10% of the annotations contained location and date.
• 10% of the images were not annotated (or had empty tags respectively).

One year later, ImageCLEFphoto 2007 focused on whether TBIR methods would
still be suitable to find images with short captions. Thus, the description field was
removed from the annotations and participants were provided with annotations only
containing title, notes, location and date. The lack of textual information should
encourage participants to use CBIR techniques. Four sets of annotations were pro-
vided: (1) English, (2) German, (3) Spanish, and (4) one set whereby the annotation
language was randomly selected for each of the images.
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Table 8.10: Query topics in the IAPR TC–12 database.

ID Topic Title ID Topic Title
1 accommodation with swimming pool 31 volcanos around Quito
2 church with more than two towers 32 photos of female guides
3 religious statue in the foreground 33 people on surfboards
4 group standing in front of mountain land-

scape in Patagonia
34 group pictures on a beach

5 animal swimming 35 bird flying
6 straight road in the USA 36 photos with Machu Picchu in the back-

ground
7 group standing in salt pan 37 sights along the Inka-Trail
8 host families posing for a photo 38 Machu Picchu and Huayna Picchu in bad

weather
9 tourist accommodation near Lake Titicaca 39 people in bad weather

10 destination in Venezuela 40 tourist destinations in bad weather
11 black and white photos of Russia 41 winter landscape in South America
12 people observing football match 42 pictures taken on Ayers Rock
13 exterior view of school building 43 sunset over water
14 scenes of footballers in action 44 mountains on mainland Australia
15 night shots of cathedrals 45 South American meat dishes
16 people in San Francisco 46 Asian women and/or girls
17 lighthouses at the sea 47 photos of heavy traffic in Asia
18 sport stadium outside Australia 48 vehicle in South Korea
19 exterior view of sport stadia 49 images of typical Australian animals
20 close-up photograph of an animal 50 indoor photos of churches or cathedrals
21 accommodation provided by host families 51 photos of goddaughters from Brazil
22 tennis player during rally 52 sports people with prizes
23 sport photos from California 53 views of walls with unsymmetric stones
24 snowcapped buildings in Europe 54 famous television (and telecommunication)

towers
25 people with a flag 55 drawings in Peruvian deserts
26 godson with baseball cap 56 photos of oxidised vehicles
27 motorcyclists racing at the Australian Mo-

torcycle Grand Prix
57 photos of radio telescopes

28 cathedrals in Ecuador 58 seals near water
29 views of Sydney’s world-famous landmarks 59 creative group pictures in Uyuni
30 room with more than two beds 60 salt heaps in salt pan

8.3.2 Query Topics

The participants were given 60 query topics (see Table 8.10) representing typical
search requests for the photographic collection of the IAPR TC–12 database.

The creation of these topics had been based on several factors, including: the
analysis of a log file from on–line access to the image collection; knowledge of
the collection content; various types of linguistic and pictorial attributes; the use of
geographic constraints; and the estimated difficulty of the topic.

In particular, 40 topics were directly taken from the log files with slight syntactic
modification (e.g. ‘lighthouse sea’ was changed to ‘lighthouse at the sea’). Another
ten were derived from the logs (e.g. ‘straight roads in Argentina’ was changed to
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<top>
<num> Number: 14 </num>
<title> Scenes of footballers in action </title>
<narr> Relevant images will show football (soccer) players in a game situation during a match.
Images with footballers that are not playing (e.g. players posing for a group photo, warming up
before the game, celebrating after a game, sitting on the bench, and during the half-time break)
are not relevant. Images with people not playing football (soccer) but a different code (American
Football, Australian Football, Rugby Union, Rugby League, Gaelic Football, Canadian Football,
International Rules Football, etc.) or some other sport are not relevant. </narr>
<image> images/31/31609.jpg </image>
<image> images/31/31673.jpg </image>
<image> images/31/32467.jpg </image>
</top>

Fig. 8.4: Sample query topic at ImageCLEFphoto 2006.

‘straight roads in the USA’). The rest of the queries was not taken from the logs, but
created to assess specific aspects of CBIR and TBIR (e.g. ‘black and white photos
of Russia’). There were 24 queries which contained geographical constraints (e.g.
‘tourist accommodation near Lake Titicaca’) since these queries were quite common
in the log. Half of the topics were classified as ‘semantic’, one third as ‘neutral’ and
the rest as ‘visual’. CBIR approaches were not expected to improve retrieval results
in semantic topics, while the visual topics would benefit from the use of visual
approaches. More information can be found in (Grubinger, 2007).

The format of the topics (see Figure 8.4) was identical with the one used in
previous years, again to provide a smooth transition for returning participants: each
topic contained a title, a narrative description and three sample images. The same
queries were used in the two year period to allow for a comparison of retrieval from
collections of fully annotated (2006) and lightly annotated (2007) photographs.

In both years, the topic titles were provided in 16 languages, including: English,
German, Spanish, Italian, French, Portuguese, Chinese, Japanese, Russian, Polish,
Swedish, Finnish, Norwegian, Danish and Dutch. All translations were provided by
native speakers and verified by at least one other native speaker. Since the annota-
tions were provided in two languages in 2006 (and four sets in 2007), this created
32 potential bilingual retrieval pairs (and even 64 in 2007, respectively).

8.3.3 Relevance Judgments and Performance Measures

Similar to the first three years, the relevance assessments at ImageCLEFphoto 2006
and 2007 were based on the pooling method and ISJ. Image pools were created by
taking the top 40 results from all participants’ runs, yielding an average 1,045 im-
ages to be judged per query topic in 2006 (and 2,299 images in 2007, respectively).
ISJ was also being deployed to find more relevant images that were not returned
by any methods within the top 40 results, and the resulting pools in 2007 were
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Table 8.11: Top results at ImageCLEF 2006.

Topic Caption Group Run ID MAP P20 GMAP bpref
EN EN CINDI Cindi Exp RF 0.385 0.530 0.282 0.874
PT EN NTU PT-EN-AUTO-FB-TXTIMG-T-WEprf 0.285 0.403 0.177 0.755
ZH EN NTU ZHS-EN-AUTO-FB-TXTIMG-TOnt-WEprf 0.279 0.464 0.154 0.669
RU EN NTU RU-EN-AUTO-FB-TXTIMG-T-WEprf 0.279 0.408 0.153 0.755
SP EN NTU SP-EN-AUTO-FB-TXTIMG-T-WEprf 0.278 0.407 0.175 0.757
DE DE NTU DE-DE-AUTO-FB-TXTIMG-T-WEprf 0.311 0.335 0.132 0.974
EN DE DCU combTextVisual ENDEEN 0.122 0.175 0.036 0.524
FR DE DCU combTextVisual FRDEEN 0.104 0.147 0.002 0.245
Vis. - RWTH RWTHi6-IFHTAM 0.063 0.182 0.022 0.366

complemented with further relevant images found in 2006 to avoid missing out on
relevant images not found in 2007 due to the reduced captions. The assessments
were, again, based on a ternary classification system, whereby this time, only those
images judged relevant by both assessors were considered for the qrels.

The runs were evaluated using MAP and P20. The latter was chosen because
most on–line image retrieval search engines display 20 images by default. Other
measures used include the GMAP, which tests system robustness, and the binary
preference (bpref) to indicate the bias due to incompleteness of relevance judgments.

8.3.4 Results and Analysis

There was an increasing number of participating groups: 12 groups submitted in
2006, and 20 groups in 2007. This was the highest number of participants at Im-
ageCLEF thus far, which was an indication that the need for evaluation of VIR had
increased over the years, and that ImageCLEFphoto was considered as a suitable
track to explore this field of research. As a consequence, many novel retrieval meth-
ods and ideas were investigated. Tables 8.11 and 8.12 show the results for the best
performing language pairs (MAP) in both years, but also indicate that the choice of
the performance measure does affect system ranking. An overview of all retrieval
methods and complete results are available in the ImageCLEF overview papers
(Clough et al, 2007; Grubinger et al, 2008).

Comparing the results from both years, it is interesting to see how monolingual
results were more affected by the annotation reduction than bilingual results. While
monolingual retrieval produced better results than bilingual retrieval in 2006, the
results at ImageCLEFphoto 2007 suggested that, on average, bilingual results were
as competitive as monolingual results. This might be due to the short image cap-
tions provided in 2007, but could also be credited to improved translation resources.
Moreover, the choice of the query language was almost negligible in 2007, most
likely because many of the short captions contained proper nouns.
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Table 8.12: Top results at ImageCLEF 2007.

Topic Caption Group Run ID MAP P20 GMAP bpref
EN EN CUT cut-EN2EN-F50 0.318 0.459 0.298 0.162
PT EN NTU PT-EN-AUTO-FBQE-TXTIMG 0.282 0.388 0.266 0.127
ZH EN NTU ZHT-EN-AUTO-FBQE-TXTIMG 0.257 0.360 0.240 0.089
RU EN NTU RU-EN-AUTO-FBQE-TXTIMG 0.273 0.383 0.256 0.115
ES EN NTU ES-EN-AUTO-FBQE-TXTIMG 0.279 0.383 0.259 0.128
DE DE NTU DE-DE-AUTO-FBQE-TXTIMG 0.245 0.379 0.239 0.108
EN DE DCU combTextVisual ENDEEN 0.278 0.362 0.250 0.112
FR DE DCU combTextVisual FRDEEN 0.164 0.237 0.144 0.004
Vis. - XRCE AUTO-NOFB-IMG COMBFK 0.189 0.352 0.201 0.102

Table 8.13: Results by retrieval modalities at ImageCLEFphoto 2006 and 2007.

Year 2006 2007
Modality MAP P20 bpref GMAP MAP P20 bpref GMAP
Image 0.041 0.134 0.296 0.014 0.068 0.157 0.080 0.022
Text 0.129 0.173 0.465 0.027 0.120 0.152 0.141 0.018
Combined 0.199 0.281 0.650 0.095 0.149 0.225 0.203 0.050

Table 8.13 shows that combined text and image retrieval outperformed text–only
and visual–only retrieval approaches. This trend had already been indicated for re-
trieval from historic photographic collections and has now continued for retrieval
from generic photographic collections as well. The same is true for the use of RF
and/or QE, which were also shown to improve retrieval performance in 2006 and
2007.

8.3.5 Visual Sub–task

To attract more visually–orientated groups, a visual sub–task was run in 2006 to in-
vestigate CBIR–only techniques: all image captions were deleted, and retrieval had
to rely on CBIR techniques only. Thirty queries were selected from the original 60
query topics, with some modifications being made to remove non–visual constraints
such as location. For example, the query ‘black and white photos from Russia’ was
changed to ‘black and white photos’. Some examples of the visual topics are shown
in Table 8.14.

Only two out of 36 registered participants eventually submitted runs to this sub-
task. The highest performing run, submitted by RWTH University Aachen, Ger-
many, used invariant and Tamura texture feature histograms. The evaluation showed
promising results for P20, which was 0.285. However, MAP was very low (0.101
for the best run). This was due to the fact that relevant images found in P20 were
quite similar to sample images given in the query (Clough et al, 2007).
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Table 8.14: Example of topics in the visual sub–task of ImageCLEFphoto 2006.

ID Topic Title Level
82 sunset over water Easy
78 bird flying Easy
67 scenes of footballers in action Medium
84 indoor photos of churches or cathedrals Medium
83 images of typical Australian animals Difficult
61 church with more than two towers Difficult

8.4 Ad hoc Retrieval and Result Diversity: ImageCLEFphoto
2008–2009

The ImageCLEF ad hoc retrieval tasks had followed the evaluation scenario simi-
lar to the classical TREC ad hoc retrieval task during the first five years (see Sec-
tion 8.1). However, in 2008 this scenario was slightly changed: systems were not
only expected to return relevant images for a given search request, but also to return
these relevant images from as many different sub-topics as possible (to promote
retrieval diversity) in the top n results. This novel challenge allowed for the investi-
gation of a number of new research questions, including:

• Is it possible to promote diversity within the top n results?
• Which retrieval approaches work best at promoting diversity?
• Does promoting diversity sacrifice relevance (i.e. precision)?
• How do results compare between bilingual and multi–lingual annotations?
• Do mixed approaches still outperform text or image only methods?
• How much does a priori knowledge about query clusters help to increase diver-

sity?

This section summarizes the ImageCLEFphoto 2008 and 2009 tasks. More informa-
tion can be found in the respective overview papers: Arni et al (2009); Paramita et al
(2010).

8.4.1 Test Collection and Distribution

As in previous years, the IAPR TC–12 database provided the resources for Im-
ageCLEFphoto 2008. Since the evaluation concentrated on diversity within the top
retrieval results, a different collection subset to that used in 2006 and 2007 was
generated: participants were given two sets of complete annotations (i.e. all caption
fields were provided) in (1) English and (2) ‘Random’, whereby the language for
each caption was randomly selected from either English or German.

Reusing the same image collection as in previous years allowed for the inves-
tigation of whether precision is affected when diversity is implemented. However,
ImageCLEF participants felt in 2008 that the time had come to move on to a bigger
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837661 MOS06-20020212-MOSCOW, RUSSIAN FED-
ERATION: Russian Foreign Minister Igor Ivanov (L)
shakes hands with Afghanistan’s interim Defence Minister
General Mohammad Qasim Fahim (R) to start their talks
at the Foreign Ministry in Moscow on Tuesday 12 Febru-
ary 2002. Russia will give the technical and logistical as-
sistance to Afghanistan’s army but will not train Afghan
military specialists, it was announced. EPA PHOTO EPA-
SERGEI CHIRIKOV-vk-fob

Fig. 8.5: Sample image and caption from Belga.

Table 8.15: Examples of different clusters at ImageCLEFphoto 2008.

ID Topic Title Cluster
2 church with more than two towers city
3 religious statue in the foreground statue
5 animal swimming animal

12 people observing football match venue
23 sport photos from Australia sport
50 indoor photos of a church or cathedral country

image archive for evaluation. Hence, in 2009 a new challenge was offered by replac-
ing the IAPR TC–12 database with a database that was nearly 25 times larger: the
photographic collection of Belga8, a Belgian news agency (see also Section 2.2.3 in
Chapter 2).

This data set comprised 498,920 photos with unstructured, English–only annota-
tions (see Figure 8.5). This offered new challenges to the participants in comparison
to the SAC and IAPR TC–12 collections. For example, the unstructured nature of the
image captions required the automatic extraction of information about, for example
the location, date or photographic source of the image as a part of the indexing and
retrieval process. In addition, it contained many cases where pictures had not been
orientated correctly, thereby making CBIR more difficult (Paramita et al, 2009).

8.4.2 Query Topics

ImageCLEFphoto 2008 used a subset of the previous year’s queries: 39 topics were
identified that would also be useful for the evaluation of retrieval diversity. The
annotation structure was thereby identical to that used in 2006 and 2007, apart from
an additional cluster field that was included to represent the diversity need.

For example, the query ‘vehicle in South Korea’ would benefit from retrieval
diversity with respect to ‘vehicle types’ (see Figure 8.6). A selection of query ex-
amples together with their corresponding clusters is illustrated in Table 8.15.

8 http://www.belga.be/

http://www.belga.be/
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<top>
<num> Number: 48 </num>
<title> vehicle in South Korea </title>
<cluster> vehicle type </cluster>
<narr> Relevant images will show vehicles in South Korea, including cars, trains, buses, forklifts,
boats, and so on. Images with vehicles outside of South Korea are not relevant. Images from South
Korea without a single vehicle are not relevant either. </narr>
<image> SampleImages/48/35645.jpg </image>
<image> SampleImages/48/35705.jpg </image>
<image> SampleImages/48/35982.jpg </image>
</top>

Fig. 8.6: Sample query topic at ImageCLEFphoto 2008.

<top>
<num> 12 </num>
<title> clinton </title>
<clusterTitle> hillary clinton </clusterTitle>
<clusterDesc> Relevant images show photographs of Hillary Clinton. Images of Hillary with
other people are relevant if she is shown in the foreground. Images of her in the background are
not relevant. </clusterDesc>
<image> belga26/05859430.jpg </image>
<clusterTitle> obama clinton </clusterTitle>
<clusterDesc> Relevant images show ... </clusterDesc>
<image> belga... </image>
<clusterTitle> bill clinton </clusterTitle>
<clusterDesc> Relevant images show ... </clusterDesc>
<image> belga... </image>

Fig. 8.7: Example of Query Part 1 at ImageCLEFphoto 2009.

The topic creation process for ImageCLEFphoto 2009 was based on search query
logs from Belga. In contrast to 2008, where the cluster fields had been estimated
based on the query topics, the information on query variations could also be ex-
tracted from the log file. For example, ‘Victoria Beckham’ and ‘David Beckham’
were variations (and at the same time clusters) for a query looking for ‘Beckham’.
Eventually, 50 topics (with an average number of four clusters each) were generated,
divided in two sets of 25 topics each and released in two different formats: ‘Query
Part 1’ and ‘Query Part 2’.

Figure 8.7 provides an example for Query Part 1, which includes a topic title,
cluster title, cluster description and an example image. All potential retrieval clusters
were provided as a part of the query topic, simulating the situation in which search
engines have access to query logs telling the system what variations to expect.

However, in real–life scenarios, often little or no query log information is avail-
able to indicate potential clusters. Thus, in the second set of query topics, Query
Part 2, little evidence was given for what kind of diversity was expected: the
clusterTitle and clusterDesc fields were hidden, and only the topic ti-
tle and three example images were provided for CBIR approaches (which, in many
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<top>
<title> obama </title>
<num> 26 </num>
<image> belga30/06098170.jpg </image>
<image> belga28/06019914.jpg </image>
<image> belga30/06017499.jpg </image>

Fig. 8.8: Example of Query Part 2 at ImageCLEFphoto 2009.

cases, would not cover all clusters). Figure 8.8 provides an example for Query Part 2.
Further information regarding query and cluster development at ImageCLEFphoto
2009 is available in Paramita et al (2009).

8.4.3 Relevance Judgments and Performance Measures

The relevance assessments from 2007 were reused for ImageCLEFphoto 2008. In
addition, the images were assigned one (or more) predefined clusters to enable the
quantification of retrieval diversity. Two assessors carried out the classification pro-
cess, while a third assessor was used to resolve any inconsistent judgments.

In 2009, the relevance assessments were performed using Distributed Informa-
tion Retrieval Evaluation Campaign Tool9 (DIRECT) and were carried out in two
phases: (i) the relevant images for each query were identified; and (ii) these relevant
images were assigned to the clusters. Due to the large collection, the pool sizes rose
drastically compared to previous years; thus, each image was only evaluated by one
assessor. An average of 700 images were found to be relevant for each query, and
around 200 images were relevant for each cluster.

To evaluate the search results, standard IR measures were used: MAP, GMAP
and bpref. Retrieval diversity was evaluated using cluster recall CR(n), which repre-
sents the percentage of clusters retrieved in the top n documents (Zhai et al, 2003).
Moreover, F1 was used to combine P20 and CR20 in 2008, and P10 and CR10 in
2009 respectively, because the number of clusters had an upper bound of 10 in that
year. For a definition of these performance measures, see Chapter 5.

8.4.4 Results and Analysis

ImageCLEFphoto managed to attract more than 40 groups, which registered in both
years of the task; 24 submitted results in 2008, and 19 in 2009 respectively. Most
participants employed post–processing methods to achieve result diversity. They
started the retrieval process by using TBIR baseline runs enhanced by RF/QE to

9 http://direct.dei.unipd.it/

http://direct.dei.unipd.it/
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Table 8.16: Systems with highest F1 across all 39 topics at ImageCLEFphoto 2008.

Group Run-ID Run Type Modality P20 CR20 F1

PTECH EN-EN-MAN-TXTIMG MAN TXT-IMG 0.6885 0.6801 0.6843
PTECH EN-EN-MAN-TXTIMG-MMBMI MAN TXT-IMG 0.6962 0.6718 0.6838
PTECH EN-EN-MAN-TXT-MTBTN MAN TXT 0.5756 0.5814 0.5785
XRCE xrce tilo nbdiv 15 AUTO TXT-IMG 0.5115 0.4262 0.4650
DCU EN-EN-AUTO-TXTIMG-QE AUTO TXT-IMG 0.4756 0.4542 0.4647
XRCE xrce tilo nbdiv 10 AUTO TXT-IMG 0.5282 0.4146 0.4646

Table 8.17: Systems with highest F1 across all 50 topics at ImageCLEFphoto 2009.

Group Run Name Topic Fields* Modality P10 CR10 F1

XEROX-SAS XRCEXKNND T-CT-I TXT-IMG 0.794 0.8239 0.8087
XEROX-SAS XRCECLUST T-CT-I TXT-IMG 0.772 0.8177 0.7942
XEROX-SAS KNND T-CT-I TXT-IMG 0.800 0.7273 0.7619
INRIA LEAR5 TI TXTIMG T-I TXT-IMG 0.798 0.7289 0.7619
INRIA LEAR1 TI TXTIMG T-I TXT-IMG 0.776 0.7409 0.7580
InfoComm LRI2R TI TXT T-I TXT 0.848 0.6710 0.7492
* T = Title, CT = Cluster Title, I = Image

Table 8.18: Performance measures for different query formats.

Queries Runs P10 CR10 F1

Queries part 1 with CT 52 0.6845 0.5939 0.6249
Queries part 1 without CT 32 0.6641 0.5006 0.5581
Queries part 2 84 0.6315 0.5415 0.5693

maximize the number of relevant images in the top n results. Diversity was then
promoted by re–ranking the initial run, clustering the top n documents, and selecting
the highest ranked document in each cluster to create diverse results.

The top six results across all query topics of ImageCLEFphoto 2008 and 2009
are shown in Tables 8.16 and 8.17. In 2008, the top ten results were all monolin-
gual (English), with the highest bilingual run exhibiting P20 of 0.4397, CR20 of
0.4673 and F1 of 0.4531. On average, however, the margin between monolingual
and bilingual runs was low, continuing the trend of previous years. In 2009, only
monolingual runs were evaluated since English was the only language for both an-
notations and topics. Retrieval results were much higher than in 2008, which was
due to less semantic and hence easier topics compared to those used the year before.

Table 8.18 provides the results of the analysis on whether the different query for-
mats influence retrieval effectiveness. Since participants could choose which query
fields to use for retrieval, the scores for Query Part 1 were divided into runs which
used the cluster title (CT) and runs which did not. The scores between Query Parts
1 and 2 were found to be significantly different.

Table 8.19 shows average scores of the top 20 results across all runs with respect
to their retrieval modalities for 2008 and 2009. Mixed CBIR and TBIR methods
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Table 8.19: Results by retrieval modalities at ImageCLEFphoto 2008 and 2009.

Year 2008 2009
Modality P20 CR20 F1 P20 CR20 F1

Image only 0.1625 0.2127 0.1784 0.0787 0.2986 0.1244
Text only 0.2431 0.3915 0.2957 0.6915 0.622 0.6454
Combined 0.2538 0.3998 0.3034 0.6994 0.6883 0.6913

Table 8.20: Participation overview for ImageCLEFphoto 2003-2009.

Queries 2003 2004 2005 2006 2007 2008 2009
Registered groups 19 36 32 43 44
Participating groups 4 12 11 12 20 24 19
Submitted runs 45 190 349 157 616 1042 84

provided the best results also in evaluation scenarios promoting retrieval diversity,
although the difference to TBIR–only methods was, on average, only marginal. Yet,
looking at the best runs (see Tables 8.16 and 8.17), mixed approaches still outper-
form TBIR–only approaches. CBIR methods have slightly caught up, but still lag
behind.

8.5 Conclusion and Future Prospects

After the image retrieval community had been calling for resources similar to those
used by TREC in its ad hoc retrieval tasks for the text retrieval domain, Image-
CLEF began in 2003 to also provide similar resources within the context of VIR
to facilitate standardised laboratory–style testing of cross–language image retrieval
systems. While these resources have predominately been used by systems applying
a TBIR approach, there has also been an increasing number of groups using CBIR
approaches over the years. Benchmark resources created for ad hoc retrieval from
photographic collections include the following:

• historic photographs with extensive semi–structured annotations;
• generic photographs with multi–lingual semi–structured annotations;
• a large press collection containing photos with unstructured annotations.

ImageCLEF ran seven ad hoc cross–language image retrieval tasks for the domain
of photographic collections from 2003 to 2009, thereby addressing two main fields
of information retrieval research: (1) image retrieval and (2) CLIR. The tasks were
modelled on scenarios found in multimedia use at the time and proved to be very
popular among researchers as shown by an increasing number of participants over
the years (see Table 8.20).

Moreover, each year a large number of participants also registered without even-
tually submitting results, only to get access to the valuable benchmark resources.
In 2009, the much lower number of submitted runs was due to a limitation of five
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runs for each participating group (before that, an unlimited number of runs could
be submitted, all of which were evaluated). In the first four years (2003 to 2006),
retrieval from collections with extensive captions suggested the following trends for
both historic and generic photographs:

• Using QE and/or RF improves retrieval performance.
• Combining CBIR and TBIR methods improves retrieval performance.
• Monolingual runs outperform bilingual runs.
• Retrieval success does still depend on the annotation language.
• The retrieval difficulty of a topic can be pre–determined.
• The choice of qrels and performance measures can affect system ranking.

At ImageCLEFphoto 2007, most of these trends could be verified also for retrieval
from image collections with light annotations, with the following exceptions that
indicated that for short captions:

• Bilingual runs perform as well as monolingual runs.
• The choice of query or annotation language hardly affects retrieval success.

The challenge of ImageCLEFphoto in 2008 and 2009 was slightly different to that
in previous years and was based on promoting diversity in the search results. Results
from both years showed that:

• It is possible to present a diverse result without sacrificing precision.
• A priori information about the cluster title is essential for retrieval diversity.
• A combination of title, cluster title and image maximizes diversity and relevance.
• Mixed runs (CBIR and TBIR) outperform runs based on TBIR or CBIR alone.
• Bilingual retrieval performs nearly as well as monolingual retrieval.

The change of direction in the evaluation objective in 2008 showed that, as the field
of VIR develops, test collections and evaluation events need to evolve and react
to those changes as well. ImageCLEFphoto is not an exception and will, hence,
continue to provide resources to the VIR community in the future to facilitate stan-
dardized laboratory–style testing of image retrieval systems.
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Petras V, Santos D (eds) Advances in Multilingual and Multimodal Information Retrieval. 8th
Workshop of the Cross–Language Evaluation Forum (CLEF 2007). Lecture Notes in Computer
Science (LNCS), vol 5152. Springer, Budapest, Hungary, pp 433–444

Leung CHC, Ip H (2000) Benchmarking for Content–Based Visual Information Search. In: Lau-
rini R (ed) Fourth International Conference On Visual Information Systems (VISUAL’2000).
Lecture Notes in Computer Science (LNCS), vol 1929. Springer, Lyon, France, pp 442–456

Paramita ML, Sanderson M, Clough PD (2009) Developing a Test Collection to Support Diversity
Analysis. In: Proceedings of the ACM SIGIR 2009 Workshop: Redundancy, Diversity, and
Interdependence Document Relevance, Boston, MA, USA, pp 39–45

Paramita ML, Sanderson M, Clough PD (2010) Diversity in Photo Retrieval: Overview of the
ImageCLEFphoto Task 2009. In: Peters C, Tsikrika T, Müller H, Kalpathy-Cramer J, Jones
JFG, Gonzalo J, Caputo B (eds) Multilingual Information Access Evaluation Vol. II Multimedia
Experiments: Proceedings of the 10th Workshop of the Cross–Language Evaluation Forum
(CLEF 2009), Revised Selected Papers. Lecture Notes in Computer Science (LNCS). Springer

Zhai CX, Cohen WW, Lafferty J (2003) Beyond Independent Relevance: Methods and Evaluation
Metrics for Subtopic Retrieval. In: SIGIR 2003: Proceedings of the 26th Annual International
ACM SIGIR Conference on Research and Development in Informaion Retrieval. ACM press,
Toronto, Canada, pp 10–17



Chapter 9
The Wikipedia Image Retrieval Task

Theodora Tsikrika and Jana Kludas

Abstract The Wikipedia image retrieval task at ImageCLEF provides a test–bed for
the system–oriented evaluation of visual information retrieval from a collection of
Wikipedia images. The aim is to investigate the effectiveness of retrieval approaches
that exploit textual and visual evidence in the context of a large and heterogeneous
collection of images that are searched for by users with diverse information needs.
This chapter presents an overview of the available test collections, summarises the
retrieval approaches employed by the groups that participated in the task during the
2008 and 2009 ImageCLEF campaigns, provides an analysis of the main evaluation
results, identifies best practices for effective retrieval, and discusses open issues.

9.1 Introduction

The Wikipedia image retrieval task, also referred to as the WikipediaMM task, is an
ad hoc image retrieval task whereby retrieval systems are given access to a collection
of images to be searched but cannot anticipate the particular topics that will be in-
vestigated. The image collection consists of freely distributable Wikipedia1 images
annotated with user–generated textual descriptions of varying quality and length.
Given a user’s multimedia information need expressed both as a textual query and
also through visual cues in the form of one or more sample images or visual con-
cepts, the aim is to find as many relevant images as possible. Retrieval approaches
should exploit the available textual and visual evidence, either in isolation or in
combination, in order to achieve the best possible ranking for the user.
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The task was set up in 2006 as part of the activities of the INEX Multimedia
track (Westerveld and van Zwol, 2007), where it was referred to as the MMimages
task. In 2008, the task moved to ImageCLEF, which not only forms a more natural
environment for hosting this type of benchmark but also attracts more participants
from the content–based image retrieval community. The overall goal of the task is
to promote progress in large scale, multi–modal image retrieval via the provision of
appropriate test collections that can be used to reliably benchmark the performance
of different retrieval approaches using a metrics–based evaluation.

This chapter presents an overview of the Wikipedia image retrieval task in the Im-
ageCLEF 2008 and 2009 evaluation campaigns (Tsikrika and Kludas, 2009, 2010).
Section 9.2 presents the evaluation objectives of this task and describes the task’s
resources, i.e. the Wikipedia image collection and additional resources, the topics,
and the relevance assessments. Section 9.3 lists the research groups that participated
in these two years of the task under ImageCLEF, outlines the approaches they em-
ployed, and presents the results of the evaluation. Section 9.4 examines the results
achieved by specific approaches in more detail so as to identify best practices and
discuss open issues. Section 9.5 concludes this chapter, provides information on
how to access the available resources, and discusses the future of the task.

9.2 Task Overview

9.2.1 Evaluation Objectives

The Wikipedia image retrieval task during the ImageCLEF 2008 and 2009 cam-
paigns aimed to provide appropriate test collections for fostering research towards
the following objectives:

Firstly, the task aimed to investigate how well image retrieval approaches, partic-
ularly those that exploit visual features, could deal with larger scale image collec-
tions. To this end, the goal was to provide a collection of more than 150,000 images;
such a collection would be, for instance, much larger than the IAPR TC–12 im-
age collection (Grubinger et al, 2006) that consists of 20,000 photographs and that
was, at the time, employed in the ImageCLEF 2008 photo retrieval task (Arni et al,
2009).

Secondly, it aimed to examine how well image retrieval approaches could deal
with a collection that contains highly heterogeneous items both in terms of their tex-
tual descriptions and their visual content. The textual metadata accompanying the
Wikipedia images are user–generated, and thus outside any editorial control and cor-
respond to noisy and unstructured textual descriptions of varying quality and length.
Similarly, Wikipedia images cover highly diverse topics and since they are also con-
tributed by Wikipedia users, their quality cannot be guaranteed. Such characteristics
pose challenges for both text–based and visual–based retrieval approaches.
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Finally, the main aim was to study the effectiveness of retrieval approaches that
combine textual and visual evidence in order to satisfy a user’s multimedia infor-
mation need. Textual approaches had proven hard to beat in well–annotated image
collections. However, such collections are not the norm in realistic settings, partic-
ularly in the Web environment. Therefore, there was a need to develop multi–modal
approaches able to leverage all available evidence.

9.2.2 Wikipedia Image Collection

The collection of Wikipedia images used in the Wikipedia image retrieval task dur-
ing the 2008 and 2009 ImageCLEF campaigns is a cleaned–up version of the image
collection created in 2006 in the context of the activities of the INEX Multime-
dia track, where it was employed for the MMimages task in 2006 (Westerveld and
van Zwol, 2007) and 2007 (Tsikrika and Westerveld, 2008). Due to its origins, the
collection is referred to as the (INEX MM) Wikipedia image collection.

This image collection was created out of the more than 300,000 images contained
within the 659,388 English Wikipedia articles that were downloaded and converted
to XML (Denoyer and Gallinari, 2007) so as to form the structured document col-
lection used for the ad hoc and other tasks at INEX 2006 (Malik et al, 2007). The
user-generated metadata accompanying these Wikipedia images, usually a brief cap-
tion or description of the image, the Wikipedia user who uploaded the image, and the
copyright information, were then downloaded and also converted to XML. Due to
copyright issues or parsing problems with the downloaded metadata, some images
had to be removed leaving a collection of approximately 170,000 images that was
used in the INEX Multimedia tracks of 2006 (Westerveld and van Zwol, 2007) and
2007 (Tsikrika and Westerveld, 2008). Once the task became part of ImageCLEF
in 2008, the collection was further cleaned up with the aim of keeping only JPEG
and PNG images, leading to a collection of 151,519 diverse images with highly
heterogeneous and noisy textual descriptions of varying length.

9.2.3 Additional Resources

To encourage participants to investigate multi-modal approaches that combine tex-
tual and visual evidence, particularly research groups with expertise only in the
field of textual Information Retrieval, a number of additional resources were also
provided.

In 2008, the following resources, computed during the INEX 2006 Multimedia
track, were made available to support researchers who wished to exploit visual evi-
dence without performing image analysis:

Image classification scores: For each image in the collection, the classification
scores for the 101 MediaMill concepts were provided by the University of Am-
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sterdam (Snoek et al, 2006). Their classifiers had been trained on manually an-
notated TREC Video Retrieval Evaluation (TRECVID) video data for concepts
selected for the broadcast news domain.

Visual features: For each image in the collection, the set of the 120D fea-
ture vectors that had been used to derive the above image classification scores
(van Gemert et al, 2006) were also made available. Participants could use these
feature vectors to custom–build a content–based image retrieval system, without
having to pre–process the image collection.

In 2009, the following resource was added:

Image similarity matrix: The similarity matrix for the images in the collection
was constructed by the IMEDIA group at INRIA. For each image in the collec-
tion, this matrix contains the list of the top K = 1,000 most similar images in
the collection together with their similarity scores. The same was given for each
image used as a query example in the topics. The similarity scores are based on
the distance between images; therefore, the lower the score, the more similar the
images. Further details on the features and distance metric used can be found in
Ferecatu (2005).

9.2.4 Topics

Topics are descriptions of multimedia information needs, with each topic containing
textual and visual cues that can be used as evidence of the relevance of the images
that should be retrieved. A number of factors have to be taken into consideration
when creating topics for a test collection since such topics should reflect the real
needs of operational retrieval systems, represent the types of services such systems
might provide, be diverse, and differ in their coverage.

In 2008, the Wikipedia image retrieval task adopted the topic creation process
introduced in INEX, whereby all participating groups were required to submit can-
didate topics. The participants were provided with topic development guidelines
(Kludas and Tsikrika, 2008) which were based on guidelines created earlier in the
context of INEX tasks (Larsen and Trotman, 2006). The participating groups sub-
mitted 70 topics altogether, which, together with 35 topics previously used in the
INEX 2006 and 2007 Multimedia track, formed a pool of 105 candidate topics. Out
of these, the task organisers selected a set of 75 topics. In 2009, participation in
the topic development process was not mandatory, so only two of the participating
groups submitted a total of 11 candidate topics. The rest of the candidate topics were
created by the organisers with the help of the log of an image search engine. After a
selection process performed by the organisers, a final list of 45 topics was created.

The topics consist of the following parts:

<title> query by keywords,
<image> query by image examples (one or more) — optional in 2008,
<concept> query by visual concepts (one or more) — only in 2008 and optional,
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<narrative> definitive description of relevance and irrelevance.

The topic’s <title> simulates a user who does not have (or does not want to use)
example images or other visual cues. The query expressed in the <title> is there-
fore a text–only query. Upon discovering that a text–only query does not produce
many relevant results, a user might decide to add visual cues and formulate a multi-
media query. The topic’s <image> provides visual cues that correspond to example
images taken from outside or inside the (INEX MM) Wikipedia image collection
and can be of any common format. In 2008, it was optional for topics to contain
such image examples, whereas in 2009, each of the topics had at least one, and in
many cases several, example images that could help describe the visual diversity
of the topic. In 2008, additional visual cues were provided in the <concept> field
that contained one or more of the 101 MediaMill concepts for which classification
scores were provided.

These textual and visual evidences of relevance can be used in any combination
by the retrieval systems; it is up to them how to use, combine or ignore this infor-
mation. The relevance of a result does not directly depend on these constraints, but
is decided by manual assessments based on the <narrative>. This field is not pro-
vided to the participants, but only to the assessors, and contains a clear and precise
description of the information need in order to unambiguously determine whether
or not a given image fulfils the given information need. The <narrative> is the only
true and accurate interpretation of a user’s needs. Precise recording of the narrative
is important for scientific repeatability — there must exist, somewhere, a definitive
description of what is and is not relevant to the user. To aid this, the <narrative>
should explain not only what information is being sought, but also the context and
motivation of the information need, i.e. why the information is being sought and
what work–task it might help to solve.

Table 9.1 lists some statistics for the topics that were used during these two years
of the task. The titles of these topics can be found in the overview papers of the task
(Tsikrika and Kludas, 2009, 2010). The topics range from simple and thus relatively
easy (e.g. ‘bikes’) to semantic and hence highly difficult (e.g. ‘aerial photos of non–
artificial landscapes’), with the latter forming the bulk of the topics. Semantic topics
typically have a complex set of constraints, need world knowledge, and/or contain
ambiguous terms; they were created so as to be challenging for current state–of–
the–art retrieval algorithms. As mentioned above, in 2008, not all topics contained
visual cues since the aim was to represent scenarios where users expressing their
multimedia information needs do not necessarily employ visual evidence.

9.2.5 Relevance Assessments

In the Wikipedia image retrieval task, each image was assessed either as being rel-
evant or as being non relevant, i.e. binary relevance was assumed. The retrieved
images contained in the runs submitted by the participants were pooled together us-
ing a pool depth of 100 in 2008, which resulted in pools that ranged from 753 to
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Table 9.1: Statistics for the topics in the ImageCLEF 2008 and 2009 Wikipedia
image retrieval.

2008 2009
Number of topics 75 45
Average number of terms in title 2.64 2.7
Average number of images per topic 0.61 1.9
Number of topics with image(s) 43 45
Number of topics with concept(s) 45 –
Number of topics with both image(s) and concept(s) 28 –
Number of topics with title only 15 –

Fig. 9.1: Number of relevant images for each of the 2008 topics; topics are sorted in
decreasing order of the number of their relevant images.
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Fig. 9.2: Number of relevant images for each of the 2009 topics; topics are sorted in
decreasing order of the number of their relevant images.

1,850 images with a mean and median both around 1,290, and a pool depth of 50 in
2009, which resulted in pools that ranged from 299 to 802 images with a mean and
median both around 545. The evaluation was performed by the participants of the
task within a period of four weeks after the submission of runs: 13 groups partici-
pated in 2008 and seven groups in 2009. The assessors used a Web–based relevance
assessment system that had been previously employed in the INEX Multimedia and
TREC Enterprise tracks (see Chapter 4 in this volume for further information on
this system). In 2008, given that most topics were created by the participants, who
were also employed as assessors, an effort was made so as to ensure that most of the
topics were assigned to their creators. This was achieved in 76% of the assignments
of the topics that were created that year.

Figures 9.1 and 9.2 depict the distribution of relevant images in the judged pools
for each of the topics in 2008 and 2009, respectively. The variability in the number
of relevant images across topics is evident, with most topics though having less than
100 relevant images. The mean number of relevant images per topic is 74.6 for 2008
and 36 for 2009, while the median is 36 and 31, respectively. Over all 120 topics,
the mean number of relevant images per topic is 60.1 and the median 32.

9.3 Evaluation

9.3.1 Participants

Compared to its previous incarnation in the context of the INEX Multimedia track,
the Wikipedia image retrieval task attracted more interest once it moved under the
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Table 9.2: Groups that participated in the Wikipedia image retrieval task during the
2008 and 2009 ImageCLEF campaigns. Each entry lists the group ID, the academic
or research institute hosting the group, the country where it is located, and the num-
ber of runs the group submitted in each of the campaigns.

Group ID Institution Country 2008 2009
cea CEA-LIST France 2 12
chemnitz Chemnitz University of Technology Germany 4 –
cwi Centrum Wiskunde & Informatica Netherlands 2 –
dcu Dublin City University Ireland – 5
deuceng Dokuz Eylul University Turkey – 6
iiit-h International Institute of Information Technology, Hyderabad India – 1
imperial Imperial College UK 6 –
irit Institut de Recherche en Informatique de Toulouse France 4 –
lahc Université Jean Monnet, Saint–Étienne France 6 13
sinai University of Jaen Spain – 4
sztaki Hungarian Academy of Science Hungary 8 7
ualicante University of Alicante Spain 24 9
unige Université de Genève Switzerland 2 –
upeking Peking University China 7 –
upmc/lip6 LIP6, Université Pierre et Marie Curie France 7 –
utoulon Université Sud Toulon–Var France 5 –

Total runs 77 57

auspices of ImageCLEF. The number of groups that participated by submitting runs
was 12 in 2008 and eight in 2009, four of which were returning participants. Ta-
ble 9.2 lists the participating groups along with the number of runs they submitted
for the official evaluation; a total of 77 runs were submitted in 2008, while 57 runs
were submitted in 2009. The overwhelming majority of participants are based in
Europe, with the exception of only two groups, one from China and one from India.

9.3.2 Approaches

The approaches employed by the participants have been quite diverse. Both tex-
tual and visual features have been considered, either in isolation or in combination.
Query and document expansion techniques that exploit semantic knowledge bases
have been widely applied, as well as query expansion approaches that rely on blind
relevance feedback. A short description of the participants’ approaches is provided
next. Each group is represented by its ID, followed by the year(s) in which the group
participated in the task, and the publication(s) where the employed approaches are
described in more detail. The groups are listed in alphabetical order of their ID.
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cea (2008, 2009) (Popescu et al, 2009; Myoupo et al, 2010) In 2008, they employed
Wikipedia and WordNet2 as knowledge bases for automatically identifying and
ranking concepts considered to be semantically related to those in the textual part
of the query topics. These concepts were used for expanding the query, which
was then submitted against the index of the images’ textual descriptions, so as to
generate a text–based ranking. In their visual analysis, the images in the collec-
tion were classified with respect to several visual concepts using Support Vector
Machine (SVM)–based classifiers that exploited colour histogram and texture
Local–Edge Pattern (LEP) visual features. Textual concepts in the queries trig-
gered the use of visual concepts (e.g., persons’ names triggered the use of the
face detector) and the images’ classification scores for these concepts were used
for re–ranking the text–based results. In 2009, they refined the textual query ex-
pansion process by using knowledge extracted only from Wikipedia, whereas
for the visual re–ranking they introduced a k–Nearest Neighbour (k–NN) based
method. This method builds a visual model of the query using the top–ranked
images retrieved by Google3 and Yahoo!4 for that query and re–ranks the images
in the text–based results based on their visual similarity to the query model.

chemnitz (2008) (Wilhelm et al, 2008) They employed their Xtrieval framework,
which is based on Lucene5 and PostgreSQL6, and considered both textual and
visual features, as well as the provided resources (image classification scores
and low–level visual features). The text–based retrieval scores were combined
with the visual similarity scores and further combined with the concept–based
image classification scores. A thesaurus–based query expansion approach was
also investigated.

cwi (2008) (Tsikrika et al, 2008) They employed PF/Tijah7, an XML retrieval
framework for investigating a language modelling approach based on purely tex-
tual evidence. A length prior was also incorporated so as to bias retrieval towards
images with longer descriptions than the ones retrieved by the language model.

deuceng (2009) (Kilinc and Alpkocak, 2009) They applied a two–step approach:
1) text–based retrieval using expanded image descriptions and queries, and 2)
re–ranking based on Boolean retrieval and text–based clustering. Terms and term
phrases in both image descriptions and queries were expanded using WordNet,
through the application of word sense disambiguation and WordNet similarity
functions. The text–based results generated in this first step were then re–ranked
in a Boolean manner by boosting the scores of the images that contained in their
descriptions all the query terms in the exact same order as the query. The vec-
tors of textual features of the results generated in the first step together with the
vector of the expanded query were then clustered using the cover coefficient–

2 http://wordnet.princeton.edu/
3 http://images.google.com/
4 http://images.search.yahoo.com/
5 http://lucene.apache.org/
6 http://www.postgresql.org/
7 http://dbappl.cs.utwente.nl/pftijah/

http://wordnet.princeton.edu/
http://images.google.com/
http://images.search.yahoo.com/
http://lucene.apache.org/
http://www.postgresql.org/
http://dbappl.cs.utwente.nl/pftijah/
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based clustering methodology (C3M). This allowed the calculation of similarity
scores between the query vector and the vectors of the retrieved images. The final
score was computed as a weighted sum of the Boolean re–ranking and the C3M
re–ranking scores. For further details, see Chapter 14 in this volume.

dcu (2009) (Min et al, 2010) They focused their experimentations on the expan-
sion of the images’ textual descriptions and of the textual part of the topics,
using the Wikipedia abstracts’ collection DBpedia8 and blind relevance feed-
back. When DBpedia was employed, the terms from its top–ranked documents
retrieved in response to the image description (or textual query) were sorted
by their frequency and the top–ranked were selected to expand the images’ (or
queries’) text. The term re–weighting was performed using Rocchio’s formula.
Query expansion was also performed using blind relevance feedback and BM25
term re–weighting. Lemur9 was employed as the underlying retrieval framework.

iiit-h (2009) (Vundavalli, 2009) They employed a simple text–based approach
that first used Boolean retrieval so as to narrow down the collection to the images
accompanied by descriptions that contained all query terms and then ranked these
images by applying the vector space model using a tf.idf weighting scheme.

imperial (2008) (Overell et al, 2008) They examined textual features, visual fea-
tures, and their combination. Their text-based approach also took into account
evidence derived from a geographic co-occurrence model mined from Wikipedia
which aimed at disambiguating geographic references in a context-independent
or a context-dependent manner. Their visual-based approach employed Gabor
texture features and the City Block distance as a similarity measure. Text-based
and visual-based results were combined using a convex combination of ranks.
The results of this combination were further merged with results generated from
using the top-ranked text-based results as blind relevance feedback in their visual
retrieval approach.

irit (2008) (Torjmen et al, 2009) They explored the use of image names as evi-
dence in text-based image retrieval. They first used them in isolation by com-
puting a similarity score between the query and the name of the images in the
collection using the vector space model. Then they used them in combination
with textual evidence either by linearly combining the ranking of their text-based
approach implemented in their XFIRM retrieval system with the ranking pro-
duced by the name-based technique or by applying a text-based approach that
boosts the weights of terms that also occur in the image name.

lahc (2008, 2009) (Moulin et al, 2009, 2010) In 2008, they used a vector space
model to compute similarities between vectors of both textual and visual terms.
The textual terms corresponded to textual words and their weights were com-
puted using BM25. The visual terms were obtained through a bag of words ap-
proach and corresponded to six–dimensional vectors of clusters of local colour
features extracted from the images and quantized by k–means. Both manual

8 http://dbpedia.org/
9 http://www.lemurproject.org/

http://dbpedia.org/
http://www.lemurproject.org/
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and blind relevance feedback were applied to a text–based run so as to expand
the query with visual terms. In 2009, their document model was simplified so
as to consider textual and visual terms separately and their approach was ex-
tended as follows. Additional textual information was extracted from the origi-
nal Wikipedia articles that contained the images. Several local colour and texture
features, including Scale Invariant Feature Transform (SIFT) descriptors, were
extracted. Finally, the text–image combination was now performed by linearly
combining the text–based and visual–based rankings.

sinai (2009) (Dı́az-Galiano et al, 2010) Their approach focused on the expansion
of the images’ textual descriptions and of the textual part of the topics using
WordNet. All nouns and verbs in the image descriptions and text queries were
expanded by adding all unique words from all of their WordNet synsets without
applying any disambiguation. Lemur was employed as the underlying retrieval
framework.

sztaki (2008, 2009) (Racz et al, 2008; Daróczy et al, 2009) In 2008, they used their
own retrieval system developed by the Hungarian Academy of Sciences and
experimented with a text–based approach that used BM25 and query expan-
sion based on Local Context Analysis (LCA), and its linear combination with
a segment–based visual approach. In 2009, they preprocessed the textual image
descriptions in order to remove author and copyright information with the aim
to reduce the noise in the index. Their text–based approach again used BM25,
but query expansion was performed by employing an on–line thesaurus. Their
visual runs employed image segmentation and SIFT descriptors. The text–based
and visual–based rankings were linearly combined to produce the final score.

ualicante (2008, 2009) (Navarro et al, 2008, 2009) In 2008, they employed their
textual passage–based IR–n retrieval system as their baseline approach which
was enhanced 1) by a module that decomposed the (compound) image file names
in camel case notation into single terms, and 2) by a module that performed ge-
ographical query expansion. They also investigated two different term selection
strategies for query expansion: probabilistic relevance feedback and local con-
text analysis. In 2009, they further extended their approach by also using the
top–ranked images (and their textual descriptions) returned by a content–based
visual retrieval system as input for the above term selection strategies performing
text–based query expansion.

unige (2008) They employed only textual features and their approach was based
on the preference ranking option of the SVM light library developed by Cornell
University. One run also applied feature selection to the high dimensional textual
feature vector, based on the features relevant to each query.

upeking (2008) (Zhou et al, 2009) They investigated the following approaches:
1) a text–based approach based on the vector space model with tf.idf term
weights, also using query expansion where the expansion terms were automati-
cally selected from a knowledge base that was (semi–)automatically constructed
from Wikipedia, 2) a content–based visual approach, where they first trained 1
vs. all classifiers for all queries by using the training images obtained by Yahoo!
image search and then treated the retrieval task as a visual concept detection in
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Runs 2008 2009
Textual 35 26
Visual 5 2
Mixed 37 29
All 77 57

Fig. 9.3: Distribution of runs that employed textual, visual, or a combination of
textual and visual low level features over the two years of the Wikipedia image
retrieval task.

the given Wikipedia image set, and 3) a cross–media approach that combined the
textual and visual rankings using the weighted sum of the retrieval scores.

umpc/lip6 (2008) (Fakeri-Tabrizi et al, 2008) They investigated text–based im-
age retrieval by using a tf.idf approach, a language modelling framework, and
their combination based on the ranks of retrieved images. They also experi-
mented with the combination of textual and visual evidence by re–ranking the
text–based results using visual similarity scores computed by either the Eu-
clidean distance or a manifold–based technique, both on Hue/Saturation/Value
(HSV) features.

utoulon (2008) (Zhao and Glotin, 2008) They applied the same techniques they
used for the visual concept detection task at ImageCLEF 2008 (see Chapter 11 in
this volume for details of that task) by relating each of the topics to one or more
visual concepts from that task. These visual–based rankings were also fused with
the results of a text–based approach.

All these different approaches can be classified with respect to whether they employ
textual or visual low level features or a combination of both; in the latter case, an
approach is characterised as mixed. Half of the groups that participated over the
two years (eight out of the 16 groups) employed mixed approaches, whereas the
other half relied only on textual features. Figure 9.3 shows the distribution of the
submitted runs over the types of features they used. In both years of the task, mixed
runs had a very slight edge over the textual runs.

The description of the runs submitted by the various groups also reveals that
query expansion has been a very popular strategy as it has been applied by 11 of the
16 groups, either through the use of existing or purpose–built semantic knowledge
bases (six out of the 11 groups), or through blind relevance feedback that takes into
account textual or visual features (three out of the 11 groups), or as a combination of
both these techniques (two out of the 11 groups). The application of query expansion
aims to deal with the vocabulary mismatch problem, an issue which is particularly
prominent in this test collection given both the short textual descriptions accompa-
nying the images and the small number of images provided as query examples. A
similar approach that has been applied by three out of the 16 groups with the aim to
enrich the available textual descriptions of the Wikipedia images has been document
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expansion with the use of semantic knowledge bases. Next, the results of the runs
submitted by the participating groups over the two years of the task are presented.

9.3.3 Results

The effectiveness of the submitted runs has been evaluated using the following mea-
sures: Mean Average Precision (MAP), P@10, P@20, and R–precision, i.e. preci-
sion when R (=number of relevant) documents are retrieved; see Chapter 5 in this
volume for further details on these evaluation measures.

Figure 9.4 presents the best submitted run for each of the participating groups.
Overall, the groups performed slightly better in 2008, an indication perhaps that the
2009 topics were more challenging for the participants. The best performing groups,
upeking and cea in 2008, and deuceng in 2009, all employed query expansion, with
the latter also performing document expansion, using semantic knowledge bases,
such as WordNet and information extracted from Wikipedia. This indicates the use-
fulness of this approach in this particular setting. Furthermore, the best performing
run both in 2008 and in 2009 relied only on textual evidence. This is better illus-
trated in Table 9.3 that presents a more complete overview of the submitted runs.

Table 9.3 shows for all runs, as well as for only the textual, visual, and mixed
runs submitted in a year, the best, worst, median, and mean achieved performance
for various evaluation measures. Both in 2008 and in 2009, the best values were
achieved by runs that exploit only the available textual evidence. However, the dif-
ferences between the best textual and the best mixed run for 2008 are not statistically
significant for P@10 and P@20 (p < 0.05). Furthermore, the differences between
the best textual and the best mixed run for 2009 are not statistically significant for all
of the reported evaluation measures. On average, the median performance achieved
by a mixed run in 2008 is slightly better than the median performance achieved by
a textual run in terms of MAP and R–precision, while in 2009 the median values of
all reported evaluation measures are higher for the mixed compared to the textual
runs. On the other hand, the performance of the visual–only runs is comparatively
low.

Given that a number of different evaluation measures were reported, a question
that can be raised is whether there are any differences in these measures with re-
spect to how they rank the submitted runs. To investigate this issue, the correla-
tions among these measures were computed using the methodology described by
Buckley and Voorhees (2005). For each evaluation measure, the runs are first ranked
in order of decreasing performance with respect to that measure. The correlation
between any two measures is then defined as the Kendall’s τ correlation between
the respective rankings. Table 9.4 presents the results of this analysis, where in
addition to the evaluation measures previously reported, i.e. MAP, P@10, P@20,
and R–precision, the total number of relevant images retrieved (abbreviated as ‘Rel
ret’), i.e. the sum of the number of relevant images retrieved across all topics for
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Fig. 9.4: The best retrieval results per group.

a year, is also reported. The correlations between the MAP, P@10, P@20, and R–
precision measures are all at least 0.67 showing that each pair of measures is corre-
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Table 9.3: The best, worst, median and mean performance achieved by all, text only,
visual only, and mixed only runs for MAP, P@10, P@20, and R–precision in the
2008 and the 2009 Wikipedia image retrieval tasks. The standard deviation of the
performance achieved by the runs in each case is also listed.

2008 2009
MAP P@10 P@20 R-prec. MAP P@10 P@20 R-prec.

All runs

77 runs 57 runs
max 0.3444 0.4760 0.3993 0.3794 0.2397 0.4000 0.3189 0.2708
min 0.0010 0.0027 0.0033 0.0049 0.0068 0.0244 0.0144 0.0130
median 0.2033 0.3053 0.2560 0.2472 0.1699 0.2644 0.2267 0.2018
mean 0.1756 0.2761 0.2230 0.2122 0.1578 0.2624 0.2153 0.1880
stdev 0.0819 0.1169 0.0936 0.0920 0.0571 0.0861 0.0702 0.0631

Textual runs

35 runs 26 runs
max 0.3444 0.4760 0.3993 0.3794 0.2397 0.4000 0.3189 0.2708
min 0.0399 0.0467 0.0673 0.0583 0.0186 0.0689 0.0389 0.0246
median 0.2033 0.3107 0.2587 0.2472 0.1680 0.2600 0.2178 0.1987
mean 0.1953 0.2972 0.2453 0.2356 0.1693 0.2717 0.2232 0.1992
stdev 0.0662 0.0859 0.0690 0.0684 0.0452 0.0717 0.0574 0.0487

Visual runs

5 runs 2 runs
max 0.1928 0.4507 0.3227 0.2309 0.0079 0.0222 0.0222 0.0229
min 0.0010 0.0027 0.0033 0.0049 0.0068 0.0144 0.0144 0.0130
median 0.0037 0.0147 0.0120 0.0108 0.0074 0.0183 0.0183 0.0179
mean 0.0781 0.1848 0.1336 0.0962 0.0074 0.0183 0.0183 0.0179
stdev 0.1039 0.2415 0.1726 0.0122 0.0008 0.0055 0.0055 0.0070

Mixed runs

37 runs 29 runs
max 0.2735 0.4653 0.3840 0.3225 0.2178 0.3689 0.2867 0.2538
min 0.0053 0.0040 0.0047 0.0049 0.0321 0.1044 0.0644 0.0423
median 0.2083 0.3053 0.2547 0.2536 0.1801 0.2778 0.2389 0.2103
mean 0.1701 0.2684 0.2139 0.2056 0.1578 0.2706 0.2218 0.1898
stdev 0.0841 0.1172 0.0949 0.0967 0.0543 0.0776 0.0063 0.0605

Table 9.4: Kendall’s τ correlations between pairs of system rankings based on dif-
ferent evaluation measures.

2008 2009
P@10 P@20 R-prec. Rel ret P@10 P@20 R-prec. Rel ret

MAP 0.725 0.797 0.917 0.602 0.808 0.853 0.868 0.538
P@10 0.675 0.715 0.505 0.807 0.777 0.424
P@20 0.779 0.533 0.810 0.489
R-prec. 0.589 0.466

lated, whereas their correlation with the number of relevant images retrieved is rel-
atively low. The highest correlation is between R–precision and MAP; this has also
been observed in the analysis of the TREC–7 ad hoc results (Buckley and Voorhees,
2005). Even though R–precision evaluates at exactly one point in a retrieval ranking,
while MAP represents the entire area underneath the recall–precision curve, the fact
that these two measures rank runs in a similar manner supports the consideration of
R–precision as an overall system performance measure.
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Fig. 9.5: Best and median MAP value achieved for the 2008 topics (top, middle) and
for the 2009 topics (bottom).

Apart from the performance achieved over all topics in a year, it is also useful to
examine the per topic performance so as to identify the problematic cases. Figure 9.5
presents for each of the topics the best MAP value achieved for that topic by a
submitted run, as well as the median performance of all runs for that topic. The
variability of the systems’ performances over topics indicates the differences in their
levels of difficulty, with some topics being very difficult for many of the submitted
runs, as illustrated by the low values of the median performance. More detailed per
topic analyses can be found in the overview papers of the task (Tsikrika and Kludas,
2009, 2010). Next, the results achieved by specific approaches are further examined
so as to identify best practices and discuss open issues.



9 The Wikipedia Image Retrieval Task 179

Fig. 9.6: Best textual and best mixed run (if any) for each of the participants in the
Wikipedia image retrieval 2008 and 2009 tasks. The groups are ranked in decreasing
order of the MAP of their best textual run.

9.4 Discussion

9.4.1 Best Practices

Over the course of these two years, a variety of different approaches have been
evaluated using the test collections constructed in the context of the activities of the
Wikipedia image retrieval task. To identify some of the best practices among the
various techniques that have been applied, the relative performance of the submitted
runs is examined.

Figure 9.6 presents for each of the groups that participated in each of the two
years, the MAP achieved by its best textual and by its best mixed run (if any), to-
gether with the median MAP of all the runs submitted in that year. The group that
performed best in each of the two years, upeking (Zhou et al, 2009) in 2008 and
deuceng (Kilinc and Alpkocak, 2009) in 2009, applied textual query expansion us-
ing semantic knowledge bases, such a WordNet or knowledge bases extracted from
Wikipedia. A similar approach was also applied by the group that achieved the third
highest performance of a textual run in 2008, i.e. cea (Popescu et al, 2009). Further-
more, the best performing group in 2009, deuceng (Kilinc and Alpkocak, 2009),
also applied document expansion using semantic knowledge bases. Document and
query expansion using DBpedia were also applied by dcu (Min et al, 2010) in 2009
and achieved improvements over their textual baseline. All this constitutes strong
evidence that such expansion techniques, particularly when applied judiciously so
as to deal with the noise that can be potentially added, are particularly effective for
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such collections of images that are accompanied by short and possibly noisy textual
descriptions.

An interesting observation regarding the relative performance of textual and
mixed runs is that in 2009 the groups that submitted both textual and mixed
runs achieved their best results with their mixed runs. Notable cases are the lahc
(Moulin et al, 2009, 2010) and cea (Popescu et al, 2009; Myoupo et al, 2010) groups
that also managed to dramatically improve the performance of their mixed runs in
comparison to their 2008 submissions. The improvements achieved by lahc were
mainly due to the extraction of additional low–level visual features, including SIFT
descriptors, and the combination taking place at the post–retrieval stage, as a linear
combination of the text-based and visual-based rankings, rather than by considering
vectors of both textual and visual terms, as they did in 2008. For cea, the major
improvement was derived from the employment of a query model that was built us-
ing a large number of sample images automatically retrieved from the Web; in their
post–submission runs, they managed to further improve the performance of their
mixed runs after correcting a bug (Myoupo et al, 2010).

A final source of evidence that has also shown to be useful in this Wikipedia
setting corresponds to the image names. Approaches that take them into account
have shown improvements over equivalent approaches that do not in three separate
cases: ualicante (Navarro et al, 2008) and irit (Torjmen et al, 2009) in 2008, and dcu
(Min et al, 2010).

9.4.2 Open Issues

The results presented provide some clear indications on the usefulness of particular
textual techniques in the context of this task but do not yet provide sufficient evi-
dence on the best practice to follow when combining multiple modalities; further
research is needed in this direction. Furthermore, apart from the encouraging results
achieved in 2008 by cea (Popescu et al, 2009), the effectiveness of using visual con-
cepts in an ad hoc retrieval task has not been fully explored. To this end, an effort
should be made to provide classification scores for the images in the Wikipedia col-
lection. Given the poor generalisation of concept classifiers to domains other than
their training domain (Yang and Hauptmann, 2008), it would be best to build clas-
sifiers using training samples from Wikipedia. This could potentially be explored
in synergy with the image annotation task (see Chapter 11 in this volume). Finally,
there should be further efforts in lowering the threshold for the participation in the
benchmark by providing resources to support the participants’ experiments.
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9.5 Conclusions and the Future of the Task

The Wikipedia image retrieval task provides test collections with the aim of sup-
porting the reliable benchmarking of the performance of retrieval approaches that
exploit textual and visual evidence for ad hoc image retrieval in the context of a
large and heterogeneous collection of freely distributable Wikipedia images that are
searched for by users with diverse information needs. Over the course of these two
years at ImageCLEF, a variety of retrieval approaches have been been investigated
and interesting conclusions have been reached regarding best practices in the field.
Nonetheless, much work remains to be done. Future runs of the task will continue
to examine the same evaluation objectives using even larger image collections (al-
ready the collection provided in 2010 consists of approximately 250,000 Wikipedia
images) and exploring their multi–lingual aspects. Further experimentation with the
test collections constructed thus far is possible by downloading them from Image-
CLEF’s resources page10.
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Moulin C, Barat C, Géry M, Ducottet C, Largeron C (2009) UJM at ImageCLEFwiki 2008. In:
Peters et al (2009), pp 779–786
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Chapter 10
The Robot Vision Task

Andrzej Pronobis and Barbara Caputo

Abstract In 2009, ImageCLEF expanded its tasks with the introduction of the first
robot vision challenge. The overall focus of the challenge is semantic localization
of a robot platform using visual place recognition. This is a key topic of research in
the robotics community today. This chapter presents the goals and achievements of
the first edition of the robot vision task. We describe the task, the method of data
collection used and the evaluation procedure. We give an overview of the obtained
results and briefly highlight the most promising approaches. We then outline how
the task will evolve in the near and distant future.

10.1 Introduction

A fundamental competence for a mobile robot is to know its position in the world.
Providing robots with the ability to build an internal representation of the sur-
rounding space, so as to be able to derive robust information about their location
therein, can be considered as one of the most relevant research challenges for the
robotics community today. The topic has been vastly researched, resulting in a broad
range of approaches spanning from the purely metric (Jogan and Leonardis, 2003;
Dissanayake et al, 2001; Wolf et al, 2005), to topological (Ulrich and Nourbakhsh,
2000; Ullah et al, 2008; Cummins and Newman, 2008), and hybrid (Thrun, 1998;
Brunskill et al, 2007). As robots break down the barriers and start to interact with
people (Zender et al, 2008) and operate in large–scale environments (Cummins and
Newman, 2008; Ullah et al, 2008), topological models are becoming more popular
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as a way to augment, or even replace, purely metric space representations. In partic-
ular, research on building topological maps has been pushing for methods suitable
for place recognition.

Traditionally, sonar and/or laser have been the sensory modalities of choice for
place recognition and topological localization (Nourbakhsh et al, 1995; Martı́nez
Mozo0s et al, 2007). The assumption that the world can be represented in terms of
two dimensional geometrical information proved convenient for many applications.
However, the inability to capture important aspects of complex realistic environ-
ments leads to the problem of perceptual aliasing (Kuipers and Beeson, 2002), and
vastly limits the usability of purely geometrical methods. Recent advances in vision
have made this modality emerge as a natural and viable solution. Vision provides
richer sensory input allowing for better discrimination. It opens up new possibil-
ities for building cognitive systems, actively relying on the semantic context. Not
unimportant is the cost effectiveness, portability and popularity of visual sensors.
As a result, this line of research is attracting more and more attention, and several
methods have been proposed using vision alone (Torralba et al, 2003; Pronobis and
Caputo, 2006; Siagian and Itti, 2007; Cummins and Newman, 2008), or combined
with more traditional range sensors (Kortenkamp and Weymouth, 1994; Tapus and
Siegwart, 2005; Pronobis et al, 2008).

In spite of significant progress, vision–based localization still represents a ma-
jor challenge. Firstly, visual information tends to be noisy and difficult to interpret.
The visual appearance of places varies with time because of illumination changes
(day and night, artificial light either on and off) and because of human activities
(furniture moved around, objects being taken out of drawers, and so on). Thus, the
solutions must be highly robust, provide good generalization abilities and in general
be adaptive. Additionally, the application puts strong constraints on the computa-
tional complexity and the increased resolution, while dimensionality of the visual
data still constitutes a problem. The fact that so many different parameters influence
the accuracy of a vision–based localization system is another challenge in itself,
proving especially burdensome at the design stage. As the results depend greatly on
the choice of training and test input data, which are unstable over time, it is hard
to measure the influence of the different parameters on the overall performance
of the system. For the same reason, it becomes nearly impossible to compare so-
lutions in a fair way, as they are usually evaluated in different environments, in
different conditions, and under varying assumptions. This is a major obstacle slow-
ing down progress in the field. There is a need for standardized benchmarks and
databases, which would allow for fair comparisons, simplify the experimental pro-
cess and boost development of new solutions. Databases are heavily exploited in the
computer vision community, especially for object recognition and categorization
(Griffin et al, 2007; MIT-CSAIL, 2006). As the community acknowledges the need
for benchmarking, a lot of attention is directed towards designing new data sets,
reflecting the increasing capabilities of visual algorithms (Ponce et al, 2006). Also
in robotics, research on Simultaneous Localization and Mapping (SLAM) makes
use of several publicly available data sets (Howard and Roy, 2003; Nebot, 2006).
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However, no database has yet emerged as a standard benchmark for visual place
recognition applied to robot localization.

The robot vision task aims at filling this gap, and provides a benchmark to the
research community working on the issues described above. The task has been in-
troduced for the first time in 2009 and it has immediately attracted a considerable
attention, with seven participating groups and a total of 24 valid runs submitted.
These very encouraging first results support us in our vision and make us foresee
several future editions of the challenge.

In the rest of the chapter we describe in detail the first edition of the task in
Section 10.2, then give a brief overview on how the task is currently evolving in its
2010 implementations in Section 10.3. We conclude with an overall discussion and
discussion on future goals.

10.2 The Robot Vision Task at ImageCLEF 2009: Objectives and
Overview

The two main objectives of the robot vision task at ImageCLEF are to push forward
research on semantic spatial modeling for robot localization, while at the same time
making this research field easier to approach also by groups from other research
fields, with no previous experience on robotics and robot vision.

To achieve this last objective, we are committed to provide to participants data
sequences acquired from mobile robot platforms. This is in contrast with existing
benchmark evaluation challenges in robotics, where participants are requested to
operate their algorithms on robot platforms (Nebot, 2006; Howard and Roy, 2003).
By making this choice, we aim at attracting the attention of researchers from the
pattern recognition, computer vision and machine learning fields, who usually test
their algorithms on benchmark databases but who would find it daunting to approach
a full robotic system for the same task.

The achievement of the first objective requires the definition of a set of subse-
quent tasks, of increasing complexity over the years, so as to progressively raise the
bar and focus on the open challenges that are timely to attack. In the rest of this sec-
tion we describe in detail the first edition of the robot vision task, which was held
in 2009, and where the focus was on topological localization from data acquired by
a perspective camera. Here, the challenge was to achieve robustness under varying
imaging conditions. We first give a general description of the task (Section 10.2.1).
Then, we describe the data set used in more detail (Section 10.2.2). Section 10.2.3
describes how we evaluated the performance of the submitted runs. A thorough de-
scription of the outcome of the task is given in Section 10.2.4. The two coming
editions of the robot vision task, organized for 2010, shifted the focus onto the place
categorization problem (Section 10.3).
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10.2.1 The Robot Vision Task 2009

The robot vision task at ImageCLEF 2009 addressed the problem of topological
localization of a mobile robot using visual information. We asked participants to
determine the topological location of a robot based on images acquired with a per-
spective camera, mounted on a robot platform. The image sequences were recorded
in a five room subsection of an indoor environment, under fixed illumination con-
ditions and at a fixed time. The challenge was to build a system able to answer the
question ‘where are you?’ (‘I’m in the kitchen’, ‘in the corridor’, etc) when pre-
sented with a test sequence containing images acquired in the previously observed
part of the environment, or in additional rooms that were not imaged in the training
sequence. The test images were acquired 6–20 months after the training sequence,
possibly under different illumination settings. The system had to assign each test
image to one of the rooms that were present in the training sequence, or it had to
indicate that the image came from a room that was not seen during training.

The overall task was further divided in two separate sub–tasks, one mandatory
and one optional. In the mandatory task, the algorithm had to provide information
about the location of the robot separately for each test image. In the optional task,
the algorithm was allowed to exploit the continuity of the sequences and to rely on
the test images already seen.

10.2.2 Robot Vision 2009: The Database

The image sequences consisted of a subset of the publicly available IDOL2 database
(Luo et al, 2007) for the training and validation set, and of a previously unreleased
sequence for test. All sequences were acquired with a Canon VC–C4 perspective
camera, using the resolution of 320 x 240 pixels, mounted on a MobileRobots
PowerBot robot platform (see Figure 10.1). The acquisition was performed in a
five room subsection of a larger office environment, selected so that each of the five
rooms represented a different functional area: a one–person office, a two–person
office, a kitchen, a corridor, and a printer area. Figure 10.2 shows the map of the
environment.

For the training and validation sequences, the visual appearance of the rooms
was captured under three different illumination conditions: in cloudy weather, in
sunny weather, and at night. The robot was manually driven through each of the
five rooms while continuously acquiring images and laser range scans at a rate of 5
fps. Each data sample was then labeled as belonging to one of the rooms according
to the position of the robot during acquisition, rather than according to the content
of the images. Examples of images showing the interior of the rooms, variations
observed over time and caused by activities in the environments, as well as induced
by changes in illumination, are shown in Figure 10.3.

The database was designed to test the robustness of place recognition algorithms
to variations that occur over a long period of time. Therefore, the acquisition pro-
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Fig. 10.1: The MobileRobots PowerBot mobile robot platform used for data acqui-
sition in the robot vision task.

cess was conducted in two phases. Two sequences were acquired for each type of
illumination conditions over the time span of more than two weeks, and another
two sequences for each setting were recorded six months later (12 sequences in
total). Thus the sequences captured the variability introduced not only by illumina-
tion but also by natural activities in the environment (presence/absence of people,
furniture/objects relocated, etc.).

The test sequences were acquired in the same environment, using the same cam-
era set–up. The acquisition was performed 20 months after the training data. The
sequences contain additional rooms that were not imaged in the IDOL2 database.

10.2.3 Robot Vision 2009: Performance Evaluation

The image sequences used in the competition were annotated with ground truth.
The annotations of the training and validation sequences were available to the par-
ticipants, while the ground truth for the test sequence was released after the results
were announced. Each image in the sequences was labelled according to the position
of the robot during acquisition as belonging to one of the rooms used for training or
as an unknown room. The ground truth was then used to calculate a score indicating
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Fig. 10.2: Map of the environment with the approximate path followed by the robot
during acquisition of the training, validation and testing data for the 2009 edition
of the robot vision task. The dashed segments of the path correspond to the rooms
available only in the test set.

the performance of an algorithm on the test sequence. The following rules were used
when calculating the overall score for the whole test sequence:

• +1.0 point was given for each image classified correctly;
• +1.0 point was given for each image identified correctly as an unknown room;
• -0.5 points were given for each image misclassified;
• 0.0 points were given for each image where the algorithm did not provide any

indication, i.e. for each not classified image.

The sum of all scores obtained for all images in the test sequences gave the overall
score for each submitted run.
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Fig. 10.3: Examples of pictures taken from the IDOL2 database showing the interior
of the rooms, variations observed over time and caused by activity in the environ-
ment as well as introduced by changing illumination.
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Table 10.1: Results for each run submitted to the mandatory task at the robot vision
task 2009.

# Group Score
1 Idiap Research Institute, Switzerland 793.0
2 Faculty of Computer Science, The Alexandru Ioan Cuza University, Romania 787.0
3 Faculty of Computer Science, The Alexandru Ioan Cuza University, Romania 787.0
4 Computer Vision and Image Understanding Department, Singapore 784.0
5 Faculty of Computer Science, The Alexandru Ioan Cuza University, Romania 599.5
6 Faculty of Computer Science, The Alexandru Ioan Cuza University, Romania 599.5
7 Laboratoire des Sciences de lInformation et des Systemes 544.0
8 Intelligent Systems and Data Mining Group, Spain 511.0
9 Laboratoire des Sciences de lInformation et des Systemes 509.5

10 Multimedia Information Modeling and Retrieval Group, France 456.5
11 Multimedia Information Modeling and Retrieval Group, France 415.0
12 Multimedia Information Modeling and Retrieval Group, France 328.0
13 Faculty of Computer Science, The Alexandru Ioan Cuza University, Romania 296.5
14 Multimedia Information Modeling and Retrieval Group, France 25.0
15 Laboratoire des Sciences de lInformation et des Systemes -32.0
16 Laboratoire des Sciences de lInformation et des Systemes -32.0
17 Laboratoire des Sciences de lInformation et des Systemes -32.0
18 Laboratoire des Sciences de lInformation et des Systemes -32.0

10.2.4 Robot Vision 2009: Approaches and Results

The submissions used a wide range of techniques for representing visual informa-
tion, building models of the appearance of the environment and spatio–temporal
integration. It is interesting to note, though, that most of the groups, including the
two groups that ranked first in the two tasks, employed approaches based on local
features either used as the only image representation or in combination with other
visual cues. This confirms a consolidated trend in the robot vision community that
treats local descriptors as the off the shelf feature of choice for visual recognition.
At the same time, the algorithms used for place recognition spanned from statistical
methods to approaches transplanted from the language modeling community.

Table 10.1 shows the results for the mandatory task, while Table 10.2 shows the
result for the optional task. Scores are presented for each of the submitted runs that
complied with the rules of the contest. We see that the majority of runs were submit-
ted to the mandatory task. A possible explanation is that the optional task requires
a higher expertise in robotics that the mandatory task, which therefore represents a
very good entry point.

In the following we provide an overview of the approaches used by the partici-
pants. The Scale Invariant Feature Transform (SIFT) (Lowe, 2004) was employed
most frequently as a local descriptor and the groups winning in both tasks used
SIFT in order to represent visual information. The approach used by Idiap (Xing
and Pronobis, 2010), which ranked first in the mandatory task, used SIFT combined
with several other descriptors including two global image representations: Com-
posed Receptive Field Histograms (CRFH) and PCA Census Transform Histograms
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Table 10.2: Results for each run submitted to the optional task of the robot vision
task 2009.

# Group Score
1 Intelligent Systems and Data Mining Group, Spain 916.5
2 Computer Vision and Image Understanding Department, Singapore 884.5
3 Idiap Research Institute, Switzerland 853.0
4 Intelligent Systems and Data Mining Group, Spain 711.0
5 Intelligent Systems and Data Mining Group, Spain 711.0
6 Intelligent Systems and Data Mining Group, Spain 609.0

(PACT). The algorithm employed by SIMD (Martı́nez-Gómez et al, 2009) relied
mainly on the SIFT descriptor complemented with lines and squares detected us-
ing the Hough transform. Other participants also used SIFT (UAIC: (Boroş et al,
2009)); color SIFT (SIFT features extracted from the red, green and blue chan-
nels) combined with Hue/Saturation/Value (HSV) color histograms and multi–scale
canny edge histograms (MRIM: (Pham et al, 2009)); local features extracted from
patches formed around interest points found using the Harris corner detector in
images pre-processed using an illumination filter based on the Retinex algorithm
(MIRG: (Feng et al, 2009)); or Profile Entropy Features (PEF) encoding RGB color
and texture information (LSIS: (Glotin et al, 2009)). Techniques using color descrip-
tors ranked lower in general in the mandatory task, which might suggest that color
information was not sufficiently robust to the large variations in illumination cap-
tured in the data set.

The participants applied a wide range of techniques to the place recognition prob-
lem in the mandatory task. Several variations of a simple image matching strategy
were used by SIMD (Martı́nez-Gómez et al, 2009), UAIC (Boroş et al, 2009) and
MIRG (Feng et al, 2009). Idiap (Xing and Pronobis, 2010) built models of places
using Support Vector Machines (SVM), separately for several visual cues, and com-
bined the outputs using a Discriminative Accumulation Scheme (DAS). The CVIU
group also used Support Vector Machines, while LSIS (Glotin et al, 2009) used
Least Squares Support Vector Machines (LS-SVM). Finally, MRIM (Pham et al,
2009) applied a framework based on visual vocabulary and a language model (Con-
ceptual Unigram Model).

Four groups submitted runs to the optional task. The approach used by SIMD
(Martı́nez-Gómez et al, 2009), which ranked first in this track, employed a particle
filter to perform Monte Carlo localization. MIRG (Feng et al, 2009) used decision
rules to process the results obtained for separate frames. CVIU and Idiap (Xing
and Pronobis, 2010) applied simple temporal smoothing techniques, which obtained
lower scores than the other approaches.
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10.3 Moving Forward: Robot Vision in 2010

In this section we describe how the robot vision task has evolved during 2010. The
editions of the challenge maintained the focus on visual place classification for topo-
logical localization. Specifically, we organized two editions of the task, one in con-
junction with the International Conference on Pattern Recognition (ICPR 2010) and
one, ongoing at the time of writing, under the ImageCLEF 2010 umbrella. The level
of difficulty of the tasks proposed grew mainly in two directions:

• Image sequences were acquired by a stereo camera, as opposed to a perspective
camera as in 2009.

• The number of areas to be recognized grew from five in 2009 (kitchen, corridor,
one person office, two person office, printer area) to nine for the robot vision task
organized jointly with ICPR2010 (elevator, corridor, kitchen, large office 1, large
office 2, student office, laboratory, printer area) up to ten for the robot vision
task at ImageCLEF2010 (corridor, elevator, kitchen, large office, meeting room,
printer area, recycle area, small office, toilet, large meeting room).

For both editions of the task, the image sequences were acquired using a MobileR-
obots PowerBot robot platform equipped with a stereo camera system consisting of
two Prosilica GC1380C cameras (Figure10.1). We now give a general overview of
the robot vision task@ICPR2010 (Section 10.3.1) and look at the ongoing edition
of the task at ImageCLEF 2010 (Section 10.3.2).

10.3.1 The Robot Vision Task at ICPR2010

In the second edition of the robot vision task the challenge was again to build a
system able to answer the question ‘where are you?’ (‘I’m in the kitchen’, ‘in the
corridor’, etc.) when presented with test sequences containing images acquired in
the previously observed part of the environment, or in additional rooms that were
not imaged in the training sequences. The test images were acquired under different
illumination settings than the training data. The system had to assign each test image
to one of the rooms that were present in the training sequences, or indicate that the
image came from an unknown room. We also allowed the system to abstain from
decision in the case of low confidence in the decision.

We considered two separate tasks: task 1 (mandatory) and task 2 (optional) as
we did in 2009. The tasks employed two sets of training, validation and testing se-
quences. The first, easier set contained sequences with constrained viewpoint vari-
ability. In this set, training, validation and testing sequences were acquired following
a similar path through the environment. The second, more challenging set contained
sequences acquired following different paths (e.g. the robot was driven in the op-
posite direction). The final score for each task was calculated based on the results
obtained for both sets. The image sequences used for the contest were taken from
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Fig. 10.4: Example pictures of the nine rooms used for the robot vision task at ICPR
2010.

the previously unreleased COLD–Stockholm database (Figure 10.4). The following
rules were used for calculating the final score for a run:

• +1.0 point for each correctly classified image;
• correct detection of an unknown room was treated the same way as correct clas-

sification;
• -0.5 points for each misclassified image;
• 0.0 points for each image that was not classified (the algorithm refrained from

the decision);
• the final score was a sum of points obtained for both sets (easy and hard).

Nine groups participated in the competition, submitting a total of 34 runs. At the
time of writing, evaluation and reporting of the results are still ongoing.
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Fig. 10.5: Example pictures showing the room categories used for the robot vision
task at ImageCLEF 2010.

10.3.2 The Robot Vision Task at ImageCLEF2010

The third edition of the challenge, running at the time of writing, has a special fo-
cus on generalization. Participants are being asked to classify rooms and functional
areas on the basis of image sequences, captured by a stereo camera mounted on a
mobile robot within an office environment (Figure 10.5). The challenge is to build
a system able to answer the question ‘where are you?’ when presented with test
sequences containing images acquired in a different environment (different floor of
the same building) containing areas belonging to the semantic categories observed
previously (present in the training sequence) or to new semantic categories (not im-
aged in the training sequence). The system should assign each test image to one of
the semantic categories of the areas that were present in the training sequence or in-
dicate that the image belongs to an unknown semantic category not included during
training. Moreover, the system can refrain from making a decision (e.g. in the case
of lack of confidence).

We consider two separate tasks: task 1 (mandatory) and task 2 (optional). The
following rules are used when calculating the final score for a run:

• +1.0 point for each correctly classified image belonging to one of the known
categories;

• -1.0 point for each misclassified image belonging to one of the known or un-
known categories;

• 0.0 points for each image that was not classified (the algorithm refrained from
the decision);

• +2.0 points for a correct detection of a sample belonging to an unknown category
(true positive);

• -2.0 points for an incorrect detection of a sample belonging to an unknown cate-
gory (false positive).
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10.4 Conclusions

This chapter presents an overview over the newly established robot vision task of
ImageCLEF. The overall aim of the task is to push forward research in the field of
semantic robot localization using visual information. Therefore, the three editions
of the task that have been held so far have addressed the issues of place recognition
under varying imaging conditions (robot vision task at ImageCLEF 2009, robot vi-
sion task at ICPR 2010) and the visual place categorization problem (robot vision
task at ImageCLEF 2010). Participation has been encouraging since its first edition,
and it has been growing steadily over the editions.

For the future, we plan to continue posing challenging tasks on the visual place
recognition problem for mobile robots, with the aim of attracting contributions to
this problem from as many groups outside of the robotics community as possible. A
strong focus that we foresee for the near future is the place categorization problem,
that is currently one of the most baffling research issues in computer vision as well as
robot vision. By introducing stereo data, we will also gently push participants to use
more and more 3–D information and temporal continuity in the image sequences.
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Chapter 11
Object and Concept Recognition for Image
Retrieval

Stefanie Nowak, Allan Hanbury, and Thomas Deselaers

Abstract ImageCLEF introduced its first automatic annotation task for photos in
2006. The visual object and concept detection task evolved over the years to become
an inherent part of the yearly ImageCLEF evaluation cycle with growing interest and
participation from the research community. Although the task can be solved purely
visually, the incorporation of multi–modal information such as EXIF (Exchangeable
Image File Format) data, concept hierarchies or concept relations is supported. In
this chapter, the development, goals and achievements of four cycles of object and
concept recognition for image retrieval are presented. This includes the task defini-
tions and the participation of the research community. In addition, the approaches
applied to solve the tasks and the lessons learnt are outlined. The results of all years
are illustrated, compared and the most promising approaches are highlighted. Fi-
nally, the interactions with the photo retrieval task are presented.

11.1 Introduction

In 2006, ImageCLEF added an ‘Automatic annotation task for general photographs’,
which over the years evolved from an image classification task into an object re-
trieval task (2007), and then into a hierarchical concept annotation task (2008–
2009). It has developed into an inherent part of the annual ImageCLEF evaluation
cycle with interactions with other tasks. As the task names indicate, the focus of
the task changed over the years but the objective has always been to analyze the
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content of images based on their visual appearance only. Object class recognition,
automatic image annotation, and object retrieval are strongly related tasks. In object
class recognition, the aim is to identify whether a certain object is contained in an
image; in automatic image annotation, a textual description of a given image is cre-
ated; and in object retrieval, images containing certain objects or object classes have
to be retrieved out of a large set of images. Each of these techniques is important to
allow for semantic retrieval from image collections.

Evaluation campaigns for object detection (Everingham et al, 2006, 2010),
content–based image retrieval (Clough et al, 2005) and image classification (Moel-
lic and Fluhr, 2006) have been established since 2005. Although these evaluation
initiatives have a certain overlap with the tasks described in this chapter, Image-
CLEF has always focused on multi–modal analysis and the integration of detection
technologies into actual retrieval systems. For example, in 2006 and 2007 the gen-
eralization of object recognition algorithms across different databases was tested.
This scenario denies the often made assumption that the training and testing im-
ages are drawn from the same database and have similar characteristics. In 2008,
the participants were provided with a taxonomy and in 2009 with an ontology as
additional knowledge sources. These knowledge sources structured the visual con-
cepts into sub and super classes. The ontology also specifies additional relations and
restrictions. This textual information was available to enhance the visual analysis al-
gorithms and, for example, to validate the output of the classifiers.

In this chapter, we summarize and analyze the development and the insights
gained from four years of object and concept recognition in ImageCLEF. This also
allows us to analyze the progress of visual image analysis techniques over these
years. This chapter is structured as follows: Section 11.2 introduces the ImageCLEF
object and concept retrieval tasks of 2006–2009 in detail and illustrates their aims
and the data sets used. Section 11.3 summarizes the approaches of the participants to
solve the tasks. Section 11.4 presents the results of the individual years and summa-
rizes the most promising methods. Finally, the combinations of the object retrieval
task with the photo retrieval task (Chapter 8) are discussed in Section 11.5, and we
conclude in Section 11.6.

11.2 History of the ImageCLEF Object and Concept Recognition
Tasks

The first automatic image annotation task was organized in ImageCLEF 2006. A
summary of the four cycles of the object and concept recognition tasks from 2006
to 2009 is shown in Table 11.1. The task changed significantly from year to year,
which is rather unusual in evaluation campaigns. These changes are manifested in
the data sets used (see Chapter 2 for a detailed analysis of the data sets) as well
as in the task to be solved by the participants. They reflect the aim to move from
a classification task to a full image annotation system that can be combined with
other modalities. Every year the task was adapted considering the insights of the
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Table 11.1: Summary of the ImageCLEF object and concept recognition tasks char-
acteristics. The table illustrates the type of task, the training and test sets used, the
number of images each set contains, the number of visual classes and the num-
ber of participants and runs for the years 2006–2009 (OC=Object Categorization,
CD=Concept Detection).

Year Task Training Num. Test Num. Num. Num. Runs
Set Images Set Images Class Partic.

2006
OC

LTU 13,963 Photos 1,100 21 4 10
2007 PASCAL 2,618 IAPR TC–12 20,000 10 7 26
2008

CD
IAPR TC–12 suppl. 1,827 IAPR TC–12 suppl. 1,000 17 11 53

2009 MIR Flickr 5,000 MIR Flickr 13,000 53 19 73

visual tasks of the previous years as well as of the other ImageCLEF tasks. One
drawback resulting from these changes is that it is difficult to assess the progress of
participating methods over the years.

11.2.1 2006: Object Annotation Task

The Object Annotation Task in 2006 (Clough et al, 2007) aimed at the analysis of
how purely visual information can be made accessible to text–based searches. The
task was designed as a plain classification task to keep the entry barrier low for
potential participants. Although the 21 classes were labelled by an object name in
English, in fact the task was completely language independent: any other language,
or just class numbers, could have been used. A further aim was to investigate how
well object categorization algorithms can generalize to images of the same objects
that do not necessarily have the same acquisition characteristics. This is a com-
monly occurring situation in practice, as it is usually not viable to collect a training
set large enough to cover all variabilities; however, in other object recognition eval-
uations this is typically not considered. The training images used were generally
clean, containing very little clutter and few obscuring features, while the test im-
ages showed objects in a more realistic setting without constraints on acquisition
parameters. The training images were taken from a manually collected data set of
images in 268 classes kindly provided by LTU technologies1, from which we se-
lected 21 classes, leading to 13,963 training images. The classes chosen were ash-
trays, backpacks, balls, banknotes, benches, books, bottles, calculators, cans, chairs,
clocks, coins, computer equipment, cups mugs, hifi equipment, knives forks spoons,
mobile phones, plates, sofas, tables, and wallets.

For the test set, 1,100 images of these objects were taken by the organizers. In
each test image, at least one object of one of the 21 classes appears, although ob-
jects not belonging to any of the classes frequently appear as background clutter.

1 http://www.ltutech.com/

http://www.ltutech.com/
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Fig. 11.1: Example images for four of the 21 classes used in the image annotation
task in 2006: (left) training set, (right) test set.

The distribution of classes in both training and test sets was non–uniform. Exam-
ples of images from the training and test set are shown in Figure 11.1. Along with
the training images, 100 of the test images were provided to participants as a devel-
opment set. The test set was released at a later stage to make training on the testing
data difficult. As this was the first time the task was run, and due to its difficulty,
only four groups participated, submitting a total of ten runs. For evaluation, the error
rate (percentage of incorrectly classified images) was used.

11.2.2 2007: Object Retrieval Task

In the Object Retrieval Task in 2007 (Deselaers et al, 2008), the aim was to iden-
tify all images showing objects of a certain class. For training, the ‘training and
validation set’ of the PASCAL VOC 2006 data set was used (2,618 images). Ob-
jects in these images are annotated with a class label and bounding boxes, having
a total of 4,754 objects in ten classes. For testing, the 20,000 images in the IAPR
TC–12 database (Grubinger et al, 2006) were used. Examples of images from the
training and test sets are shown in Figure 11.2. The task was formulated as a re-
trieval task with ten queries corresponding to the ten object classes. The relevance
assessments on the IAPR TC–12 were obtained in three ways: 1. Pooling: a Web–
interface allowed the relevance of the obtained image categorizations to be man-
ually assessed. These categorizations were obtained by pooling all runs (Braschler
and Peters, 2003); 2. Additional relevance judgments: the Web interface also offered
the assessors the ability to provide additional information on the objects present in
the image. The Web interface allowed relevance to be judged rapidly by members
of the research groups of the organizers; 3. Manual categorization: Ville Viitaniemi
of the Helsinki University of Technology judged all 20,000 images for relevance to
the ten queries with stricter definitions of the relevances. Seven groups participated
and submitted 26 runs. Performance was measured using Mean Average Precision
(MAP).
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Fig. 11.2: Example images for four of the ten classes used in the object retrieval task
in 2007: bicycle, car, motorbike, person, with (top) PASCAL training set, (bottom)
IAPR TC–12 test set. Note the bounding boxes in the training set, and that more
than one object can appear in an image.

Fig. 11.3: Example images and their concepts from the visual concept detection task
in 2008.

11.2.3 2008: Visual Concept Detection Task

In the 2008 Visual Concept Detection Task (VCDT) (Deselaers and Hanbury, 2008),
the focus was moved from recognizing objects to recognizing concepts, such as in-
door/outdoor, day/night, buildings, beach, etc. This is a task that has direct appli-
cation in annotating images with concepts that are often considered as too obvious
to be added to images manually, but have a large potential as useful search terms.
17 hierarchically arranged concepts were chosen. The use of training and test sets
with differing characteristics was not continued for the concept detection task. The
data set consisted of 2,827 images that were taken from the same pool as those used
to create the IAPR TC–12 data set, but were not included in the IAPR TC–12 data
set. Example images are shown in Figure 11.3. The data set was divided into 1,827
training images and 1,000 test images. As in 2006, a Web interface was used to
annotate the images. Eleven groups participated and submitted 53 runs. The Equal
Error Rate (EER) and Area Under Curve (AUC) evaluation measures were used.
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Fig. 11.4: Example images from the visual concept detection task in 2009.

11.2.4 2009: Visual Concept Detection Task

In 2009, the Visual Concept Detection Task was carried out at a larger scale (Nowak
and Dunker, 2009), with 53 hierarchically organized concepts and a database of
18,000 images from the MIR Flickr 25,000 image data set (Huiskes and Lew, 2008).
Examples of the images and concepts are shown in Figure 11.4. The annotation was
carried out more carefully and included a validation step as well as a test of inter–
annotator agreement. 5,000 images were used for training, and the remaining 13,000
for testing. Participation continued to increase, with 19 groups submitting 73 runs.
The EER and AUC evaluation measures were again used, but a new ontology–based
measure (OS) (Nowak and Lukashevich, 2009) was also introduced.

11.3 Approaches to Object Recognition

Over the four years, 29 research groups participated in total. Of these, nine research
groups participated in the task several times. The participation of the groups is sum-
marized in Table 11.2. For readability, all participating groups are listed together
with the group acronyms and the citations of their approaches as follows:

• apexlab (Nowak and Dunker, 2009): Shanghai Jiaotong University, Shanghai,
China;

• AVEIR (Glotin et al, 2009): joint consortium of the four groups: Telecom Paris-
Tech, LSIS, MRIM–LIG and UPMC;

• budapest / sztaki (Deselaers et al, 2008; Daróczy et al, 2008, 2009): Data Min-
ing and Web search Research Group, Informatics Laboratory, Computer and Au-
tomation Research Institute, Hungarian Academy of Sciences, Hungary;

• CEA LIST (Deselaers and Hanbury, 2008; Nowak and Dunker, 2009): Lab of
Applied Research on Software–Intensive Technologies of the CEA, France;

• CINDI (Clough et al, 2007): Concordia University in Montreal, Canada;



11 Object and Concept Recognition for Image Retrieval 205

• DEU (Clough et al, 2007): Department of Computer Engineering of the Dokuz
Eylul University in Tinaztepe, Turkey;

• FIRST (Binder and Kawanabe, 2009): Fraunhofer FIRST, Berlin, Germany;
• HJFA (Jiang et al, 2008): Microsoft Key Laboratory of Multimedia Computing

and Communication of the University of Science and Technology, China;
• HUTCIS (Deselaers et al, 2008): Adaptive Informatics Research Centre / Labo-

ratory of Computer and Information Science, Helsinki University of Technology,
Finland;

• I2R (Deselaers and Hanbury, 2008; Ngiam and Goh, 2009): IPAL French–
Singaporean Joint Lab of the Institute for Infocomm Research, Singapore;

• IAM (Hare and Lewis, 2009): Intelligence, Agents, Multimedia Group of the
University of Southampton, UK;

• INAOE TIA (Deselaers et al, 2008; Deselaers and Hanbury, 2008; Escalante
et al, 2009): TIA Research Group, Computer Science Department, National In-
stitute of Astrophysics, Optics and Electronics, Tonantzintla, Mexico;

• ISIS (van de Sande et al, 2009): Intelligent Systems Lab of the University of
Amsterdam, The Netherlands;

• Kameyama (Sarin and Kameyama, 2009): Graduate School of Global Informa-
tion and Telecommunication Studies, Waseda University, Japan;

• LEAR (Douze et al, 2009): LEAR team of INRIA, Montbonnot, France;
• LSIS (Zhao and Glotin, 2008; Dumont et al, 2009): Laboratory of Information

Science and Systems, France;
• Makere (Deselaers and Hanbury, 2008): Faculty of Computing and Information

Technology, Makerere University, Uganda;
• MedGIFT (Clough et al, 2007): University and Hospitals of Geneva, Switzer-

land;
• MMIS (Llorente et al, 2008, 2009): Knowledge Media Institute, Open Univer-

sity, Milton Keynes, UK;
• MRIM-LIG (Pham et al, 2009): Multimedia Information Modelling and Re-

trieval group at the Laboratoire Informatique de Grenoble, Grenoble University,
France;

• MSRA (Deselaers et al, 2008): Microsoft Research Asia;
• NTU (Deselaers et al, 2008): School of Computer Engineering, Nanyang Tech-

nological University, Singapore;
• PRIP (Deselaers et al, 2008): Institute of Computer–Aided Automation, Vienna

University of Technology, Vienna, Austria; Intelligent Systems Lab Amsterdam,
University of Amsterdam, The Netherlands;

• RWTH (Clough et al, 2007; Deselaers et al, 2008; Deselaers and Hanbury,
2008): Human Language Technology and Pattern Recognition Group from the
RWTH Aachen University, Germany;

• Telecom ParisTech (Ferecatu and Sahbi, 2009): Institut TELECOM, TELE-
COM ParisTech, Paris, France;

• UAIC (Iftene et al, 2009): Faculty of Computer Science of Alexandru Ioan Cuza
University, Romania;
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Table 11.2: Participation in the object retrieval task over the years. The rows denote
in which year the single groups participated and the number illustrates the number
of run configurations that were submitted. Please note that in 2009 the maximum
number of runs was restricted to five.
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2007 1 2 13 4 3 1 2
2008 1 13 7 3 1 8 7 4 1 6 2
2009 5 5 4 2 5 5 5 1 3 4 4 3 5 5 5 4 2 1 5

• UPMC (Tollari et al, 2008; Fakeri-Tabrizi et al, 2009): University Pierre et Marie
Curie in Paris, France;

• Wroclaw Uni (Nowak and Dunker, 2009): Wroclaw University of Technology,
Poland;

• XRCE (Ah-Pine et al, 2008, 2009): Textual and Visual Pattern Analysis group
from the Xerox Research Center Europe, France;

In the following, we outline commonly used techniques to solve the object re-
trieval and detection tasks. To this end, all 162 submissions from 29 research groups
and 17 countries are analyzed. The submitted approaches are categorized regarding
descriptors, codebook generation, classification methods, and post–processing.

11.3.1 Descriptors

A large variety of visual descriptors was used throughout the four cycles of this
ImageCLEF task. Most groups apply combinations of descriptors. One broad dis-
tinction is whether a descriptor describes an image as a whole (global features) or
only a region of the image (local features). Among the local features, different sizes
of the described regions are considered: some descriptors only consider small square
image regions while others consider large portions of the image. Furthermore, the
positions from which local features are extracted vary widely. Local descriptors
can, for example, be extracted from sparse interest points or from a dense grid. Fre-
quently, a set of local features is further represented as a histogram over a visual
codebook (e.g. ISIS, RWTH, IAM, LSIS, see Section 11.3.2).



11 Object and Concept Recognition for Image Retrieval 207

Some groups also extract local features from image regions that were obtained by
an unsupervised image segmentation engine. Here, often the entire image is covered
with regions in a jigsaw–like way [budapest, INAOE TIA].

Among the global features many groups used color histograms [DEU, CINDI,
HUTCIS, Makere, CEA–LIST, etc.] amongst other features or texture features such
as edge histograms, Tamura histograms [MMIS] or Gabor features [LSIS, NTU].
Also the Gabor–based GIST features [kameyamalab, INRIA-LEAR, apexlab] and
profile entropy features [LSIS] were applied.

Bag–of–words representations of SIFT, color–SIFT or image patches were com-
mon among the local features [ISIS, FIRST, MSRA, PRIP, IAM, HUTCIS, HJ-FA].
These features were often extracted from Harris-Laplace interest points or using
a dense grid. Region-based local features also allow for using shape [Makere, bu-
dapest, INAOE TIA] and spatial layout [CEA-LIST].

Several approaches extract global and local features and analyze the combination
of both feature types [LEAR, INAOE TIA, I2R, budapest, CEA LIST, kameyama,
AVEIR, MRIM, HUTCIS].

Some groups tried to make use of additional information such as EXIF tags
[UAIC] and concept names [Telecom Paristech, AVEIR]. Others obtained higher
level features, e.g. with the application of a face detector [UAIC].

11.3.2 Feature Post–processing and Codebook Generation

While global image descriptors directly describe an entire image, local features are
often summarized in a bag–of–visual–words descriptor. Many variations of bag–of–
visual–words approaches were proposed. The most common approach is to cluster
a set of representative local descriptors using k-means into 500–2,000 cluster pro-
totypes. Then each image is represented by a histogram counting how many of its
local descriptors belong into which of the clusters.

Such approaches were adopted by many groups over the four years. MSRA and
RWTH followed this approach, while ISIS additionally investigated different set-
tings for codebook generation. IAM uses a hierarchical k–means for clustering.
LSIS’s approach applies a Euclidean distance on multigrid features for visual word
assignment after the k-means clustering and budapest replaces the k-means cluster-
ing step with a Gaussian Mixture Model.

11.3.3 Classifier

Given the image descriptors, a classifier is applied to predict the class(es) of the test
images. The parameters of the classifier are trained on the training data and tuned
using the validation data.
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Classifiers are often grouped into generative, discriminative, or model–free ap-
proaches. Generative probabilistic models estimate the distribution of observations
for each class and use this to predict which class is most likely for a certain obser-
vation. Discriminative approaches directly model the posterior probability for the
classes. Another option is to combine or blend both approaches.

In the ImageCLEF object retrieval tasks, a large variety of discriminative and
generative classifiers have been used. By far the most prominent approach was
the classification with Support Vector Machines (SVMs) with different kernels,
multiple-kernels, and multi-class extensions [CINDI, HUTCIS, MSRA, CEA-LIST,
LSIS, I2R, INRIA-LEAR, ISIS, MRIM-LIG, UPMC and FIRST]. Other discrimi-
native approaches include log–linear models [RWTH] and logistic regression [bu-
dapest, XRCE], fuzzy decision forest [UPMC] or random forests [INAOE TIA].

The most popular model–free approach was the nearest neighbor classifier. It
has often been used as baseline for more sophisticated approaches using different
distance functions [CINDI, DEU, INAOE TIA, CEA-LIST, HJ-FA, Makere, PRIP
and Kameyama Lab] or weighted neighbors [INRIA-LEAR].

Furthermore, a variety of language models have been applied. MSRA uses a
visual topic model and a trigram language model and IAM investigated a cross–
language latent indexing method with a cosine distance decision function. Non–
parametric density estimation functions [MMIS], Markov Random Fields [INAOE
TIA] and Self Organizing Maps [HUTCIS] are further adopted methods.

Some groups used a number of classifiers and applied a fusion step of the results
after classification, e.g. [HUTCIS, AVEIR].

11.3.4 Post–Processing

After the classification step, some groups further refined the results. This step was
mainly applied in 2008 and 2009, as in these years a taxonomy and an ontology were
offered as additional knowledge bases. Some participants incorporated this know-
ledge to improve their classifiers, partly also directly in the classification step. A
popular approach was the co–occurrence and correlation analysis of concept context
in the training data [MMIS, INAOE TIA, UPMC, budapest]. One group applied
semantic similarities that were determined by word correlations in Google, WordNet
and Wikipedia [MMIS]. Furthermore, thresholds were adapted in case of mutually
exclusive concepts [I2R, XRCE].

11.4 Results

In this section, the results of the individual years are summarized. The task and
the databases changed over the years, as outlined in Section 11.2. Therefore, the
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Table 11.3: Results from the object annotation task in 2006 sorted by error rate.

Rank Group ID Descriptor Classifier Error Rate [%]
1 RWTH dense BoW log-linear 77.3
2 RWTH sparse BoW log-linear 80.2
3 cindi global edge, color SVM 83.2
4 cindi global edge, color SVM 85.0
5 cindi global edge, color SVM 85.2
6 cindi global edge, color KNN 87.1
7 DEU global edge generative Gauss 88.2
- medGIFT collection frequencies GIFT-NN 90.5
- medGIFT collection frequencies GIFT-NN 91.7
8 DEU global colorlayout generative Gauss 93.2

results of the different years cannot be compared directly to each other. However,
we compare results across different years where possible.

11.4.1 2006: Object Annotation Task

Table 11.3 shows the results for three participating groups of the object annotation
task in 2006. The results of MedGIFT are not ranked, because they submitted their
runs after the deadline. The runs were evaluated using the error rate. Error rates are
very high and range from 77.3% to 93.2%. Further analysis revealed that many of
the test images could not be classified correctly by any method. Summarizing, the
discriminative classification methods outperformed the others by a small amount.

11.4.2 2007: Object Retrieval Task

The submissions of the Object Retrieval Task in 2007 were evaluated according to
average precision (AP) per class and ranked by the MAP over all classes. Table 11.4
presents the results. HUTCIS obtained the best result with a MAP of 2.9%. Consid-
ering the class–wise results, the best overall results were obtained for the car class
with an AP of 11.1%. Also, the classes person and bicycle could be detected
well with an AP of 8.6% and 4.1%, respectively. The worst results were achieved
for the classes dog and sheep, which could be detected with an AP of just 0.1%.
Except the classes sheep and cat, all best results per class were obtained by one
of the SVM configurations of HUTCIS.

The low performance of all methods shows that the task is very difficult and that
the varying number of relevant images per topic further complicates it.
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Table 11.4: Results from the ImageCLEF 2007 object retrieval task with complete
relevance information obtained by manual categorization for the whole database. All
values have been multiplied by 100 to make the table more readable. The results for
each class are presented in the corresponding columns. The MAP over all classes
is in the last column. The highest AP per class is shown in bold. Please note that
the results of the budapest group are not fully comparable as they assigned just a
single class per photo instead of multiple classes and used a different, more strongly
labelled training set.

Group ID Descriptor Classifier Bicycle Bus Car Mbike Cat Cow Dog Horse Sheep Person MAP
HUTCIS BoW (global

and local)
SVM 4.1 1.2 10.6 0.4 0.0 0.6 0.1 3.8 0.0 8.3 2.9

HUTCIS SIFT, color SVM 2.6 1.0 11.1 1.0 0.0 1.0 0.1 3.2 0.0 8.1 2.8
HUTCIS SIFT SVM 2.4 1.1 10.3 1.8 0.0 1.1 0.1 3.0 0.0 8.1 2.8
HUTCIS BoW (global

and local)
SVM 3.0 1.1 4.2 0.6 0.0 0.7 0.1 2.5 0.0 8.6 2.1

HUTCIS BoW (global
and local)

SVM 1.6 0.9 0.5 0.3 0.0 0.6 0.1 1.5 0.0 8.3 1.4

HUTCIS SIFT, color SVM 1.4 1.0 0.7 0.3 0.0 0.5 0.1 1.1 0.0 8.4 1.4
HUTCIS SIFT, color SVM 2.0 0.8 0.4 0.3 0.0 0.8 0.1 1.1 0.0 8.2 1.3
HUTCIS BoW (global

and local)
SOM 0.9 0.7 4.5 0.6 0.0 0.3 0.1 0.7 0.0 5.6 1.3

MSRA SIFT pLSA + SVM 0.9 0.5 3.6 0.6 0.7 0.1 0.1 0.4 0.0 6.0 1.3
HUTCIS SIFT, color SVM 1.3 0.8 0.5 0.2 0.0 0.5 0.1 0.8 0.0 8.4 1.3
HUTCIS BoW (global

and local)
SOM 0.8 0.6 4.2 0.5 0.0 0.3 0.1 0.4 0.0 5.4 1.2

HUTCIS SIFT SVM 1.1 0.7 0.4 1.4 0.0 0.3 0.0 1.0 0.0 7.2 1.2
HUTCIS SIFT SVM 1.1 0.8 0.3 0.3 0.0 0.4 0.1 0.9 0.0 6.9 1.1
HUTCIS SIFT SVM 0.3 0.9 0.3 0.3 0.0 0.3 0.0 1.1 0.0 6.6 1.0
RWTH dense BoW log-linear 0.4 0.2 1.4 0.2 0.0 0.1 0.0 0.2 0.0 5.5 0.8
budapest BoW segment NN 0.1 0.1 0.8 0.0 0.0 0.2 0.0 0.2 0.0 4.1 0.5
NTU global color,

texture, shape
SVM 1.2 0.7 2.4 0.0 0.0 0.0 0.1 0.1 0.0 0.8 0.5

budapest BoW segment NN 0.4 0.0 0.4 0.1 0.0 0.0 0.1 0.1 0.0 3.9 0.5
MSRA patch-based

texture
tri-gram lan-
guage model

0.4 0.3 0.7 0.1 0.1 0.0 0.0 0.3 0.0 2.5 0.4

MSRA patch-based
texture

tri-gram lan-
guage model

0.3 0.2 0.5 0.0 0.0 0.1 0.0 0.2 0.1 2.5 0.4

INAOE-TIA BoW naı̈ve Bayes +
AdaBoost

0.1 0.0 0.1 0.0 0.0 0.2 0.0 0.2 0.0 3.2 0.4

INAOE-TIA BoW KNN + MRF 0.5 0.1 0.6 0.0 0.0 0.2 0.0 0.0 0.0 2.2 0.4
INAOE-TIA BoW KNN + MRF 0.5 0.1 0.6 0.0 0.0 0.2 0.0 0.0 0.0 2.2 0.4
PRIP SIFT EMD + NN 0.1 0.0 0.3 0.1 1.4 0.1 0.0 0.0 0.0 1.5 0.4
INAOE-TIA BoW KNN 0.3 0.0 0.5 0.1 0.0 0.0 0.0 0.0 0.0 2.2 0.3
PRIP SIFT EMD + NN 0.1 0.0 0.1 0.5 0.1 0.0 0.1 0.1 0.0 0.8 0.2

11.4.3 2008: Visual Concept Detection Task

The results of the 2008 Visual Concept Detection Task are presented in Table 11.5
and Table 11.6. Runs were ranked according to their EER and AUC scores. Ta-
ble 11.5 shows the performance for the best run of each group in terms of EER
and AUC and the descriptors and classifiers applied. The best scores of each group
range from 16.7% EER to 49.3% EER. In terms of AUC, the best run achieved
90.7% AUC, while the values fall to 20% AUC.



11 Object and Concept Recognition for Image Retrieval 211

Table 11.5: Summary of the results of the visual concept detection task in Image-
CLEF 2008. The table shows the results for the best run per group.

GroupID Descriptor Classifier rank EER AUC
XRCE local color and texture Fisher-Kernel SVM + lo-

gistic regression
1 16.7 90.7

RWTH BoW log linear model 3 20.5 86.2
UPMC local color fuzzy decision forests 4 24.6 82.7
LSIS profile entropy features + others SVM 5 25.9 80.5
MMIS color, Tamura texture non-parametric density

estimation
13 28.4 77.9

CEA-LIST color, spatial layout NN, SVM 17 29.0 73.4
IPAL-I2R variety of descriptors — 19 29.7 76.4
budapest global and local logistic regression 20 31.1 74.9
TIA global and local SVM, random forest 24 32.1 55.6
HJ-FA color, SIFT KNN 47 45.1 20.0
Makere luminance, color, texture, shape NN 51 49.3 30.8

Table 11.6 presents the results per concept. For each concept, the best and the
worst EER and AUC are shown, along with the average EER and AUC over all runs
submitted. The best results were obtained for all concepts by the XRCE group, with
budapest doing equally well on the night concept. The best AUC per concept is at
least 80% for the concept road/pathway and rises up to 97.4% for the concepts
indoor and night. The rather poor results for the concept road/pathway
can be explained by the high variability in the appearance of this concept. The
concept with the highest average score, in other words, the concept that was de-
tected best in most runs is sky. Again, the concept with the worst average score is
road/pathway.

Summarizing, discriminative approaches with local features achieved the best
results. Further, the results demonstrate that the concept detection task could be
solved reasonably well.

11.4.4 2009: Visual Concept Detection Task

The evaluation of the concept detection task in 2009 focused on two evaluation
paradigms, the evaluation per concept and the evaluation per photo. The evaluation
per concept was conducted with the EER and AUC as in the previous year. For
the evaluation per photo, a new evaluation measure, the Ontology Score (OS), was
introduced (Nowak et al, 2010).

The results are given in Table 11.7. The group with the best concept–based re-
sults, ISIS, achieves an EER of 23% and an AUC of 84% on average for their best
run. The next three groups in the ranking closely follow these results with an EER
of about 25% and an AUC of 82% and 81%. The performance of the groups at the
end of the list goes up to 53% EER and falls to 7% AUC.
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The evaluation per photo reveals scores in the range of 39% to 81% for the best
run per group. The best results in terms of OS were achieved by the XRCE group
with 81% annotation score over all photos. It can be seen from the table that the
ranking of the groups is different than for the EER/AUC measures.

In Table 11.8, the results for each concept are illustrated in terms of EER and
AUC over all runs submitted. All concepts could be detected at least with 44%
EER and 58% AUC, but on average with an EER of 23% and an AUC of 84%.
The majority of the concepts were classified best by the ISIS group. It is obvious
that the aesthetic concepts (Aesthetic_Impression, Overall_Quality
and Fancy) are classified worst (EER greater than 38% and AUC less than 66%.).
This is not surprising due to the subjective nature of these concepts which also made
the ground truthing difficult. The best classified concepts are Clouds (AUC: 96%),
Sunset-Sunrise (AUC: 95%), Sky (AUC: 95%) and Landscape-Nature
(AUC: 94%).

Summarizing, the groups that used local features such as SIFT achieved better
results than the groups relying solely on global features. Most groups that investi-
gated the concept hierarchy and analyzed, for example, the correlations between the
concepts, could achieve better results in the OS compared to the EER. Again, the
discriminative methods outperformed the generative and model–free ones.

Table 11.6: Overview of the results per concept of the visual concept detection task
2008.

best average worst
# concept EER AUC group EER AUC EER AUC

00 indoor 8.9 97.4 XRCE 28.0 67.6 46.8 2.0
01 outdoor 9.2 96.6 XRCE 30.6 70.5 54.6 13.3
02 person 17.8 89.7 XRCE 35.9 62.2 53.0 0.4
03 day 21.0 85.7 XRCE 35.4 64.9 52.5 9.7
04 night 8.7 97.4 XRCE/budapest 27.6 72.5 73.3 0.0
05 water 23.8 84.6 XRCE 38.1 57.8 53.0 3.2
06 road/pathway 28.8 80.0 XRCE 42.6 50.7 56.8 0.0
07 vegetation 17.6 89.9 XRCE 33.9 67.4 49.7 30.7
08 tree 18.9 88.3 XRCE 36.1 62.8 59.5 1.0
09 mountains 15.3 93.8 XRCE 33.1 61.2 55.8 0.0
10 beach 21.7 86.8 XRCE 35.8 57.6 51.4 0.0
11 buildings 17.0 89.7 XRCE 37.4 60.8 64.0 0.5
12 sky 10.4 95.7 XRCE 24.0 78.6 50.8 37.3
13 sunny 9.2 96.4 XRCE 30.2 66.5 55.4 0.0
14 partly cloudy 15.4 92.1 XRCE 37.5 58.9 55.5 0.0
15 overcast 14.1 93.7 XRCE 32.1 67.6 61.5 0.0
16 animal 20.7 85.7 XRCE 38.2 54.2 58.4 0.0
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Table 11.7: Summary of the results for the concept detection task in 2009. The table
shows the EER and AUC performance for the best run per group ranked by EER for
the concept–based evaluation and the performance with the OS measure for the best
run per group for the photo–based evaluation. Note, that the best run for the EER
measure is not necessarily the same run as for the OS measure.

Group ID Descriptor Classifier Rank EER AUC Rank OS
ISIS color SIFT SVM 1 0.23 0.84 14 0.77
LEAR BoW (global and local) SVM / NN 5 0.25 0.82 12 0.77
I2R global and local SVM 7 0.25 0.81 2 0.81
FIRST SIFT, color multiple kernel SVM 8 0.25 0.82 4 0.80
XRCE BoW sparse logistic regression 14 0.27 0.80 1 0.81
budapest various global and local

features
logistic regression 17 0.29 0.77 35 0.68

MMIS color, Tamura, Gabor non-parametric density
estimation

21 0.31 0.74 42 0.58

IAM SIFT cosine distance of visual
terms

23 0.33 0.72 61 0.41

LSIS various features SVM(LDA) / Visual Dic-
tionary

24 0.33 0.72 49 0.51

UPMC HSV histogram SVM 33 0.37 0.67 58 0.44
MRIM RGB histogram, SIFT,

Gabor
SVM 34 0.38 0.64 28 0.72

AVEIR various global and local
features, text

SVM / Visual Dictionary
/ canonical correlation

41 0.44 0.55 50 0.50

Wroclaw Uni various features Multivariate Gaussian
Model + NN

43 0.45 0.22 11 0.78

Kameyama global and local KNN 47 0.45 0.16 7 0.80
UAIC face detection, exif NN + default values 54 0.48 0.11 32 0.69
apexlab various features KNN 56 0.48 0.07 17 0.76
INAOE TIA various global features KNN 57 0.49 0.10 20 0.74
Random - - - 0.50 0.50 - 0.38
CEA LIST global and local Multiclass boosting 68 0.50 0.47 29 0.71
TELECOM global, text features Canonical Correlation

Analysis + thresholds
72 0.53 0.46 65 0.39

11.4.5 Evolution of Concept Detection Performance

Comparisons of performance across years can best be made from 2008 to 2009. Al-
though the database changed between these evaluation cycles, the methodology of
the tasks was similar. Comparing the results from 2008 to 2009, the average AUC
over all concepts for the best run drops from 90% to 84%, while increasing the num-
ber of concepts with a factor of about three. The most comparable concepts indoor
and outdoor dropped by 13% and 7%, respectively, which can be explained with
the third concept NoVisualPlace in the group in 2009. Other concepts could be
annotated with a similar quality, e.g. mountains and sky -1%, day and trees
+/-0%. The concept person was substituted by four concepts single person,
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Table 11.8: Overview of the best results per concept over all submitted runs in 2009
in terms of the EER and AUC and the name of the group which achieved these
results.

No. Concept AUC EER Group ID No. Concept AUC EER Group ID
0 Partylife 0.83 0.24 ISIS 27 Day 0.85 0.24 ISIS
1 Family Friends 0.83 0.24 ISIS 28 Night 0.91 0.17 LEAR
2 Beach Holidays 0.91 0.16 ISIS 29 No Visual Time 0.84 0.25 ISIS
3 Building Sights 0.88 0.20 ISIS 30 Sunny 0.77 0.30 LEAR - ISIS
4 Snow 0.87 0.21 LEAR 31 Sunset Sunrise 0.95 0.11 ISIS
5 Citylife 0.83 0.25 ISIS 32 Canvas 0.82 0.25 XRCE
6 Landscape Nature 0.94 0.13 ISIS 33 Still Life 0.82 0.25 ISIS
7 Sports 0.72 0.34 FIRST 34 Macro 0.81 0.26 ISIS
8 Desert 0.89 0.18 ISIS 35 Portrait 0.87 0.21 XRCE - ISIS
9 Spring 0.83 0.25 FIRST 36 Overexposed 0.80 0.25 UPMC
10 Summer 0.81 0.26 ISIS 37 Underexposed 0.88 0.18 CVIUI2R
11 Autumn 0.87 0.21 ISIS 38 Neutral Illumination 0.80 0.26 LEAR
12 Winter 0.85 0.23 ISIS 39 Motion Blur 0.75 0.32 ISIS
13 No Visual Season 0.81 0.26 ISIS 40 Out of focus 0.81 0.25 LEAR
14 Indoor 0.84 0.25 ISIS 41 Partly Blurred 0.86 0.22 LEAR
15 Outdoor 0.90 0.19 ISIS 42 No Blur 0.85 0.23 LEAR
16 No Visual Place 0.79 0.29 ISIS 43 Single Person 0.79 0.28 ISIS - LEAR
17 Plants 0.88 0.21 ISIS 44 Small Group 0.80 0.28 ISIS
18 Flowers 0.87 0.20 ISIS - FIRST 45 Big Group 0.88 0.21 ISIS
19 Trees 0.90 0.18 ISIS 46 No Persons 0.86 0.22 ISIS
20 Sky 0.95 0.12 ISIS 47 Animals 0.83 0.25 ISIS
21 Clouds 0.96 0.10 ISIS 48 Food 0.90 0.19 ISIS
22 Water 0.90 0.18 ISIS 49 Vehicle 0.83 0.24 ISIS
23 Lake 0.91 0.16 ISIS 50 Aesthetic Impression 0.66 0.38 ISIS
24 River 0.90 0.17 ISIS 51 Overall Quality 0.66 0.38 ISIS
25 Sea 0.94 0.13 ISIS 52 Fancy 0.58 0.44 ISIS
26 Mountains 0.93 0.14 ISIS

small group, big group and no person and dropped on average by 7%.
Concepts that achieved better scores in 2009 are beach +4%, clouds +4% and
water +5%. In case of clouds, the 2009 task was easier, because the concepts
overcast and partly cloudy were combined in one concept.

11.4.6 Discussion

In 2006, the bag–of–visual–words approach by RWTH with a log–linear classifier
performed best. In 2007, HUTCIS obtained the best result by combining various
descriptors (color, edge, SIFT, combinations) and SVM classifiers. In 2008, XRCE
achieved the best result using local color and texture features and a combination
of Fisher–kernel SVMs and logistic models. In 2009, ISIS obtained the best result
using a large variety of local descriptors extracted from different interest points and
grids represented in a bag–of–words–descriptor and χ2-SVM classifiers. For the
photo-based evaluation, the XRCE group achieved the best results in 2009 with a
system similar to their 2008 approach.
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Over all years, the best results were obtained using discriminative classifiers.
The classifier itself varied throughout the years and also the features differed. The
knowledge provided in form of a taxonomy and an ontology in 2008 and 2009, re-
spectively, was not further considered by most groups. Only in the post–processing
step of the XRCE run in 2009, was the probability of the presence of a particular
concept adapted by analyzing its likely relationships.

11.5 Combinations with the Photo Retrieval Task

In 2008, two automatic runs provided by participants of the visual concept detec-
tion task were made available to the participants of the photo retrieval task. These
contained annotations for the database of 20,000 photos used in the photo retrieval
task with the VCDT concepts. Two groups that participated in the photo retrieval
task of ImageCLEF made use of these annotations. UPMC applied VCDT annota-
tions provided by their own algorithm. They used the detected visual concepts to
re-rank the first 50 results returned by text retrieval approaches. The concepts to use
for the re–ranking were chosen by two approaches: (i) the concept word appears in
the query text and (ii) the concept word appears in the list of synonyms (obtained
by WordNet) of the words in the query text. The first approach improved the results
of all the queries for which it was applicable, while the second resulted in worse
results for some topics. Both approaches achieved a better overall performance than
using text alone: the F–measure for the best text only run (using TF–IDF) is 0.273,
while the F–measure for the run re–ranked using the first approach is 0.289.

The NII group (Inoue and Grover, 2008) made use of both provided VCDT con-
cept annotation sets. They also used the concepts to re–rank results returned by a
text retrieval approach. The best results were obtained by a re–ranking based on a
hierarchical clustering which uses distances between vectors to encode the VCDT
concepts. This re–ranking decreased the P20 metric while increasing the CR20 met-
ric, resulting in an increase of the F–measure from 0.224 for text only to 0.230 after
the re–ranking.

INAOE TIA used one of the provided VCDT concept annotation sets as one
part of a group of visual retrieval algorithms whose results were integrated in a late
fusion process. It is therefore not possible to determine the effect of only the VCDT
concepts on the results.

11.6 Conclusion

This chapter presents an overview of the object and concept recognition tasks of
ImageCLEF in the four years from 2006 to 2009. The tasks varied strongly over
the years reflecting the objective to start with a flat classification task and going
towards a full image annotation that can be used for content–based access to photo
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repositories. Over the years, 29 groups participated in total and submitted over 163
runs, processing a total of 35,100 test images.

For the future, we will continue to pose challenging tasks for object and concept
annotation. In 2010, the task will consider Flickr User Tags, so that the participants
can decide whether they solve the concept detection task purely visually, purely
based on social data or if they prefer to follow multi–modal approaches. The aim
is to analyze if the multi–modal annotation approaches can outperform text only or
visual only approaches and which approach is best suited to which type of concepts.
Furthermore, the systems are trained and evaluated on 93 concepts, containing also
more subjective annotations such as boring or cute and event concepts such as
birthday or work.
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Chapter 12
The Medical Image Classification Task

Tatiana Tommasi and Thomas Deselaers

Abstract We describe the medical image classification task in ImageCLEF 2005–
2009. It evolved from a classification task with 57 classes on a total of 10,000 images
into a hierarchical classification task with a very large number of potential classes.
Here, we describe how the database and the objectives changed over the years and
how state–of–the–art approaches from machine learning and computer vision were
shown to outperform the nearest neighbor-based classification schemes working on
full–image descriptors that were very successful in 2005. In particular the use of
discriminative classification methods such as support vector machines and the use
of local image descriptors were empirically shown to be important building blocks
for medical image classification.

12.1 Introduction

Thanks to the rapid development of modern medical devices and the use of digital
systems, more and more medical images are being generated. This has lead to an
increase in the demand for automatic methods to index, compare, analyze and anno-
tate them. In large hospitals, several terabytes of new data need to be managed every
year. Typically, the databases are accessible only by alphanumeric description and
textual meta information through the standard Picture Archiving and Communica-
tion System (PACS). This also holds for digital systems compliant with the Digi-
tal Imaging and Communications in Medicine (DICOM) protocol (Lehmann et al,
2005). The DICOM header contains tags to decode the body part examined, the pa-
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tient position and the acquisition modality. Some of these are automatically set by
the digital system according to the imaging protocol used to capture the pixel data.
Others are introduced manually by the physicians or radiologists during the routine
documentation. This procedure cannot always be considered as reliable, since fre-
quently some entries are either missing, false, or do not describe the anatomic region
precisely (Güld et al, 2002). This issue, along with the fact that images may contain
semantic information not conveyable by a textual description, has led to growing
interest in image data mining and Content–Based Image Retrieval (CBIR). Using
information directly extracted from images to categorize them may improve the
quality of image annotation in particular, and more generally the quality of patient
care.

Until 2005, automatic categorization of medical images was often restricted to
a small number of classes. For instance, several algorithms have been proposed
for orientation detection of chest radiographs, where lateral and frontal orientation
are differentiated by means of digital image processing (Pietka and Huang, 1992;
Boone et al, 1992). For this two class experiment, the error rates are below 1%
(Lehmann et al, 2003a). Pinhas and Greenspan (2003) report error rates below 1%
for automatic categorization of 851 medical images into eight classes. In Keysers
et al (2003) six classes are defined according to the body part examined. For their
test set of 1,617 images an error rate of 8% is reported. However, such low numbers
of classes are not suitable for applications in evidence–based medicine or case–
based reasoning. Here the image category must be determined in much more detail.

The ImageCLEF medical image annotation challenge was born in this scenario,
proposing a task reflecting real–life constraints of content–based image classifica-
tion in medical applications. The organizers released a large and heterogeneous x–
ray image corpus and invited all the participants to compare their algorithms on it,
encouraging advances in the field.

12.2 History of ImageCLEF Medical Annotation

The medical image annotation task was added to the ImageCLEF campaign in 2005
alongside the existing medical retrieval task, and further evolved in its five editions
until 2009. A description of the aims and expectations for this task, together with
the database used and the error evaluation scheme adopted, is given in the following
sections.

12.2.1 The Aim of the Challenge

The aim of automatic image annotation is to describe the image content based on
its features, both formally and in a generalized way using methods from pattern
recognition and structural analysis. This description can then be used in order to
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compare a new image to a known data set containing a group of pre–defined classes
and thus to assign the correct label to the image.

In the medical area, automatic image classification can help in inserting conven-
tional radiographs into an existing electronic archive without interaction and there-
fore costly editing of diagnostic findings. Other applications include searching for
images in an image database or limiting the number of query results, e.g. after a tex-
tual image search. It may even be useful for multi–lingual annotation and DICOM
header corrections, or as one component of a diagnosis support system. Without any
specific application in mind, the aim of the medical annotation task in ImageCLEF
was to evaluate state–of–the–art techniques for automatic annotation of medical im-
ages based on their visual properties and to promote these techniques. To provide a
fair benchmark, a database of fully classified radiographs was made available to the
task participants and could be used to train the classification systems. The challenge
consisted of annotating a set of unlabelled images released at a later stage to prevent
training on the testing data.

Starting from 2005, the annotation challenge has evolved from a simple classi-
fication task with 57 classes to a task with almost 200 classes passing through an
intermediate step of about 120 classes. From the very start however, it was clear
that the number of classes could not be scaled indefinitely. The number of potential
categories that could be recognized in medical applications is far too high to assem-
ble sufficient training data for creating suitable classifiers (Deselaers and Deserno,
2009). One solution to address this issue is a hierarchical class structure because
it supports the creation of a set of classifiers for subproblems. Therefore, from the
very beginning image annotation was based on the hierarchical Image Retrieval in
Medical Applications (IRMA) code (see Section 12.2.2).

In 2005 and 2006 the classes were defined by grouping similar codes into single
classes and the task was to predict the group to which a test image belongs. In 2007
the objective of the task was refined to predict the complete IRMA code. The hier-
archical structure was then used to describe the image content, with the evaluation
scheme allowing a finer granularity of classification accuracy. In 2008, high class
imbalance was added to promote the function of prior knowledge encoded into the
hierarchy. The images in the test set were mainly from classes which had only a few
examples in the training data, making annotation significantly harder.

In 2009, for the fifth medical image annotation challenge edition, the task was
organized as a survey of the previous year’s experience. The idea was to compare
the scalability of different image classification techniques with growing numbers of
classes, hierarchical class structures and sparsly populated classes.

12.2.2 The Database

The database for the medical image annotation task was provided by the IRMA
group from the RWTH University Hospital of Aachen, Germany. It consists of med-
ical radiographs collected randomly from daily routine work at the Department of
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Fig. 12.1: Images from the IRMA database used for the ImageCLEF challenge (De-
selaers et al, 2008). Note the high visual variability among the images. They all
belong to the same class annotated as: acquisition modality ‘overview image’; body
orientation ‘AP unspecified’; body part ‘foot’; biological system ‘musculosceletal’.

Fig. 12.2: Images from the IRMA database used for the ImageCLEF challenge (De-
selaers et al, 2008). Note the high visual similarity between the images. Each of
them belongs to a different class. They all have as acquisition modality ‘high beam
energy’, as body region ‘chest unspecified’, as biological system ‘unspecified’, but
they differ for the body orientation: (a) ‘PA unspecified’, (b) ‘PA expiration’ (c)
‘AP inspiration’, (d) ‘AP supine’.

Diagnostic Radiology. Most of the images are secondary digitalized images from
plain radiography, but the database also includes images from other modalities, such
as CT and ultrasound imaging. The data set contains a great variability: images of
different body parts of patients from different ages, different genders, varying view-
ing angles, and with or without pathologies. Moreover the quality of radiographs
varies considerably and there is a great within–category variability together with a
strong visual similarity between many images belonging to different classes (see
Figures 12.1 and 12.2). All images were provided as PNG files, scaled to fit into a
512 x 512 pixel bounding box (keeping aspect ratio) using 256 gray values.

In order to establish a ground truth, the images were manually classified by expert
physicians using the IRMA code (Lehmann et al, 2003b). This method overcomes
the problems of ambiguous and undetailed existing schemes considering ‘is a’ and
‘part of’ as the only possible relations between code and sub-code elements. Four
aspects of the image acquisition are considered resulting in four axes:

• the technical code (T) describes the image modality;
• the directional code (D) models body orientations;
• the anatomical code (A) refers to the body region examined;
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Table 12.1: Examples from the IRMA code, anatomy axis.

code textual description
000 not further specified
...
400 upper extremity (arm)
410 upper extremity (arm); hand
411 upper extremity (arm); hand; finger
412 upper extremity (arm); hand; middle hand
413 upper extremity (arm); hand; carpal bones
420 upper extremity (arm); radio carpal join
430 upper extremity (arm); forearm
431 upper extremity (arm); forearm; distal forearm
432 upper extremity (arm); forearm; proximal forearm
440 upper extremity (arm); elbow
...

• the biological code (B) describes the biological system examined.

Each of them is associated with a tag with three to four characters in {0, . . . , 9, a,
. . . , z}, where ‘0’ denotes ‘unspecified’ to determine the end of a path along an axis.
In this hierarchy, the more the code position differ from ‘0’, the more detailed is the
description. Thus the complete IRMA code is a string of 13 characters TTTT-DDD-
AAA-BBB, a structure which can be easily extended by introducing characters in a
certain code position if new image modalities are introduced. A small excerpt from
the anatomy axis of the IRMA code is given in Table 12.1. Exemplar images from
the database together with textual labels and their complete code are given in Figure
12.3.

In 2005, a database of 10,000 images was established. To ease the task partici-
pation, images were grouped according to their IRMA annotation at a coarse level
of detail forming 57 classes. 9,000 randomly chosen images were selected as train-
ing data and given to registered participants prior to the evaluation. A remaining set
of 1,000 images was published later as test data without category information. Per-
formance was computed on the 1,000 test images and systems compared according
to their ability to correctly annotate these images. In all the subsequent edition of
the ImageCLEF challenge, the database was built on top of the previous year. In
2006, the 2005 set of 10,000 images was used for training and a new group of 1,000
images was collected for testing. The number of classes was more than doubled:
based on the IRMA code 116 categories were defined. In 2007, the same procedure
was adopted: a new set of 1,000 test images was added and the 11,000 images from
2006 were used as training data. The number of classes remained fixed at 116 but
this time the task was not to predict the exact class, but to predict the code and a
hierarchy–aware evaluation criterion was defined. In 2008 the data released to par-
ticipants consisted of 12,076 training images (11,000 training images of 2007 +
1,000 testing images of 2007 + 76 new images) and a new test set of 1,000 samples
all annotated with a total of 196 unique codes.
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Fig. 12.3: Examples of images and corresponding labels of the IRMA database.

In all the databases used the classes were unevenly distributed reflecting the ra-
diological routine acquisition. However in the first three editions of the challenge,
each class contained at least ten images. In 2005, the largest class had 28.6% (2,860
images) share of the complete data set, the second one made up 9.6% (959 images)
of the collection and there were several classes that formed only between 0.1% and
0.2% (10 to 20 images) of the complete set (Deselaers et al, 2007). In 2006 the two
most populated classes had respectively 19.3% and 9.2% share of the data set, while
six classes had only 1% or less (Müller et al, 2006).

Imbalance was worsened in 2008: of the total of 196 codes present in the training
stage, only 187 appeared in the test set. The most frequent class in the training data
consisted of more than 2,300 images but the test data had only one example from
this class. The distribution of the test data was nearly uniform while for the training
data the distribution was peaked on some classes (Deselaers and Deserno, 2009).

Finally in 2009 a database of 12,677 fully classified radiographs was made avail-
able as a training set (Tommasi et al, 2009). Images were provided with labels ac-
cording to the classification schemes of the annotation tasks from 2005–2008:

• 57 classes as in 2005 (12,631 images) + a ‘clutter’ class C (46 images);
• 116 classes as in 2006 (12,334 images) + a ‘clutter’ class C (343 images);
• 116 IRMA codes as in 2007 (12,334 images) + a ‘clutter’ class C (343 images);
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• 193 IRMA codes as in 2008 (12,677 images).

The ‘clutter’ class for a specific setting contained all the images not identifiable in
that year but annotated with a higher level of code detail in the subsequent years.
The test data consisted of 1,733 images. Not all the training classes have examples
in this set:

2005 labels 55 classes (of 57) with 1,639 images + class C with 94 images;
2006 labels 109 classes (of 116) with 1,353 images + class C with 380 images;
2007 labels 109 IRMA codes (of 116) with 1,353 images + class C with 380

images;
2008 labels 169 IRMA codes (of 193) with 1,733 images.

Participating groups were asked to label images according to each of these schemes
in order to understand how the hierarchy changes the task and how sparsely popu-
lated classes impact performance.

In 2009, the smallest class in the training data contained six images for the 2005–
2007 set–ups, and only one image in the 2008 set–up. A total of 20% of the test im-
ages belong to sparsely populated training classes. Examples of the different labels
are given in Figure 12.4.

12.2.3 Error Evaluation

To evaluate the performance of the runs submitted by the participants to the medical
image annotation task, an error evaluation score was defined, which changed in
the different editions of the ImageCLEF campaign according to the given image
annotations.

In 2005 and 2006 the error was evaluated just on the capability of the algorithm
to make the correct decision. Runs were ranked according to their error rates. For
2007 and 2008, the error was evaluated considering the hierarchical IRMA code.

Let an image be coded by the technical, directional, anatomical and biological
independent axes. They can be analyzed separately, summing the error over the
individual axes:

• let lI
1 = l1, l2, . . . , li, . . . , lI be the correct code (for one axis) of an image;

• let l̂I
1 = l̂1, l̂2, . . . , l̂i, . . . , l̂I be the classified code (for one axis) of an image;

where li is specified precisely for every position, and in l̂i is allowed to say ‘don’t
know’, which is encoded by ‘*’. Note that I (the depth of the tree to which the
classification is specified) may be different for different images.

Given an incorrect classification at position l̂i all succeeding decisions are con-
sidered to be wrong and, given a not–specified position, all succeeding decisions
are considered to be not specified. Furthermore, no error is counted if the correct
code is unspecified and the predicted code is a wildcard. In that case, all remaining
positions are regarded as not specified.
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Fig. 12.4: Examples of all the label settings in the different editions of the medical
image annotation task in ImageCLEF.

Wrong decisions that are easy (fewer possible choices at that node) are penalized
over wrong decisions that are difficult (many possible choices at that node). A de-
cision at position li is correct by chance with a probability of 1

bi
if bi is the number

of possible labels for position i. This assumes equal priors for each class at each
position. Furthermore, wrong decisions at an early stage in the code (higher up in
the hierarchy) are penalized more than wrong decisions at a later stage in the code
(lower down on the hierarchy): i.e. li is more important than li+1. Putting together:

I

∑
i=1

1
bi

︸︷︷︸

(a)

1
i

︸︷︷︸

(b)

δ (li, l̂i)
︸ ︷︷ ︸

(c)

(12.1)

with

δ (li, l̂i) =

⎧

⎨

⎩

0 if l j = l̂ j ∀ j ≤ i
0.5 if l j = ∗ ∃ j ≤ i

1 if l j 
= l̂ j ∃ j ≤ i
(12.2)

where the parts of the equation:
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Table 12.2: Error score evaluation for 2007 and 2008 settings. We are considering
just the anatomical axis, the correct label is 463.

classified error count
463 0.000000
46* 0.025531
461 0.051061
4*1 0.069297
4** 0.069297
47* 0.138594
473 0.138594
477 0.138594
*** 0.125000
731 0.250000

(a) account for difficulty of the decision at position i (branching factor);
(b) account for the level in the hierarchy (position in the string);
(c) correct/not specified/wrong, respectively.

In addition, for every axis, the maximal possible error is calculated and the errors
are normalized such that a completely wrong decision (i.e. all positions for that axis
wrong) gets an error count of 0.25 and a completely correctly predicted axis has
an error of 0. Thus, an image where all positions in all axes are wrong has an error
count of 1, and an image where all positions in all axes are correct has an error count
of 0 (see Table 12.2).

In 2009, the class ‘clutter’ C was introduced. Even if in the test set there were
images belonging to this class, their annotation did not influence the error score for
the challenge. Moreover, in 2009 the possibility to use wildcards was given even in
the 2005 and 2006 settings.

12.3 Approaches to Medical Image Annotation

The ImageCLEF medical image annotation task attracted strong participation from
research groups around the world since its first edition. Some of the groups have a
background in data mining and retrieval systems while others specialize in object
recognition and detection. The sections that follow analyze the methods according
to their image representations, classification methods, the use of the hierarchy, and
treatment of the unbalanced class distribution.
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12.3.1 Image Representation

How to represent the image content is the first problem to face when defining
an automatic annotation system. There are different strategies to extract features
from images depending on which is considered the most relevant information to
capture. As the x–ray images do not contain any color information, edge, shape
and global texture features play an important role in this task and were used by
several groups (Bo et al, 2005; Deselaers et al, 2005; Liu et al, 2006; Müller et al,
2005). Various methods used the pixel values directly and accounted for possi-
ble deformation of the images (Image Distortion Model, IDM) (Güld et al, 2005;
Deselaers et al, 2005). Approaches coming from the object recognition field mostly
followed the currently widely adopted assumption that an object in images consists
of parts that can be modelled independently. Thus these methods considered local
features extracted around interest points and used a wide variety of bag-of-features
approaches (Marée et al, 2005; Liu et al, 2006; Tommasi et al, 2007; Avni et al,
2008). Generally the ordering of the visual words is not taken into account and
only the frequency of the individual visual word is used to form the feature vec-
tors. However, some groups added the spatial information to patches extracted from
images (Deselaers et al, 2006; Avni et al, 2008) after observing that radiographs of
a certain body part are typically taken in the same spatial arrangement. Another
widely adopted strategy consists of combining different local and global descriptors
into a unique feature representation (Bo et al, 2005; Liu et al, 2006; Tommasi et al,
2008a).

12.3.2 Classification Methods

Choosing the classification technique means selecting the rules that form the basis
of the annotation process. Many different classification strategies were applied and
while in the earlier years nearest neighbor-based approaches were most common and
most successful (e.g. (Deselaers et al, 2005; Güld et al, 2005)), in 2006 and later,
discriminative approaches such as log–linear models (Deselaers et al, 2006), and
decision trees (Setia et al, 2008), as well as Support Vector Machines (Setia et al,
2008; Tommasi et al, 2008a; Avni et al, 2008) became more and more common
and outperformed the nearest neighbor–based approaches. In many cases known
Content–Based Image Retrieval (CBIR) systems are considered: both GIFT (Müller
et al, 2005) and FIRE (Deselaers et al, 2005) are used in the same way. The train-
ing images are used as the image database and the test images are used to query it.
For each query, the training images are ranked according to their similarity and the
nearest neighbor decision rule is applied, i.e. the class of the most similar training
image is chosen for every test image. Analogous to feature combination, classifier
combination has also been a popular way to improve performance (Rahman et al,
2006; Tommasi et al, 2008b; Avni et al, 2008).
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12.3.3 Hierarchy

From 2007, when the entire IRMA code was used for labelling, most of the pro-
posed methods tackled the hierarchy considering four different classifiers, one
for each axis. The obtained labels were then associated to give the final anno-
tation (Gass et al, 2007; Setia et al, 2008). Other strategies consisted in defining
a single classifier able to manage the knowledge encoded in the class hierarchy.
Examples are the introduction of weighted distances in k–nearest neighbor clas-
sifiers (Springmann and Schuldt, 2007) or weighted splitting rules in decision trees
reflecting the hierarchical error score (Setia et al, 2008). Some groups also proposed
the combination of axis wise and flat annotation (the ULG group (Deselaers et al,
2008)) or to integrate the output of different classifiers considering majority vot-
ing for the characters in each position of the code (Güld and Deserno, 2007). Given
the possibility to use wildcards, classifier combination was used to set a ‘*’ when
classifiers disagree (Gass et al, 2007; Güld and Deserno, 2007).

12.3.4 Unbalanced Class Distribution

One of the difficulties of the medical image annotation task was the uneven distri-
bution of samples in the training classes. Most of the proposed strategies handled
this problem by using wildcards when confidence is low. There have been only few
attempts to tackle the class imbalance directly. One of the approaches focused on
feature calculation: the number of patches extracted from each image to build the
visual word vocabulary was set as inversely proportional to the number of images
in its class (Marée et al, 2005). Another approach adapted the classifier using a k-
nearest–neighbors (kNN) algorithm with a different k value for each class which
took into account the frequency of images within the training set (Zhou et al, 2008).
The presence of sparsely populated classes in the original training set was also faced
by both successively dividing the data into frequency based sub–groups and training
a separate SVM for each of them (Unay et al, 2009), and creating virtual examples
(Tommasi et al, 2008a).

12.4 Results

In this section we focus on the methods which produced the best results over the
five editions of the ImageCLEF medical image annotation task.

A total of 12 research groups participated in 2005 submitting 44 runs. The first
fifteen ranked runs are summarized in Table 12.3.

The best results are obtained using the pixel values of the images directly: either
by using deformation models on the complete image (scaled to a fixed size) or by
using sparsely sampled image patches. Regarding the classification methods, near-
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Table 12.3: Resulting error rates for the first 15 runs submitted in 2005 and 2006.
(LRPM: low resolution pixel map; BOW: bag–of–words; thumb: thumbnails; Entr.:
entropy; relev.: relevance evaluation on the top N retrieved images; HI: histogram in-
tersection kernel; SPM: Spatial Pyramid Matching kernel; RBF: Radial Basis Func-
tion kernel; llc, hlc: low and high level cue combination (Tommasi et al, 2008b);
oa,oo: one–vs.–all and one–vs.–one SVM multi–class extension.)

2005
Rank Group Features Classifier ER(%)
1 RWTH-i6 thumb. X ×32 IDM KNN k=1 12.6
2 RWTH-mi texture JSD + thumb. X ×32 IDM KNN k=1 13.3
3 RWTH-i6 image patches, BOW log-linear model 13.9
4 ULG image patches boosting 14.1
5 RWTH-mi texture JSD + thumb. X ×32 IDM KNN k=1 14.6
6 ULG image patches decision trees 14.1
7 GE texture, 8 grey lev. GIFT + KNN k=5 20.6
8 Infocomm texture + LRPM, llc SVM oa + RBF 20.6
9 GE texture, 16 grey lev. GIFT + KNN k=5 20.9
10 Infocomm texture + LRPM, llc SVM oa + RBF 20.6
11 Infocomm texture + LRPM, llc SVM oa + RBF 20.6
12 GE texture, 8 grey lev. GIFT + KNN k=1 21.2
13 GE texture, 4 grey lev. GIFT + KNN k=10 21.3
14 MIRACLE texture GIFT + relev. N=20 21.4
15 GE texture, 16 grey lev. GIFT + KNN k=1 21.7

2006
Rank Group Features Classifier ER(%)
1 RWTH-i6 image patches + position, BOW log-linear model 16.2
2 UFR local rel. coocc. matr. 1000 p. SVM oa + HI 16.7
3 RWTH-i6 image patches + position, BOW SVM oa + HI 16.7
4 CISMeF local + global texture + PCA SVM oa + RBF 17.2
5 CISMeF local + PCA SVM oa + RBF 17.2
6 MSRA global, llc SVM oo + SPM 17.6
7 CISMeF local + global texture + PCA SVM oa + RBF 17.9
8 UFR local rel. coocc. matr. 800 p. SVM oa + HI 17.9
9 MSRA image patches, BOW SVM oo + SPM 18.2
10 CISMeF local + PCA SVM oa + RBF 20.2
11 RWTH-i6 thumb. X ×32 IDM KNN k=1 20.4
12 RWTH-mi texture JSD + thumb. X ×32 IDM KNN k=1 21.5
13 RWTH-mi texture JSD + thumb. X ×32 IDM ’05 KNN k=1 21.7
14 CINDI local + global, hlc SVM oo + RBF (+) 24.1
15 CINDI local + global, hlc SVM oo + RBF (×) 24.8

est neighbor methods obtain the best results if an appropriate distance function can
be defined. Most of the participating methods come from a CBIR context; however,
it can be seen that those methods coming from the image classification and recogni-
tion domain field achieve good results (ranks 3, 4). The success of the deformation
models by the RWTH Aachen University groups might be partly be due to their
working with similar data for several years before the competition.
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If we compare the winning and the second classified runs, we can see that they
differ for the use of texture Tamura features. The RWTH–mi group considered this
cue, comparing two images through the Jensen Shannon Divergence. It seems that
adding the texture features does not help the classification, but the result may also
be due to an unoptimized choice of the cue combining weights.

In 2006, 12 groups took part in the annotation task submitting 28 runs. Look-
ing at the best 15 results (see Table 12.3) the most interesting observation is that
the RWTHi6-IDM system that performed best in the previous year’s task (error
rate: 12.6%) obtained here an error rate of 20.4%. This decrease in performance
can be explained by the larger number of classes. All better–ranked approaches use
discriminative models (log–linear models or SVMs), which indicates that discrim-
inative approaches can cope better with higher number of classes than the nearest
neighbor classifier if the amount of training data is increased by only 10%.

The best–ranked approach in 2006 is a bag–of–visual words model with dense
feature extraction and a dense generic visual vocabulary of 65,536 visual words
incorporating the positions where features were extracted. The position information
seems to be very useful and the results validate the hypothesis that as radiographs
are taken under controlled conditions, the geometric layout of images showing the
same body region can be assumed to be very similar. The second and third ranked
approaches also incorporate spatial information into the feature vector.

Considering all the submissions in general, it can be noticed that there is an
increasing trend towards the combination of multiple cues at different levels in the
classification process.

In 2007, ten groups participated submitting 68 runs. Analyzing the results, it can
be observed that the top performing submissions do not consider the hierarchical
structure of the given task, but rather use each individual code as a whole and train
a 116 class classifier (see Table 12.4). The best run using the code is on rank 6; it
builds on top of the other runs from the same group using the hierarchy only in a
second stage to put a wildcard where their output differs. Furthermore it can be seen
that for a method, which is applied once accounting for the hierarchy/axis struc-
ture of the code and once using the straight–forward classification into 116 class
approach, the one which does not know about the hierarchy outperforms the other
one (runs on ranks 11 and 13, 7 and 14). Another clear observation is that meth-
ods using local image descriptors produce better results than methods using global
image descriptors. In particular, the top 16 runs all use either local image features
alone or local image features in combination with global descriptors. The winning
run proposes very efficient local features (Scale Invariant Feature Transform) (SIFT)
(Lowe, 1999) combined with global cues through a new method which performs the
integration during the classification process. The method which was ranked best in
2006 was ranked 8 in 2007.

Considering the rank with respect to the applied hierarchical measure, and the
ranking with respect to the error rate, it can be seen that they are quite similar. Most
of the differences are clearly due to the use of the wildcard characters which can
lead to an improvement for the hierarchical evaluation scheme, but will always lead
to a deterioration with respect to the error rate.
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Table 12.4: Resulting error rates for the first fifteen submitted runs in 2007 and
2008. The two reference run of the RWTH–mi group are also listed. (BOW: bag–of–
words; HI: histogram intersection kernel; MCK: multi cue kernel (Tommasi et al,
2008b); DAS: Discriminative Accumulation Scheme (Nilsback and Caputo, 2004);
llc, mlc, hlc: low, mid and high level cue combination (Tommasi et al, 2008b);
prob.= probability interpretation of SVM output; vote= combination of voting in
one–vs.–one multiclass SVM; AX: four different classifications, one for each axis
of the IRMA code are performed and then combined; comm.: in the combination
of more opinions a wildcard is used where they disagree; virt. imm.: use of virtual
samples defined slightly modifying the original images; major: combination on the
basis of majority voting; χ2: chi–square kernel; RBF: Radial Basis Function kernel;
Entr: entropy; oa,oo: one–vs.–all and one–vs.–one SVM multiclass extension; RF
relevance feedback.)

2007
Rank Group Features Classifier Score ER(%)
1 Idiap local + global mlc SVM oa + MCK χ2 26.8 10.3
2 Idiap local + global mlc SVM oo + MCK χ2 27.5 11.0
3 Idiap local SVM oo +χ2 28.7 11.6
4 Idiap local SVM oa +χ2 29.5 11.5
5 Idiap local + global hlc SVM oa +χ2 DAS 29.9 11.1
6 RWTH-i6 comb. rank 8, 10, 11, 12 log-linear model 30.9 13.2
7 UFR local rel. coocc. matr. 1000 p. SVM + HI 31.4 12.1
8 RWTH-i6 patches + position, BOW log-linear model 33.0 11.9
9 UFR local rel. coocc. matr. 800 p. SVM + HI 33.2 13.1
10 RWTH-i6 patches + position, BOW log-linear model 33.2 12.3
11 RWTH-i6 patches + position, BOW log-linear model 34.6 12.7
12 RWTH-i6 patches + position, BOW log-linear model 34.7 12.4
13 RWTH-i6 patches + position, BOW log-linear model 44.6 17.8
14 UFR local rel. coocc. matr. SVM + HI AX 45.5 17.9
15 UFR local rel. coocc. matr. decision tree 47.9 16.9
...
17 RWTH-mi texture JSD + thumb. X ×32 + IDM KNN k=5, comm. 51.3 20.0
18 RWTH-mi texture JSD + thumb. X ×32 + IDM KNN k=5, major. 52.5 18.0

2008
Rank Group Features Classifier Score
1 Idiap local + global, llc + virt. img. SVM oa +χ2 comm. 74.9
2 Idiap local + global, llc + virt. img. SVM oa +χ2 83.5
3 Idiap local + global, llc SVM oa +χ2 comm. 83.8
4 Idiap local + global, mlc + virt. img. SVM + MCK oa χ2 comm. 85.9
5 Idiap local + global, llc SVM oa +χ2 93.2
6 Idiap local SVM oa +χ2 100.3
7 TAU patches whole img. BOW SVM oo + RBF 105.8
8 TAU patches mult. res. BOW, hlc SVM oo + RBF (prob.) 105.9
9 TAU patches mult. res. BOW, hlc SVM oo + RBF (vote) 109.4
10 TAU patches resized img. BOW SVM oo + RBF 117.2
11 Idiap local SVM oa +χ2 128.58
12 RWTH-mi texture JSD + thumb. X ×32 IDM KNN k=5 major. 182.8
13 MIRACLE local + global KNN k=3 187.9
14 MIRACLE local + global KNN k=2 190.4
15 MIRACLE local + global KNN k=2 +RF 190.4
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In 2008, six groups participated in the image annotation task submitting 24 runs.
The 15 fifteen ranked runs use discriminative models and local descriptors outper-
forming all the other approaches (see Table 12.4). The winning run proposes the
combination of local and global features together with a technique to increase the
number of images in the scarcely populated classes and evaluates the confidence of
the classification decision to use wildcards opportunely. The runs on the sixth and
the seventh rank positions respectively by the Idiap and TAU group, use similar fea-
tures and classification methods and obtain a similar error score. This indicates that
the higher performance of the first five runs is most likely due to the use of multiple
cues and to the technique adopted to manage the class imbalance and to exploit the
hierarchical code structure.

In 2009, seven groups took part in the challenge submitting 19 runs. The task in
this last edition was to annotate a set of x–ray images using the labelling schemes
from 2005, 2006, 2007 and 2008. Table 12.5 summarizes the best 15 results consid-
ering the error score sum on the four different annotation codes. The runs reaching
the highest position in the rank are again by the TAU and Idiap groups as in 2008.
The results indicate that their strategy suited all the data set configurations proposed
in the different editions of the annotation task. In particular the runs submitted by the
Idiap group are exactly the same as those in 2008, while the TAU group improved
their image descriptors and optimized the kernel choice.

Finally, to evaluate the performances of the best submitted runs all over the five
editions of the ImageCLEF annotation task, we can use the RWTH–mi submissions
as a reference. This group participated in the competition every year proposing a
baseline run (texture JSD + thumb. X × 32 IDM). The ratios between the results
of the first ranked run and this baseline submission are reported in Table 12.6. Re-
member that the error score is defined to be 1 if the code annotation of one image
is completely wrong, so the ratios of two error scores can be considered as contain-
ing the same information as the ratio between two error rates. The results show an
improvement over the years and give clear evidence of the advances obtained in the
medical image annotation field.

12.5 Conclusion

The medical image annotation task in ImageCLEF 2005–2009 has established a
standard benchmark for medical image annotation. Over the years, the task was de-
veloped from a simple classification task into a hierarchical image annotation task
with a strongly imbalanced distribution of training images. By comparing the perfor-
mance of the best ranked run in each year with a baseline method that was submitted
in every edition, we have shown that medical image annotation has substantially ad-
vanced in the last five years.
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Table 12.5: Resulting error rates for the first fifteen submitted runs in 2009. In the
first part of the Table the sum score is reported for each run, in the second part
there are the single error scores for each of the used label settings. (BOW: bag–of–
words; llc: low level cue combination (Tommasi et al, 2008b); AX: four different
classifications, one for each axis of the IRMA code are performed and then com-
bined; comm.: in the combination of more opinions a wildcard is used where they
disagree; virt. imm.: use of virtual samples defined slightly modifying the original
images; major: combination on the basis of majority voting; χ2; chi–square kernel;
RBF: Radial Basis Function kernel; oa,oo: one–vs.–all and one–vs.–one SVM mul-
ticlass extension; vcad: voting based approach per axis with chopping letter by letter
with descending vote.)

2009
Rank Group Features Classifier Score

1 TAU patches mult. res. BOW, llc SVM oo +χ2 852.8
2 Idiap local + global llc + virt. imm. SVM oa +χ2 comm. 899.2
3 Idiap local + global llc SVM oa +χ2 comm. 899.4
4 Idiap local + global llc SVM oa +χ2 1039.6
5 Idiap local + global llc + virt. imm. SVM oa +χ2 1042.0
6 FEITIJS local + global llc bagging, rand. forest, AX 1352.6
7 VPA-Sabanci local + block position SVM oa + RBF, AX 1456.2
8 VPA-Sabanci local + block position SVM oa + RBF 1513.9
9 VPA-Sabanci local + block position freq. SVM oa + RBF 1554.8

10 VPA-Sabanci local + block position freq. SVM oa + RBF 1581.7
11 GE texture, 8 grey lev. vcad GIFT + KNN k=5 1633.3
12 GE texture, 16 grey lev. vcad GIFT + KNN k=5 1633.3
13 RWTH-mi texture JSD + thumb. X ×32 IDM KNN k=5 major. 1994.8
14 GE texture, 16 grey lev. + SIFT hlc GIFT + KNN k=5 2097.6
15 VPA-Sabanci local + block freq. SVM oa + RBF 2744.1

Rank Group 2005 2006 2007 2008
1 TAU 356 263 64.3 169.5
2 Idiap 393 260 67.2 178.9
3 Idiap 393 260 67.2 179.2
4 Idiap 447 292 75.8 224.8
5 Idiap 447 292 75.8 227.2
6 FEITIJS 549 433 128.1 242.5
7 VPA-Sabanci 578 462 155.5 261.2
8 VPA-Sabanci 578 462 201.3 272.6
9 VPA-Sabanci 587 498 169.3 300.4

10 VPA-Sabanci 587 502 172.1 320.6
11 GE 618 507 190.7 317.5
12 GE 618 507 190.7 317.5
13 RWTH-mi 790 638 207.6 359.3
14 GE 791.5 612.5 272.7 420.9
15 VPA-Sabanci 587 1170 413.1 574.0
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Table 12.6: Resulting error ratios between the best run of each year and the corre-
sponding baseline result. The error ratio for 2009 is evaluated averaging the ratios
produced for each of the labelling schemes (2005, 2006, 2007, 2008).

Year Group and Run Error Ratio
2005 RWTH-i6, thumb. X ×32 IDM & FIRE 0.947
2006 RWTH-i6, image patches + position, BOW & FIRE + max Entropy 0.747
2007 Idiap, local + global mlc & SVM oa + MCK χ2 0.510
2008 Idiap, local + global, llc + virt. img & SVM oa +χ2 comm. 0.410
2009 TAU, patches mult. res. BOW, llc & SVM oo +χ2 0.411
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Chapter 13
The Medical Image Retrieval Task

Henning Müller and Jayashree Kalpathy–Cramer

Abstract This chapter describes the medical image retrieval task of ImageCLEF,
the image retrieval track of the CLEF. The medical task has been running for six
consecutive years, beginning in 2004. Participation has increased over the years to
over 45 registrations for 2010. The query topics have also evolved over the years
from a starting point of using images only, via clear visual and textual information
needs, and now towards case descriptions to find similar cases. The primary goal of
the task is to provide challenging research questions to the scientific community to
advance medical visual information retrieval on standard databases. Databases have
increased significantly in size over the years to keep pace with the growing demand.
The results show that textual information retrieval of images is now much further
developed and produces much better results than in past years. However, visual
retrieval components such as pre–classifying the images (i.e. modality detection) or
improving early precision of the retrieval results can lead to an overall improvement
in retrieval performance in specific domains.

13.1 Introduction

Image retrieval has been one of the most active research domains in computer vi-
sion over the past 20 years (Smeulders et al, 2000). Many approaches have been
developed over that time and image retrieval has been used in a large variety of
domains. Comparison of techniques has been very hard as no standard databases
existed and thus techniques could only be compared with difficulty. For this rea-
son, ImageCLEF, an image retrieval benchmark (Clough et al, 2004), was started as
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part of the Cross Language Evaluation Forum (CLEF) to ease the comparison of the
multiple techniques developed on the same databases and same tasks (Savoy, 2002).

Within ImageCLEF, a medical task was started in 2004 (Müller et al, 2007) as
the medical domain has traditionally been one of the earliest application fields of
image retrieval (Lowe et al, 1998; Tagare et al, 1997; Güld et al, 2004). A compre-
hensive overview of medical image retrieval can be found in (Müller et al, 2004a).
The descriptions of the various years of the medical image retrieval task can be
found in (Clough et al, 2006; Müller et al, 2009b,a, 2007, 2008; Clough et al, 2004)
This chapter describes the evolution of the medical image retrieval task from 2004
to 2009. The chapter starts with the participation in the tasks and an overview of
the research groups that have participated over the years (Section 13.2). Then (Sec-
tion 13.3 ), the databases and corresponding tasks are analyzed in detail including
their evolution and the reasons for this evolution. Section 13.4 describes the evolu-
tion of the techniques of the participating groups and finally, Section 13.5 details the
results obtained and gives a partial analysis. The chapter finishes with conclusions
and a brief outlook into the future.

13.2 Participation in the Medical Retrieval Task

When ImageCLEF started in 2003, only four research groups took part in the chal-
lenge, and all four were from the text retrieval field. One of the reasons was the
databases contained mainly gray–scale images, and the query topics were geared
towards semantic, text–based retrieval systems. None of the participating systems
used the visual image content for retrieval.

When starting the medical task in 2004, the clear goal was to orient the task to-
wards the visual retrieval community as no image retrieval benchmark existed at that
time. The goal was also to complement the already participating text retrieval groups
from the photographic retrieval tasks with visual information retrieval groups. By
combining the two communities a fertile ground for mixed textual and visual re-
trieval could be created, and multi–modal retrieval has remained one of the main
goals of ImageCLEF.

Already in the first year the participation in the medical task was important with
18 inscriptions and 11 groups submitting results. Table 13.1 shows that the num-
ber of registrations has risen strongly over the first three years and then generally
remained stable, whereas the number of participants has increased more slowly but
still keeps growing. For ImageCLEF 2010, so far 45 groups have registered for the
medical task, which is a new record.

Starting from 2008, the number of runs per group were limited to ten runs as
some groups started submitting a large numbers of runs in 2007, leading to con-
cern about bias. This can potentially lead to problems in the pooling process, where
groups with fewer runs would be disadvantaged (Zobel, 1998). A fairly large num-
ber of groups have participated over the six years including:

• Athens University of Economics, Greece (2009);
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Table 13.1: Overview of registrations, participants and runs submitted to the medi-
cal image retrieval task over the years.

Year 2004 2005 2006 2007 2008 2009
Inscriptions 18 28 37 31 37 37
participants 11 13 12 13 15 17
runs submitted 43 134 100 149 130 124

• Bania Luka University, Bosnia–Hercegovina (2008);
• CWI, Netherlands (2004);
• Commissariat Energie Automique (CEA), France (2004, 2005);
• Daedalus, Spain (2004, 2005);
• Department of Medical Informatics, Aachen, Germany (2004, 2005, 2006);
• Department of Computer Science, Aachen, Germany (2004, 2005, 2006, 2007);
• Dokuz Eylul University, Izmir, Turkey (2007, 2009);
• GPLSI group, University of Alicante, Spain (2008, 2009);
• Hungarian Acadamy of Sciences, Budapest, Hungary (2008);
• I–Shou University, Taiwan (2004);
• Imperial College, UK (2004);
• Institute for Infocomm research, Singapore (2005);
• Institute for Infocomm research, Medical Imaging Lab , Singapore (2005, 2006);
• IPAL CNRS/ I2R, France/Singapore (2005, 2006, 2007);
• IRIT-Toulouse, Toulouse, France (2007, 2008);
• ISSR, Egypt (2009);
• LIRIS, INSA Lyon, France (2009);
• LITIS Lab, INSA Rouen, France (2006);
• Microsoft Research, China (2006, 2007);
• MIRACLE, Spanish University Consortium, Madrid, Spain (2007, 2008, 2009);
• MRIM-LIG, Grenoble, France (2007, 2008);
• National Chiao Tung University, Taiwan (2005);
• National Library of Medicine (NLM), National Institutes of Health NIH, Bethesda,

MD, USA (2008, 2009);
• Natural Language Processing group, University Hospitals of Geneva, Switzer-

land (2008, 2009);
• Natural Language Processing at UNED. Madrid, Spain (2008);
• Oregon Health and Science University, USA (2004, 2005, 2006, 2007, 2008,

2009);
• State University of New York, Buffalo, USA (2004,2005, 2006, 2007);
• Tel Aviv University, Israel (2008);
• TextMess group, University of Alicante, Spain (2008);
• UIIP Minsk, Belarus, (2009);
• UNAL group, Universidad Nacional Colombia, Bogotà, Colombia (2007, 2008);
• University of Applied Sciences Western Switzerland, Sierre (2009);
• University of Concordia (CINDI), Canada (2005, 2006, 2007);
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• University of Fresno, USA (2009);
• University of Jaen (SINAI), Spain (2005, 2006, 2007, 2008, 2009);
• University Hospitals of Freiburg, Germany (2006);
• University Hospitals Geneva (MedGIFT), Switzerland (2004, 2005, 2006, 2007,

2008, 2009);
• University of Milwaukee, USA (2009);
• University of North Texas, USA (2009);
• University of Tilburg, Netherlands (2004);
• York University, Canada (2009).

In total, 42 different research groups from five continents have participated in Im-
ageCLEF. OHSU and the University Hospitals of Geneva have been the only groups
present in all years, but many groups have participated in several of the challenges.
Main participants were PhD students or post doctoral researchers who have a chance
to test their techniques and compare them with other approaches.

13.3 Development of Databases and Tasks over the Years

This section describes the databases, tasks and relevance judgments over the years.
Further details on the databases can be found in Chapter 2, task developments in
Chapter 3 and the relevance judgement process in Chapter 4. In general, the rel-
evance judges are clinicians, and so domain specialists, either from OHSU or the
Geneva University Hospitals.

13.3.1 2004

In 2004 the task was organized for the first time, so little experience existed. A
database for image retrieval was found with a teaching file called Casimage and
representative images were selected by a radiologist who had created a large portion
of the database himself. Query starting points were images only, to force participants
to use visual retrieval as a starting point for finding similar images. Once similar
images were found, relevance feedback or automatic query expansion could use the
text of the collection as well.

13.3.1.1 Database

For ImageCLEFmed 2004, the Casimage1 data set was made available to partici-
pants (Müller et al, 2004b), containing almost 9,000 images of 2,000 cases (Ros-
set et al, 2004). Images present in Casimage include mostly radiology modalities,

1 http://pubimage.hcuge.ch/

http://pubimage.hcuge.ch/
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but also photographs, PowerPoint slides and illustrations. The cases are mainly in
French, with around 20% being in English and 5% without annotation. Figure 13.1
shows several images from the database. The database is very varied containing
mainly images from radiology but from many modalities and diseases. The images
are mainly used internally for teaching, and as they have been available on the In-
ternet, using them for image retrieval did not cause any problems as they are fully
anonymized.

13.3.1.2 Topics

The topic development for 2004 was performed by a domain expert, a radiologist
who knew the collection very well and created part of it himself, so all images
should have at least a few examples and the variety of modalities and protocols
was assumed to be present. All images chosen as queries were removed from the
collection.

The goal was to use example images as queries for finding images with the same
modality, the same anatomic region and, if applicable, the same view and abnormal-
ity. In Figure 13.1, 15 of the 26 topics chosen are shown, underlining the variety of
images that needed to be analyzed.

13.3.1.3 Relevance Judgments

As judging all images for relevance is infeasible in such a large database, a pooling
process was used, where the best N images of each system were put into a pool
and then judged (Sparck-Jones and van Rijsbergen, 1975). Three persons in total
were used for the relevance judgments. Images could be judged as either relevant,
non–relevant or as partially relevant when relevance could not be determined clearly.
Results with several sets of judgments were given, such as images judged as relevant
by all judges or images that were judged relevant by at least one judge.

For the evaluation of the results, the trec eval package was used.

13.3.2 2005–2007

13.3.2.1 Databases

From 2005, three additional data sets were added to the Casimage collection. All
four databases were teaching files, thus eliminating privacy and data acquisition
issues. Besides the Casimage data set, the Pathology Education Instructional Re-
source2 (PEIR) database with annotation based on the Health Education Assets Li-

2 http://peir.path.uab.edu/

http://peir.path.uab.edu/
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Fig. 13.1: Topics for the medical retrieval task.

brary (HEAL) project3, mainly Pathology images (Candler et al, 2003), was used.
This data set contains over 33,000 images with English annotations: these being on a
per image and not per case basis as in Casimage. The nuclear medicine database of
the Mallinkrodt Institute of Radiology4 (MIR) (Wallis et al, 1995) was also made
available to participants. This data set contains over 2,000 images mainly from
nuclear medicine with annotations provided per case and in English. Finally, the
PathoPic5 collection (Pathology images (Glatz-Krieger et al, 2003)) was included
in our data set. It contains 9,000 images with extensive annotation on a per image
basis in German. A short part of the German annotation was translated into En-
glish. This data set was thus even more multi–lingual than the Casimage collection
containing mainly cases in English, German, and French. Some contained case de-
scriptions in more than one language. More details on the databases can be found in
Table 13.2.

3 http://www.healcentral.com/
4 http://gamma.wustl.edu/home.html
5 http://alf3.urz.unibas.ch/pathopic/intro.htm

http://www.healcentral.com/
http://gamma.wustl.edu/home.html
http://alf3.urz.unibas.ch/pathopic/intro.htm


13 The Medical Image Retrieval Task 245

Table 13.2: The databases used in ImageCLEFmed 2007.

Collection Name Cases Images Annotations Annotations by Language
Casimage 2,076 8,725 2,076 French – 1,899, English – 177
MIR 407 1,177 407 English – 407
PEIR 32,319 32,319 32,319 English – 32,319
PathoPIC 7,805 7,805 15,610 German – 7,805, English – 7,805
MyPACS 3,577 15,140 3,577 English – 3,577
Endoscopic 1,496 1,496 1,496 English – 1,496
Total 47,680 66,662 55,485 French – 1,899, English – 45,781,

German – 7,805

In 2007, two more databases were added to the collection as it became apparent
that collections for evaluation needed to grow to meet real–world situations. The
MyPACS6 data set contains 15,140 images of 3,577 cases, all in English. The data
set contains mainly radiology images. The Clinical Outcomes Research Initiative7

(CORI) Endoscopic image database contains 1,496 images with an English annota-
tion per image and not per case. This database extends the spectrum of the total data
sets as to date there were only a few endoscopic images in it. An overview of all six
data sets can be found in Table 13.2.

This now meant we were able to use a total of more than 66,000 images, with
annotations in three different languages. Through an agreement with the copyright
holders, we were able to distribute these images to the participating research groups.
The MyPACS database required an additional copyright agreement making the pro-
cess slightly more complex than in 2004–2006.

13.3.2.2 Topics

The query topics in 2005 were based on a small survey administered for clinicians,
researchers, educators, students, and librarians at Oregon Health & Science Univer-
sity (OHSU) (Hersh et al, 2005). A very similar survey was afterwards performed
in Geneva for further topic development (?) Based on these surveys, topics for Im-
ageCLEFmed were developed along the following axes:

• Anatomic region shown in the image;
• Image modality (x–ray, CT, MRI, gross pathology, ...);
• Pathology or disease shown in the image;
• Abnormal visual observation (e.g. enlarged heart).

For 2006 and 2007, topics were developed along the same axes. In 2006, the top-
ics were based on an analysis of a search log of the medical search engine of

6 http://www.mypacs.net/
7 http://www.cori.org/

http://www.mypacs.net/
http://www.cori.org/
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Fig. 13.2: An example of a query that is at least partly solvable visually, using the
image and the text as query. However, use of annotation can augment retrieval qual-
ity. The query text is presented in three languages.

health on the net (hon8) (Müller et al, 2007). For 2007, an analysis of Medline
queries (Müller et al, 2008) was performed to obtain candidate topics that were sub-
sequently tested and used.

Besides using a more solid user model and input from domain experts, the queries
were also classified into whether they were geared towards visual retrieval systems,
textual retrieval systems or a mix of the two. The goal of this classification was to
find out whether systems can adapt to these kind of queries, and where the choice
of modality could be performed automatically. The goal was in general to have
about the same number of queries in all categories. The textual query topics were
also translated into the three languages occurring in the collection: French, English,
German.

An example for a visual query of the first category can be seen in Figure 13.2.
CT images of the lung are fairly homogeneous and emphysema have a very charac-
teristic local texture.

A query topic requiring more than purely visual features is shown in Figure 13.3.
As fractures can in principle appear in all bones, the anatomic region can change the
image enormously, thus requiring more than a purely visual analysis.

13.3.2.3 Relevance Judgments

From 2005–2007 relevance judgments were again performed using a pooling pro-
cess and taking into account the best N results of all retrieval systems to avoid bias

8 http://www.hon.ch/

http://www.hon.ch/
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Fig. 13.3: A query requiring more than visual retrieval but visual features can deliver
hints to good results.

of the judgments. An electronic judgement system was created to allow judges to
read the image and, in this context, the text of the images. As topics were clear in-
formation needs that were deeper than modality and anatomy information, it was
often not possible to judge relevance from the images alone. Again, a ternary judge-
ment scheme was used. In 2005, a total of 25 topics was created and in 2006–2007
30 topics were created each year. All 85 topics have been combined with additional
relevance judgments to create a consolidated collection (Hersh et al, 2009) as a re-
source for benchmarking. Baseline results on this database and the tasks are also
made available to compare techniques to. The task was also made available as train-
ing data for participants.

13.3.3 2008–2009

After three years with basically the same collection a change was required as the
collection was fairly well explored by 2007. Fortunately we were able to obtain
rights from the Radiological Society of North America (RSNA) to use scientific
journal images, one domain where image retrieval can be of particular use. This
also meant a change in that the annotations were of extremely high quality, and that
annotations existed both for the images in the form of captions, and for the cases in
the form of the articles. As all journal articles are peer reviewed and now selected
by a single clinician, the quality of cases can be expected to be higher.
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13.3.3.1 Databases

The database used for the task in 2008 was made available by the RSNA. The
database contains in total slightly more than 66,000 images taken from the radio-
logical journals Radiology and Radiographics. The images are original figures used
in published articles. The collection is a subset of a larger database that is available
via the Goldminer9 image search engine. For each image, the text of the figure cap-
tion was supplied as free text. However, this caption was sometimes associated with
a multi–part image. In over 90% of the images the part of the caption actually re-
ferring to this sub–image was also provided. Additionally, links to HTML versions
of the full–text articles were provided along with the relevant PubMed accession
ID numbers. Both the full–size images as well as thumbnails were available to the
participants. All texts were in English.

The image databases for 2009 and also for 2010 were basically the same collec-
tion but with newer articles from the two journals being added to the existing images
and articles. It is the policy of the RSNA to make the articles of their journals avail-
able 12 months after publication.

13.3.3.2 Topics

As the database had changed significantly for 2008, the topics for this year were
chosen from among the topics of the consolidated collection from 2005–2007. This
also had the advantage that training data was available for participants as the relevant
images for the same tasks on the previous collection were made available, albeit on
a very different database.

For 2009, the topics were again created based on a survey (Radhouani et al, 2009)
but this time the clinicians who filled in the questionnaires were performing tests
with an actual image retrieval system that allowed visual and textual queries and
browsing, making them aware of the potential and realities of retrieval systems.
This can be expected to lead to more realistic tasks. On the other hand, the tasks
were much more geared towards semantic retrieval than visual retrieval, although
again the topics were classified into visual, mixed and semantic.

Another novelty in the topic generation were the case–based topics. These topics
are expected to go one step closer to clinical routine in supplying the clinician with
a case similar to the one under observation. Usually in clinical routine, the unit
for retrieval is rarely the image but rather the case. These topics were developed
based on the Casimage teaching files, where many classical cases exist. As topics, an
abbreviated case description from Casimage was supplied in English not containing
any diagnosis information but mainly the anamnesis, the images and a description
of the images. The diagnosis was supplied to the relevance judges. An example for
a case–based topic can be seen in Figure 13.4.

9 http://goldminer.arrs.org/

http://goldminer.arrs.org/
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Fig. 13.4: A case–based query topic

13.3.3.3 Relevance Judgments

In just the same way as from 2005–2007, the relevance judgments were performed
by clinicians in Portland, OR at OHSU. Most of the clinicians followed a Masters
degree in medical informatics and thus were familiar on the one hand with medical
practice, but on the other hand with computer science methodologies. As in previous
year, several topics were judged by several people allowing calculation of the kappa
statistic to measure agreement amongst the judges. With the case–based topics the
definition of relevance was discussed among the judges as the relevance of a case
depends strongly on the knowledge of the clinician. A non–specialist can be helped
with cases that are somewhat similar but not of the same diagnosis, whereas domain
experts would expect the articles to be on fine differences within the same diagnosis
group.

13.4 Evolution of Techniques Used by the Participants

It is extremely hard to compare the performance of the techniques over the six years
of the medical retrieval task as databases and tasks have changed each year. This
section only gives a broad overview of the tendencies of techniques used over the
years. Table 13.3 shows the number of runs submitted for each of the visual, tex-
tual and mixed categories over the years. It becomes clear that with the increasing
difficulty and a decreasing visualness of the topics, the number of visual runs has
decreased. Also, the number of mixed runs has decreased over the years, with the
textual runs the most frequent run type. In 2009, there was an increase in visual runs
but this needs to be strengthened as visual retrieval clearly has a long way to go to
obtain satisfactory results.

The manual/interactive section played an important part in the first year of Im-
ageCLEF and also obtained the best overall results. Since then, only a few groups
have invested the necessary time required in creating manual (or those involving
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Table 13.3: The number of runs submitted for each of the categories over the years.

Year 2004 2005 2006 2007 2008 2009
Automatic retrieval, visual 29 31 22 28 8 16
Automatic retrieval, textual 0 15 38 40 65 59
Automatic retrieval mixed 14 88 40 81 31 30
Manual and feedback retrieval 22 6 21 3 7 13

user feedback) runs. It can be expected that such approaches could well improve
results.

More on the results can be read in the six years of working notes describing the
participants’ approaches including a vast amount of detail.

13.4.1 Visual Retrieval

Early visual techniques used rather simple visual features such as features describ-
ing the layout of the images (quad–tree representations, downscaled versions of the
images) and texture descriptions such as Tamura and Gabor filters. In 2005 this lead
to good results and the best system (GIFT) obtained a good score, even achieving
the best results in mixed retrieval with relevance feedback.

Since 2005, when the database grew larger and topics more complex, the features
also became more complex, e.g. visual patches obtain much better results than the
previous visual techniques. In an approach to use massive visual learning, a perfor-
mance increase in terms of MAP from 3% to 22% was obtained in (Deselaers et al,
2007). This is partly based on the fact that similar cases from the past existed on the
same database. Still, this is a remarkable results and shows that once training data
is available, results can be improved in a significant way.

13.4.2 Textual Retrieval

Textual retrieval started out with fairly simple techniques of full text retrieval, often
using existing system such as Lucene10 or Terrier11. The first teaching files had a
large number of mistakes such as spelling errors, etc., that made textual retrieval
more challenging but allowed visual techniques to show their utility.

To approach multi–lingual retrieval, simple translation techniques were used by
participants. Alternatively, the text of the queries and the captions could be mapped
onto a medical terminology, such as MeSH (Medical Subject Headings) or the

10 http://lucene.apache.org/
11 http://terrier.org/

http://lucene.apache.org/
http://terrier.org/
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UMLS (Unified Medical Language System). As these terminologies contain the
same axes as the query topics, several approaches using a mapping to ontologies ob-
tained the best results over the years. Mapping texts onto a terminology also helped
with the multi–lingual retrieval. Terminologies such as MeSH exist in all languages
used for the medical task and thus the concepts in the various languages remain the
same.

13.4.3 Combining Visual and Textual Retrieval

More often than not the combination of visual and textual retrieval results were
limited to linear combinations and thus only a small gain can be expected. It is
also clear that textual results obtain much better results than the visual techniques
and thus the combinations need to be performed with care. Several groups reported
mixed runs being actually worse than the textual retrieval results alone, underlining
the importance of adapted fusion strategies that are detailed in Chapter 6. A very
large variety of techniques have been used for the fusion, ranging from early fusion
techniques in the feature space to the late fusion techniques of various results sets.

13.4.4 Case–Based Retrieval Topics

As the case–based query topics were new in 2009, the techniques used for the topics
were very similar to those used for the image based topics. The texts of all images
were often concatenated or the full text of the article was used. Visual retrieval
results could be a simple combination of all images appearing in a case or better in
an article. As there were only five case–based topics and few groups participating,
it is hard to make generalizations about the task and the techniques used.

13.5 Results

When looking at the results of the techniques, it becomes clear that it is hard to
compare the various techniques as the query topics and the databases have changed
enormously over the years. The only reference is the use of the GIFT (GNU Im-
age Finding Tool) system that was run in the basic configuration during all years of
ImageCLEF. Thus, a comparison of the percentage gain over the GIFT system can
show an evolution of the techniques. This is of coursed biased by the fact that the
first competitions were largely visual whereas the query topics have become increas-
ingly semantic over the years. Figure 13.4 show the results of the GIFT system in
each year and compares with the best system for visual, textual and mixed retrieval.
The comparisons are listed in absolute values and percentages.
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Table 13.4: Results (in MAP) of the baseline using GIFT and improvement of the
best system on each of the three categories.

Year 2004 2005 2006 2007 2008 2009
GIFT 0.31 0.094 0.0467 0.040 0.03 0.01
Visual 0.379 (22%) 0.1456 (55%) 0.0753 (61%) 0.2328 (482%) 0.04 (33%) 0.01 (0 %)
Textual 0 (0) 0.208 (121%) 0.2646 (466%) 0.3962 (891%) 0.29 (867%) 0.43 (4300%)
Mixed 0.421 (36%) 0.282 (200%) 0.3095 (562%) 0.3719 (830%) 0.29 (867%) 0.37 (3700%)

It becomes clear that only in the first year was the basic GIFT system close to the
best systems in the comparison with a difference of 35% to the best overall system.
From then, the difference to the best system rose each year to reach 4300%.

13.5.1 Visual Retrieval

Visual techniques clearly had the best results in the first competition, when the top-
ics were geared towards visual retrieval. Since then, the best visual systems were
better than the baseline, but only once (in 2007 with much learning) were results
exceptionally improved.

Otherwise the performance increase of visual retrieval over GIFT has remained
almost constant over the years. This underlines the point that visual retrieval does
have better results but evolves slowly.

13.5.2 Textual Retrieval

Textual retrieval always had fairly good results but usually combinations of visual
and textual retrieval have been better than purely textual retrieval from 2004–2006.
In 2007 and also 2009, on the other hand, the textual techniques were better than the
best mixed runs. There are several reasons for this. Textual techniques are clearly
the most evolved technology of information access and the research groups have
the most experience in optimizing them. On the other hand, most groups invest
little time in fusion techniques. A fusion task at ICPR using the best textual and
visual runs from ImageCLEF 2009 showed that the fused runs were much better
than the best original submission. A review of fusion techniques of all ImageCLEF
competitions can be found in Chapter 6.
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13.5.3 Mixed Retrieval

The retrieval combining visual and textual features has in most years had the best
overall results, but not in 2007 and 2009. This shows how little expertise there is
with respect to fusion techniques for visual and textual information where the dif-
ference in performance is really important. Combining textual and visual cues for
combined multimedia retrieval clearly has an important potential to improve results.
Currently most techniques use simple linear combinations and in general most likely
late fusion for the combination (See Chapter 6). Although the MAP of mixed runs
might not always be better than the MAP of textual runs, very often the early pre-
cision is much better in such combinations. A fusion task of the best visual and
textual runs of ImageCLEFmed 2009 also showed that mixed–media retrieval was
better for all partners than combining only textual runs, although the quality of the
text runs was much better than that of the visual runs.

13.5.4 Relevance Feedback and Manual Query Reformulation

The first ImageCLEF challenge was the only one where relevance feedback and
other manual techniques had a real impact and achieved by far the best results. This
was due to the fact that the queries involved no text and so text groups had to use
automatic or manual query expansion techniques. Unfortunately, in the following
years only very little time and effort was invested in manual techniques, although
some of the techniques exhibited very good results, especially with early precision.
There is still an important performance potential and using the best techniques in
the challenge with a manual reformulation approach could lead to extremely good
results.

13.6 Main Lessons Learned

Over the six years of ImageCLEF, techniques have shown an important develop-
ment as have the query topics, becoming increasingly semantic and thus difficult,
particularly for visual retrieval techniques. Visual retrieval performed well for Im-
ageCLEF 2004, where the tasks were clearly adapted to what visual techniques can
perform. In the following years, and on more semantic topics, it became clear that
visual techniques alone are not capable of fulfilling the complex semantic informa-
tion needs of real users that were created based on survey and/or analyzing log files
of real systems. On the other hand, the image classification task showed that purely
visual retrieval is very strong when classifying into a small number of classes and
particularly when training data is available. Obtaining such basic information from
visual data analysis can of course be of particular help if the collections used do not
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possess very good or incomplete annotation. Images from journal articles, on the
other hand, are extremely well annotated, as are teaching files.

Text retrieval techniques have had a much better performance in ImageCLEFmed
whenever there was text available describing the images. When collections are only
partly annotated or when the annotations miss part of the information needs of the
users, then mixed approaches combining textual and visual features can obtain best
results. In most years mixed approaches actually had the best performance despite
the fact that few groups actually had good textual and visual systems. Few groups
actually undertook much work on the combination of features and thus the potential
for results fusion was little explored. The fusion task at ICPR using ImageCLEF data
showed that good fusion techniques can improve the existing results enormously.
The fusion of visual and textual results always had the best results despite an enor-
mous difference in performance between visual and textual retrieval.

Although MAP has remained the lead measure for CLEF as it is a good combi-
nation of precision and recall–based measures, the measure that most users would
be interested in is early precision. Thus early precision is usually also evaluated and
often shows a quite different behavior from MAP. Visual approaches are actually not
as bad for early precision as they are for MAP. In particular, combinations of visual
and textual retrieval were able to improve early precision and maintain a good re-
call and MAP at the same time. Several systems have started to optimize the results
based on early precision and achieved remarkable results. One such approach is vi-
sual modality classification that can then be used to filter the text retrieval results.
The utility of combining visual and textual retrieval can thus not be underestimated.

In most of the years, there was only limited learning data available as databases
and tasks changed fairly frequently. The effect of massive learning was demon-
strated well in (Deselaers et al, 2007). This approach was by a factor of three better
than all other purely visual approaches and could rival the text retrieval approaches.
Unfortunately, this approach was only tested for a single year and few other groups
have worked on similar learning.

Results can be presented not only in terms of techniques used, but also in terms
of the evaluation methodology ImageCLEF improved over the years.

Relevance judgments were well analyzed and an analysis of Kappa scores
showed that variability is smaller than for the medical text–based task but does exist
and can strongly vary between judges despite a clear description of the relevance.
Relevance clearly depends on the knowledge of the clinician. The more expertise
the clinician has, the more they would expect to obtain good results. Also, the less
expertise a clinician has, the more related articles or cases are important.

ImageCLEF has increased in complexity over the years from mainly technical
tasks in 2004 to image–based tasks in the following years including a diagnosis. In
2009 case–based retrieval tasks were started and this is clearly the right direction.
Both textual and visual retrieval systems have improved over the years and the tasks
need to increase in complexity to be a real challenge for participants.
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13.7 Conclusions

The medical retrieval task of ImageCLEF has created over the six years of its exis-
tence a large body of data and ground truth that have been used for the evaluation
of medical image retrieval systems. The availability of data have made medical re-
trieval accessible for a large number of research groups, many of them without a
connection to a medical institution and thus without access to data. Over 40 research
groups have participated in the task and many of them for several consecutive years.
Over 200 publications have appeared using ImageCLEF data and several PhD the-
ses have been completed using the data sets we have created. With help from the
participants, several new challenges have been identified and the tasks have been
adapted accordingly. This has at least made a start with bridging medical image
retrieval and clinical practice, although clinical applications are still scarce. Image
retrieval can be an important technique in medical decision–making but it needs to
integrate visual and textual techniques to reach optimal results.
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Chapter 14
Expansion and Re–ranking Approaches for
Multimodal Image Retrieval using Text–based
Methods

Adil Alpkocak, Deniz Kilinc, and Tolga Berber

Abstract In this chapter, we present an approach to handle multi–modality in im-
age retrieval using a Vector Space Model (VSM), which is extensively used in text
retrieval. We simply extended the model with visual terms aiming to close the se-
mantic gap by helping to map low–level features into high level textual seman-
tic concepts. Moreover, this combination of textual and visual modality into one
space also helps to query a textual database with visual content, or a visual database
with textual content. Alongside this, in order to improve the performance of text
retrieval we propose a novel expansion and re–ranking method, applied both to the
documents and the query. When textual annotations of images are acquired auto-
matically, they may contain too much information, and document expansion adds
more noise to retrieval results. We propose a re–ranking phase to discard such noisy
terms. The approaches introduced in this chapter were evaluated in two sub–tasks
of ImageCLEF2009. First, we tested the multi–modality part in ImageCLEFmed
and obtained the best rank in mixed retrieval, which includes textual and visual
modalities. Secondly, we tested expansion and re–ranking methods in ImageCLE-
FWiki and the results were superior to others and obtained the best four positions in
text–only retrieval. The results showed that the handling of multi–modality in text
retrieval using a VSM is promising, and document expansion and re–ranking plays
an important role in text–based image retrieval.

Adil Alpkocak,
Dokuz Eylul University, Department of Computer Engineering, Tinaztepe Kampusu, 35160 Buca,
Izmir, Turkey e-mail: alpkocak@cs.deu.edu.tr

Deniz Kilinc,
Dokuz Eylul University, Department of Computer Engineering, Tinaztepe Kampusu, 35160 Buca,
Izmir, Turkey e-mail: dkilinc@cs.deu.edu.tr

Tolga Berber
Dokuz Eylul University, Department of Computer Engineering, Tinaztepe Kampusu, 35160 Buca,
Izmir, Turkey e-mail: tberber@cs.deu.edu.tr

H. Müller et al. (eds.), ImageCLEF, The Information Retrieval Series 32,
DOI 10.1007/978-3-642-15181-1 14, © Springer-Verlag Berlin Heidelberg 2010

261

mailto:alpkocak@cs.deu.edu.tr
mailto:dkilinc@cs.deu.edu.tr
mailto:tberber@cs.deu.edu.tr
http://dx.doi.org/10.1007/978-3-642-15181-1_14


262 Adil Alpkocak, Deniz Kilinc, and Tolga Berber

14.1 Introduction

In recent years, there has been a tremendous increase of available multimedia data
in both scientific and consumer domains as a result of rapid advances of Internet
and multimedia technology. As hardware has improved and available bandwidth has
grown, the size of digital image collections has reached terabytes and this amount
grows constantly on a daily basis. However, the importance of this information de-
pends on how easily we can search, retrieve and access it.

The current state–of–the–art in image retrieval has two major approaches:
Content–Based Image Retrieval (CBIR) and annotation–based image retrieval. CBIR
methods operate soley on images by the extraction of visual primitives such as color,
texture or shape. However, there is an important shortcoming of this approach: it is
not possible to extract all semantic information from images alone; known as the
‘semantic gap’. Additionally, the computational cost of extracting image features
such as color and shape for a large image collection is high and, furthermore, the
user query has to be entered in the form of that modality with low level image fea-
tures, e.g. with an example image.

Annotation–Based Image Retrieval (ABIR) uses text retrieval techniques on tex-
tual descriptions of images, which are generally performed by humans. In Web en-
vironments, much of the image content has insufficient textual metadata and it is
not realistic to expect such large numbers of images to be annotated manually. A
simple alternative is to use information in the form of textual metadata, accompa-
nying an image such as its filename and HTML tags. Notably, the text surround-
ing images might be more descriptive and usually includes descriptions implicitly
made by the page designer. All this textual data can be stored with the image itself
or can be used as annotation of images associated with unstructured metadata. In
fact, although content–based techniques are applied, the surrounding textual con-
tent should be considered. It is probable that surrounding text includes some form
of human generated descriptions of the images, which is closer to the semantic inter-
pretation of humans. ABIR can be an approach for image retrieval in Web resources
such as Wikipedia images when surrounding text is used as annotation.

Historically, ABIR approaches were first used experimentally for image retrieval,
where textual annotations were manually added to each image and the retrieval pro-
cess was performed using standard database management systems (Chang and Fu,
1980; Chang and Kunil, 1981). In the early 90s, with the growth of image collec-
tions, manual annotation approaches for the images became impossible. As a result,
CBIR was proposed, which is based on extracting low–level visual content such
as color, texture or shape. The extracted features are then stored in a database and
compared to an example query image. Many studies now exist on content–based re-
trieval, with different techniques used for extracting and storing features (El-Kwae
and Kabuka, 2000; Ogle and Stonebraker, 1995; Wu, 1997) and on the image search-
ing methods used (Flickner et al, 1995; Santini and Jain, 2000). With the expansion
of the Web, interest in image retrieval has increased (Frankel et al, 1996; Jain et al,
1997). On the Web, the images are usually stored with an image filename, HTML
tags and surrounding text. Over time, multi–modal systems have been suggested to
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improve image search results by using a combination of textual information with
image feature information (Wu et al, 2001; Wong and Yao, 1995). In conclusion, it
is hard to extract low–level features from Web images or to manually annotate them.
Thus, ABIR is a reasonable retrieval approach where surrounding text is used that
is an implicit description of the images and which is closer to the image semantics.

In multimedia databases, queries are semantically incomplete when they are sub-
mitted due to difficulties of describing the media. Most image queries need further
tuning such as expanding queries in the ABIR approach. The text retrieval com-
munity studied query expansion extensively. However, in the literature, document
expansion has not been thoroughly researched for information retrieval. From past
exoerience it seems obvious that document expansion can improve the retrieval ef-
fectiveness (Singhal and Pereira, 1999; Billerbeck and Zobel, 2005). In short, the
ABIR approach is promising for current state–of–the–art image retrieval; however,
it requires new expansion techniques to improve its retrieval performance results.

In this chapter, we present an integrated retrieval system, which extends the
well–known textual information retrieval technique with visual terms. The proposed
model aims at closing the semantic gap by helping to map low–level features onto
high level textual semantic concepts. Moreover, this combination of textual and vi-
sual modalities into a single model helps to query a textual database with visual con-
tent or a visual database with textual content. Consequently, images could be defined
with semantic concepts instead of low–level features. Additionally, we propose a
novel expansion technique for documents and queries, using WordNet (Miller et al,
1990), Word Sense Disambiguation (WSD) and similarity functions. Since doc-
ument and query expansion generally result in high recall with low precision, a
two–level re–ranking approach is introduced to increase precision by reordering
the results sets. The first level forms a narrowing–down operation and includes
re–indexing. On the second level we propose a new re–ranking approach which
is Cover Coefficient (CC) based. During the initial retrieval, we combine both ex-
panded and original documents. We evaluated the whole system on the ImageCLEF
2009 WikipediaMM task (Tsikrika and Kludas, 2009) and obtained the best four
ranks in textual image retrieval.

The rest of the chapter is organized as follows: Section 14.2 introduces the details
of the integrated retrieval model for multi–modality handling using the classical vec-
tor space model. Section 14.3 describes document and query expansion techniques
based on WordNet. In Section 14.4, we introduce the two–level re–ranking approach
which includes a narrowing–down phase and CC–based re–ranking. Section 14.5
presents the details of the results we obtained in ImageCLEF 2009. Section 14.6
concludes the chapter.

14.2 Integrated Retrieval Model

The Integrated Retrieval Model (IRM) is an extension of the classical vector space
model to handle multi–modality in content-based image retrieval focusing on the in-
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tegration of both textual and visual features as a single entity. IRM may also help to
close the semantic gap by mapping low–level visual features to the classical VSM.
In the classical VSM, a document is represented as a vector of terms. Hence, a docu-
ment repository D becomes a sparse matrix with rows and columns being document
and term vectors as follows:

D =

⎡

⎢
⎣

t1,1 t1,2 · · · t1,n
...

...
. . .

...
tm,1 tm,2 · · · tm,n

⎤

⎥
⎦ (14.1)

where ti j is the weight of term j in document i, n and m is term and document
count, respectively. The literature proposes a large number of weighting schemes
(Amati and Van Rijsbergen, 2002; Beaulieu et al, 1997; Zhang et al, 2009). We used
pivoted unique term weighting proposed in (Singhal et al, 1996; Chisholm and Kolda,
1999) that is a modified version of the classical cosine normalization (Salton et al,
1975) based on the term weighting aspect of modern text retrieval systems (Buckley,
1993; Manning et al, 2008). A normalization factor is added to the formula which
is independent from term and document frequencies. We calculated weights of an
arbitrary term, wi j, using the pivoted unique normalization as follows:

Wi j =
log(dt f )+1

sumdt f
× U

1+0.0118U
× log

(
N −n f

n f

)

(14.2)

where dt f is the number of times the term appears in the document, sumdt f is the
sum of log(dt f ) + 1’s for all terms in the same document, N is the total number
of documents, n f is the number of documents that contain the term and U is the
number of unique terms in the document. The uniqueness means that the measure
of document length is based on the unique terms in the document. We used 0.0118
as pivot value.

14.2.1 Handling Multi–modality in the Vector Space Model

IRM proposes an extension to the D matrix (Eq. 14.1) by adding visual terms to
represent visual content. Formally, the new document–term matrix, D′ becomes as
follows:

D′ =

⎡

⎢
⎣

t1,1 t1,2 · · · t1,n
...

...
. . .

...
tm,1 tm,2 · · · tm,n

∣
∣
∣
∣
∣
∣
∣

v1,n+1 v1,n+2 · · · v1,n+k
...

...
. . .

...
vm,n+1 vm,n+2 · · · vm,n+k

⎤

⎥
⎦ (14.3)

where vi j is the weight of the visual term j in document i, k is the number of visual
terms. Visual and textual features are normalized independently.

In sum, IRM extends the traditional text–based VSM with visual features. Ini-
tially, we used two simple visual terms representing color information in the image.
To start with, the number of pixels in a particular color or gray scale image is simply
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Algorithm 14.1 GrayScaleness(Image)
Require: An Image

1: count ← 0
2: channelCount ← Number of Channels in Image
3: if channelCount = 1 then
4: return 1.0
5: else
6: for i = 1 to Image.height do
7: for j = 1 to Image.width do
8: if Image(i, j,0) = Image(i, j,1)∧ Image(i, j,1) = Image(i, j,2) then
9: count ← count +1

10: end if
11: end for
12: end for
13: return count/Image.totalPixelCount
14: end if

counted. Then, the first visual term represents the amount of the image that is gray
scale, and the second visual term is the complement of the first term. In other words,
the value is the probability of color pixels in an image. Algorithm 14.1 shows the
calculation of the feature.

14.3 Document and Query Expansion

Document Expansion (DE) and Query Expansion (QE) are processes to add new
words to documents or queries. Expanding the queries and widening the search
terms increase the recall value by retrieving more relevant documents which do not
match literally with the original query. Similarly, expanding poorly defined docu-
ments by adding new terms may result in higher ranking performance. However,
there is always a risk with expansion of constructing more exhaustive documents
and queries than the original ones. On the other hand, both DE and QE must be
used together to achieve a performance gain. The aim of expanding both documents
and queries is to adapt queries to the documents and documents to queries. Thus,
we used the same expansion approaches for both documents and queries.

In this chapter, we used WordNet (Miller et al, 1990) for both DE and QE phases.
WordNet models the lexical knowledge of English and can also be seen as an ontol-
ogy for natural language terms containing nearly 100,000 terms, divided into four
taxonomic hierarchies: nouns, verbs, adjectives and adverbs. Although it is com-
monly argued that language semantics are mostly captured by nouns and noun term–
phrases, here we considered both noun and adjective representations of terms. We
also used WordNet for WSD to tune DE. We used Lesk’s algorithm (Lesk, 1986)
which disambiguates a target word by selecting the sense whose dictionary gloss
shares the largest number of words with the glosses of neighboring words. During
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the DE phase, we stored the original forms of documents to compensate the similar-
ity score computation.

Figure 14.1 illustrates the expansion of query 1 in the ImageCLEF 2009 Wikipedi-
aMM task. The query ‘blue flowers’ is firstly pre–processed, the terms ‘blue’ and
‘flower’ are generated. Each term’s sense is fetched from WordNet. In our exam-
ple, ‘blue’ has seven and ‘flower’ has three senses. Since numerous senses exist
in different domains for terms, expanding the term with all these senses results in
noisy but exhaustive documents or queries. We prevent such noisy expansions by
selecting the most appropriate sense with Lesk’s WSD algorithm. In our example,
the sense of terms is first selected. In WordNet, a sense consists of two parts: syn-
onyms and sense definition. We used both for expansion in our work. We again
pre–process the selected sense to reduce the noise level. Then, we check if the ex-
panded terms exist in the data set. We eliminate the terms that do not exist in the
dictionary. After processing as described, ‘flower’ has the expanded terms; plant,
cultivated, blossom and bloom. For each of the terms we calculate a similarity score
between their base terms (i.e. flower). In the literature, different methods have been
proposed to measure the semantic similarity between terms (Wu and Palmer, 1994;
Richardson et al, 1994; Li et al, 2003; Resnik, 1999; Tversky, 1977). In this study,
we use Wu and Palmer’s edge counting method (Wu and Palmer, 1994). Finally, we
add terms above a specific threshold to the final query or document. Threshold val-
ues for noun and adjective terms are 0.9 and 0.7, respectively. In our example, query
‘blue flower’ is finally expanded as ‘blue flower blueness sky bloom blossom’.

Term phrase selection (TPS) is one of the major parts of the expansion phase.
During expansion, we checked every successive word pair for existence in WordNet
as a noun-phrase. If it exists, we expanded the document/query by appending the
term phrase to the dictionary. For example, if a document contains ‘hunting dog’,
these two successive tokens are searched in WordNet. If this phrase exists, the doc-
ument is expanded with the term ‘hunting dog’. Finally the term phrase is added
to the term phrase dictionary. For the WikipediaMM test collection, the numbers of
new term-phrases added was 6,808.

Table 14.1 depicts the same query number 1 and its two relevant documents with
IDs of 1027698 and 163477 by showing their original and expanded forms. Relevant
documents are about some kind of flowers that are uploaded to Wikipedia pages.
The query is blue flowers. Both borage and lavender are somehow related with
blue flowers although their documents do not include these terms. In such cases,
without any expansion technique, retrieval performance will not be satisfactory. The
example also shows that expanding the query alone is not adequate, where only the
terms of blueness, sky, bloom and blossom are added to query. However, we must
also expand the documents to match. After document expansion, the terms blue and
flower are added to both documents. In addition to this, bloom and blossom terms
are also appended to document numbered 163477. As a result, the expansion step
adds new common terms to both documents and query by using WordNet, WSD.
Then, the whole VSM is rebuilt based on the new dictionary.
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Fig. 14.1: Query expansion example.

14.4 Re–ranking

Re–ranking is a method used to reorder the initially retrieved documents to move
more relevant documents to the top of the list. In the literature many re–ranking
approaches have been proposed. The re–ranking approaches can be roughly clas-
sified into several groups based on the underlying methods used, such as un-
supervised document clustering, semi-supervised document categorization, rele-
vance feedback, probabilistic weighting, collaborative filtering, or combinations
of different approaches. In the literature, some of the methods propose a mod-
ification in weighting scheme (Yang et al, 2006; Carbonell and Goldstein, 1998;
Lingpeng et al, 2005; Callan et al, 1992). Some of them are based on clustering and
use inter document similarity or user supported relevance data to re–rank documents
(Balinski and Danilowicz, 2005; Allan et al, 2001; Lee et al, 2001). In re–ranking,
relevant documents with low similarity scores are re-weighted and reordered to
move relevant documents upward in the results set.
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Table 14.1: An example document and query expansion.

Image/ Query ID Image
Original

Document /
Query

Expanded Document / Query

Doc # :1027698
sea lavender

limonium

sea lavender limonium
sealavender statice various plant
genus limonium temperate salt
marsh spike whit mauve flower

various old world aromatic shrub
subshrub mauve blue cultivated
division ocean body salt water

enclosed land

Doc # :163477
borage flower

garden made apr

borage flower garden made apr
made plant cultivated bloom
blossom tailwort hairy blue

flowered european annual herb
herbal medicine raw salad greens

cooked spinach april month
preceding plot ground plant

cultivated

Query # :1 N/A blue flower
blue flower blueness sky bloom

blossom

In this chapter, we present a two–level re–ranking approach. The first level forms
a narrowing-down phase of the search space, whilst the second level includes a cover
coefficient based re–ranking. Before introducing our re–ranking approach, let us
provide a set of preliminary definitions. We first performed an initial retrieval, called
the base result, using the well–known Vector Space Model (VSM). The formula to
calculate the base similarity scores is as follows:

r( j) =
n

∑
i=1

(ti j ×qi)+
m

∑
i=1

(vi j ×qvi) (14.4)

where, r( j) is the similarity score of jth document, n is the length of the textual
vocabulary and, ti j and qi represent the weights of the jth document and query,
respectively. Additionally, m is the length of the visual vocabulary, vi j and qvi are
visual term weights for the jth document and query. The second term of the r( j)
formulation is for visual similarity only. When multi–modality is not required, the
second term can be ignored.

Let us assume that r′( j) represents the similarity score of expanded documents.
To calculate overall similarity score, we use both expanded and original similarity
scores by taking the averages of them with some coefficients as formulated below:

R0( j) =
(r( j)×μ)+(r′( j)×δ )

2
(14.5)
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where, R0( j) show the initial similarity score of the jth document, μ and δ are
coefficients to adjust results for different data sets and queries. In this study, we
empirically set μ and δ values to 1 and 0.9, respectively.

14.4.1 Level 1: Narrowing-down and Re-indexing

The first level of our re–ranking approach forms a narrowing–down phase and in-
cludes re-indexing. The result sets of each query and corresponding base similarity
scores, R0( j), are inputs for the re–ranking operation. In this level we first selected
relevant documents using initial similarity scores, R0. In other words, we filter out
non–relevant documents based on the initial similarity scores. This operation dras-
tically reduces both the number of documents and the number of terms. Then we
construct a new VSM using these small document sets. This reduces the initial
VSM data to a more manageable size so that we can perform a more complex cover
coefficient–based re–ranking algorithm upon it. Following this, we calculated first
level similarity scores, R1( j), as follows:

R1( j) = (R0( j)×α)+ r1( j)+β (14.6)

where r1( j) is the new similarity score of the jth document in new small VSM. The
value of α is the weight factor and is empirically set to 0.8. Additionally, β is set to
4 if the jth document contains the original query terms in exact order, otherwise it
is set to zero.

14.4.2 Level 2: Cover Coefficient Based Re–ranking

In the second level, we present the Cover–Coefficient (CC) based re–ranking method.
The content of CC was originally proposed by (Can and Ozkarahan, 1990) for text
clustering. The Cover Coefficient based Clustering Methodology (C3M) is a seed–
based partitioning clustering scheme which basically consists of two different steps:
(i) cluster seed selection and (ii) cluster construction. The term incidence matrix, D,
is the input for C3M, which represents documents and their terms. It is assumed that
each document contains n terms and the database consists of m documents. There is
a requirement to construct a C matrix, in order to employ cluster seeds for C3M. The
C matrix is a document–by–document matrix whose entries (1 < i, j < m) indicate
the probability of selecting any term of di from d j. In other words, the C matrix
indicates the relationship between documents based on a two–stage probability ex-
periment. The experiment randomly selects terms from documents in two stages.
The first stage randomly chooses a term tk of document di; the second stage then
chooses the selected term tk from document d j. For the calculation of the C matrix,
ci j, one must first select an arbitrary term of di, say, tk, and then use this term to try
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to select document d j from this term, i.e. to check if d j contains tk. Each row of the
C matrix summarizes the results of this two-stage experiment.

Let sik indicate the event of selecting tk from di at the first stage, and let s′jk
indicate the event of selecting d j, from tk at the second stage. In this experiment,
the probability of the simple event, sik and s′jk, that is, P(sik | s′jk) can be represented
as P(sik)×P(s′jk). To simplify the notation, sik and s′jk can be used respectively, for
P(sik) and P(s′jk), where:

sik =
dik

∑n
h=1 (dih)

, and s′jk =
d jk

∑m
h=1 (d jh)

, where 1 ≤ i, j ≤ m,1 ≤ k ≤ n (14.7)

By considering document di, the D matrix can be represented with respect to the
two-stage probability model. Each element of the C matrix, ci j, (the probability of
selecting a term of di from d j) can be computed by summing the probabilities of an
individual path from di to d j.

ci j =
n

∑
i=1

(

sik × s′jk
)

(14.8)

where ci j shows how much ith document covered by jth document, for i 
= j, cou-
pling of di with d j.

Re–ranking starts with appending the query into new VSM as a document, and
then calculating the C matrix as described above. The C matrix entries, ci j, show
how much the ith document is covered by jth document. We considered the ith row
of the C matrix, which includes how query is covered by other documents. We cal-
culated new similarity score using both R1( j) and ci j as follows:

R2( j) = ci j ×
(

max(Rb)×θ
)

(100×max(ci∗))
(14.9)

where max(Rb) is the maximum first level similarity score for the query result set,
θ is an empirical coefficient that specifies the percentage of similarity score effect,
max(ci∗) is the maximum query-by-document similarity score for the ith query. Fi-
nally, the CC based similarity score equation is as follows:

R( j) = R1( j)+R2( j) (14.10)

where R1( j) is the first level, R2( j) is the second level and R j is the final similarity
score to be used to calculate new ranking scores.
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Table 14.2: Results of experiments with the ImageCLEFmed 2009 dataset.

Run Identifier NumRel RelRet MAP P@5 P@10 P@30 P@100 Rank Run Type
baseline 2362 1742 0.339 0.584 0.520 0.448 0.303 16 Text

IRM 2362 1754 0.368 0.632 0.544 0.483 0.324 1 Mixed

14.5 Results

The methods presented in this chapter have been tested in the WikipediaMM and
ImageCLEFMed tasks. We conducted five runs with the ImageCLEFmed 2009 data
set (Müller et al, 2009); however, we present only two of them. We pre–processed
all 74,902 documents including combination of title and captions. First, all docu-
ments were converted into lowercase. All numbers and some punctuation characters
such as dash (–) and apostrophe (’) were removed. However, some of the non–letter
characters such as comma (,) and slash (/) were replaced with a space. This is be-
cause the dash character conveys an important role as in x–ray and T3–MR. Then,
we choose the words surrounded by spaces as index terms. For each image in the
data set, we have added two visual terms as shown in the previous section. In total,
the total number of indexing terms became 33,615.

After the pre–processing phase, we implemented text only retrieval on the data
set. Here, we normalized text term weights as shown in (Beaulieu et al, 1997), and
we simply calculated the dot product of query and document vectors as a similarity
function. Then, the top 1,000 documents having the highest similarity scores were
selected as result set for each query. The first row of Table 14.2, whose run iden-
tifier is baseline, shows the results we obtained from this experimentat. This was
ranked in the 16th position since we used only a simple retrieval method without
any enhancements.

The second experimentat focuses on the IRM, which combines two visual terms
with previous experiments. The result of the IRM is shown in the second row of Ta-
ble 14.2, and ranked the best position among the participants in the mixed automatic
run track, which is multi–modal retrieval. Importantly, the result we obtained from
the second experiment shows that the IRM improved the performance of baseline
retrieval across all measures. Furthermore, this performance gain was obtained by
using simple visual features. Figure 14.2 illustrates the precision and recall values of
our experiments. IRM outperformed the classical vector space model with respect
to recall at all levels of precision. Based on the results of these experimentats we
can conclude that combining textual retrieval techniques with good visual features
positively affects the results and improves system performance.

In the WikipediaMM task, we first performed some basic pre–processing such
as deletion of punctuation, stop–word removal and lemmatization. Then, we ex-
panded documents using WordNet and selected term phrases as described earlier
in the chapter. During this phase, we take into consideration both the original and
the expanded forms of the data set to calculate similarity score and converted docu-
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Fig. 14.2: Precision-Recall graph of baseline and IRM runs.

ment vectors before base retrieval. In addition, we also expanded queries using Term
Phrase Selection (TPS) and/or WordNet for experimental purposes. Then the two–
level re–ranking step begins. The first level re–ranking uses the narrowing–down
approach. With the completion of the first level, the result set of each query and
ranked scores are kept for the second level. The second level is based on the CC
concept.

The final similarity score R( j) is calculated using R1( j) from the first level and
query-document similarity score, R2( j) from the second level. Finally, the two-level
re–ranking process is completed and the final ranked result sets are generated.

The expansion and re–ranking approach was evaluated with the data set from
ImageCLEF’s WikipediaMM task, which provides a test bed for system–oriented
evaluation of retrieval systems from a collection of Wikipedia Web images. The aim
is to investigate and evaluate retrieval approaches in the context of a larger scale
and heterogeneous collection of images that are searched for by users with diverse
information needs. The data set contains 151,519 images that cover diverse topics
of interest, and images are associated with unstructured and noisy textual annota-
tions in English. The WikipediaMM 2009 sub–track data set includes 45 queries. A
total of eight groups participated in the WikipediaMM Task of ImageCLEF, submit-
ting 57 runs; 26 of them text-based retrieval and 31 also including content–based
retrieval (Tsikrika and Kludas, 2009).

We participated in the WikipediaMM Task of ImageCLEF with the group name
DEUCENG and conducted six runs. Before the runs, we pre–processed the data in
the aforementioned ways. In addition, we also back–up the original forms of docu-
ments to calculate the similarity score as a combination of the original and expanded
data sets. In all runs we used document expansion and pivoted unique normaliza-
tion. The differences between the runs were based on the different expansion and
re–ranking techniques. The proposed system’s retrieval performance was evaluated
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Table 14.3: Results of experiments on the WikipediaMM task of ImageCLEF 2009.

ID Code DE QE (TPS) QE (WN, WSD) RR1 RR2 MAP P@5 P@10
1 200 X 0.1861 0.3244 0.2956
2 201 X X 0.1865 0.3422 0.2978
3 202 X X X 0.2358 0.4844 0.3933
4 203 X X X X 0.2375 0.4933 0.4000
5 204 X X X X 0.2375 0.4933 0.4000
6 205 X X X X X 0.2397 0.5156 0.4000

using MAP. We also used the P@5 and P@10 evaluation metrics. Table 14.3 shows
the applied techniques for each run and their performance evaluation results.

The first run is the baseline upon which all expansion and re–ranking techniques
are built. The MAP and P@5 values are 0.1861 and 0.3244, respectively. The second
run includes QE with TPS only. The MAP and top precision values of the second run
are slightly better than the baseline. In the third run, we expanded the queries using
both TPS and WordNet with the same document expansion approaches. The third
run has MAP and P@5 values of 0.2358 and 0.4844, respectively. The experimen-
tal results show that the run performs considerably better since our proposed novel
expansion techniques for documents and queries are the same. The next three runs
show that our re–ranking approach provides an increase in precision. In the fourth
run, we conducted first–level re–ranking known as the narrowing–down approach,
including reindexing. The experimental results are slightly better again, especially
with the impact of the parameters tested. The MAP and P5 values are 0.2375 and
0.4933, respectively. The difference between the forth and fifth runs is that the docu-
ments in the results set above a threshold rank are used for the first level re–ranking
process, but the experimental results are same. The final run (called 205) includes an
additional CC based second level re–ranking approach over the result set of the fifth
run. As can be seen from the MAP values in Table 14.3, the best results are obtained
from the sixth run. The MAP and P@5 values are 0.2397 and 0.5156, respectively.

14.6 Conclusions

In this chapter, we have presented two new approaches for image retrieval. Firstly,
a new content–based image retrieval system combining both visual and textual fea-
tures of a document in the same model. We evaluate it in the ImageCLEFmed task
of ImageCLEF 2009. Our method ranked first among the participants in mixed au-
tomatic runs. Results of our experiments show that the proposed multi–modality
method performs better than other automatic mixed retrieval approaches, even when
simple visual features are used.

Secondly, we presented a novel expansion and re–ranking approach for ABIR,
and tested it in the WikipediaMM task of ImageCLEF. Here, we used new expansion
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techniques using WordNet, WSD and similarity functions, for both documents and
queries. We also introduced a two–level re–ranking method to increase precision,
based on narrowing–down and cover coefficient phases. Experiments show that our
suggestion for an annotation–based image retrieval system is promising. It received
the four best positions based on MAP and precision measures among all participants
in the WikipediaMM task of ImageCLEF 2009.
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Chapter 15
Revisiting Sub–topic Retrieval in the
ImageCLEF 2009 Photo Retrieval Task

Teerapong Leelanupab, Guido Zuccon, and Joemon M. Jose

Abstract Ranking documents according to the Probability Ranking Principle has
been theoretically shown to guarantee optimal retrieval effectiveness in tasks such
as ad hoc document retrieval. This ranking strategy assumes independence among
document relevance assessments. This assumption, however, often does not hold,
for example in the scenarios where redundancy in retrieved documents is of major
concern, as it is the case in the sub–topic retrieval task. In this chapter, we pro-
pose a new ranking strategy for sub–topic retrieval that builds upon the interde-
pendent document relevance and topic–oriented models. With respect to the topic–
oriented model, we investigate both static and dynamic clustering techniques, aim-
ing to group topically similar documents. Evidence from clusters is then combined
with information about document dependencies to form a new document ranking.
We compare and contrast the proposed method against state–of–the–art approaches,
such as Maximal Marginal Relevance, Portfolio Theory for Information Retrieval,
and standard cluster–based diversification strategies. The empirical investigation is
performed on the ImageCLEF 2009 Photo Retrieval collection, where images are
assessed with respect to sub–topics of a more general query topic. The experimen-
tal results show that our approaches outperform the state–of–the–art strategies with
respect to a number of diversity measures.
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15.1 Introduction

Information Retrieval (IR) deals with finding documents relevant to a user’s infor-
mation need, usually expressed in the form of a query (van Rijsbergen, 1979). Doc-
uments are usually ranked and presented to the users according to the Probability
Ranking Principle (PRP), that is, in decreasing order of the document’s probability
of relevance (Robertson, 1977). This ranking strategy is well accepted in IR, and
can be justified using utility theory (Gordon and Lenk, 1999a). However, in particu-
lar scenarios, ranking documents according to the PRP does not provide an optimal
ranking for the user’s information need (Gordon and Lenk, 1999b). For example,
this happens when redundant documents are of major concern, or when a broad
view about the query topic is needed, thus aiming to retrieve all its possible sub–
topics. In this situation, the PRP does not provide a satisfying ranking because it
does not account for interdependent document relevance due to the assumption of
independence between assessments of document relevance.

A number of recent approaches attempt to overcome PRP’s limitations (Car-
bonell and Goldstein, 1998; Wang and Zhu, 2009; Zuccon and Azzopardi, 2010).
The suggested approaches were tested on a novel retrieval task, called sub–topic
retrieval (Zhai et al, 2003). In this task, documents are assessed with respect to the
number of sub–topics. Interdependent document relevance is introduced in the eval-
uation measures, which reward strategies that retrieve all the relevant sub–topics
at early ranks, while penalising unnecessary redundancy. This means promoting
novelty and diversity within the ranking. The need for diversity within document
rankings has been motivated by several empirical studies (Agichtein et al, 2006;
Eisenberg and Berry, 2007). Addressing diversity issues allows retrieval systems to
cope with poorly specified or ambiguous queries, maximizing the chance of retriev-
ing relevant documents, and also to avoid excessive redundancy, providing complete
coverage of sub–topics in the result list.

From the current strategies for sub–topic retrieval, two common patterns can be
observed with respect to the modality used to achieve ranking diversification:

Interdependent document relevance paradigm: Relationships between docu-
ments are taken into account when ranking. Strategies maximise, at each rank po-
sition, a function that mixes relevance estimates and document relationships. This
approach is followed by heuristics and strategies such as Maximal Marginal Rel-
evance (MMR) (Carbonell and Goldstein, 1998), interpolating document rele-
vance and diversity estimation, and Portfolio Theory (PT) (Wang and Zhu, 2009),
combining relevance estimations and document correlations with respect to the
previous ranked documents.

Topic–oriented paradigm: Relationships between retrieved documents are used
to model sub–topics regardless of document relevance. Documents are thus char-
acterised with respect to the sub–topics they cover using techniques such as clus-
tering (Deselaers et al, 2009; van Leuken et al, 2009), classification (Huang et al,
1998), LDA (Blei et al, 2003), probabilistic latent semantic indexing (pLSI)
(Hofmann, 1999), or relevance models (Lavrenko and Croft, 2001; Carterette and



15 Revisiting Sub–topic Retrieval in the ImageCLEF 2009 Photo Retrieval Task 279

Chandar, 2009). In our study, we are only interested in unsupervised clustering
techniques although other techniques might be used. When considering cluster–
based diversification methods, each cluster is assumed to represent a sub–topic
of the information need, and thus diversification is achieved by retrieving docu-
ments belonging to different clusters.

Intuitively, the ranking strategies belonging to the first paradigm do not explicitly
identify the sub–topic to be covered. Inter–document relationships, often based on
statistical features of the documents, are used when accounting for novelty and di-
versity. Even though the number of relevant sub–topics is of importance when evalu-
ating retrieval strategies, there is no explicit estimation of the number of sub–topics.
In order to maximise the number of sub–topics, the retrieval systems based on this
paradigm mainly rely on retrieving relevant documents that contain low redundant
information, i.e. they are different enough to each other that they might refer to
different sub–topics.

By contrast, clustering–based diversification methods, interleaving documents
belonging to different clusters, explicitly cover all possible (or identified) sub–topics
in top rankings. Nevertheless, this paradigm lacks an explicit model of relevance:
how to combine relevance and the information regarding sub–topic clusters is still
an open challenge. Documents that are selected after the clustering process to build
the ranking can contain lots of new information, but they might be non–relevant;
or even contain relevant information, but this might be redundant in the context of
the document ranking. Consequently, ranking documents by either paradigm might
produce unsatisfactory results.

Documents can cover several sub–topics (clusters), and these might even to some
extent overlap. For example, the topic ‘Victoria’ can contain a set of documents re-
garding people (Queen Victoria or Victoria Beckham) and places (the state in Aus-
tralia or the memorial in London) from a topical point of view. A document, clus-
tered into the sub–topic ‘Victoria Beckham’, can contain information about her ap-
pearance in the Victoria state, Australia. Motivated by these considerations, we aim
to alleviate the deficiencies of the two paradigms by combining their merits together.
To the best of our knowledge, no empirical study has been performed comparing and
integrating these two ranking paradigms in the context of sub–topic retrieval.

In this chapter, we propose a novel ranking strategy which explicitly mod-
els possible sub–topics and promotes diversity among documents in a ranking.
Our strategy enables the development of a variety of algorithms for integrating
statistical similarity, diversity structure, conveyed by clusters, and document de-
pendencies. The paradigm relies on the cluster hypothesis (van Rijsbergen, 1979;
Hearst and Pedersen, 1996), which assumes that relevant documents tend to be more
similar to each other than non–relevant documents. When clustering documents,
topically coherent groups of documents are formed by encoding possible aspects
(i.e. sub–topics) of a more general topic. Relevance and diversity evidence is then
merged in a ranking function (e.g. MMR), which selects documents from different
clusters. The result is a document ranking that covers all the identified sub–topics,
conveying at the same time relevant and novel information. This ranking approach
provides insights for integrating two ranking paradigms for sub–topic retrieval: this
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can generally be applied to any method for estimating sub–topic classes (e.g. LDA,
pLSI, relevance models) and for considering document dependencies (e.g. QPRP,
PT, MMR). This study aims to investigate the performance gained from the ranking
strategy produced by the integration of two ranking models, not to propose a new
specific ranking model.

The contributions of this chapter are to:

• analyse and discuss the current state–of–the–art methods for diversity–aware in-
formation retrieval;

• investigate a new ranking strategy which is able to model sub–topics by means
of clustering techniques and promote diversity among documents in a document
ranking;

• conduct an empirical study comparing state–of–the–art ranking models for sub–
topic retrieval (e.g. MMR, PT, static and dynamic clustering) against the integra-
tion models we introduce based on MMR and clustering;

• discuss the results of this study, and show that our proposed solutions outperform
state–of–the–art strategies.

The chapter is structured as follows. In Section 15.2 we frame the sub–topic retrieval
problem and present existing strategies for encoding novelty and diversity in docu-
ment rankings. Next, we illustrate our approach based on clustering that considers
sub–topic evidence when ranking using an MMR–inspired approach (Section 15.3).
In Section 15.4, we present the methodology of our empirical investigation, which
employes the imageCLEF 2009 Photo collection (Paramita et al, 2009), an image
collection suited for the sub–topic retrieval task. The results obtained in the empir-
ical investigation are illustrated and discussed in Section 15.5, while Section 15.6
concludes the paper stating the major contributions of our work in the light of the re-
sults obtained on the ImageClef 2009 Photo Retrieval Task collection together with
lines of future investigation.

15.2 Background and Related Work

15.2.1 Sub–topic Retrieval

Conventional IR systems employ the PRP to rank documents with respect to the
user’s queries. Systems based on the PRP ignore interdependencies among docu-
ments ranked in the search results. These systems are generally appropriate when
there are very few relevant documents and high–recall is required. An example of
this situation is topic distillation in Web search, where a typical user wishes to
find very few relevant core websites rather than every relevant Web page (Soboroff,
2004).

The assumption of independence in document relevance assessments that accom-
panied IR evaluation since the adoption of the Cranfield paradigm and on which the
PRP is based, have recently been questioned. This generated a spate of work, not
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only on ranking functions that account for interdependent document relevance, such
as MMR (Carbonell and Goldstein, 1998), PT (Wang and Zhu, 2009), QPRP (Zuc-
con and Azzopardi, 2010), but also with respect to test collections, evaluation mea-
sures, and retrieval tasks (Zhai et al, 2003; Clarke et al, 2008; Paramita et al, 2009).
In fact, the relaxation of the independence assumption requires test collections to
encode information about relevance dependencies between documents and mea-
sures are developed so as to account for such relationships. Research on novelty
and diversity document ranking flowered from these needs, and a new retrieval task,
called sub–topic document retrieval (or alternatively, diversity retrieval, novelty and
diversity retrieval, facets retrieval), has been introduced. A number of collections
has been realised for this task, including the one based on the Text REtrieval Con-
ference (TREC) 6, 7, 8 interactive track (Zhai et al, 2003) and ImageCLEF 2008
and 2009 photo retrieval task collections (Sanderson, 2008; Paramita et al, 2009).
In these collections, query topics induce sub–topics (also called facets, nuggets, as-
pects, intentions): each document contains zero or more sub–topics of a query topic,
and one sub–topic can be contained in one or more documents. Note that if a docu-
ment contains at least one query sub–topic, then it is relevant. No assumptions are
made about the extent of the relevance of a document, i.e. grade of relevance: even if
a document covers more sub–topics than another, the former yet might not be more
relevant than the latter. Specifically, in all the collections produced for this retrieval
task until today, relevance is treated as a binary feature: a document is either relevant
or not, although it contains one or more sub–topics.

The aim of the task is to rank documents such that all the sub–topics associated
with a query topic are covered as early in the ranking as possible, and sub–topics
are covered with the least redundancy possible. Thus, the requirement that document
rankings should cover all the sub–topics is greater than that documents should be
relevant, since a document that covers a sub–topic is also relevant, but a list of
relevant documents covers just one sub–topic. As a matter of fact, however, pure
relevance ranking is unsuitable in this task.

This task resembles real situations. Often, in fact, there are an enormous num-
ber of potentially relevant documents containing largely similar content, resulting in
partially or nearly duplicate information being presented within the document rank-
ing. Secondly, in a large number of cases users pose a query for which the result set
contains very broad topics related to multiple search facets, or has however multiple
distinct interpretations. The query ‘London’ represents an example of a broad query.
This might refer to ‘London weather’, ‘London transport’, ‘London people’, ‘Lon-
don travel’, etc. The query ‘Chelsea’ represents an example of an ambiguous query
that might be interpreted as ‘Chelsea Clinton’, ‘Chelsea football club’, or ‘Chelsea
area in London’ etc. These are examples of situations where IR systems have to pro-
vide a document ranking that minimises redundant information and covers all the
possible search facets (sub–topics).

Clarke et al (2008) identify the precise distinction between the concepts of nov-
elty and diversity in information retrieval. Novelty is the need to avoid redundancy
in search results, while diversity is the need to resolve queries’ ambiguity. A popular
approach for dealing with the redundancy problem is to provide diverse results in
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response to a search adopting an explicit ranking function, which usually requires a
tuning of a user parameter. For example, MMR (Carbonell and Goldstein, 1998) and
the Harmonic measure (Smyth and McClave, 2001) combine similarity and novelty
in a unique ranking strategy. On the other hand, a traditional approach for coping
with poorly specified or ambiguous queries relies on promoting diversity. This is
motivated by the fact that the chances to retrieve relevant results can be maximised
if results containing information from different query interpretations are presented
within the document ranking.

15.2.2 The Probability Ranking Principle

The PRP (Robertson, 1977) is a well accepted ranking strategy that suggests pre-
senting documents according to decreasing probability of document relevance to
the user’s information need; and the relevance of one document is considered in-
dependent from the rest of the documents. Formally, given a query q, if P(xi) is
the relevance estimation for document xi and S(xi,q) is the similarity function em-
ployed for producing such estimation, then the PRP suggests to present at rank J +1
a document d such that:

PRPJ+1 ≡ argmax
xi∈I\J

[p(xi)] ≈ argmax
xi∈I\J

[S(xi,q)] (15.1)

where I is the set of results retrieved by the IR system; J is the set formed by the
documents ranked until iteration J; xi is a candidate document in I \ J, which is the
set of documents that have not been ranked yet.

In the PRP, a document’s relevance judgements are assumed independent and
thus no relationship between documents is explicitly modelled in the ranking func-
tion. This is a known limitation of the PRP and, although it does not affect the
optimality of the ranking principle for tasks such as ad hoc retrieval, it is the cause
of the sub–optimality of the PRP in particular scenarios, such as sub–topic retrieval.

15.2.3 Beyond Independent Relevance

Maximal Marginal Relevance: Several techniques have been proposed for sub–
topic retrieval. A simple method to address diversity between documents is that of
MMR in set–based IR (Carbonell and Goldstein, 1998). Using a tuneable parameter,
this ranking method balances the relevance between a candidate document and a
query, e.g. the probability of relevance, and the diversity between the candidate
document and all the documents ranked at previous positions. The ranking is linearly
produced by maximising relevance and diversity scores at each rank. The MMR
strategy is characterised by the following ranking function:
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MMRJ+1 ≡ argmax
xi∈I\J

[λS(xi,q)+(1−λ )max
x j∈J

D(xi,x j)] (15.2)

where x j is a document in J, i.e. the set of documents that have been ranked already.
The function S(xi,q) is a normalised similarity metric used for document retrieval,
such as the cosine similarity, whereas D(xi,x j) is a diversity metric. A value of the
parameter λ greater than 0.5 assigns more importance to the similarity between
document and query rather than to novelty/diversity. Conversely, when λ < 0.5,
novelty/diversity is favoured over relevance.

In our work, when operationalising MMR, we modify how the diversity function
impacts on the ranking: we substitute the function max with avg, which returns the
average dissimilarity value between all pairs of xi and x j, instead of their largest
value. To compute the dissimilarity between documents, we resort to estimating
their similarity and then we revert this estimation. Specifically, the cosine function
is used as a similarity measure between documents’ term vectors obtained using the
BM25 weighting schema. Since its similarity values range between −1 and 1, we
can estimate the dissimilarity by the following formula:

avg
x j∈J

D(xi,x j) =
∑J

j=1(−S(xi,x j)))
J

(15.3)

In Figure 15.1a we depict the document selection procedure suggested by MMR.
In the figure, we simulate the possible clusters of documents that identify the sub–
topics covered by those documents. Documents inserted in the ranking following
the MMR strategy might come from the same group of sub–topics (i.e. x1 and x3),
colliding with what is required in the sub–topic retrieval task.

Portfolio Theory: Wang and Zhu (2009) suggested to rank documents according
to a paradigm proposed to select stocks in the financial market, PT. In the IR scenario
diversification is achieved using PT by reducing the risk associated with document
ranking. The intuition underlying PT is that the ideal ranking order is the one that
balances the relevance of a document against the level of its risk or uncertainty (i.e.
variance). Thus, when ranking documents, relevance should be maximised whilst
minimising variance. The objective function that PT optimises is:

PTJ+1 ≡ argmax
xi∈I\J

(

p(xi)−bwxiδ
2
xi
−2b ∑

xi∈J
wxk δxi δxk ρxi,xk

)

(15.4)

where b represents the risk propensity of the user, δ 2
xi

is the variance associated to
the probability estimation of document xi, wxi is a weight expressing the importance
of the rank position, and ρxi,xk is the correlation between document xi and docu-
ment xk.

In summary, intuitively MMR and PT have a similar underlying schema for com-
bining relevance and diversity. One common component of their ranking functions
is the estimation of the probabilities of relevance. In both methods, the relevance es-
timation is balanced by a second component, which captures the degree of diversity
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between the candidate document and the ranking. In the empirical study we present
in Section 15.4, we implemented both strategies and compared them to the novel
paradigm we propose.

15.3 Document Clustering and Inter–Cluster Document
Selection

15.3.1 Re–examining Document Clustering Techniques

It has been hypothesised that ‘closely associated documents tend to be more relevant
to the same requests’ (van Rijsbergen, 1979). Similarly, in our work we hypothesise
that clusters obtained considering the documents relevant to a user’s information
need have the potential to represent different sub–topics of the more general topic
the user is interested in. Thus, clustering using unsupervised learning models ex-
tracts meaningful and representative information from documents, that can be used
to model sub–topical diversity. The set of documents contained in each cluster is
assumed to resemble what users perceive as a sub–topic. We then believe that in-
corporating evidence drawn from clusters of similar documents can enhance the
performance of IR systems in the sub–topic retrieval task.

Although clustering can group documents containing similar contents, we do not
intend to use clustering in isolation, in particular when selecting documents from
such clusters. We hypothesise that clustering techniques combined with suitable
criteria for document selection can improve the performances of systems in the sub–
topic retrieval task. Regardless of the clustering technique used, strategies following
the cluster–based paradigm can be characterised by how documents are selected
from the clusters in order to output the final document ranking. In the following,
two common approaches are revised.

The first approach, which is directly inspired by the cluster hypothesis, at-
tempts to retrieve documents that are more similar to each other at higher ranks.
Kurland and Lee (2004) propose a method, called the interpolation algorithm, to
compute a retrieval score by mixing the evidence obtained from clusters together
with document relevance estimations. The retrieval score of a candidate document
di given this approach is calculated as:

p̂(xi,q) = λ p(xi,q)+(1−λ )∑
tεX

p(c j,q)p(xi,c j) (15.5)

where λ indicates the degree of emphasis on individual document information. In
our study, we assume that p(a,b) is the similarity between objects a and b1. Note
that setting λ = 0 returns documents within the cluster with highest similarity to the
query, i.e. the cluster with the highest p(c j,q). We refer to this approach as Interp(.).

1 These can be queries, documents, or clusters.
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In the second approach we assume that each cluster represents a different sub–
topic. Thus, to cover the whole set of sub–topics all the clusters have to be chosen
at early ranks. In (van Leuken et al, 2009), three clustering methods with a dynamic
weighting function are exploited to visually diversify image search results. Only rep-
resentatives of visual–based clusters are presented to the users with the aim to facili-
tate faster browsing and retrieval. A similar work has been pursued in (Ferecatu and
Sahbi, 2008), where the ranking is formed by selecting documents from clusters in a
round–robin fashion, i.e. assigning an order to the cluster and selecting a document
when cycling through all clusters. Cluster representatives are selected according to
the order of the documents and are added to clusters 2. The same approach may be
applied to different clustering algorithms, i.e. k–means, Expectation–Maximisation
(EM), Density–Based Spatial Clustering of Applications with Noise (DBSCAN).

Once sub–topical clusters are formed, several approaches can be employed to
select a cluster representative. Deselaers et al (2009) propose selecting within each
cluster the document that is most similar to the query, whereas Zhao and Glotin
(2009) suggest choosing the document with the lowest rank within each cluster of
the top retrieved results. In (Leelanupab et al, 2009; Urruty et al, 2009), the medoid3

is assumed to be the best cluster representative. Finally, Halvey et al (2009) propose
selecting the document that is most similar to other members of the selected cluster.
In summary, these approaches ensure that documents are retrieved from all the clus-
ters, and thus from all the sub–topics if these are correctly captured by the clustering
process. However, document relevance and redundancy are not accounted for after
clustering. Furthermore, despite the selection of documents from clusters accord-
ing to their probability of relevance, documents at early ranks can contain duplicate
information.

As a result, the top ranked documents might still be similar or highly correlated
to each other. For example, as shown in Figure 15.1b, the distances of documents x1,
x2, x3, and x4 selected using the clusters’ medoids are constant and far away from
the query q, in particular x3 and x4. Furthermore, if the closest documents to the
query were to be selected, then the result will be documents that are close to each
other, in particular when the query lays in the centre of the document space, which
is surrounded by the clusters.

15.3.2 Clustering for Sub–topic Retrieval

As we have illustrated in the previous section, no current cluster–based method for
sub–topic retrieval addresses novelty and relevance at the same time. Motivated by
this consideration, this chapter investigates the effect of integrating intra–list depen-
dence ranking models, i.e. ranking strategies that account for dependencies amongst
ranked documents, and topic–oriented/cluster–based models, i.e. strategies that di-

2 This is possible because the clustering algorithm in (Ferecatu and Sahbi, 2008) builds clusters
iteratively by first selecting the centre of a cluster and then gathering its members.
3 The document closest to the centroid of the cluster.
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(a) MMR with possible clusters. (b) Clustering with fixed document selection.

(c) Clustering with MMR re–ranking for document selection.

Fig. 15.1: Re–ranking methods for promoting diversity.

vide documents into sub–topic classes and consider these when ranking. Specif-
ically, we propose two simple strategies that follow this idea, and evaluate them
in the context of sub–topic retrieval. In particular, document dependencies can be
exploited during the selection of representatives from sub–topic classes, obtained
by employing any of the latter models. Figure 15.1c depicts the result of this ap-
proach, in which documents x1, x2, x3, and x4 are selected according to particular
sub–topics, thus addressing diversity in the document ranking. We do not focus on
the retrieval and relevance estimation, but we assume to have a reliable function that
is able to provide an initial set of relevant documents. We suggest clustering these
documents and then ranking the clusters according to the average relevance of the
documents contained in each cluster. Given a query q and a cluster ck, the average
cluster relevance is defined as:

Savg(ck,q) =
1
Ik

I

∑
i=1

s(xk,i,q) (15.6)

where Ik is the number of documents in ck and X = {x1, ...,xn} is the initial set of
relevant documents. Average cluster relevance is employed for ordering the clusters;
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Algorithm 15.1 Intra-list dependency re-ranking (using MMR) on the evidence
gathered from clusters.

Require: q, a user query
Require: C = {c1,c2,c3, ...,ck}, set of clusters k ranked according to average cluster relevance

Savg(ck,q)
Require: Xk = {xk,1,xk,2,xk,3, ...,xk,n}, set of retrieved documents x within cluster ck
Require: j = 0, where j is the number of documents that has been already ranked
Require: maxDocs, the maximum number of retrieved documents

J0 = {}
while j ≤ maxDocs do

if j = 0 then
J0 = argmax

xk,n∈Xk\J
[S(xk,n,q)]

else
Jj = Jj−1 ∪ argmax

xk,n∈Xk\J
[λS(xk,n,q)+(1−λ ) avg

x j∈J
D(xk,n,x j)]

end if
j = j +1; k = k +1
if k ≥ j then

k = 0
end if

end while
return Jj = {x1,x2,x3, ...x j}, a set of re-ranked documents to present to the user

then a round–robin approach that follows the order suggested by average cluster rel-
evance is used in order to select individual documents within the clusters. To select a
specific document within each cluster, we have to employ an intra–list dependency–
based model: in our empirical study we choose to use MMR, for its simple formu-
lation. In this step, alternative ranking functions may be employed. The complete
algorithm is outlined in Algorithm 15.1: this is the same algorithm that has been
implemented to produce the results reported in our empirical investigation.

15.4 Empirical Study

To empirically validate our approach and contrast it to state–of–the–art ranking
strategies for sub–topic retrieval, we adopted the ImageCLEF 2009 photo retrieval
collection (Paramita et al, 2009). This collection is composed of almost 500,000 im-
ages from the Belga News Agency. A text caption is associated with each image; the
average length of the textual captions is 36 terms, while the total numbers of unique
terms in the collection is over 260,000. Textual captions have been indexed using
Terrier4, which also served as a platform for developing the ranking strategies using
Java. Before indexing the captions, we removed standard stop–words (van Rijsber-
gen, 1979) and applied Porter stemming. Low–level descriptors were not considered
as this year’s topics focus on topical, rather than visual, diversity. Moreover, the goal

4 http://ir.dcs.gla.ac.uk/terrier/

http://ir.dcs.gla.ac.uk/terrier/
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Fig. 15.2: Example of ImageCLEF 2009 database entry with sub–topic image (left)
and query topic format (right).

of our study is to determine whether the integration of two diversity-aware ranking
models is valid, and thus there is no major concern in ruling out visual features from
the empirical investigation. Query topics have been similarly processed to the text
captions. We used the set of 50 available topics, consisting of topic titles, cluster
titles, cluster descriptions, and image examples. We employ only the topic titles, so
as to simulate the situation where a user posts a broad or ambiguous query. Finally,
we used the sub–topic judgements associated with each topic that are provided with
the collection; an example of topic and image with related sub–topics is shown in
Figure 15.2.

Okapi BM25 has been used to estimate document relevance given a query: its pa-
rameters have been set to standard values (Robertson et al, 1995). The same weight-
ing schema has been used to produce document term vectors that are subsequently
employed by re–ranking strategies to compute similarity/correlation. In preliminary
results we have observed that this approach returns higher precision values, com-
pared with alternative strategies, e.g. TF–IDF weighting. We experiment with sev-
eral ranking lengths, i.e. 100, 200, 500, and 1,000, meaning that all the documents
retrieved at ranks lower than these thresholds are discarded. In this chapter we re-
port results for ranking up to 500 documents. Other ranking thresholds have shown
similar results, and are not reported here.

Once estimates of document relevance are obtained using Okapi BM25, we pro-
duce an initial document ranking according to the probability ranking principle, i.e.
we order documents with respect to decreasing probability of relevance. We denote
this run with PRP, and it represents the baseline for every re–ranking strategy. Fur-
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thermore, the initial document ranking obtained using the PRP is used as input of
the re–ranking functions. The runs obtained by implementing the maximal marginal
relevance heuristic and the portfolio theory approach are denoted with MMR and
PT, and they represent the state–of–the–art strategies for interdependent document
relevance in the context of this investigation.

For MMR, we investigated the effect on retrieval performances of the hyper–
parameter λ by varying it in the range 5 [0,1). The ranking function of MMR has
been instantiated as discussed in Section 15.2.3.

When testing PT, we set b, the risk propensity parameter, as ranging from ±1
to ±9; we treat the variance of a document as a parameter that is constant with
respect to all the documents, similarly to (Wang and Zhu, 2009). We experiment
with variance values δ 2 ranging from 10−1 to 10−9, and select the ones that achieve
best performances in combination with the values of b through a grid search of the
parameter space. The correlation between textual captions is computed as Pearson’s
correlation between the term vectors associated to the textual captions themselves.

Regarding the runs based on the topic–oriented paradigm, we adopt two different
static and dynamic clustering algorithms: k-means and expectation maximization
(EM), although alternative strategies may be suitable. For each query, the number of
clusters required in k–means was set according to sub–topic relevance judgements
for that query. In contrast, we allow the EM algorithm to determine the optimal
number of clusters using cross validation, and set the minimum expected number of
clusters using the sub–topic relevance judgements. After clusters are formed, doc-
uments are ranked according to techniques for selecting documents within clusters
as illustrated in Section 15.3, specifically:

Interp(.): selects documents that maximise the interpolation algorithm for cluster–
based retrieval;
PRP(.) : selects documents with the highest probability of relevance in the given
clusters;
Mediod(.): selects the medoids of the given clusters as cluster representatives;
MMR(.) : selects documents according to maximal marginal relevance, as an
example of a strategy based on an interdependent document relevance model.

Techniques that implement PRP(.) and Medoid(.) do not require any parameter
tuning, whereas when instantiating Interp(.) and MMR(.), we varied their hyper–
parameters in the range [0,1), and selected the value that obtained the best per-
formance. In total, the combination of clustering algorithms and document se-
lection criteria forms eight experimental runs that we tested in this study, i.e.
Interp(k–means), PRP(k–Means), Medoid(k–means), MMR(k–means), Interp(EM),
PRP(EM), Medoid(EM), and MMR(EM).

We employed three measures to assess the effectiveness of different ranking
strategies in sub–topic retrieval. The first measure, called α–NDCG, extends the
normalised discounted cumulative gain to the case of the sub–topic retrieval task;
the parameter α ranges between 0 and 1 and directly accommodates novelty and

5 We excluded the value λ = 1, since MMR’s ranking function would be equivalent to that of PRP.
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diversity (Clarke et al, 2008). We set α = 0.5, as it is common practice (Clarke et al,
2009b): intuitively, this means that novelty and relevance are equally accounted for
in the measure. Novelty and rank biased precision (NRBP) (Clarke et al, 2009a) in-
tegrate nDCG, rank–biased precision (RBP) and intention aware measures in order
to model the decreasing interest of the user examining documents at late rank posi-
tions. Sub–topic recall (S-R) (Zhai et al, 2003) monitors sub–topic coverage in the
document ranking.

15.5 Results

In Table 15.1 we report the results obtained by the instantiations of the ranking
strategies considered in our empirical investigation and evaluated them using α-
NDCG@10, α-NDCG@20, NRBP, and S–recall. Due to the presence of varying
parameters that require tuning, we only report the best results obtained by each strat-
egy with respect to α-NDCG@10. Percentage improvements over the PRP of each
re–ranking strategy are reported in the table. The instantiations of the approaches we
propose in this study, i.e. MMR(k–means) and MMR(EM), underlined in the table,
provide an example of the results the integration approach, based either on static or
dynamic clustering, and MMR, can achieve. Statistical significance against MMR
and PT using a t–test is calculated for each of the eight runs reported in the lower
part of Table 15.1, and it is indicated with ∗, w.r.t. MMR, and †, w.r.t. PT.

The results suggest that the integration of either static or dynamic clustering
techniques with interdependent document ranking approaches can improve the
performance in sub–topic retrieval. In particular, the percentage improvements of
MMR(k–means) and MMR(EM) are greater than the one obtained by their peers in
all the evaluation measures, except in NRBP, for which however a consistent trend
can not be extracted. Furthermore, it can be observed that even applying the integra-
tion paradigm on a simple lightweight clustering algorithm such as k-means, which
can be executed in runtime, can increase the retrieval performance when compared
to MMR or k–means alone.

Our empirical investigation also suggests that selecting clusters in a round–
robin fashion when ranking, as is done in PRP(k–means), PRP(EM), or Medoid(k–
means), Medoid(EM), outperforms other policies, such as the one implemented by
Interp(.). This result is consistent for all the investigated measures. Note that rank-
ing documents according to Interp(.) may result in documents from the same cluster
being ranked consecutively: this might be the case when the probabilities of cluster
relevance and of the document being in the specific cluster are high. In addition, the
results suggest that the runs based on the topic–oriented paradigm produce better
rankings than the ones based on the interdependent document relevance paradigm
(i.e. MMR and PT) in terms of α-NDCG@10, that has been used as an objective
function for parameter tuning.

In summary, the results show that integrating the two paradigms for sub–topic re-
trieval based on interdependent document relevance and topic–oriented models can
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Table 15.1: Sub–topic retrieval performances obtained in the ImageCLEF 2009
photo retrieval collection. Percentage improvements refer to the PRP baseline. Pa-
rameters are tuned with respect to α–NDCG@10, in particular: MMR (λ = 0.6),
PT (b = 9, δ 2 = 10−3), Interp(k–means) (λ = 0.8), MMR(k–means) (λ = 0.8), In-
terp(EM) (λ = 0.9), and MMR(EM) (λ = 0.7). The best performance improvements
are highlighted in bold, and statistical significance at 0.05 level, computed using a
t–test, against MMR and PT are indicated by ∗ and † respectively.

Model α-NDCG@10 α-NDCG@20 NRBP S-R@10
PRP 0.425 0.467 0.270 0.542

MMR
0.484 0.516 0.288 0.661

+13.88% +10.49% +6.67% +21.90%

PT
0.470 0.511 0.287 0.629

+10.59% +9.42% +6.30% +16.09%

Interp(K-Mean)
0.448 0.475 0.302 0.524∗†

+5.41% +1.71% +11.85% -3.32%

Medoid(K-Mean)
0.463 0.490 0.291 0.591∗

+8.94% +4.93% +7.78% +8.93%

PRP(K-Mean)
0.486 0.515 0.309 0.617

+14.35% +10.28% +14.44% +13.87%

MMR(K-Mean)
0.491 0.520 0.302 0.655

+15.53% +11.35% +11.85% +20.83%

Interp(EM)
0.457 0.486 0.311 0.532∗

+7.53% +4.07% +15.19% -1.84%

Medoid(EM)
0.497 0.524 0.320† 0.646

+16.94% +12.21% +18.52% +19.11%

PRP(EM)
0.502† 0.536 0.314 0.670

+18.12% +14.78% +16.30% +23.61%

MMR(EM)
0.508† 0.539† 0.311 0.681†

+19.53% +15.42% +15.19% +25.59%

deliver better performance than state–of–the–art ranking strategies. In three out of
four measures, our best approach based on the integration paradigm, i.e. MMR(EM),
outperforms state–of–the–art approaches with statistical significance against our
instantiation of PT. Despite the integration–based strategies providing less perfor-
mance increments than other re–ranking approaches with respect to NRBP, the dif-
ference is very limited and might be related to the settings of the parameters internal
to NRBP. Furthermore, it is difficult to quantify how this small difference in NRBP
affects the user.

15.6 Conclusions

Diversity with respect to the sub–topics of the query topic is a highly desired feature
for generating satisfying search results, in particular when there is a large number of
documents containing similar information, or when a user enters a very broad or am-
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biguous query. Common diversity–based ranking approaches are devised on the ba-
sis of interdependent document relevance or topic–oriented paradigms. In this chap-
ter, state–of–the–art strategies for diversity–aware IR are reviewed and discussed.
We propose a new ranking approach, which incorporates two ranking paradigms
with the aim to explicitly model sub–topics and reduce redundancy in document
ranking simultaneously. An empirical investigation was conducted using the Im-
ageCLEF 2009 photo retrieval task collection, where we contrast state–of–the–art
approaches against two instantiations of the integration approach we propose. Maxi-
mal marginal relevance and portfolio theory for IR are examined as examples of the
interdependent document relevance paradigm, whilst k–means and EM clustering
methods are employed to explicitly model sub–topics. Various criteria for selecting
documents within clusters are investigated in our study, and their performance is
compared. The interpolation algorithm assumes that relevant documents tend to be
more similar to each other; whereas the selection methods based on cluster represen-
tatives or PRP stem from the hypothesis that clusters can represent the sub–topics
of a query. Parametric ranking functions are tuned with respect to α–NDCG@10,
which is used to measure retrieval effectiveness in the sub–topic retrieval tasks. We
also evaluate the strategies in terms of NRBP and S–recall.

The results of our empirical investigation suggest that ranking strategies built
upon the integration of MMR and EM clustering significantly outperform all other
approaches. Furthermore, we show that the integration intuition can be ideally ap-
plied to any clustering algorithm. The comparison between interdependent docu-
ment relevance and topic–oriented paradigms suggests that the cluster-based re-
trieval strategies perform better than the former in sub–topic retrieval. With re-
spect to our study, the interpolation algorithm in cluster–based retrieval is not suit-
able for results diversification, while still being suitable for the ad hoc retrieval
task (Kurland and Lee, 2004). The round–robin policy for selecting clusters per-
forms consistently better than the interpolation strategy; furthermore, selecting doc-
uments within clusters using the PRP is better than doing so by using cluster repre-
sentatives such as medoids.

In summary, the integration approach effectively improves diversity performance
for sub–topic retrieval. Further investigation will be directed towards the empirical
validation of our integration approach on other collections for sub–topic retrieval,
such as TREC 6, 7, 8 interactive and ClueWeb 2009. Furthermore, image low–level
features can be employed to refine the results from text clustering since they can
enhance visual diversity in addition to topical diversity.
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Chapter 16
Knowledge Integration using Textual
Information for Improving ImageCLEF
Collections

Manuel Carlos Dı́az–Galiano, Miguel Ángel Garcı́a–Cumbreras, Marı́a Teresa
Martı́n–Valdivia, and Arturo Montejo-Ráez

Abstract In this chapter we explain our participation at ImageCLEF from 2005
to 2009. During these years we have mainly developed systems for the ad hoc and
the medical retrieval tasks. Although the different proposed tasks include both vi-
sual and textual information, the diverse approaches applied by the participants also
include the use of only one type of information. The SINAI group specializes in
the management of textual collections. For this reason, our main goal has been to
improve the general system by taking advantage of the textual information.

16.1 Introduction

The first participation of the SINAI research group at the Cross Language Evaluation
Forum (CLEF) was in 2002 presenting a multi–lingual system for the ad hoc task.
Since then, we have followed the developments of CLEF and have participated in
different tasks (GeoCLEF, CL-SR, etc.). Our first contribution at ImageCLEF was in
2005. In consecutive years we have mainly developed systems for the ad hoc and the
medical retrieval tasks. We have modified the different models in order to adapt them
to the new tasks proposed in ImageCLEF (wiki, photo, etc.), the new collections
(CasImage, Pathopic, IAPR TC-12, etc.) and our areas of interest (application of
machine translation, filtering of information, usage of ontologies, and knowledge
integration). The changes have been addressed using the results obtained by both
our systems and the other techniques presented at ImageCLEF.

Although the corpora provided by the ImageCLEF organizers include both tex-
tual and visual information, we have principally managed the textual data contained
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in the different collections. In practice, our main goal is to improve the general sys-
tem by taking advantage of the textual information.

In addition, we have developed separate systems for the two main retrieval tasks
at ImageCLEF: ad hoc and medical retrieval, although the best and more interesting
results have been achieved with medical retrieval systems.

Thus, for the ad hoc task we were mainly interested in the different translation
schemes even though we have also applied several retrieval models, weighting func-
tions and query expansion techniques. However, from 2008 the task took a different
approach to evaluate the diversity of results. Each query contained textual informa-
tion and some relevant clusters. From that moment, our main interest has been to
develop a clustering methodology in order to improve the result obtained. We have
expanded the cluster terms with WordNet1 synonyms. We have also introduced a
clustering module based on the k–means algorithm and the creation of the final
topics using the information of the title and the cluster terms. Unfortunately, the
application of clustering does not improve the results.

Regarding the medical retrieval, we have investigated several methods and tech-
niques. In our first participation in 2005 we studied different fusion methods in
order to merge the results obtained from the textual Information Retrieval (IR) and
Content Based Information Retrieval (CBIR) systems. In 2006, we tried to filter
some features in the collections by applying Information Gain (IG) techniques. We
accomplished several experiments in order to determinate the set of data that intro-
duces less noise in the corpus. However, the results were not very relevant. Thus,
in 2007 our major efforts were oriented to knowledge integration. We expanded the
terms in the queries using the Medical Subject Headings (MeSH2) ontology. The
results obtained were very good using only textual information. For this reason,
in 2008 we investigated the effect of using another ontology, the Unified Medical
Language System (UMLS3) meta–thesaurus. Surprisingly the results were not as
good as we thought. Our main conclusion was that it is necessary to address the
expansion of terms in a controlled way. The integration of all the terms without any
filter scheme can include more noise in the final model and the system performance
can be affected. Finally, the last participation at ImageCLEFmed tried to investigate
the effect of expanding not only the query but also the whole collection. Again the
results were not successful.

The next sections describe in a more detailed way the different systems devel-
oped for the ad hoc and medical retrieval tasks during our consecutive participation

1 http://wordnet.princeton.edu/
2 MeSH is the U.S. National Library of Medicine’s controlled vocabulary used for in-
dexing articles for MEDLINE/PubMed. MeSH terminology provides a consistent way
to retrieve information that may use different terminology for the same concepts.
http://www.ncbi.nlm.nih.gov/mesh
3 The UMLS integrates and distributes key terminology, classification and coding stan-
dards, and associated resources to promote creation of more effective and interoper-
able biomedical information systems and services, including electronic health records.
http://www.nlm.nih.gov/research/umls/

http://wordnet.princeton.edu/
http://www.ncbi.nlm.nih.gov/mesh
http://www.nlm.nih.gov/research/umls/
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at ImageCLEF. Finally, Section 16.5 concludes this chapter and discusses further
work.

16.2 System Description

It is often said that an image is worth 1,000 words. Unfortunately, these 1,000 words
may differ from one individual to another depending on their perspective and/or
knowledge of the image context. Thus, even if a 1,000-word image description were
available, it is not certain that the image could be retrieved by a user with a different
description.

Since 2005 we have developed and improved two independent systems: a photo
retrieval system and a medical retrieval system. These systems work without user
interaction (fully automatic) and they are focused on the textual information of the
collections. Our aim was to develop and test different methods to improve the re-
trieval results, working with the associated text of the images.

It is usual for IR systems to pre–process the collections and the queries. All our
approaches run this step, applying stopword removal and stemming (Porter, M.F.,
1980). In addition, each non–English query is translated into English with our trans-
lation module, called SINTRAM (Garcı́a–Cumbreras, M.A., Urena–López, L.A.,
Martı́nez–Santiago, F. and Perea–Ortega, J.M. 2007).

16.2.1 Photo Retrieval System

For more than ten years the SINAI group has tested and developed techniques to
improve mono and multi–lingual information retrieval systems. For the ad hoc task
of ImageCLEF techniques included the following:

• IR systems. Some IR systems have been used, selecting the ones that obtained
the best results in our IR experiments (mono and multi–lingual). Different pa-
rameters have been tested, such as weighting functions (TFIDF, Okapi, InQuery),
Psedo-Relevance Feedback (PRF) (Salton, G. and Buckley, G., 1990) and Query
Expansion (QE).

• Translation techniques. Our machine translation system works with different
on–line machine translators and implements several heuristics to combine them.

• Fusion techniques. When using several systems, the results lists have to be com-
bined into a single combined one.

• Expansion vs. Filtering. Some approaches have been tested in order to expand
terms from the query and the document and, also, to filter them when they are
not very informative.

Figure 16.1 shows a general schema of our photo retrieval system.
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Fig. 16.1: General scheme of our photo retrieval system.

16.2.2 Medical Retrieval System

We only used textual techniques in the mixed IR system (visual and textual). For the
medical retrieval task of ImageCLEF we have experimented in three aspects:

• Filtering textual information. We selected the best XML tags of the collection
applying information gain (IG) metrics.

• Expanding the original query. We experimented using MeSH and UMLS ontolo-
gies.

• Combining relevant lists of textual and visual results. We applied several fusion
techniques in order to merge visual and textual information.

Figure 16.2 shows a general scheme of our medical image retrieval system.

16.3 Photo Task

The main aim of the photo retrieval task is to retrieve relevant photos given a photo
query. The images have associated text, normally a few words, that describe them.
Our photo retrieval system only works with the associated text to retrieve relevant
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Fig. 16.2: General scheme of our medical retrieval system.

images and it only uses the text associated with each query, with or without context
information.

In 2005 and 2006 the texts of the images (collection and queries) were indepen-
dent phrases with a few words in the title field and a brief description in the narrative
or description field. Other metadata was given for each query such as notes, dates
and the location associated with the image. Some information was given in lan-
guages other than English, so it was necessary to use machine translation resources
to translate them. In general, the results obtained with our system were good but
it did not work well with the so–called difficult queries, queries with few relevant
images in the collection or those with poor information.

To promote the diversity of results, with the aim of retrieving relevant images
for all the queries, the query topics since 2007 included information about clusters.
Each topic was clustered manually into sub–topics and the relevance judgements, to
evaluate the results, included which cluster an image belonged to.

In the first developments of our system, the translation module SINTRAM was
very important, because of multi–lingual queries used (English, Dutch, Italian,
Spanish, French, German, Danish, Swedish, Portuguese and Russian). These first
systems were composed of the following modules:

• a pre–processing module (normalization, stopword removal and stemming);
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Table 16.1: Summary of results for the ad hoc task with multi–lingual queries.

Language Initial Query Expansion MAP %MONO Rank
Dutch title with 0.3397 66.5% 2/15
Dutch title without 0.2727 53.4% 9/15
English title + narr with 0.3727 n/a 31/70
English title without 0.3207 n/a 44/70
French title + narr with 0.2864 56.1% 1/17
French title + narr without 0.2227 43.6% 12/17
German title with 0.3004 58.8% 4/29
German title without 0.2917 57.1% 6/29
Italian title without 0.1805 35.3% 12/19
Italian title with 0.1672 32.7% 13/19
Russian title with 0.2229 43.6% 11/15
Russian title without 0.2096 41.0% 12/15
Spanish title with 0.2416 47.3% 5/33
Spanish title without 0.2260 44.2% 8/33
Swedish title without 0.2074 40.6% 2/7
Swedish title with 0.2012 39.4% 3/7

• a translation module: based on the analysis of previous experiments, an automatic
machine translator was defined by default for each pair of languages. For in-
stance, Epals4 (German and Portuguese), Prompt5 (Spanish), Reverso6 (French)
or Systran7 (Dutch and Italian);

• an IR module: the Lemur8 IR system was tuned up, and PRF with the Okapi
weighting function was applied.

Table 16.1 shows the best result obtained for each language with the first develop-
ment. These results are presented in terms of Mean Average Precision (MAP). The
first column shows the language of the queries; the second one includes the fields
used (title, narr, description); the third one shows if there was query expansion.
The %MONO column shows the loss of precision of the multi–lingual queries ac-
cording to the monolingual one (English MAP). The last column shows the ranking
obtained with our experiment among the rest of the participants in the ImageCLEF
photo task.

The results obtained show that, in general, the IR system Lemur works well with
the Okapi weighting function, and the application of query expansion improves the
results. Only one Italian experiment without query expansion gets a better result. In
the case of the use of only title or title + narrative, the results are not conclusive, but
the use of only title seems to produce better results. Multi–lingual queries produced
a loss of precision of around a 25%. Figure 16.3 shows the loss of MAP with multi–
lingual queries.

4 http://www.epals.com/
5 http://www.online-translator.com/
6 http://www.reverso.net/
7 http://www.systran.co.uk/
8 http://www.lemurproject.org/

http://www.epals.com/
http://www.online-translator.com/
http://www.reverso.net/
http://www.systran.co.uk/
http://www.lemurproject.org/
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Fig. 16.3: Loss of MAP between the English queries and the multi–lingual ones.

16.3.1 Using Several IR and a Voting System

Later development of our photo retrieval system used several IR systems and a vot-
ing scheme to combine the results. Lemur and JIRS (Java Information Retrieval
System) (Gómez–Soriano, J.M., Montes–y–Gómez, M., Sanchis–Arnal, E., and
Rosso, P. 2005) were adapted for our system. Lemur is a toolkit that supports in-
dexing of large-scale text databases, the construction of simple language models for
documents, queries, or subcollections, and the implementation of retrieval systems
based on language models as well as a variety of other retrieval models. JIRS is
a passage retrieval system oriented to Question Answering (QA) tasks although it
can be applied as an IR system. The complete architecture of the voting system is
described in Figure 16.4.

Baseline cases with only Lemur and JIRS were run, so a final result was gener-
ated from a simple voting system with both IR systems that normalizes the scores
and combines them with weights for each IR system (based on previous experiments
and their evaluations). Table 16.2 shows the results obtained with the voting system
(monolingual and bilingual runs).

In general, the results were poor because the set of queries was composed by
only a few words. Nevertheless, our results were good in comparison with the other
participants. After the analysis of these experiments, the English runs have obtained
a loss of MAP of around 25%, being the worst results. Our best Spanish experiment
was similar to the best one in the competition. For Portuguese we obtained the best
one, and for French and Italian our runs were a bit worse: only a loss of MAP of
around 8%. From these results we conclude that the Lemur IR system works better
than JIRS, although the difference is not significant.
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Fig. 16.4: Complete architecture of the voting system.

Fusion techniques have not improved the single ones. Lower MAP values de-
creased when we combined relevance lists. Other techniques must be used when the
queries have few words.

16.3.2 Filtering

In the later evolution of our photo retrieval system we applied a filtering method over
the results. In a first step the cluster term is expanded with its WordNet synonyms
(the first sense). Then, the list of relevant documents generated by the IR system is
filtered. If the relevant document contains the cluster term or a synonym, its doc id
(the identifier of the document) is written in another list. Finally, the new list with
the filtered documents is combined with the original ones (Lemur and JIRS) in order
to improve them. A simple method to do this was to double the score value of the
documents in the filtered list and to add them to the original ones. The general
architecture of the filtering system is shown in Figure 16.5.

The experiments carried out with the filtering system are as follows:
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Table 16.2: Summary of results with the voting system (monolingual and bilingual
runs).

Language IR MAP Best MAP

English Lemur 0.1591 0.2075
English JIRS 0.1473 0.2075
English Voting 0.0786 0.2075
Spanish Lemur 0.1498 0.1558
Spanish JIRS 0.1555 0.1558
Spanish Voting 0.0559 0.1558
Portuguese Lemur 0.1490 0.1490
Portuguese JIRS 0.1350 0.1490
Portuguese Voting 0.0423 0.1490
French Lemur 0.1264 0.1362
French JIRS 0.1195 0.1362
French Voting 0.0323 0.1362
Italian Lemur 0.1198 0.1341
Italian JIRS 0.1231 0.1341
Italian Voting 0.0492 0.1341

1. Exp1: baseline case. As baseline, Lemur was used as the IR system with auto-
matic feedback and Okapi as weighting function. There was no combination of
results, nor filtering method with the cluster term.

2. Exp2: LemurJirs. We combined the IR lists of relevant documents. Lemur with
Okapi as weighting function and PRF. Before the combination of results Lemur
and JIRS lists are filtered, only with the cluster term.

3. Exp3: Lemur fb okapi. The Lemur list of relevant documents (with Okapi and
PRF) is filtered with the cluster term and its WordNet synonyms.

4. Exp4: Lemur fb tfidf. It is the same experiment as before, but in this case the
weighting function used was TFIDF.

5. Exp5: Lemur simple okapi. The Lemur IR system has been run with Okapi as
weighting function but without feedback. The list of relevant documents has been
filtered with the cluster term and its WordNet synonyms.

6. Exp6: Lemur simple tfidf. The Lemur IR system has been used with TFIDF as
weighting function but without feedback. The list of relevant documents has not
been filtered.

The results are shown in Table 16.3. The last column represents the best F1 score
obtained in the 2008 competition (complete automatic systems with only text).

The results show that a simple filtering method is not useful if the cluster term
or related words are used to filter the IR retrieved documents. It happens because
some good documents are deleted and new relevant documents are not included in
the second step. In general, the results in terms of MAP or other precision values
are not very different. Between the best MAP and the worse one the difference is
less than 8%. Filtering methods have not improved the baseline case.
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Fig. 16.5: Filtering scheme of the SINAI system.

Table 16.3: Results obtained with the filtering system.

Id Filtering FB Expansion MAP P@5 P@10 Best F1

Exp1 No Yes No 0.2125 0.3744 0.3308 0.2957
Exp6 No No No 0.2016 0.3077 0.2872 0.2957
Exp2 Yes Yes No 0.2063 0.3385 0.2949 0.2957
Exp3 Yes Yes No 0.2089 0.3538 0.3128 0.2957
Exp4 Yes Yes No 0.2043 0.2872 0.2949 0.2957
Exp5 Yes No No 0.1972 0.3385 0.3179 0.2957

After an analysis of the performance of filtering we can infer some reasons for
this:

• Some relevant documents that appear in the first retrieval phase have been deleted
because they do not contain the cluster term, so the cluster term is not useful in a
filtering process.

• Other documents retrieved by the IR system that are not relevant, contain syn-
onyms of the cluster term, so they are not deleted and the precision decreases.
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Fig. 16.6: Reordering of top results to increase variability according to clusters
found.

16.3.3 Clustering

It was found that when increasing the variability of the top results in a list of doc-
uments retrieved as an answer to a query, the performance of the retrieval system
increases too. Thus, in some cases it is more desirable to have less but more varied
items in the results list (Chen and Karger, 2006). In order to increase variability, a
clustering system has been applied. This was also used in other systems with the
same aim (Ah-Pine et al, 2009). The idea behind it is rather simple: re-arrange the
most relevant documents so that documents belonging to different clusters are pro-
moted to the top of the list.

The K–means algorithm was applied on each of the lists returned by the Lemur
IR system. For this, the Rapid Miner tool was used9. The clustering algorithm tried
to group these results into four different groups, without any concern about ranking.
The number of groups was established on this value as documents in the training set
have this average number of clusters specified in their metadata.

Once each of the documents in the list was labeled to its computed cluster index,
the list was reordered according to the described principle: we fill the list by alter-
nating documents from different clusters. In Figure 16.6 a graphical example of this
approach is given.

The list obtained with the base case was reordered according to the method de-
scribed. The aim of this experiment is to increment the diversity of the retrieved
results using a clustering algorithm. Results were discouraging: when no reordering

9 Available at http://rapid-i.com/

http://rapid-i.com/
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of documents in the list is performed a MAP of 0.4454 was reached, whereas a MAP
of 0.2233 resulted from applying our clustering based approach.

16.4 The Medical Task

The main aim of the medical task is to retrieve medical images relevant to a given
query. The query has several image examples and an associated text. The collection
used to search relevant images has changed since 2005. Until 2007 the collection
was very heterogeneous, with several subcollections. The subcollections without
XML tags were processed to mark the structure of documents using XML. We used
the SINTRAM tool to translate non–English text. Each subcollection is divided up
into cases where a case is made up of one or various images (depending on the
collection), along with an associated set of textual annotations. All the collections
were processed to generate one textual document per image (Dı́az-Galiano et al,
2006).

In 2007 a new collection was introduced, a subset of the Goldminer10 collection.
This collection contains images from articles published in Radiology and Radio-
graphics including the text of the captions and a link to the Web page of the full
text article. To create the different textual collections, first we have obtained the
textual information by downloading all the articles from the Web. Then, we have
filtered the articles to extract different sections (title, authors, abstract, introduction,
etc.). Our experiments were conducted with the LEMUR retrieval information sys-
tem, applying the KL-divergence weighting scheme (Ogilvie and Callan, 2001) and
PRF.

16.4.1 Metadata Selection using Information Gain

The collection used until 2007 includes a large number of XML tags. The main
problem was to choose the most useful data, discarding anything that might add
non-relevant information (noise) to our system. In order to automate the tag selec-
tion process we have pre–processed the collections using Information Gain (IG)
(Cover and Thomas, 2006). The XML tags were selected according to the amount
of information supplied. For this reason, we have used the IG measure to select the
best tags in the collection, using the following formula:

IG(C|E) = H(C)−H(C|E) (16.1)

10 http://goldminer.arrs.org/

http://goldminer.arrs.org/
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Fig. 16.7: Performance for Medical Image Retrieval in 2006.

where
C is the set of cases,
E is the value set for the E tag,

IG(C|E) is the information gain for the E tag,
H(C) is the entropy and of the set of cases C

H(C|E) is the relative entropy of the set of cases C conditioned by
the E tag

Both, H(C) and H(C|E) are calculated based on the frequencies of occurrence of
tags according to the combination of words which they represent. The final equation
for the computation of the information gain supplied by a given tag E over the set
of cases C is defined as follows:

IG(C|E) = − log2
1
|C| +

|E|

∑
j=1

|Ce j |
|C| log2

1
|Ce j |

(16.2)

where
Ce j is the subset of cases in C having the tag E set to the value e j (this value is a
combination of words where order does not matter).

Since each subcollection has a different set of tags, the information gain was
calculated for each subcollection individually. Then, the tags selected to compose
the final collection are those showing high values of IG. We have accomplished
several experiments preserving 10%, 20%...100% of tags. Figure 16.7 shows the
values of MAP obtained for the Medical Image Retrieval task from 2006 using only
textual information.

The results show that the collections with a low percentage of labels (between
30% and 50%) obtain the best performance, with a MAP value between 0.21 and
0.22. Therefore, this method reduces the size of the collections used and allows us
to select the most significant labels within the corpus or, at least, those that pro-
vide better information. This selection system does not require external training or
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knowledge; it simply studies the importance of each label with regard to all the doc-
uments. Furthermore, this method is independent from the corpus as a whole since
in our experiments the IG calculation has been done separately in each subcollec-
tion.

16.4.2 Expanding with Ontologies

We have experimented with two ontologies: MeSH and UMLS, performing several
experiments with different expansion types. The best results have been obtained
using synonyms and related terms.

To expand with the MeSH ontology we have used the record structure. Each
record contains a representative term and a bag of synonyms and related terms. We
consider that a term is a set of words (no word sequence order):

t = {w1, · · · ,w|t|} (16.3)

where w is a word.
We have used the bag of terms to expand the queries. A bag of terms is defined

as:
b = {t1, · · · , t|b|} (16.4)

Moreover, a term t exists in the query q (t ∈ q) if:

∀wi ∈ t,∃w j ∈ q/wi = w j (16.5)

Therefore, if all the words of a term are in the query, we generate a new expanded
query by adding all its bag of terms.

q is expanded with b if ∃t ∈ b/t ∈ q (16.6)

In order to compare the words of a particular term to those of the query, all
the words are put in lowercase and no stopword removal is applied. To reduce the
number of terms that could expand the query, we have only used those that are in
A, C or E categories of MeSH (A: Anatomy, C: Diseases, E: Analytical, Diagnostic
and Therapeutic Techniques and Equipment): (Chevallet et al, 2006). Figure 16.8
shows an example of query expansion, with two query terms found in MeSH and
their respective bags of terms.

On the other hand, to expand the queries with the UMLS meta–thesaurus, we
have used the MetaMap program (Aronson, 2001) that was originally developed for
information retrieval. MetaMap uses the UMLS meta–thesaurus for mapping con-
cepts from an input text. For query expansion with MetaMap, we have mapped the
terms from the query. As carried out with MeSH, in order to restrict the categories
of terms that could expand the query, we have restricted the semantic types in the
mapped terms (Chevallet et al, 2006) as follows:
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Fig. 16.8: Example of query expansion with MeSH ontology.

• bpoc: Body Part, Organ, or Organ Component;
• diap: Diagnostic Procedure;
• dsyn: Disease or Syndrome;
• neop: Neoplastic Process.

MetaMap gives two types of mapped terms: Meta Candidates and Meta Mapping.
The difference between both mapped terms is that the second are the Meta Candidate
with best score. For our expansion we have used the Meta Candidate terms, because
these provide similar terms with differences in the words (Dı́az-Galiano et al, 2006).

Prior to the inclusion of Meta Candidates terms in the queries, the words of the
terms are added to a set where repeated words are deleted. All words in the set
are included in the query. Figure 16.9 shows a example of query expansion using
UMLS.

The organizers of the ImageCLEF medical task provided the ImageCLEF Con-
solidated Test Collection (Hersh et al, 2009). This collection combines all the col-
lections, queries and relevance judgements used in ImageCLEFmed from 2005 to
2007. We have used this new collection to experiment with MeSH and UMLS query
expansion. On the other hand, to experiment with the 2008 collection we have gen-
erated three different collections. In these collections each document contains infor-
mation about each image from the original collection. The information is different
for each collection. These collections are defined as follows:

• CT: contains caption of image and title of the article.
• CTS: contains caption, title and text of the section where the image appears.
• CTA: contains caption, title and text of the full article.
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Fig. 16.9: Example of query expansion with UMLS ontology.

Table 16.4: MAP values of query expansion experiments.

Expansion CT CTS CTA Consolidated

Base 0.2480 0.1784 0.1982 0.2039
MeSH 0.2792 0.1582 0.2057 0.2202
UMLS 0.2275 0.1429 0.1781 0.1985

Table 16.4 shows the results obtained in experiments on these collections.
The MeSH expansion obtained better results than no expansion or UMLS expan-

sion. In 2008 the University of Alicante group obtained the bests results (Navarro
et al, 2008) in the textual task using a similar MeSH expansion and negative feed-
back. The Miracle group performed a MeSH expansion in documents and topics
using the hyponyms of UMLS entities (Lana-Serrano et al, 2008) but the results ob-
tained are worse than the baseline results. In short, the use of UMLS expansion
obtained worse results than the baseline. Although the UMLS meta–thesaurus in-
cludes the MeSH ontology in the source vocabularies, MetaMap adds, in general,
more terms in the queries. The MetaMap mapping was different from MeSH map-
ping, therefore the terms selected to expand were not the same.

One conclusion is that it is better to have less but more specific textual infor-
mation. Also, including the whole section where the image appears was not a good
approach. Sometimes a section contains several images, therefore the same infor-
mation references different images.



16 Knowledge Integration using Textual Information 311

Fig. 16.10: Performance of experiments in 2005 with visual and textual fusion.

16.4.3 Fusion of Visual and Textual Lists

The fusion experiments merge the ranked lists from both systems (visual and tex-
tual) in order to obtain one final list (FL) with relevant images ranked by relevance.
The merging process was accomplished giving different importance to the visual
(VL) and textual lists (TL):

FL = T L∗α +V L∗ (1−α) (16.7)

In order to adjust these parameters some experiments were accomplished varying
α in the range [0,1] with step 0.1 (i.e.: 0.1, 0.2,...,0.9 and 1).

The next figures show the results obtained on different collections used in the
ImageCLEF medical task. Figure 16.10 shows experiment results with the 2005
collection. Results with the 2007 collection are presented in Figure 16.11.

The results obtained show that the combination of heterogeneous information
sources (textual and visual) improves the use of a single source. Although textual
retrieval on its own overcomes visual retrieval, when used jointly the results are
better than those obtained from independent retrievals.

16.5 Conclusion and Further Work

In this chapter, we have described our participation in ImageCLEF from 2005 to
present. We have presented a summary of different systems developed for the photo
and medical retrieval tasks.

For the photo retrieval system we have tested multiple resources and tech-
niques: different IR systems, weighting schemes, pseudo relevance feedback, ma-
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Fig. 16.11: Performance of experiment in 2007 with visual and textual fusion.

chine translators, filtering methods and clustering to increase diversity in the results.
The experiments show that the translation of non–English queries introduces a loss
of MAP that depends on the source language, although those multi–lingual runs
achieved almost the best results in the competition. Our IR system works well, in
general, with the Okapi weighting function. In addition, the application of query
expansion and PRF improved the results. The applied filtering method shows that
the cluster terms given in the query are not useful to filter the relevant list of images,
and the applied clustering method obtained poor results in terms of MAP. However,
the diversity of the relevant images was increased, so further research should be
conducted on this issue.

In our future work with the photo retrieval system, we will improve the machine
translation subsystem, including a new translator and heuristics to combine the re-
sults. New filtering methods are ruled out for the time being, because we are devel-
oping a new clustering module that introduces diversity in the results but taking into
account the score and position of the documents in original the ranked list.

Regarding the medical task, we have applied Information Gain in order to filter
tags in the collections. The best results have been obtained using around 30%-50%
of the tags. In addition, it has been found that the application of fusion techniques to
combine textual and visual information improves the system. Finally, several query
expansion techniques have been tested using two medical resources: MeSH and
UMLS. The experiments show that the expansion with less and more specific terms
improves the results.

As future work we will study which resources from UMLS are more convenient
for term expansion. In addition, we are interested in detecting when the query ex-
pansion is useful to improve the final results.
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Chapter 17
Leveraging Image, Text and Cross–media
Similarities for Diversity–focused Multimedia
Retrieval

Julien Ah-Pine, Stephane Clinchant, Gabriela Csurka, Florent Perronnin, and
Jean-Michel Renders

Abstract This chapter summarizes the different cross–modal information retrieval
techniques Xerox Research Centre implemented during three years of participation
in ImageCLEF Photo tasks. The main challenge remained constant: how to opti-
mally couple visual and textual similarities, when they capture things at different
semantic levels and when one of the media (the textual one) gives, most of the time,
much better retrieval performance. Some core components turned out to be very
effective all over the years: the visual similarity metrics based on Fisher Vector rep-
resentation of images and the cross–media similarity principle based on relevance
models. However, other components were introduced to solve additional issues: We
tried different query– and document–enrichment methods by exploiting auxiliary
resources such as Flickr or open–source thesauri, or by doing some statistical ‘se-
mantic smoothing’. We also implemented some clustering mechanisms in order to
promote diversity in the top results and to provide faster access to relevant infor-
mation. This chapter describes, analyses and assesses each of these components,
namely: the monomodal similarity measures, the different cross–media similarities,
the query and document enrichment, and finally the mechanisms to ensure diversity
in what is proposed to the user. To conclude, we discuss the numerous lessons we
have learnt over the years by trying to solve this very challenging task.

17.1 Introduction

Information, especially digital information, is no longer monomodal: Web pages
can have text, images, animations, sound and video; audiobooks, photoblogs and
videocasts are typical examples of multi–modal materials; valuable content within
a photo sharing site can be found in tags and comments as much as in the actual vi-

Xerox Research Centre Europe
6 ch. de Maupertuis, 38240 Meylan, France
e-mail: FirstName.LastName@xrce.xerox.com

H. Müller et al. (eds.), ImageCLEF, The Information Retrieval Series 32,
DOI 10.1007/978-3-642-15181-1 17, © Springer-Verlag Berlin Heidelberg 2010

315

mailto:FirstName.LastName@xrce.xerox.com
http://dx.doi.org/10.1007/978-3-642-15181-1_17


316 Ah–Pine et al.

sual content. Nowadays, it is difficult to visit a page within a popular social network
without finding a large variety of content modes surrounded by a rich structure of
social information such profiles, interest groups, consumer behavior or simple con-
versations. This major shift in the way we access content, and the type of content
we access, is largely due to the connected, easily accessible, global nature of the
Internet. The democratization of the tools of production and delivery has strongly
contributed to this phenomenon, one example being low cost camera–phones com-
bined with accessible publishing tools. Such a scenario raises a strong need for tools
that enable user interaction with multi–modal information.

The scientific challenge is to understand the nature of the interaction between
these modalities, and in particular between text and images. How can text be asso-
ciated with an image (and reciprocally an illustrative image with a text)? How can
we organize and access text and image repositories in a better way than naive late
fusion techniques? The main difficulty lies in the fact that visual and textual features
are expressed at different semantic levels.

Naive techniques combine the scores from both text and image retrieval systems
into a single relevance score: this is the late fusion approach. Departing from the
classical late fusion strategy, recent approaches have considered fusion at the fea-
ture level (early fusion), estimating correspondences or joint distributions between
components across the image and text modes from training data.

One of the first approaches in this family is the co–occurrence model by Mori et al
(1999) where keywords are assigned to patches based on the co–occurrence of clus-
tered image features and textual keywords in a labeled training data set. A quite sim-
ilar approach proposes to find correlations between images and linked texts using
Kernel Canonical Correlation Analysis (Vinokourov et al, 2003). With the devel-
opment of image representation based on visual vocabularies (Sivic and Zisserman,
2003; Csurka et al, 2004), somewhat similar to textual vocabularies, new techniques
appeared such as Probabilistic Semantic Analysis (Barnard et al, 2003; Monay and
Gatica-Perez, 2004) or Latent Dirichlet Allocation (Blei et al, 2003). They pro-
pose to extract latent semantics from images. Machine translation models inspired
Duygulu et al (2002); Iyengar et al (2005), who generalized these models to images,
where the translation is done between words and image regions. Another group of
work uses graph models to represent the structure of an image through a graph. For
instance, Carbonetto et al (2004); Li and Wang (2003) build a Markov network to
represent interactions between blobs (Carbonetto et al, 2004; Li and Wang, 2003),
while Pan et al (2004) use a concept graph (Pan et al, 2004).

The use of pseudo–relevance feedback or any related query expansion mech-
anism has been widely used in Information Retrieval. Several works inspired by
cross–lingual retrieval systems were proposed in this direction. In cross–lingual sys-
tems, a user generates his query in one language (e.g. English) and the system re-
trieves documents in another language (e.g. French). The analogy here is to consider
the visual feature space as a language constituted of blobs or patches, simply called
visual words.

Hence, based on query expansions models, Jeon et al (2003) proposed to extend
the cross–lingual relevance models to cross–media relevance models. These models



17 XRCE at ImageCLEF Photo Retrieval tasks 317

Table 17.1: Notations.

Notation Description
N Number of documents in the collection
d A document of the collection
dT ,dV The textual and visual part (image) of d
S A matrix of similarities between documents
ST ,SV A matrix of text-based or image-based similarities
SV T ,STV A matrix of cross-modal image-text or text-image similarities
q A query
sq A similarity vector between the query and the documents
sT

q ,sV
q A text-based and image-based similarity vector

sV T
q ,sTV

q A cross-modal image-text and text-image similarity vector

were further generalized to continuous features by Lavrenko et al (2003) with non–
parametric kernels, while Feng et al (2004) modeled the distribution of words with
Bernoulli distributions.

The trans–media relevance model we describe in this chapter (see Section 17.4)
can also be seen as a cross–media relevance model. The basic idea is to first use one
of the media types to gather relevant multimedia information and then, in a second
step, use the dual type to perform the final task (retrieval, annotation, etc). These
approaches can be seen as an ‘intermediate level’ fusion since the media fusion
takes place after a first mono–media retrieval step based on monomodal similarities
(see Sections 17.2 and 17.3).

This chapter is structured in four sections: (i) visual methods, (ii) textual meth-
ods, (iii) cross-media similarities, and (iv) diversity–focused retrieval. For each of
these sections, we discuss the main algorithms and show a few experimental re-
sults. Then, we draw partial conclusions on these methods before moving on to
the next family of techniques. The thread of the presentation goes along with the
performance of the presented technology: visual methods have generally lower per-
formance than textual ones. Similarly, textual methods are outperformed by cross–
media techniques. Finally, methods addressing diversification of the top results, to
offer a better user experience, are built upon the cross–media ones. For a better un-
derstanding of different sections, we summarize our main notations in Table 17.1.

17.2 Content–Based Image Retrieval

Content–Based Image Retrieval (CBIR), also known as Query By Image Content
(QBIC), consists of the application of computer vision to the image retrieval prob-
lem; that is, the problem of searching for digital images in large databases based
on visual retrieval as opposed to the text– or tag–based retrieval of images. The
term content–based means that the search analyzes the visual content of the image,
where content in this context might refer to colors, shapes, textures, or any other
piece of information that can be derived from the image itself. The process in-
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Fig. 17.1: The main steps to obtain BOV or Fisher Vector representation of images.

volves computing a feature vector for the unique characteristics of the image. While
in early CBIR systems global features or rather low–level features were mainly
used, recent systems tend to extract these features more locally and transform
them to some higher level representations. One of the most successful approaches
to transform low level image descriptors to ‘higher’ level descriptors is the bag–
of–visual–words (BoW) representation of the images (Sivic and Zisserman, 2003,
Csurka et al, 2004). When the visual vocabulary is represented by a probability
density, the Fisher kernel framework proposed by Jaakkola and Haussler (1999)
is applicable and the image can be represented by Fisher Vectors as proposed by
Perronnin and Dance (2007).

17.2.1 Fisher Vector Representation of Images

If a probability density function (in our case a Gaussian Mixture Model or GMM) is
used to model the visual vocabulary as an intermediate representation in the feature
space, we can represent an image by the gradient of the log–likelihood with respect
to the parameters of the model. The Fisher Vector (FV) is the concatenation of these
partial derivatives and describes in which direction the parameters of the model
should be modified to best fit the data (extracted image features). While this kind
of representation was heavily used for image categorization, it is actually class–
independent and hence suitable for image retrieval too.

The mains steps to obtain such representations are illustrated in Figure 17.1. First,
local patches are either detected using interest point detectors, low level image seg-
mentation, or simply regular sampling. Then, low–level features are computed on
those patches such as color and texture histograms, Scale Invariant Feature Trans-
form (SIFT), shape features, etc. In our experiments we sampled patches on regular
grids at multiple scales and computed histograms of oriented gradients (HOG) and
local color statistics (RGB means and standard deviations). The Visual Vocabulary
can be built on a set of patches extracted from a randomly selected set of images
using, for example, K–means, Mean Shift, GMMs or Random Forest. The high–
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level image signature is computed by accumulating word occurrences (BoW) or by
building the Fisher Vectors as described below.

In our case the visual vocabulary is a GMM with parameters Φ = {ωm,μm,σm, i =
1...M} 1 trained on a set of features extracted from images to estimate their distri-
bution in the low–level feature space:

p(x|Φ) =
M

∑
m=1

ωm pm(x|Φ). (17.1)

Here, each Gaussian component N (μm,σm) can be seen as the representation of a
visual word and given a new low–level feature xl , the probability that it was gener-
ated by the Gaussian m is:

γm(xl) =
ωm pm(xl |Φ)

∑M
m=1 ωm pm(xl |Φ)

. (17.2)

In the BoW representation of the image, the low–level descriptor xl is then trans-
formed into a high–level M–dimensional descriptor as follows:

γ(xl) = [γ1(xl),γ2(xl), . . . ,γM(xl)] (17.3)

To get a global signature (BOV) for an image or more generally the visual part of a
document represented by a set of extracted low level image features dV = {xl , l =
1 . . .L}, we simply average γ(xl) over l.

The Fisher Vector is an alternative to this BoW image representation based on the
Fisher kernel framework proposed by Jaakkola and Haussler (1999). The main idea
is to consider the gradient vector of the log–likelihood according to the parameters
of Φ . Assuming that the xl’s were generated independently by Φ , we can write this
log–likelihood as follows:

log p(dV |Φ) =
1
L

L

∑
l=1

∇Φ log p(xl |Φ). (17.4)

We consider the gradients of log p(xl |Φ) with respect to the mean and standard de-
viation parameters (the gradient with respect to the weight parameters brings little
additional information) and as suggested by Perronnin and Dance (2007), we fur-
ther normalize them by the Fisher Information matrix (having a whitening effect on
different dimensions):

FΦ = EdV

[

(∇Φ log p(dV |Φ))(∇Φ log p(dV |Φ))T ] .

In the case of diagonal co–variance matrices and an approximation of the Fisher
Information matrix, we obtain the following closed form formulas (see details in
(Perronnin and Dance, 2007)):

1 We consider diagonal covariance matrices and we denote by σ 2
m the variance vector.
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fμr
m
(xl) =
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ωr

m

∂ log p(xl |Φ)
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√
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(xl) =
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√
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∂ log p(xl |Φ)
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m)2

(σ r
m)2

√

2ωr
m

. (17.6)

where the superscript r,r = 1 . . .R denotes the r–th dimension of a vector and R is the
dimensionality of the feature space. The Fisher Vector fΦ(xl) of the observation xl

is the concatenation of all these partial derivatives leading to a 2∗M∗R dimensional
vector. Finally, to obtain the image representation fΦ(dV ), we take the average over
the Fisher Vectors from all the extracted patches xl , l = 1..L.

We define the visual similarity between two visual documents dV
1 and dV

2 by
using the L1–distance between the L1–normalized Fisher Vectors:

SV (dV
1 ,dV

2 ) = −‖ f̃Φ(dV
1 )− f̃Φ(dV

2 )‖1 (17.7)

where f̃Φ(dV
i ) is fΦ(dV

i ) after normalized it to L1–norm equal to 1.

17.2.2 Image Retrieval at ImageCLEF Photo

We used the Fisher vector–based image retrieval described above in our ImageCLEF
photo retrieval experiments. Actually, as we used two types of low level features,
we built two independent visual vocabularies, one for color features (local RGB
statistics) and one for texture (orientation histograms). Therefore, before computing
the similarity between two images using Equation 17.7 we first concatenated the
two Fisher Vectors (texture and color one).

One specificity of the ImageCLEF photo retrieval challenge, compared to the
classical query image based retrieval, is that for each topic there is not one, but
several query images qV

i , (i = 1, ..M, where M is generally 3). Therefore, the main
question we can ask is how to combine the information from different images to get
better retrieval performance. We investigated three different strategies:

• I1 : We considered the mean of the M Fisher Vectors (this can be seen as the
concatenation of the M set of patches qV

i into single qV one) and used this mean
Fisher Vector to query the database.

• I2 : The database images were ranked according to each image independently
and the M ranked list was combined using round–robin type selection (i.e. inter-
mixing the M lists) and eliminating the repetitions.

• I3 : We combine the three similarity scores (with respect to each image of the
query) by averaging the scores after Student normalization.

Table 17.2 compares these three strategies on the IAPR TC–12 database used in the
ImageCLEF photo retrieval 2007 and 2008. It shows results on the 39 topics created
for 2008. We can see that the early fusion (mean Fisher Vector) performs worse
than late score level fusions. The reason might be that the different query images
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Table 17.2: Performances of different strategies for image retrieval.

Run description MAP P@20
I1 0.119 0.255
I2 0.130 0.301
I3 0.151 0.328

contained complementary information, and searching for images that are similar to
all of them was not the best option.

While our method was the best performing CBIR system in both sessions (2007
and 2008), the overall performance is quite poor. It is therefore natural to also exploit
the textual modality (as most commercial image retrieval systems do), which is done
in the next section.

17.3 Text Representation and Retrieval

In this section, we summarize the techniques used during our participation in the
different ImageCLEF photo sessions. Overall, we used state–of–the–art informa-
tion retrieval methods: the language modeling approach2. The following paragraph
will detail this textual information retrieval approach. We also successfully explored
query expansion techniques that are described in Section 17.3.2.

17.3.1 Language Models

First the text is pre–processed: this includes tokenization, lemmatization, word de-
compounding and standard stopword removal. Then, starting from a BoW represen-
tation (assuming independence between words), we adopt the language modeling
approach to information retrieval. The core idea is to model a document dT by us-
ing a multinomial distribution over the words denoted by the parameter vector θ T

d . A
simple Language Model (LM) can be obtained considering the frequency of words
in dT (corresponding to the maximum likelihood estimator):

PML(w|dT ) =
#(w,dT )
|dT | .

where #(w,dT ) is the number of occurrences of word w in dT and |dT | is the length
of dT in tokens. The probabilities should be further smoothed by the corpus lan-
guage model:

2 Other models to represent the texts such as the BM25 and DFR models could also be used in
principle without altering our results significantly.
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PML(w|C) = ∑d #(w,dT )
|C|

using the Jelinek–Mercer interpolation:

θdT ,w = λ PML(w|dT )+(1−λ ) PML(w|C) . (17.8)

Using this language model, we can define the similarity between two documents
using the cross–entropy function:

ST (dt
1,d

t
2) = ∑w PML(w|dt

1) log(θdt
2,w)) (17.9)

17.3.2 Text Enrichment at ImageCLEF Photo

In this section, we introduce the different text enrichment techniques used during
the different sessions. In fact, there are several incentives to enrich text associated
to images:

• The relative sparsity of the textual representation of the photos. Textual represen-
tations of photos are usually short texts. At best, they consist of a single paragraph
and at worst, images have simply very few tags. Overall, textual annotations of
images are shorter than standard documents used in text collections, such as Web
documents or news articles.

• The gap between lexical fields of these descriptions and the queries : queries may
be expressed in a more abstract way than factual descriptions of the photos.

• Textual queries are short, often shorter than what is considered short for classical
information retrieval benchmarks. An image and a short text can be considered
as the equivalent of long queries for classical text information retrieval. Thus,
queries may need some expansion to exploit associated concepts or words rele-
vant to the queries in order to get a better recall.

In the following, the different text–enrichment mechanisms used in 2007, 2008 and
2009 are described. In short, Flickr–related tags served to enrich documents in 2007.
Then, we experimented on document enrichment with the Open Office thesaurus
and visual concepts. Lastly, co–occurrence measures between words were used to
expand textual queries in 2009.

17.3.2.1 Year 2007: Enriching Text with Flickr

Motivated by the fact that the textual content of the documents was very poor that
year (text annotations were limited to the <TITLE> fields of documents), we de-
cided to enrich the corpus thanks to the Flickr database 3, at least for texts in English.

3 http://www.flickr.com/services/api/

http://www.flickr.com/services/api/
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Table 17.3: Corpus Terms and their related terms from Flickr.

Corpus Term Top 5 related Terms
Jesus christ, church, cross, religion, god
classroom school, class, students, teacher, children
hotel lasvegas, building, architecture, night
Riviera france, nice, sea, beach, french
Ecuador galapagos, quito, southamerica, germany, worldcup

The Flickr Application Programming Interface (API) provides a function to get tags
related to a given tag 4. According to the Flickr documentation, this function re-
turns a list of tags related to the given tag, based on clustered usage analysis. It
appears that queries, on the one hand, and photographic annotations on the other
hand, adopt a different level of description. Queries are often more abstract and
more general than annotations. As a consequence, it is easier and more relevant to
enrich the annotations than the queries: related tags are often at the same level or at
the upper (more general) semantic level. Table 17.3 shows some examples of enrich-
ment terms, related to the annotation corpus. We can observe that the related terms
do encode a kind of semantic similarity, often towards a more abstract direction, but
also contain noise or ambiguities.

Below is an example of an enriched document where each original term has been
expanded with its top 20 related terms:

DOCNO: annotations/00/116.eng
ORIGINAL TEXT: Termas de Papallacta Papallacta Ecuador
ADDED TERMS: chillan colina sur caracalla cajon piscina snow roma italy maipo thermal
nieve volcan argentina mendoza water italia montana araucania santiago quito southamerica
germany worldcup soccer football bird andes wm church fifa volcano iguana cotopaxi travel
mountain mountains cathedral sealion market

Enriching the text corpus partially solved the term mismatch but it also introduced
a lot of noise in a document. In order to limit this noise phenomenon, the expan-
sion can be controlled by a convex combination of the original document language
model and a language modeling on the new words. (for example 0.8 for the original
document and 0.2 for the news terms). Hence, most of the probabilistic mass of the
language model is devoted to the the original text of a document.

17.3.2.2 Year 2008: Enriching Text with Visual Concepts and the Open Office
Thesaurus

In 2008, we investigated the use of external resources in order to enrich text. Another
issue that we wanted to address was the use of the visual concepts provided by the
organizers as extra textual words, refining the original textual representation of the
photo by higher–level visual information.

4 http://www.flickr.com/services/api/flickr.tags.getRelated.html

http://www.flickr.com/services/api/flickr.tags.getRelated.html
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Table 17.4: Performance of different text enrichment strategies.

Without PRF With PRF
Run Description MAP P@20 MAP P@20
Baseline 0.215 0.259 0.239 0.293
Document Enrichment 0.231 0.268 0.260 0.308
Query Enrichment 0.218 0.264 0.257 0.282

The first variant we developed consisted in exploiting the English Open Office
thesaurus5 to enrich the textual description of the photos and/or the queries. Several
strategies can be chosen. We chose the following ones:

• Document enrichment: we added all synonyms and broader terms to the terms
of the original description, when they are covered by a thesaurus entry. To give
more weight to the original terms, they were artificially replicated 15 times.

• Query enrichment: we added all the synonyms and narrower terms to the terms
of the original description, when available. To give more weight to the original
terms, they were artificially replicated five times.

Note that we simultaneously enriched both the queries and the documents, but this
resulted in performance deterioration (too much noise introduced).

As Pseudo–Relevance Feedback (PRF) is another way to do query expansion,
we systematically ran experiments with and without pseudo–relevance feedback for
each setting (baseline, document enrichment, query enrichment). The top ten terms
of the top ten documents were used to expand the initial query language model by
convex linear combination (coefficient=0.6 for the feedback model). Query model
updating was based on the mixture model method (Zhai and Lafferty, 2001). The
performance (MAP and Precision20) is given in Table 17.4.

It clearly appears that combining document enrichment with a thesaurus and
query expansion by PRF (using the thesaurus–enriched documents in the first feed-
back phase) gives the best results. Performing semantic query enrichment followed
by PRF (using the thesaurus–enriched query in the first feedback phase) gives
slightly worse results. In any case, the use of this external resource is beneficial
with respect to a standard PRF query expansion.

The second variant we developed aimed at assessing the benefits of introducing
automatically detected visual concepts. These concepts were generated by the two
best image categorization systems in the ImageCLEF visual concept detection task
(Deselaers and Hanbury, 2008), from XRCE and RWTH and provided by the or-
ganizers for the visual photo retrieval task. Note that the XRCE method used the
Fisher Vector image representation as described in Section 17.2.1.

The approach to combine these visual concepts with the text was as follows: we
enriched both the documents and the queries with the visual concepts (e.g. indoor,
outdoor, building, sky, night, animal, etc.) automatically associated with the images
and built language models with the enriched texts. Then, we applied our retrieval

5 Available on http://wiki.services.openoffice.org/wiki/Dictionaries/

http://wiki.services.openoffice.org/wiki/Dictionaries/
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Table 17.5: Performance of the combinations with automatically detected visual
concepts.

Without PRF With PRF
Run description MAP P@20 MAP P@20
Baseline 0.215 0.259 0.239 0.293
XRCE Visual Concepts 0.241 0.297 0.269 0.334
RWTH Visual Concepts 0.232 0.271 0.258 0.308

model as described above. This can be considered as a simplistic way of doing
multimedia retrieval. The obtained performance (MAP and Precision20) is given in
Table 17.5. We can see clearly, that using the visual concepts increases the retrieval
performance. However, as shown later, this performance is far below the results we
can obtain with cross–media similarity measures (MAP=0.44, P@20=0.57).

17.3.2.3 Year 2009: Enriching Text with Lexical Entailment/Term Similarity

In 2009, textual queries were very short with a typical length of one or two words.
In general, single keyword queries can be ambiguous. Query expansion techniques
can help in finding several meanings or different contexts of the query word. As one
of the goals was to promote diversity for the photo retrieval task, query expansion
methods could help in finding new clusters. In fact, if a term has several meanings
or different contexts, the most similar words to this term should partially reflect
the diversity of related topics associated to it. The Chi–square statistics were used
to measure the similarity between two words (Manning et al, 2000), although any
other term similarity measure or lexical entailment measure could be used.

Hence, for each query word qw, we computed the Chi–square statistics of the lat-
ter with all other words (including qw). We kept only the top ten words and divided
the scores by the maximum value (given by the inner statistic of qw with itself).
Table 17.6 displays, for some query terms, the most similar terms with the renor-
malized Chi–square statistics. To illustrate that co–occurrence measures can handle
diversity of word senses, one can look at the most similar terms of the term euro.
The most similar terms bear the notion of lottery, currency or football event, which
were all relevant and richer than the themes indicated by the topic images (currency
and euro stadium).

To sum up our models representing texts, we used standard language modeling
to compute what we refer to as textual similarities. Over the years, we have also
tried to compensate for the relative sparsity of texts, whether documents or queries,
with the help of external resources or co–occurrence techniques. These enrichment
techniques all improved the performance of the monomodal textual system. How-
ever, when the image queries are also taken into account, their impact is moderate
and depends heavily on the task and the collection.
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Table 17.6: Query Terms and their most similar terms.

obama 1 strike 1 euro 1
barack 0.98 hunger 0.04 million 0.05

springfield 0.16 protest 0.02 billion 0.05
illinois 0.16 worker 0.01 currency 0.03
senator 0.09 caracas 0.01 2004 0.03
freezing 0.08 led 0.01 coin 0.02
formally 0.08 venezuela 0.01 devil 0.02

ames 0.07 chavez 0.001 qualify 0.02
democrat 0.06 nationwide 0.001 qualification 0.02

paperwork 0.04 retaliatory 0.001 profit 0.01

17.4 Text–Image Information Fusion

Understanding the nature of the interaction between text and images is a real scien-
tific challenge that has been extensively studied over the last few years. The main
difficulty is to overcome the semantic gap and especially the fact that visual and tex-
tual features are expressed at different semantic levels. Here we describe the cross–
media similarity measure we developed and successfully applied in the context of
the ImageCLEF photo evaluation (multi–modal photo retrieval).

The main idea was to go beyond naive techniques that combine the scores from a
text retrieval system and from an image retrieval system into a single relevance score
(a.k.a. late fusion approach). We also wanted to avoid the early fusion models, as ex-
ploiting the correlations between the different modalities is generally quite complex
and has shown rather poor performance in the past due to to variations in their level
of semantic meaning (words vs. low level image features), and in dimensionality.

Our method was inspired by the trans–media pseudo feedback proposed in
(Chang and Chen, 2006; Maillot et al, 2006; Clinchant et al, 2007), which is an ex-
tension of pseudo–relevance feedback, where the first retrieval step is done in one
modality (e.g. textual), then the media type is switched to the other modality (e.g. vi-
sual), and the new query process is done in this new modality with a query built with
the top retrieved documents in the first step. These models have shown significant
improvement on retrieval performance in multi–modal databases (Clinchant et al,
2007; Ah-Pine et al, 2009c).

Cross–media similarities draw their inspiration from the trans–media relevance
feedback method. However, instead of extracting words (i.e. features) with a pseudo
feedback method to build a new query, cross–media similarities directly combine
the monomodal similarities. They can be understood as a diffusion process of sim-
ilarities, or as a particular kernel combination. These cross–media similarities are
described in the next section. They were at the heart of our runs submitted in
2007, 2008 and 2009 and have proven their effectiveness (Clinchant et al, 2007;
Ah-Pine et al, 2008, 2009b).
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17.4.1 Cross–Media Similarities

This method, introduced by Clinchant et al (2007), assumes that two similarity ma-
trices ST and SV over the same set of multimedia objects denoted di = (dT

i ,dV
i ); i =

1, . . . ,N are precomputed on the database. The former matrix ST is related to textual
based similarities whereas the latter matrix SV is based on visual similarities and
they are both NxN matrices. Typically, we use Equation 17.9 to compute ST and
Equation 17.7 to compute SV ; however, any other textual or visual similarity can be
used. Both matrices were normalized such that the proximity measure distribution
of each row varies between 0 and 1.

Let us denote by κ(S,k) the thresholding function that, for all rows of S, puts to
zero all values that are lower than the kth highest value and keeps all other compo-
nents to their initial value.

Accordingly, we define the cross–media similarity matrices that combine two
mono–media similarity matrices as follows:

SV T = κ(SV ,kV ).ST (17.10)

STV = κ(ST ,kT ).SV (17.11)

where . designates the standard matrix product. Note that the number (kT and kV )
of the top values according to the textual, respectively visual similarities can be
different. This intermediate fusion method can be seen as a graph similarity mixture
through a two–step diffusion process, the first step being performed in one mode
and the second step being performed in the other one (Ah-Pine et al, 2008, 2009a).
This method is depicted in Figure 17.2.

In the more specific case of information retrieval, we are given a multimedia
query q (qT denoting the text part and qV the image part of q). In that case, as far as
the notations are concerned, we have the following cross–media score definition:

sV T
q = κ(sV

q ,kV ).ST (17.12)

sTV
q = κ(sT

q ,kT ).SV (17.13)

where sT
q is the N dimensional similarity row vector of the textual part of the query

qT with a set of multimedia objects (their textual part dT
i ) and respectively sV is

the similarity row vector of the visual part of the query qV with the same set of
multimedia objects (but their image part dV

i ).

17.4.1.1 Fusing all Similarities

The cross–media similarities that we have described in the previous subsection, at-
tempt to better fill the semantic gap between images and texts. They allow rein-
forcement of the monomedia similarities. In order to capture as much as possible of
these different views, the final similarity we used is a late fusion of mono–media and
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Fig. 17.2: Illustration of the trans–media pseudo feedback mechanism.

cross–media similarities. This late combination turned out to provide better results
based on the scores we obtained for photo retrieval.

The final pairwise similarity matrix that evaluates the proximity between multi-
media items of a set of elements is given by:

S = αT ST +αV SV +αV T SV T +αTV STV (17.14)

where αT ,αV ,αVT ,αTV are four weights that sum to 1.
Similarly, when we are given a multimedia query, the final relevance score is

computed as follows:

sq = αT sT
q +αV sV

q +αV T sV T
q +αTV sTV

q (17.15)
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Fig. 17.3: Performance of (sV T ) and (sTV ) with variable kV and kT .

17.4.2 Cross–Media Retrieval at ImageCLEF Photo

17.4.2.1 The Years 2007 and 2008

The two main aspects we analyze are the effect of the number of selected docu-
ments for the trans–media feedback and the performance of cross–modal retrieval
compared to monomodal retrieval. We notice that Equation 17.15 is general and, by
setting the weightings at specific values, we can easily derive monomodal similari-
ties, late fusion or cross–modal similarities (see Table 17.7). As the goal is to com-
pare configurations of Equation 17.15 given the same ST and SV as inputs, we did
not use the same configuration6 as in the challenge and hence the results are not di-
rectly comparable with those reported in (Clinchant et al, 2007, 2008; Ah-Pine et al,
2008, 2009c). Nevertheless, they are about the same magnitude and of similar be-
havior leading to the same conclusions.

Before a comparative analysis of methods, we first analyze the effect of the num-
ber of top elements in the cross–media similarity measures given by Equations 17.12
and 17.13. Figure 17.3 shows the retrieval performance of (sV T ) and (sTV ) for vari-

6 While the same IAPR TC–12 data was used in 2007 and 2008, in the 2007 session the image
descriptions were not used. In the experiments reported they were used. On the other hand, as the
39 topics of 2008 were a subset of the 2007 topics, we perform and show average performance
over all 60 topics.
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Table 17.7: Comparison of the performance obtained by Equation 17.15 with differ-
ent weighting parameters on the IAPR data.

Run description αT αV αVT αTV MAP P@20
Textual (sT ) 1 0 0 0 0.263 0.308
Visual (sV ) 0 1 0 0 0.18 0.326
Late Fusion 0.5 0.5 0 0 0.348 0.45
Cross–sVT 0 0 1 0 0.354 0.499
Cross–sTV 0 0 0 1 0.179 0.296
Cross–all 0.25 0.25 0.25 0.25 0.387 0.457

Cross–sT ,sVT 0.5 0 0.5 0 0.411 0.522
Cross–sT ,sV ,sVT 0.25 0.25 0.5 0 0.441 0.573

able kV respectively kT . We can see that, while using the top two or three visually
similar images make a big difference, using more images decreases the performance.
The main reason might be that non–relevant top images in (sVT ) introduce too much
textual noise in the pseudo–relevance feedback. Concerning the (sV T ) similarity,
while the performance varies more smoothly with kT , it is globally lower than the
(sTV ) similarity measure.

Table 17.7 shows a comparison of the ranking using equation 17.15 with dif-
ferent weightings. The results are averages over the 60 query topics. In the case
of cross modalities, we use kV = 2 and kT = 25. Analyzing the table, we can see
that combining images with text helps both by using a late fusion approach and by
computing cross–media similarities. The only exception was when using (sTV ) sim-
ilarities that do not seem to help the visual pseudo–relevance feedback, probably
due to the noise introduced. The best results were hence obtained when we combine
the cross–modal similarity sV T with the late fusion sT + sV (shown in the last row of
Table 17.7). In Figure 17.4 we show the retrieval performance for different queries
(limited to the first 20 topics, for readability).

17.4.2.2 The Year 2009

One of the main novelties in the 2009 photo retrieval compared to the previous years
was that the new data set contained half a million images from Belga News. This
was 25 times more than the IAPR TC–12 database, and hence we had to address
new issues. The most important one was scalability. With such a large data set, the
monomodal similarity matrices become huge (500,000 x 500,000), requiring both
high computational cost and storage capacity. Even if, recently, Perronnin (2010)
proposed a method to handle large scale retrieval with Fisher Vectors, we decided
to adopt an alternative strategy in order to partially overcome the scalability: this
consists in pre–filtering the collection by restricting it to a set of candidates that are
selected uniquely from an initial textual retrieval; this is explained in a following
paragraph. Before this, we present an evaluation on a sample collection, namely the
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Fig. 17.4: Performance (MAP and P@20) for the first 20 topics.

Table 17.8: Comparison of the retrieval performance obtained by Equation 17.15
with different weightings on the Belga images data set.

Run description αT αV αV T αTV MAP P@10
Textual (sT ) 1 0 0 0 0.372 0.69
Visual (sV ) 0 1 0 0 0.012 0.146
Late Fusion 0.5 0.5 0 0 0.25 0.61
Cross-sVT 0 0 1 0 0.19 0.64
Cross-sTV 0 0 0 1 0.012 0.152

the 73,240 images for which relevance scores were provided by the organizers after
the challenge.

As Table 17.8 shows, the performance on this subset is rather poor: neither the
late fusion nor the cross–media similarities managed to extract new information
from the image to improve the text–based retrieval. We have to mention that the im-
age retrieval task from Belga News images is different from most CBIR experiments
in the literature (in particular the previous ImageCLEF sessions). The main differ-
ence is that the visual similarity between images is in most cases unrelated to the
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semantic similarity we are seeking. Indeed a large number of query topics in 2009
were related to well known personalities. While the image representations (BoW,
FV) described in Section 17.2 have shown very good performance when retrieving
objects that belong to similar visual classes, scenes or (broad) locations, they are
not suitable to recognize personalities in different circumstances7. Indeed, with this
unique global image representation, two different tennis players in the field will be
visually more similar to each other than the photo of the same persons in completely
different circumstances (e.g. being interviewed or in a restaurant, rather than playing
tennis). Hence, the visual similarity alone has real difficulties to correctly retrieve
images for most topics in 2009 and explains why even the best performing systems
in the challenge had poor performance (MAP= 0.014 with P10=0.15), while pure
textual retrieval methods reached a MAP of 0.5 with P10 around 0.8.

As in most cases even the nearest neighbors of images were generally not seman-
tically similar given the topic (except for near duplicates), the fusion also resulted in
poor performance. However, while the original textual ranking was significantly de-
creased by the visual pseudo–relevance feedback due to added noise, the poor image
re–ranking was significantly improved by the textual relevance feedback. Neverthe-
less, all combinations perform worse than the pure textual ranking.

This said, the concept of cross–modal similarities is not useless, in the sense that
it is at the basis of the following pre–filtering strategy. In order to avoid the poor
performances shown in Table 17.8, a natural intuition was to use the text to filter out
most non-relevant images. This had the further advantage of reducing significantly
the computational and storage cost: instead of computing the entire SV similarity
matrix, we only computed small sub-parts of it. In more detail, for each topic or
even sub–topic, we first selected a set (a few hundred at most) of potentially relevant
documents using pure text-based search. At this stage, we computed topic dependent
monomodal similarities SV

q and ST
q on the preselected documents only. Then, we

applied successfully (see (Ah-Pine et al, 2009b, 2010) and results in Section 17.5.2)
our cross-similarity measures to re-rank those documents based both on visual and
textual similarities, leading to a combination with better precision and diversity at
the top results. Indeed, diversity seeking was a key issue in the 2008 and 2009
campaigns, and we will see in the next section that the visual, and hence cross-
modal, similarities have an important role to play from this point of view as well.

17.5 Diversity–focused Multimedia Retrieval

In the 2008 and 2009 sessions, an additional sub–task to multimedia retrieval was
required from the participants. It concerns diversity–focused multimedia retrieval
and typically, the participants not only needed to provide relevant items to the topics
but they also had to promote diversity so that the first retrieved items should be both
relevant and thematically different from each other. Diversity–focused retrieval tasks

7 In our case, the BoW or FV representations are constructed on patches extracted on the whole
image, and not on specific facial locations of detected faces as in (Everingham et al, 2006).
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can be encountered in different scenarios. First, we can imagine a user that has a
rather general query and providing him with diverse retrieved items in the top–list is
very beneficial since he can have a quick overview of the different themes related to
his query. Second, we can consider a user who has a text query that is ambiguous and
thus, he can give some information about the different sub–topics that he wants to
retrieve using an image that illustrates each of them. In that case, the system should
provide him with a top–list of items relevant to each sub–topic. ImageCLEF 2008
offered a task that belongs to the first family of scenarios, while the 2009 session
belongs to the second family.

To promote diversity we basically apply a two–step approach. In the first step,
we ignore the issue of diversity. In other words, we first try to find the most rele-
vant documents using the material introduced in the previous sections. Then, in a
second step, we re–rank the first relevant items by taking into account their mutual
similarities in order to avoid redundancy and thus to promote diversity.

During the last two sessions, we tested various methods that are presented in
Section 17.5.1 and evaluated in Section 17.5.2.

17.5.1 Re–ranking Top–Listed Documents to Promote Diversity

Among the four methods that we are introducing, the first three re-rank aiming at
changing the order of the first items of a given top list so that they are not similar to
each other according to a given similarity matrix.

The last method relies on the Round Robin heuristic. It implements a simple way
to combine lists into a single one. This approach is used when we want to combine
methods that are assumed to provide different relevant lists to the same topic or when
we want to combine different lists that are relevant to several given sub–topics of a
topic.

17.5.1.1 Maximal Marginal Relevance

Maximal Marginal Relevance (MMR) proposed by Carbonell and Goldstein (1998),
is a re–ranking algorithm that aims to avoid redundancy amongst the first elements.
It has been successfully applied in different fields such as active learning in infor-
mation retrieval (Shen and Zhai, 2005; Huang et al, 2008) or in document summa-
rization (Lin et al, 2005; Boudin et al, 2008).

We suppose that we are given a relevance vector sq (for a given query q) as well
as a similarity matrix S (for each pair of documents of the collection). The MMR
framework supposes that the elements di should be ranked according to both sq and
S. It is a greedy algorithm: at each step (rank) r, we choose the element di that
maximizes the following re–ranking criterion:

MMRq(di) = β (r)sq(di)− (1−β (r))max
j∈Pr

S(di,d j) (17.16)
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where β (r) is a mixture parameter (between 0 and 1) depending on the rank and Pr

is the set of documents already selected (rank lower than r).
Traditionally, β is kept constant, but we propose a more efficient variant, where

β (r) linearly increases between β (1) = α (< 1) and β (k)=1 for some k (typically
k=100), before saturating at value β = 1.

Regarding the choice of sq, we adopted the (best) combination of mono–media
and cross–media similarity measures. For S, we can take any similarity matrix
(mono or cross–media) but basically we rely on the similarity matrix defined by
Equation (17.14).

17.5.1.2 Clustering Based Re-ranking

We assume here that we are given an ordered top-list of documents P and a similarity
matrix S between these items (both P and S could be visual, textual or cross–modal).
S is normalized such that for each row, the maximal element takes the value 1 and
the minimal element the value 0. We apply the Relational Analysis (RA) approach
for the clustering step in order to find homogeneous themes among the set of items
(Marcotorchino and Michaud, 1981; Ah-Pine et al, 2008; Ah-Pine, 2009).

The clustering function that we want to optimize with respect to X is:

C(S,X) =
|P|

∑
i, j=1

[S(di,d j)−
1

|S+| ∑
(di,d j)∈S+

S(di,d j)

︸ ︷︷ ︸

constant threshold

]X(di,d j) (17.17)

where X(di,d j) = 1 if di and d j are in the same cluster and X(di,d j) = 0 otherwise
and S

+ is the set of pairs of documents which similarity measure is strictly positive:
S

+ = {(di,d j) ∈ P×P : S(di,d j) > 0}.
From Equation 17.17, we can see that the larger the similarity between two items

exceeds the mean average of strictly positive similarities, the greater the chances for
them to be in the same cluster. This clustering function is based upon the central
tendency deviation principle proposed by Ah-Pine (2009). In order to find a parti-
tion represented by X that maximizes the objective function, we used the clustering
algorithm described in (Ah-Pine et al, 2008; Ah-Pine, 2009). This approach does
not require to fix the number of clusters. This property turns out to be an advantage
for finding diverse relevant themes among the documents since we do not know the
number of themes for each topic.

After the clustering step, we have to define a re–ranking strategy, which takes
into account the diversity provided by the clustering results. The main idea of our
approach is to represent, among the first re–ranked results, elements which belong
to different clusters until a stopping criterion is fulfilled. The strategy employed is
described in Algorithm 17.1.

The stop criterion in Algorithm 17.1 we use is related to a parameter denoted
nbdiv ∈ 1, . . . ,c, where c is the number of clusters found during the clustering pro-
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Algorithm 17.1 Re–ranking strategy for a (sub-)topic

Require: A (sub-)topic q, an ordered list P according to some relevance score between q and
Pi; i = 1, . . . , |P| and R the clustering results of objects in P.
Let L1, L2, L3 and CL be empty lists and i = 2.
Add P1 as first element of the re–ranked list L1 and R(P1) (the cluster id of P1) to the cluster list
CL
while i ≤ |P| and Stopping criterion is not fulfilled do

if R(Pi) ∈CL then
Append Pi to L2

else
Append Pi to L1 and add R(Pi) in CL

end if
i = i+1

end while
Put if not empty the complementary list of objects from Pi to P|P| in L3.
return L1.append( L2 .append(L3) )

cess. It is the maximal number of different clusters that must be represented among
the first results. We assume that nbdiv = 10. Then, this implies that the first ten el-
ements of the re–ranked list have to belong to ten different clusters (assuming that
c ≥ 10). Once ten different clusters are appended, the complementary list (from the
11th rank to the |P|th rank), is constituted of the remaining multimedia documents
sorted with respect to the original list P without taking into account the cluster mem-
bership information anymore.

17.5.1.3 Density–based Re–ranking

This approach consists of identifying, among a top–list, peaks with respect to some
estimated density functions. As a density measure dens, we used a simple one which
is the sum of similarities (or distances) of the k nearest neighbors. Thus, given an
object di, we define:

dens(di) = ∑
d j∈kNNi

S(di,d j) (17.18)

where kNNi is the set of the k nearest neighbors of di and S is a given similarity ma-
trix which could be the visual–based one given by Equation 17.7 or the text–based
one of Equation 17.9 or cross–media similarities as described by Equation 17.14.

Finally, we re–rank the documents according to this measure by ranking first the
items that are the most dense and by discarding the near duplicates of these latter
elements added to the list.
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17.5.1.4 Round Robin

This method is a simple meta–heuristic approach that consists of combining multi-
ple ranked lists into one final list. The main idea is: each ranked list takes its turn
(the order of the list is chosen arbitrary) and at each turn we take the top element of
the list and we append it to the final list. When a top element of a list is appended
to the final list we remove it from its original list and take the next item as the new
top element. The new appended documents can belong to other lists, and if it is the
case we remove it from the lists so that we avoid duplicates in the final list.

The Round Robin method can be applied in the context of different scenarios.
First, in the case where we have multimedia topics that are made of several sub–
topics, we can consider for each of the latter a list of retrieved items and thus com-
bine them by using the Round Robin method. Second, a more general scenario is
when we have different systems that give top–lists that we want to merge. In that
case too, the Round Robin approach can be used to combine the results.

17.5.2 Diversity–focused Retrieval at ImageCLEF Photo

As mentioned previously, the Round Robin method is a meta–heuristic which aims
at combining lists. It is different from the other methods that we introduced previ-
ously. The three other approaches rely on the use of a similarity matrix and seek to
re–rank one top–list so that topically–diverse documents are rapidly proposed to the
user.

Consequently, the results that are provided by the MMR, the density–based and
the clustering based re–ranking methods are comparable to each other though we did
not apply all of them to both sessions. By contrast, they are not directly comparable
to the Round Robin technique.

17.5.2.1 The Year 2008

In the 2008 session, we mainly applied the MMR and the clustering–based ap-
proaches to re–rank a relevant list in order to promote diversity. We recall in Ta-
ble 17.9 some of the best runs we obtained. The baseline given by the third line
is the run provided by Equation (17.15) with parameters αT = αV T = 0.5 and
αV = αTV = 0. No re–ranking method was applied to this run. However, it pro-
vides the top–list that we aim at re–ranking in order to avoid redundancy among the
first elements. Accordingly, line 1 of Table 17.9 is the run that re–ranks the baseline
with respect to the clustering–based technique we described previously while line
2 used MMR. For both runs, the similarity matrix which was used to measure the
thematic proximity between documents was the fused cross–media similarity given
by Equation 17.14 with the same aforementioned parameters (see (Ah-Pine et al,
2008) for more details).
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Table 17.9: XRCE’s best runs in the 2008 session in terms of Precision at 20 (P@20)
and Cluster Recall at 20 (CR@20).

Run Description CR@20 P@20
With clust–based re–rank. (using cross–media similarities) 0.4111 0.5269
With MMR re-rank. (using cross-media similarities) 0.4015 0.5282
Without any re–ranking method (baseline) 0.3727 0.5577

We can observe in Table 17.9 that any diversity–focused method fails to increase,
on average, the P@20 measure. However, any method performs better than the ba-
sic run regarding the CR@20 measure. In other words, by trying to eliminate re-
dundancy among the first retrieved objects, unfortunately, we might push relevant
objects out of the 20 first re–ranked elements and put into this final top list some
irrelevant objects.

In (Ah-Pine et al, 2009c), we analyzed the behavior of the MMR and
the clustering–based re–ranking methods and refer the reader to this paper for more
details. Here, we underline the main observation that we made by looking at the
assessment measures per query. The clustering–based strategy exhibits a consistent,
stable behavior, where it systematically gives slightly lower or equal P@20 perfor-
mances than the basic list, while offering CR@20 performances that are superior or
equal to the baseline. The MMR method does not offer such a stability in its behav-
ior. In fact, this method seems to take more risk in the re–ranking process than the
former method, with a consequence of increased variance in the performance.

Therefore, despite comparable P@20 and CR@20 measures, the MMR tech-
nique and the clustering–based methods do not show the same behavior.

17.5.2.2 The Year 2009

In 2009, we applied the density–based, the clustering–based and the Round Robin
methods.

In this session, many topics were constituted of several sub–topics which ba-
sically expressed different aspects of the main topic and gave the participants the
definition of the clusters to retrieve (the topic ‘brussels’ for example had sub–topics
‘brussels airport’, ‘police brussels’, ‘‘fc brussels’ among others). Those cases rep-
resent the topics in Part 1. In this case, we treated each sub–topic as if it was in-
dependent and combined them using the Round Robin method so as to produce a
single list of retrieved diverse items. The method we used to produce the top–list for
each sub–topic is described in (Ah-Pine et al, 2009b). It is important to underline
the fact that we first used a text–based retrieval for all sub–topics using the image
captions. In other words, the results we are going to mention used a pre–filtering
step which aimed at determining a preliminary set of relevant documents from a
textual standpoint. After this first pass, we then used different types of similarity in
order to re–rank the documents of this preliminary set by taking into account either
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Table 17.10: XRCE’s runs in 2009 on topics of part 1 in terms of Precision at 10
(P@10), Cluster Recall at 10 (CR@10) and F1.

Run Description CR@10 P@10 F1

Text pre–filt. (captions as queries) 83.9 78.4 81.0
Text pre–filt. (captions as queries) + visual re-rank. 75.2 60.8 67.2

Text pre–filt. (captions as queries) + cross-modal re-rank. 83.7 79.6 81.6

text (in that case there is no re–ranking) or visual or cross–media similarities. We
refer the reader to (Ah-Pine et al, 2009b) for more details.

Since the Round Robin method is the only strategy that we used to combine lists
into one, we cannot outline any results analysis about this technique. However, we
can comment on the results we obtained focusing on the media that performed well.
Accordingly, in the case of topics in Part 1, we found that the media that gave the
best results regarding the diversity assessment measure is the one based on text only.
Nevertheless, the F1 measure that combines both the precision and the diversity cri-
teria is better for the fused cross–media similarities as given by Equation (17.14)
with the parameters αT = 5/12, αV = αV T = 1/4 and αTV = 1/12. Text–based re-
trieval is by far the most important tool to achieve good performance in the multime-
dia task designed for 2009. Re–ranking the documents using the visual similarities
after a text–based pre–filtering does not increase the results. However, combining
visual and textual similarities using our cross–media techniques and re–ranking the
documents with respect to the fused cross–media similarity after the text–based pre–
filtering, allows us to slightly improve the P@10 and F1 measures without hurting
the CR@10. Those observations are numerically illustrated in Table 17.10.

If topics in Part 1 were already well–detailed from a diversity viewpoint since
we were provided with their sub–topics, the topics of Part 2 were more challenging
when seeking to promote diversity. In that case, we were only given a text query and
three images. That type of multimedia topic is the kind of topic we had to deal with
in 2008. For topics in Part 2, we assumed that the three image queries represented
three sub–topics though it was specified that there might be more clusters to find
than those three. We computed for each of them a basic top–list (in a similar way
as we did for topics in Part 1, see (Ah-Pine et al, 2009b) for more details) and to
each of the top–list we applied a density–based or a clustering–based re–ranking
technique before fusing them with the Round Robin method. Those types of run are
denoted basic runs in (Ah-Pine et al, 2009b).

Regarding the comparison between the two re–ranking techniques on the basis of
the measures, we observed that density and clustering are comparable when image
similarity is used, but with text similarity or fused cross-media similarity, clustering
generally gives better results.

Another important observation found from the experiments is that combining
different types of basic runs with the Round Robin heuristic allows us to enhance
the results. This is shown in Table 17.11 where we can see that combining two basic
runs can lead to more than a seven point increase in terms of the F1 measure.
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Table 17.11: Some of XRCE’s best runs in 2009 on topics in part 2.

Run id Run Description CR@10 P@10 F1

1 Text pre-filt. (captions as queries) + cross-modal re-rank 76.8 72.4 74.6
2 Text pre-filt. (enriched query) + Clust-based re-rank. (vis. sim.) 65.8 78.0 71.4
3 Text pre-filt. (enriched query) + Dens-based re-rank. (vis. sim.) 62.6 83.2 71.4
4 Round Robin of 1 and 2 82.4 78.8 80.6
5 Round Robin of 1 and 3 82.5 81.6 82.0

17.6 Conclusion

As a conclusion, we underline the main lessons learned after three participations in
ImageCLEF photo:

• When dealing with multimedia text–image documents, it is beneficial to combine
the text with the visual information. A simple combination strategy such as late
fusion already allows us to obtain much better results than mono–media retrieval.

• The cross–media technique we designed to combine multimedia information per-
forms better than late fusion. The good performance reached in the three last ses-
sions of ImageCLEF shows the effectiveness and robustness of this method. We
believe that it allows us to better handle the semantic gap between media.

• Text–based retrieval is fundamental as long as we have a good textual description
of the images. It performed much better than visual retrieval and for 2009, we
would not have been able to obtain such good results if we had not used the text as
a pre–filtering before using cross–media techniques. However, visual similarities
allow us to significantly gain in terms of precision and recall providing that we
combine them with the text similarities in an efficient way.

• When using fused cross–media similarities as given by Equation 17.15, we con-
sistently observed that one should give more weight to textual similarities than
to visual similarities if the former performs much better than the latter, otherwise
the equal weighting works well. Furthermore, generally the image–text cross–
media similarities perform better than the text–image cross–media ones, and
in most cases it is better not to consider the latter. We can see that the cross–
media image–text is beneficial in our strategy allowing us to better bridge the
gap between image and text. Finally, it is also important to mention that our
cross–media similarities are dependent on a parameter k, the number of nearest
neighbors considered by the pseudo–relevance feedback. Generally, considering
a relatively low k (typically < 5), we avoid the risk of introducing too much noise
in the cross–media similarity. This is particularly true for (sV T ) while the effect
of this number seems to be smoother in the case of (sTV ).

• For text–based retrieval, we used standard language models to compute textual
similarities. In order to overcome the issue with the sparsity of textual data and
particularly in the context of ImageCLEF collections, we tried to enrich both the
queries and the documents by using external resources or co–occurrence tech-
niques. We showed that enriching texts data is always beneficial.
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• Regarding the diversity seeking retrieval sub–task, we applied a two–step scheme,
which first focuses on retrieving relevant documents and then re–ranks the top–
list to avoid redundancy among the first items. This approach allowed to promote
diversity without hurting the relevance of the re–ranked top–list. We used dif-
ferent approaches for re–ranking and each of them gave interesting results while
presenting different behaviors. The clustering–based methods showed a stable
behavior enabling us to consistently improve the diversity assessment while de-
creasing the precision measures slightly. The MMR method takes more risk, and
on average allows an increase of the diversity while presenting a less stable be-
havior since we observed more variability of the measures at the level of queries.
The density–based approach also provided good results, particularly when it is
applied on the visual similarities.

• In the last session, we investigated the combination of several methods, which
resulted from different techniques either at the level of the features we used for
mono–media similarities or at the level of the similarities used to locally re–rank
a top–list to favor diversity. It appeared that simple combination methods such
as the Round Robin technique generally allow us to improve both precision and
diversity. Therefore, using different text representations, enrichment techniques
or similarities to re–rank objects, and combining the top–lists using the Round
Robin method, is beneficial.

• While in 2007 and 2008, the collection was of around 20K multimedia docu-
ments, in 2009, it was constituted of more than 500K items. In the last session,
we thus had to deal with more scalability issues than before. Indeed, it is not
easy to compute the whole visual similarity matrix and an on–line method had to
be designed. As mentioned previously, we first applied a text–based pre–filtering
step. This strategy turned out to be a winning one since not only were we able
to address the scalability issue of computing visual similarities by pre–selecting
a relevant set of documents given a topic, but this text–based pre–filtering was
also an efficient way to obtain a very good baseline retrieval that we were able to
improve further in a second step.
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Chapter 18
University of Amsterdam at the Visual Concept
Detection and Annotation Tasks

Koen E. A. van de Sande and Theo Gevers

Abstract Visual concept detection is important to access visual information on
the level of objects and scene types. The current state–of–the–art in visual concept
detection and annotation tasks is based on the bag–of–words model. Within the
bag–of–words model, points are first sampled according to some strategy, then the
area around these points are described using color descriptors. These descriptors are
then vector–quantized against a codebook of prototypical descriptors, which results
in a fixed–length representation of the image. Based on these representations, visual
concept models are trained. In this chapter, we discuss the design choices within the
bag–of–words model and their implications for concept detection accuracy.

18.1 Introduction

Robust image retrieval is highly relevant in a world that is adapting to visual com-
munication. On–line services such as Flicks show that the sheer number of photos
available on–line is too much for any human to grasp. Many people place their entire
photo album on the Internet. Most commercial image search engines provide access
to photos based on text or other metadata, as this is still the easiest way for a user to
describe their visual information need. The indices of these search engines are based
on the filename, associated text or tagging. This results in disappointing retrieval
performance when the visual content is not mentioned, or properly reflected in the
associated text. In addition, when the photos originate from non–English speaking
countries, such as China, or Germany, querying the content becomes much harder.

To cater for robust image retrieval, the promising solutions from the literature
are mostly concept–based, see, for example, the overview in (Snoek and Worring,
2009), where detectors are related to objects, such as trees, scenes, such as a desert,
and people, such as big group. Any one of those brings an understanding of the
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current content. The concepts in such a lexicon allow users to query on the presence
or absence of visual content elements, for example, a semantic entry into the data.

The large–scale visual concept detection task of ImageCLEF 2009, discussed
in (Nowak and Dunker, 2009), evaluates 53 visual concept detectors. The concepts
used are from the personal photo album domain: beach holidays, snow, plants, in-
door, mountains, still–life, small group of people, portrait. For more information on
the data set and concepts used, see Chapter 2.

The current state–of–the–art in visual concept detection and annotation tasks is
based on the bag–of–words model (Van de Sande et al, 2010; Marszałek et al, 2007;
Snoek et al, 2009; Wang et al, 2007). Within the bag–of–words, points are first sam-
pled according to some strategy, then the areas around these points are described
using color descriptors. These descriptors are then vector–quantized against a code-
book of prototypical descriptors, which results in a fixed–length representation of
the image. Based on these representations, visual concept models are trained.

Based on our previous work on concept detection (Van de Sande et al, 2010;
Snoek et al, 2008; Uijlings et al, 2009), the participation of the University of Am-
sterdam within ImageCLEF has focused on improving the robustness of the visual
features used in concept detectors.

Systems with the best performance in image retrieval (Van de Sande et al, 2010;
Marszałek et al, 2007) and video retrieval (Snoek et al, 2008; Wang et al, 2007) use
combinations of multiple features for concept detection. The basis for these com-
binations is formed by good color features and multiple point sampling strategies.
In this chapter, we discuss the design choices within the bag–of–words model and
their implications for concept detection accuracy. We focus especially on the ef-
fect of these choices on the large–scale visual concept detection and annotation task
from ImageCLEF 2009 and ImageCLEF@ICPR 2010.

The remainder of this chapter is organized as follows. Section 18.2 defines com-
ponents in our concept detection pipeline. Section 18.3 details our experiments and
results. Finally, in Section 18.6, conclusions are drawn.

18.2 Concept Detection Pipeline

We perceive concept detection as a combined computer vision and machine learning
problem. The first step is to represent an image using a fixed–length feature vector.
Given a visual feature vector xi, the aim is then to obtain a measure, which indicates
whether a semantic concept C is present in photo i. We may choose from various
visual feature extraction methods to obtain xi, and use a supervised machine learning
approach to learn the appearance relation between C and xi. The supervised machine
learning process is composed of two phases: training and testing. In the first phase,
the optimal configuration of features is learned from the training data. In the second
phase, the classifier assigns a probability p(C|xi) to each input feature vector for
each semantic concept C.
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Fig. 18.1: University of Amsterdam’s ImageCLEF 2009 concept detection scheme.
The scheme serves as the blueprint for the organization of Section 18.2.

18.2.1 Point Sampling Strategy

The visual appearance of a concept has a strong dependency on the viewpoint un-
der which it is recorded. Salient point methods (Tuytelaars and Mikolajczyk, 2008)
introduce robustness against viewpoint changes by selecting points, which can be re-
covered under different perspectives. Another simpler solution is to use many points,
which is achieved by dense sampling.

In the context of concept classification, two classes of concepts are identified:
objects and scene types. Dense sampling has been shown to be advantageous for
scene type classification, since salient points do not capture the entire appearance of
an image. For object classification, salient points can be advantageous because they
ignore homogenous areas in the image. If the object background is not highly tex-
tured, then most salient points will be located on the object or the object boundary.

We summarize our sampling approach in Figure 18.1: Harris–Laplace and dense
point selection, and a spatial pyramid.1

Harris–Laplace point detector

In order to determine salient points, Harris–Laplace relies on a Harris corner de-
tector. By applying it on multiple scales, it is possible to select the characteristic
scale of a local corner using the Laplacian operator, discussed in (Tuytelaars and
Mikolajczyk, 2008). Hence, for each corner the Harris–Laplace detector selects a

1 Software to perform point sampling, color descriptor computation and the hard and soft assign-
ment is available from http://www.colordescriptors.com/.

http://www.colordescriptors.com/
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scale–invariant point if the local image structure under a Laplacian operator has a
stable maximum.

Dense point detector

For concepts with many homogenous areas, like scenes, corners are often rare.
Hence, for these concepts relying on a Harris–Laplace detector can be suboptimal.
To counter the shortcoming of Harris–Laplace, random and dense sampling strate-
gies have been proposed by Fei-Fei and Perona (2005) and Jurie and Triggs (2005).
We employ dense sampling, which samples an image grid in a uniform fashion us-
ing a fixed pixel interval between regions. To study the effect of different parameter
choices for dense sampling, we investigate three different settings:

• An interval of 6 pixels and sample at a singe scale (σ = 1.2).
• An interval of 6 pixels and sample at multiple scales (σ = 1.2 and σ = 2.0).
• An interval of 1 pixel, e.g. sample every pixel with a single scale (σ = 1.2).

Spatial pyramid

Both Harris–Laplace and dense sampling give an equal weight to all keypoints,
irrespective of their spatial location in the image. To overcome this limitation,
Lazebnik et al (2006) suggest repeatedly sampling fixed subregions of an image,
e.g. 1 x 1, 2 x 2, 4 x 4, etc., and to aggregate the different resolutions into a so
called spatial pyramid. Since every region is an image in itself, the spatial pyra-
mid can be used in combination with both the Harris–Laplace point detector and
dense point sampling, as was done in (Van de Sande et al, 2008), for example. For
the ideal spatial pyramid configuration, Lazebnik et al (2006) claim 2 x 2 is suffi-
cient, Marszałek et al (2007) suggest including 1 x 3 also. We investigate multiple
divisions of the image in our experiments.

18.2.2 Color Descriptor Extraction

In the previous section, we addressed the dependency of the visual appearance of
semantic concepts on the viewpoint under which they are recorded. However, the
lighting conditions during photography also play an important role. Van de Sande
et al (2010) analyzed the properties of color descriptors under classes of illumina-
tion changes within the diagonal model of illumination change, and specifically for
data sets consisting of Flickr images. In ImageCLEF, the images used also originate
from Flickr. Here, we use the four color descriptors from the recommendation table
in (Van de Sande et al, 2010). The descriptors are computed around salient points
obtained from the Harris–Laplace detector and dense sampling. For the color de-
scriptors in Figure 18.1, each of those four descriptors can be inserted.
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SIFT

The Scale Invariant Feature Transform (SIFT) feature proposed by Lowe (2004)
describes the local shape of a region using edge orientation histograms. The gra-
dient of an image is shift–invariant: taking the derivative cancels out offsets (see
(Van de Sande et al, 2010) for details). Under light intensity changes, i.e. a scaling
of the intensity channel, the gradient direction and the relative gradient magnitude
remain the same. Because the SIFT feature is normalized, the gradient magnitude
changes have no effect on the final feature. To compute SIFT features, we use the
version described by Lowe (2004).

OpponentSIFT

OpponentSIFT describes all the channels in the opponent color space using SIFT
features. The information in the O3 channel is equal to the intensity information,
while the other channels describe the color information in the image. The feature
normalization, as effective in SIFT, cancels out any local changes in light intensity.

C–SIFT

The C-SIFT feature uses the C invariant by Geusebroek et al (2001), which can
be intuitively seen as the gradient (or derivative) for the normalized opponent color
space O1/I and O2/I. The I intensity channel remains unchanged. C–SIFT is known
to be scale–invariant with respect to light intensity. See (Burghouts and Geusebroek,
2009) and (Van de Sande et al, 2010) for detailed evaluation.

RGB–SIFT

For the RGB-SIFT, the SIFT feature is computed for each RGB channel indepen-
dently. Due to the normalizations performed within SIFT, it is scale–invariant, shift–
invariant, and invariant to light color changes and shift (see (Van de Sande et al,
2010) for details).

18.2.3 Bag–of–Words model

We use the well–known bag–of–words model, also known as codebook approach,
see e.g. (Leung and Malik, 2001; Jurie and Triggs, 2005; Zhang et al, 2007; Van
Gemert et al, 2010; Van de Sande et al, 2010). First, we assign visual descriptors
to discrete codewords pre–defined in a codebook. Then, we use the frequency dis-
tribution of the codewords as a feature vector representing an image. We construct
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a codebook with a maximum size of 4,096 using k-means clustering. An important
issue is codeword assignment. A comparison of codeword assignment is presented
in (Van Gemert et al, 2010). Here, we only discuss two codeword assignment meth-
ods:

• Hard assignment. Given a codebook of codewords, the traditional codebook
approach assigns each descriptor to a single best representative codeword in the
codebook. Basically, an image is represented by a histogram of codeword fre-
quencies describing the probability density over codewords.

• Soft assignment. The traditional codebook approach may be improved by us-
ing soft assignment through kernel codebooks. A kernel codebook uses a kernel
function to smooth the hard assignment of image features to codewords. Out of
the various forms of kernel–codebooks, we selected codeword uncertainty based
on its empirical performance, shown in (Van Gemert et al, 2010).

Each of the possible sampling methods from Section 18.2.1 coupled with each visual
descriptor from Section 18.2.2, and an assignment approach, results in a separate vi-
sual codebook. An example is a codebook based on dense sampling of RGB–SIFT
features in combination with hard-assignment. Naturally, various configurations can
be used to combine a multiple of these choices. By default, we use hard assignment
in our experiments. Soft assignment is only used when explicitly stated. For simplic-
ity, we employ equal weights in our experiments when combining different features.

18.2.4 Machine Learning

The supervised machine learning process is composed of two phases: training and
testing. In the first phase, the optimal configuration of features is learned from
the training data. From all machine learning approaches on offer to learn the ap-
pearance relation between C and xi, the support vector machine by Vapnik (2000)
is commonly regarded as a solid choice. We use the LIBSVM implementation
by Chang and Lin (2001) with probabilistic output as described in (Lin et al, 2007).
The parameter of the support vector machine we optimize is C. In order to handle
imbalance in the number of positive versus negative training examples, we fix the
weights of the positive and negative class by estimation from the class priors on
training data. It was shown by Zhang et al (2007) that in a codebook–approach to
concept detection the earth movers distance and χ2 kernel are to be preferred. We
employ the χ2 kernel, as it is less expensive in terms of computation.

In the second machine learning phase, the classifier assigns a probability p(C|xi)
to each input feature vector for each semantic concept C, i.e. the trained model is
applied to the test data.
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Table 18.1: Overall results of using different pyramid levels on the 3,000 images
from ImageCLEF 2009 whose annotations have been made available. Evaluated
over 53 concepts in the photo annotation task using MAP. The third column lists the
number of concepts for which that row obtains the highest AP relative to all other
rows (excluding the bottom row with the 1 x 1, 2 x 2, 1 x 3 combination). In the
fourth row, the bottom row is included when determining the row with the highest
AP.

Pyramid subdivisions Average Precision #concepts with highest AP #concepts with highest AP

1x1 0,415 0 0
2x2 0,411 3 2
3x3 0,398 3 3
1x2 0,409 1 1
1x3 0,421 5 3
2x1 0,398 1 1
3x1 0,396 1 1
1x1, 2x2 0,427 10 6
1x1, 1x2 0,427 6 6
1x1, 1x3 0,432 14 7
1x1, 2x1 0,420 6 5
1x1, 3x1 0,421 4 4
1x1, 2x2, 1x3 0,433 not included 14

18.3 Experiments

Experiments in this section are performed using the MIR–Flickr dataset (see Sec-
tion 2.4.4) using the 53 concepts annotated for ImageCLEF 2009. Concept models
are trained using the ImageCLEF 2009 photo annotation task training set. Results
are computed using the labels provided after the contest for 3,000 images from the
test set. In subsequent years, these images became part of the training set. All results
in this section will use the average precision metric, which will be the standard for
the large–scale visual concept detection and annotation task from ImageCLEF 2010
onward. Higher average precision scores imply more accurate concept detection.

18.3.1 Spatial Pyramid Levels

In Table 18.1, we show results for different subdivisions of the image based on
the spatial pyramid framework. These results are obtained for an intensity SIFT
descriptor sampled with an interval of six pixels at two different scales and hard
codebook assignment.

Inspecting the results, we see in the first seven rows that only a pyramid with
horizontal bars, 1 x 3, obtains higher overall AP than just using the full image (1 x
1 subdivision). Therefore, we introduce combinations of two pyramid subdivisions,



350 Koen E. A. van de Sande and Theo Gevers

one of which is always 1 x 1. Here, we see that 1 x 1 + 2 x 2, 1 x 1 + 1 x 2 and 1 x 1
+ 1 x 3 obtain the highest overall scores. Looking at per–concept results (not shown
here), 1 x 1 + 2 x 2 obtains the highest AP compared to other subdivisions for ten
concepts (see third column), and 1 x 1 + 1 x 3 for 14 concepts. The subdivision of
1 x 1 + 1 x 2 obtains the highest score for only six concepts. Based on these results
and its popularity in the PASCAL VOC (Everingham et al, 2010), we introduce the
combination of 1 x 1 + 2 x 2 + 1 x 3, which combines the two best subdivisions with
two parts. If we then recount the number of concepts for which a row obtains the
highest AP (see the fourth column), this new combination obtains the highest score
for 14 concepts and the highest AP of all rows.

In terms of priority, the 1 x 3 subdivision (horizontal bars) is the most important,
then the 1 x 1 subdivision (the whole image), and finally a 2 x 2 division. This raises
the question as to why the 1 x 3 subdivision works so well on the MIR-Flickr data
set. A possible explanation is the way photographers work: they attempt to center
the object of interest, have a straight horizon which is approximately in the middle
of the image. Therefore, the top horizontal bar of a 1 x 3 division will probably be
sky, the middle horizontal bar will contain the object of interest plus the horizon,
and the bottom bar will contain the ground.

Based on these results, we draw the conclusion that using a combination of spatial
subdivisions of 1 x 1, 2 x 2 and 1 x 3 is a good choice for the MIR-Flickr data set.
The experiments in the remainder of this section will use exactly these subdivisions.

18.3.2 Point Sampling Strategies and Color Descriptors

In Figure 18.2, results are shown for four different point sampling methods and four
different color descriptors. Inspecting these results, dense sampling clearly outper-
forms the Harris–Laplace salient points. Sampling at two scales instead of a single
scale at an interval of six pixels is better. However, when the sampling interval is
set to one pixel, e.g. every pixel is described, performance at a single scale exceeds
the 6-pixel multi–scale results. These observations are consistent across all descrip-
tors. The main drawback of sampling every pixel is that 36 times more descriptors
are extracted per image, which results in a significant increase in feature extraction
times. A possible solution to the computational load is to use software specifically
optimized for dense sampling, as is done in (Uijlings et al, 2009).

When comparing the performance of different descriptors in Figure 18.2, we
observe that the RGB–SIFT descriptor yields the highest performance on the MIR–
Flickr data set. The presence of rather ‘artistic’ photographs with large variations in
lighting conditions in the data set might explain why the illumination color–invariant
descriptor gets the best results. Ordering the descriptors by their performance, the
OpponentSIFT descriptor is in second place, followed by SIFT and finally C–SIFT.

In conclusion, a dense sampling strategy and the RGB–SIFT descriptor together
give the best results for a single feature on the MIR–Flickr data set.
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Fig. 18.2: Performance of color descriptors using either Harris–Laplace salient
points or dense sampling. The dense sampling has an interval of either one or six
pixels and is carried out at one (1.2) or two scales (1.2 and 2).

18.3.3 Combinations of Sampling Strategies and Descriptors

Complete concept detection systems do not use a single feature, as was done in the
previous section, but use combinations of different features. The more features are
added, the higher the performance becomes. In Figure 18.3 and Table 18.2, results
of different system configurations are shown. The baseline is a single feature, the
densely sampled SIFT descriptor with a 1 x 1, 2 x 2 and 1 x 3 spatial pyramid, i.e. the
best result from the spatial pyramid experiment. From the comparative experiment
of point sampling strategies and descriptor, we know the RGB–SIFT descriptor is
the best individual descriptor for the MIR–Flickr data set. Therefore, results for this
descriptor are also listed.

The best combinations typically used in the University of Amsterdam concept
detection system are as follows:

• Combination of eight features: Harris–Laplace salient points paired with each of
the four ColorSIFT descriptors, and densely sampled points at multiple scales
with an interval of 6 pixels, also paired with each of the four ColorSIFT descrip-
tors.
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Fig. 18.3: Performance of different combinations of multiple point sampling strate-
gies and multiple descriptors. Numeric results are given in Table 18.2.

Table 18.2: Performance of different combinations of multiple point sampling strate-
gies and multiple descriptors. A visualization of the results is given in Figure 18.3.

Combinations of sampling strategies and descriptors Average Precision

Dense sampling every six pixels (multi-scale) with SIFT (baseline) 0.433
Dense sampling every six pixels (multi-scale) with RGB-SIFT 0.446
Harris-Laplace and dense sampling every six pixels (multi-scale) with 4-SIFT 0.478
Harris-Laplace and dense sampling every pixel (single-scale) with 4-SIFT 0.484

• Combination of eight features: Harris–Laplace salient points paired with each
of the four ColorSIFT descriptors, and densely sampled points at a single scale
at every pixel, e.g. an interval of one pixel, also paired with each of the four
ColorSIFT descriptors.

The results in Figure 18.3 and Table 18.2 show that the first combination is a relative
improvement of 7% over the RGB–SIFT feature (absolute difference 0.032). The
second combination is an improvement of 8% (absolute difference 0.038). These
differences are significant in benchmark evaluations, and they show that using dif-
ferent color descriptors together is not redundant, because performance improved
by combining them.

It is important to realize that about 90% of the state–of–the–art performance can
be obtained by using the densely sampled RGB–SIFT feature with an interval of six
pixels. The computational effort to extract this feature instead of applying the full
feature combination is eight times lower when compared to the first combination,
and 25 times lower compared to the second combination. For data sets orders of
magnitude larger than the MIR–Flickr data set, choosing the single best feature
might be more practical.
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In conclusion, by combining different sampling strategies and descriptors, a per-
formance improvement of up to 8% is possible. At the same time, when feature
extraction becomes a computational bottleneck, picking a single good feature can
already give up to 90% of the performance of the state–of–the–art.

18.3.4 Discussion

Based on the experiments in this section, we have found that the combination of
spatial pyramid subdivisions of 1 x 1, 2 x 2 and 1 x 3 is a good choice for the
MIR–Flickr data set. This confirms similar observations made on the PASCAL VOC
in (Everingham et al, 2010).

In terms of point sampling strategy, a dense sampling strategy gives the best
results for on the MIR–Flickr data set. This is related to the large number of scene
concepts to be annotated: dense sampling has been shown to be advantageous for
scene type classification, since salient points do not capture the entire appearance
of an image. For dense sampling, it holds that denser sampling almost always gives
higher accuracy than coarser sampling. The decision on how dense to sample should
be made based on the available compute resources.

Which descriptor gives the highest performance depends on the data set used:
in (Van de Sande et al, 2010) the C–SIFT descriptor gives the highest accuracy on
PASCAL VOC. On the MIR–Flickr data set, the RGB–SIFT descriptor, which is
invariant to illuminant color changes, gives the highest average precision.

By combining different sampling strategies and descriptors, as is done in all con-
cept detection systems aiming for high accuracy, a performance improvement of up
to 8% is possible given the features in this chapter. When limited compute resources
are available, picking a single good feature, e.g. refraining from the use of combina-
tions, can already give up to 90% of the performance of the current state–of–the–art.

18.4 ImageCLEF 2009

This section reports on the official ImageCLEF 2009 results of our concept detection
system. Our focus on invariant visual features for concept detection in ImageCLEF
2009 was successful. It has resulted in the top ranking for the large–scale visual
concept detection task in terms of both Equal Error Rate (EER) and Area Under the
Curve (AUC).

All runs submitted to ImageCLEF 2009 use both Harris–Laplace, dense sampling
with an interval of six pixels at two scales, the SVM classifier and a spatial pyramid
with 1 x 1, 2 x 2 and 1 x 3 subdivisions. We do not use the EXIF metadata provided
for the photos.

• OpponentSIFT: single color descriptor with hard assignment.
• 2–SIFT: uses OpponentSIFT and SIFT descriptors.
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Table 18.3: Overall results of the our runs evaluated over all concepts in the photo
annotation task using the equal error rate (EER) and the area under the curve (AUC).

Run name Codebook Average EER Average AUC

4-SIFT Hard-assignment 0.2345 0.8387
Soft 4-SIFT Soft-assignment 0.2355 0.8375
2-SIFT Hard-assignment 0.2435 0.8300
OpponentSIFT Hard-assignment 0.2530 0.8217

• 4–SIFT: uses OpponentSIFT, C-SIFT, RGB-SIFT and SIFT descriptors. This run
is equal to the first combination of the combination experiment in Section 18.3.3.

• Soft 4–SIFT: uses OpponentSIFT, C-SIFT, RGB-SIFT and SIFT descriptors
with soft assignment. The soft assignment parameters have been taken from our
PASCAL VOC 2008 system (Van de Sande et al, 2010).

In Table 18.3, the overall scores for the evaluation of concept detectors are shown.
We note that the 4–SIFT run with hard assignment achieves not only the highest
performance amongst our runs, but also over all other runs submitted to the large–
scale visual concept detection task.

In Table 18.4, the Area Under the Curve scores have been split out per concept.
We observe that the three aesthetic concepts have the lowest scores. This comes as
no surprise, because these concepts are highly subjective: even human annotators
only agree around 80% of the time with each other. For virtually all concepts be-
sides the aesthetic ones, either the Soft 4–SIFT or the Hard 4–SIFT is the best run.
This confirms our beliefs that these (color) descriptors are not redundant when used
in combinations. Therefore, we recommend the use of these four descriptors instead
of one or two. The difference in overall performance between the Soft 4–SIFT or the
Hard 4–SIFT run is quite small. Because the soft codebook assignment smoothing
parameter was directly taken from a different data set, we expect that the soft as-
signment run could be improved if the soft assignment parameter was selected with
cross–validation on the training set. Together, our runs obtain the highest Area Un-
der the Curve scores for 40 out of 53 concepts in the photo annotation task (20 for
Soft 4–SIFT, 17 for 4–SIFT and three for the other runs). This analysis has shown
us that our system is falling behind for concepts that correspond to conditions we
have included invariance against. Our method is designed to be robust to unsharp
images, so for out–of–focus, partly–blurred and no–blur there are better approaches
possible. For the concepts overexposed, underexposed, neutral–illumination, night
and sunny, recognizing how the scene is illuminated is very important. Because we
are using invariant color descriptors, a lot of the discriminative lighting information
is no longer present in the descriptors. Again, there should be better approaches pos-
sible for these concepts, such as estimating the color temperature and overall light
intensity.
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Table 18.4: Results per concept for our runs in the large–scale visual concept de-
tection task using the Area Under the Curve. The highest score per concept is high-
lighted using a grey background. The concepts are ordered by their highest score.

18.4.1 Evaluation Per Image

For the hierarchical evaluation, overall results are shown in Table 18.5. When com-
pared to the evaluation per concept, the Soft 4–SIFT run is now slightly better than
the normal 4–SIFT run. While our method provides the best run for the per–concept
evaluation, for the hierarchical evaluation measure, several other participants per-
form better. Discussion at the workshop has shown that exploiting the hierarchical
nature of the concepts used is an interesting future direction.

18.4.2 Conclusion

The focus on invariant visual features for concept detection in ImageCLEF 2009 was
successful. It resulted in the top ranking for the large–scale visual concept detection
task in terms of both EER and AUC. For 40 individual concepts, the highest perfor-
mance of all submissions to the task was obtained. For the hierarchical evaluation,
how to exploit the hierarchical nature of the concepts is still an open question.
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Table 18.5: Results using the hierarchical evaluation measures for our runs in the
ImageCLEF 2009 large–scale visual concept detection task.

Average Annotation Score

Run name Codebook with agreement without agreement

Soft 4-SIFT Soft-assignment 0.7647 0.7400
4-SIFT Hard-assignment 0.7623 0.7374
2-SIFT Hard-assignment 0.7581 0.7329
OpponentSIFT Hard-assignment 0.7491 0.7232

Table 18.6: Overall results of the our runs evaluated over all concepts in the Image-
CLEF@ICPR 2010 photo annotation task using the EER and the AUC.

Run contents Avg. EER Avg. AUC

Harris–Laplace, dense sampling every 6 pixels (multi-scale) with 4-SIFT 0.2214 0.8538
Harris–Laplace, dense sampling every pixel (single-scale) with 4-SIFT 0.2182 0.8568
University of Surrey (enhanced machine learning) 0.2136 0.8600

18.5 ImageCLEF@ICPR 2010

The visual concept detection and annotation task has been part of a contest for the
2010 ICPR conference. The MIR–Flickr data set is used with the 53 concepts an-
notated for ImageCLEF 2009. However, this time there are 8,000 labelled images
available for training, and the test set consists of 13,000 images.

The University of Amsterdam submitted two runs to the ICPR contest: the two
good combinations which were identified in Section 18.3.3. In Table 18.6, the over-
all scores for the evaluation of concept detectors are shown. The first run is equal
in terms of features to the best run submitted to ImageCLEF 2009. The second run,
with more densely sampled SIFT, achieves higher accuracy. Compared to all other
runs submitted to the task, the University of Amsterdam runs are ranked in second
place. The University of Surrey achieved the highest overall accuracy. Their sys-
tem uses similar visual features within a bag–of–words model but uses improved
machine learning algorithms.

18.6 Conclusion

The current state–of–the–art in visual concept detection and annotation tasks is
based on the bag–of–words model. Within this model, we have identified several
design choices which lead to higher classification accuracy. Participation in the Im-
ageCLEF photo annotation benchmarks was successful, and this participation was
based on the following conclusions: (1) In terms of point sampling strategy, dense
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sampling gives the best results due to the large number of scene concepts to be
annotated. (2) Increasing sampling density improves accuracy. (3) Spatial pyramid
subdivisions of 1 x 1, 2 x 2 and 1 x 3 are a good choice for data sets in general. (4)
The descriptor which gives the highest performance depends on the data set used; for
the MIR–Flickr data set, the RGB–SIFT descriptor is recommended. (5) By com-
bining different sampling strategies and descriptors, a performance improvement of
up to 8% is possible given the features in this chapter.

Finally, when limited compute resources are available, picking a single good
feature, e.g. refraining from the use of combinations, can already give up to 90% of
the performance of the current state–of–the–art.
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Chapter 19
Intermedia Conceptual Indexing

Jean–Pierre Chevallet and Joo Hwee Lim

Abstract Indexing textual and visual documents at the same conceptual level en-
ables the building of an effective intermedia conceptual indexing. In this chapter
we present models and techniques used to achieve this conceptual indexing level.
Our experiments were done on ImageCLEF medical data, using the UMLS (Uni-
fied Medical Language System) source of concepts for text, and a manually built
visual ontology. We have used the UMLS meta–thesaurus as an external resource
for indexing text at a conceptual level. At this level, the query can be structured us-
ing domain dimensions. The visual ontology has been built using the most frequent
concepts from UMLS, and cropped images from the Web and from the corpus itself.
The system is then able to index text and images using the same conceptual set.

19.1 Introduction

Medical Information Retrieval is an active research field (Boudin et al, 2010). Med-
ical images are an integral part of medical diagnosis, research, and teaching. Med-
ical image analysis research has focused on image registration, measurement, and
visualization. Although large numbers of medical images are produced in hospi-
tals every day, there is relatively little research in medical Content–Based Image
Retrieval (CBIR) (Shyu et al, 2002a). In addition to being valuable for medical re-
search and training, medical CBIR systems also have a role to play in clinical diag-
nosis (Müller et al, 2004).

A medical CBIR requires indexing of images and text with precise meaning. This
implies the use of external explicit knowledge both for image and text data. For im-
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ages, this knowledge can be learned from visual examples that are manually linked
to concepts. This learning is based on local features and does not rely on robust re-
gion segmentation. For text, this requires the use of an ontology to force the presence
of key terms and to discard inconsistent terms. We present models and methods to
extract visual features from images and to identify medical concepts from texts. We
also show how concepts can be associated with image samples, and can be learned.
Our ultimate goal is the definition of a unique conceptual index, i.e. that is common
to image and text. We call this shared index an intermedia conceptual index.

Among the research efforts of medical CBIR, classification– or clustering–
driven feature selection has received much attention. General visual cues often
fail to be discriminative enough to deal with more subtle, domain–specific dif-
ferences (Liu et al, 2004). Pathology–bearing regions tend to be highly localized
(Dy et al, 2003). Hence, local features such as those extracted from segmented
dominant image regions approximated by best fitting ellipses have been proposed
(Lehmann et al, 2004). A hierarchical graph–based representation and matching
scheme has been suggested to deal with multi–scale image decomposition and their
spatial relationships. However, it has been recognized that pathology bearing re-
gions cannot be segmented out automatically for many medical domains (Shyu et al,
2002b). As an alternative, a comprehensive set of perceptual categories related to
pathology bearing regions and their discriminative features are manually designed
and tuned to achieve superior precision rates over a brute–force feature selection
approach.

Hence, it is desirable to have a medical CBIR system that represents images in
terms of semantic local features that can be learned from examples rather than hand-
crafted with a lot of expert input and do not rely on robust region segmentation. In
order to manage a large and complex set of visual entities, we propose a structured
learning framework to facilitate modular design and extraction of medical visual
semantics that we call VisMed terms. These VisMed terms are image regions that
exhibit semantic meanings to medical practitioners and that can be learned statis-
tically to span a new indexing space. During image indexing, VisMed terms are
detected in image content, reconciled across multiple resolutions and aggregated
spatially to form local semantic histograms.

The resulting compact and abstract VisMed image indexes can support both
similarity–based queries and semantics–based queries efficiently. When queries are
in the form of example images, both a query image and a database image can be
matched based on their distributions of VisMed terms, much like the matching of
feature–based histograms though the bins refer to semantic medical terms. In ad-
dition, we propose a flexible tiling (FlexiTile) matching scheme to compare the
similarity between two medical images of arbitrary aspect ratios.

When a query is expressed as a text description that involves modality, anatomy,
and pathology, etc., they can be translated into a visual query representation that
chains the presences of VisMed terms with spatial significance via logical operators
(AND, OR, NOT) and spatial quantifiers for automatic query processing based on
the VisMed image indexes. This query formulation and processing scheme allows
semantics–based retrieval with text queries.
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By fusing the ranked lists from both the similarity– and semantics–based retrieval
we can leverage the information expressed in both visual and text queries.

This chapter first presents the notion of conceptual indexing in Section 19.2 and
the concept mapping on text to build an abstract index. Then in Section 19.3, we
present models and techniques used to index images using visual terms of a visual
ontology. Finally, in Section 19.4 we present our intermedia conceptual indexing
combination framework that has produced the best results in ImageCLEF 2006.

19.2 Conceptual Indexing

In an Information Retrieval (IR) system, automatic indexing consists of describ-
ing documents in a way they can be easily retrieved. The goal of indexing in the
context of IR is not to understand document content but rather to produce a de-
scription that enables the computation of a Relevance Status Value (RSV) as close
as possible to human relevance judgment. Research activities in IR are mainly con-
cerned about how to compute an RSV that is close to human judgment. We make
the following assumption: an information retrieval system should incorporate some
of the user knowledge and reasoning capabilities to propose more relevant docu-
ments. This assumption (Schank et al, 1980) has driven research on systems using
domain knowledge (thesaurus, knowledge base, ontology, etc.), complex Natural
Language Processing (NLP), or systems that describe document content (indexes)
in a complex way (i.e. conceptual graphs (Huibers et al, 1996), terminological log-
ics (Meghini et al, 1993)) with a match related to an uncertain logical deduction
(van Rijsbergen, 1986). In our work we have endorsed this conceptual indexing
paradigm, mainly for text indexing but also partially for image indexing. In this
section we present our approach to conceptual indexing.

19.2.1 Concept Usage and Definition in IR

The notion of concept is difficult to define: in (Goguen, 2005), a concept is close to
the notion of a category with a few mathematical constraints. We have to be prag-
matic and sketch concepts close to actual needs and uses. Concepts can be defined as
human understandable unique abstract notions independent from any direct material
support, any language or information representation, and used to organize percep-
tion and knowledge (Chevallet et al, 2007). Concepts are abstraction units built by
humans and generalized from properties of objects, facts, events, etc.

From this definition, no machine can extract concepts from any digital source
but rather one can try to automatically map concepts to parts of digitalized data
(image, text, etc.). In practice, concepts are identifiers with associate information to
describe them, usually texts and terms, but also image patches, logical definitions or
constraints. For example, CYC (Lenat, 1995) is a large set of concepts (ontology)
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in a machine readable format, where concepts are described by a logical expression
and a set of related terms. ConceptNet (Liu and Singh, 2004) is more informal, with-
out logical language, and it captures common sense knowledge with an emphasis on
rich semantic relations. UMLS1 describes a large set of concepts by the merging of
several resources. It tries to unify terms expressing the same meaning into an iden-
tified concept. This resource is called a meta–thesaurus because it abstracts several
thesauri (e.g. Medical Subject Heading or MeSH), into a comprehensive resource in
the medical domain. Conceptual indexing can be defined as: using concept iden-
tifiers in an index instead of words, terms, or image features. The characteristic of
such an index is to be media independent and for text to be language independent.
However, there are challenges in setting up a conceptual index.

First, a resource that describes a large set of concepts is mandatory, and second is
the need for an efficient tool to map concepts to documents. For text, it implies NLP
tools to identify terms and replace them with concepts. Because a resource cannot
include all possible variations of terms, this mapping tool must cope with linguistic
variation. Concept identification is difficult because of the inherent ambiguity and
flexibility of natural language. There are also many language phenomena, such as
elision, that complicate the task. Selecting concepts from text means disambiguating
the text, which is always a very difficult task (Ide and Veronis, 1998). Finally, a flat
set of concepts can lead to a sharp decline in recall if the system is not able to
establish a link from a general concept in a query (e.g. ‘bone fracture’), and perhaps
more precise concepts present in documents (e.g. ‘fracture of the femur’). Relations
in the knowledge resource are hence mandatory.

19.2.2 Concept Mapping to Text

To map concepts to text for indexing in an IR system we require the following:

• Terminology. A list of terms (single or multi term) from a given domain in a
given language. Terms come from actual language usage in the domain. They are
generally stable noun phrases (i.e. less linguistic variations than any other noun
phrase) and they should have an unambiguous meaning in the restricted domain
they are used in.

• Conceptual vocabulary. A set of concepts. A concept is a language–independent
meaning (with a definition), associated with at least one term of the terminology.

• Conceptual structure. Each term is associated with at least one concept. Con-
cepts are also organized into several networks. Each network links concepts using
a conceptual relation.

• Conceptual mapping algorithm. A method that selects a set of potential con-
cepts from a sentence using the terminology and the conceptual structure.

The terminology, conceptual vocabulary and the conceptual structure form a knowl-
edge resource often related to a domain (such as medicine). Conceptual text index-

1 http://www.nlm.nih.gov/research/umls/

http://www.nlm.nih.gov/research/umls/
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ing is then the operation of transforming natural language documents into an index-
ing structure of concepts (sets, vectors, graphs, etc.) through a conceptual mapping
algorithm using the resource.

Dealing with a precise domain may reduce some of the concepts extraction prob-
lems such as ambiguity. Term ambiguity arises when different concepts are mapped
to a single term. In practice, ambiguity depends on the precision of the domain
knowledge resource. If we reduce the domain we also reduce the meanings of pos-
sible terms, hence also ambiguity. For example, ‘x–ray’ may refer to a wave in
physics but also to an image modality in radiology. Unfortunately, when we have
more precise concepts (and terms) we are confronted with another form of ambi-
guity called structural ambiguity. At the syntactic level, structural ambiguity occurs
when a phrase has more than one underlying structure. It corresponds to several
ways to extract concepts. The term ‘right lobe pneumonia’ can be associated with a
single concept but can be split into two terms associated with other concepts: ‘right
lobe’ and ‘pneumonia’.

A solution is to model concept structure equivalence. This consists of setting up
a model that expresses concept compositions and relations. Some of these relations
can be equivalence or subsumption. A terminological logic can be used (Sebastiani,
1994) but it is often neither simple nor possible for indexing a large set of concepts
because concepts have to be expressed in the chosen formalism. A large ontology in
medicine with concepts expressed in a logical format does not yet exist.

Another common difficulty for concept mapping is term variation. Terms should
be stable noun phrases (Daille et al, 1996), but there are still in practice many vari-
ations in terms. It is the role of the terminology to list all term variations but in
practice some variations have to be processed by the conceptual mapping algorithm.

19.2.3 Mapping Steps

In spite of these difficulties conceptual indexing can produce a high precision multi–
lingual index, and can solve very precise queries. This solution is adapted to the
medical domain. In the following we detail the steps for concept mapping. For IR
we concentrate on noun phrases only because they support most document themes.
Globally the following steps are required to extract concepts from texts:

Parts of speech tagging: morphology associates Parts Of Speech (POS) tags to
every word. Without extra information such as syntax, semantics or pragmatics,
some POS errors may occur. A POS tagger for IR should provide all alternatives.

Syntactic analysis: syntax is used to detect phrase boundaries. Surface syntax
and a shallow parser are sufficient in IR. For noun phrases a regular expression
on POS is sufficient because complexity of noun phrase syntax is low.

Term variation evaluation: variation is based on syntactic modifications, abbre-
viations, etc. A distance has to be computed from the original phrase because
each variation could shift the original meaning.
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Fig. 19.1: Mapping steps of the indexing process.

Term to concept mapping: this consists of identifying possible concept candi-
dates for each phrase variant from the terminology.

Evaluation of the mapping: evaluation expresses the probability of correct con-
cept identification for each concept candidate.

Term disambiguation: reduces the set of candidate concepts. It can use local
word or sentence information such as the concept evaluation, and global infor-
mation related to the whole document such as the domain of the document.

Concept weighting: measures concept relevance, which is the IR value related to
index usefulness, measuring the relevance of concept descriptors.

The mapping step, as shown in Figure 19.1, is critical because it relies on the
quality of the terminology resource. A small resource will produce silence in con-
cept detection, a larger ambiguity. The depth of a resource is also important. It refers
to the size of the conceptual hierarchy and the focus of the concepts. For example,
concepts in deep resources are associated with very long noun phrases such as the
concept2 C0161118 associated to the phrase:

“Blisters with epidermal loss due to second degree burn of chest wall, excluding breast and
nipple.”

Deep resources will produce much more detailed and precise concepts and can lead
to structural ambiguity.

We use UMLS for our domain knowledge resource because no other resource
of its size currently exists. In fact, UMLS is a meta–thesaurus, i.e. a merging of
existing thesauri and terminologies. Merging thesauri does not lead to an ideal con-
ceptual structure as not all entries are terms, so not all entries can be found in actual
text (like C0029537: other chest pain). Moreover, different thesaurus structures (ex:
hierarchies) have to be merged into a single structure. The merging was done by
exhibiting concepts linking multiple terms from multiple sources. UMLS is still a
good candidate to approximate a domain knowledge resource for medical image

2 Example from UMLS.
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and text indexing. The first reason is because of its size with the 2010 version of
UMLS containing more than 2.2 million concepts and 8.2 million unique concept
names from over 150 source vocabularies in 17 languages. Secondly it is maintained
by specialists with two updates a year. Unfortunately, UMLS is neither complete,
nor consistent. In particular, the links among concepts are not equally distributed.
The inter–concept relationships (such as hierarchies) are those from the source the-
saurus. Hence, there is redundancy as multiple similar paths can be found between
two concepts using different sources. In order to have a common categorization of
this concept set, UMLS has global high level semantic categories called seman-
tic types and semantic groups (Bodenreider and Mccray, 2003), assigned manually
and independently of all thesaurus hierarchies by the meta–thesaurus editors. These
structures are the only ones that are consistent for the whole data set.

To map concepts to English texts we used the MetaMap tool provided with
UMLS. Here is a simplified output from a sentence:

“Show me a chest x–ray with tuberculosis.”

First, the parser produces the POS (tag) and a simplified dependency tree with
identification of the head and modifiers of the noun phrase.

phrase(’Show’,[verb([lexmatch([show]),
inputmatch([Show]),tag(verb))]).

phrase(me,[pron([lexmatch([me]),inputmatch([me])
,tag(pron))]).

phrase(’a chest x-ray’,
[det([lexmatch([a])

,tag(det)])
,mod([lexmatch([chest]),tag(noun)])
,head([lexmatch([X-ray])

,tag(noun)])]).

Only noun phrases are then mapped to concepts with an evaluation (ev) of each
possible concept proposition. For each concept proposition, words of the associated
term are mapped to the list of source terms. For example, [2,2],[1,1] for the
third candidate means that the second term ‘x’ of ‘chest x-ray’matches with
‘X’ of the candidate term ‘X-ray’ associated with the concept C0034571. The
number that follows is the distance of this matching: 0 is an exact matching (exact
spelling), 1 is a inflectional variant (Aronson, 2006).

candidates([
ev(-923,’C0202783’,’Chest x-ray’,

’Radiographic procedure on chest (procedure)’
,[chest,x,ray]
,[[[1,1],[1,1],0],[2,2],[2,2],0]
,[3,3],[3,3],0]]),

ev(-895,’C0856599’,’Breast X-ray’,[breast,x,ray]
,[[[1,1],[1,1],4],[2,2],[2,2],0]
,[3,3],[3,3],0]]),
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ev(-861,’C0034571’,’X-ray’,’roentgenographic’
,[x,ray],[[[2,2],[1,1],0],[3,3],[2,2],0]]),

ev(-861,’C0043299’,’X-ray’
,’Diagnostic radiologic examination’
,[x,ray],[[[2,2],[1,1],0],[3,3],[2,2],0]]),

ev(-861,’C0043309’,’X-ray’,’Roentgen Rays’
,[x,ray],[[[2,2],[1,1],0],[3,3],[2,2],0]]),

ev(-861,’C1306645’,’X-ray’
,’Plain film (procedure)’
,[x,ray],[[[2,2],[1,1],0],[3,3],[2,2],0]]),

...

In this example, 17 possible concepts were identified as having a possible associa-
tion with the text ‘a chest x–ray’. The ordering is based only on syntactic variations
and it is not supposed to be a semantic distance. Hence this ordering cannot be
considered a disambiguation. We are interested in precision–oriented indexing, so
we decided to retain the best MetaMap proposition for indexing plus all sub partial
matchings with no variation (i.e. a 0 distance value in the matching ev list). This
is a way to take into account structural ambiguity, even if it is probably not the best
representation.

19.2.4 IR Models Using Concepts

Once texts are replaced with concepts, the next step consists of producing the doc-
ument index. In IR, a document index is a compact representation of a document
where the RSV computation is performed. Concept mapping associates a word se-
quence to a set of possible concepts. We make the hypothesis that concept distribu-
tions of such a conceptual indexing approach are similar to word distributions. In
reality this is incorrect. Concepts may be associated with large terms, hence statis-
tical concept distribution may be different from single word distribution. There are
also structural ambiguities, where several possible concepts are associated with a
different coverage of a noun phrase. In this way we violate the usual independence
assumption between items in the index that is the basis of all weighing schemes. Un-
fortunately, we do not have any new model to propose and we reuse existing word
based IR models such as the Vector Space Model (VSM) with different weighting
schemes or language models.

Using concepts as input of the indexing does not add a decisive advantage over
the classical ‘bag of words’ approach. The real advantage for using concepts instead
of words lies in the conceptual structure. Each concept is embedded in a network of
semantic links and is also associated with semantic categories. These categories are
used to structure document and query content. For example (Figure 19.2), we can
automatically detect in the query show me an x-ray of a fracture of a femur, three
parts: a modality (x–ray), an anatomy (the femur bone) and a pathology (fracture).
This forms a conceptual structure to documents or queries. This structure can then
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Fig. 19.2: Conceptual matching and indexing between queries and documents.

be exploited to filter the possible answers in order to constrain documents to cover
the conceptual query structure.

UMLS has such a conceptual structure called semantic groups. The matching
computed on the conceptual index RSVc is completed with a conceptual structure
filtering CSF :

RSVCSF
c (Q,D) = CSF(Q,D)×RSVc(Q,D) (19.1)

In our experiments, we tested two CSF functions:

Inclusion. This is a binary function that acts as a filter. Its value is 1 only when
semantic groups found in Q are also in D, 0 otherwise.

Intersection. This computes the intersection size of semantic groups in Q that
appear in documents D.

Both techniques improved the results as shown in the experiments in the following
section.

19.2.5 Experiments using the ImageCLEF Collection

We experimented using this conceptual index approach on several versions of the
ImageCLEFmed collection. For example, we show in Tables 19.1 to 19.3 the results
of ImageCLEF 20063. We tested various weighting schemes. Matching is computed
using the inner product between the query and the document vector. Simple word or
concept frequency is named FREQ. The vector space model with t f ∗ id f weighting

3 These results are published in (Chevallet et al, 2007).
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Table 19.1: Retrieval results when using word–based text indexing.

FREQ VSM DFR* BM25 BM25*
English 0.028 0.166 0.106 0.157 0.178
French 0.033 0.064 0.068 0.050 0.067
German 0.010 0.017 0.017 0.013 0.017
All 0.021 0.176 0.127 0.167 0.200

Table 19.2: Retrieval results when using conceptual text indexing.

FREQ VSM DFR* BM25 BM25*
English 0.049 0.209 0.210 0.208 0.215
French 0.003 0.070 0.047 0.043 0.070
German 0.007 0.016 0.014 0.011 0.016
All 0.004 0.204 0.097 0.098 0.221

Table 19.3: Retrieval results when using conceptual structure filtering.

All Inclusion Intersection
MAP MAP Change MAP Change

FREQ 0.004 0.033 +725% 0.017 +325%
VSM 0.204 0.239 +17% 0.264 +29%
DFR 0.097 0.135 +39% 0.177 +82%
BM25 0.098 0.140 +43% 0.180 +84%
BM25* 0.221 0.247 +12% 0.250 +13%

and cosine normalization are named V SM. We tested two probabilistic measures:
Divergence From Randomness (DFR) (Amati and Van Rijsbergen, 2002) and the
BM25 probabilistic model of Robertson and Walker (1994). In DRF* and BM25*,
query weights are normalized with log, idf and vector size. Tables 19.1 to 19.3 show
Mean Average Precision (MAP) across all queries.

Word–based text indexing results are shown in Table 19.1. These results serve
as a comparison with conceptual indexing. As one can expect, simple frequency
models deliver poor results and probabilistic models are more effective.

In Table 19.2, the effect of using concepts to replace words is not stable. In fact,
the benefit of using concepts instead of words is not only in the results but in the
system that has a single indexing for all languages.

In Table 19.3, the first column is a copy of the conceptual indexing and results
show the use of the conceptual structure filtering on documents retrieved using the
conceptual indexing. Results are unambiguous, semantic filtering always provides
an increase in MAP. This can be explained by the bag of words or bag of concepts
models computing query and document matches using a weighted intersection. The
size of this intersection has no direct influence. A document that has only two con-
cepts matching with a query but with a high weight can be placed higher than a
document with a larger matching intersection but with lower weights. The medi-
cal queries of ImageCLEF are implicitly structured (i.e. pathology, modality and
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anatomy). If one of the dimensions is missing in a document, this document may
not be relevant at all, even if the rest of the query produces a high score.

Conceptual indexing enables the discovery of semantic structure in texts. It pro-
vides an efficient way to discard documents with high scores but which are incom-
plete in terms of the semantic structure and thus are less relevant. In our view, this is
the key interest in using a conceptual resource (such as UMLS) for indexing com-
pared to the classical word based indexing. Using this approach, we have obtained
some of the best results among the official runs (a MAP of 0.2646) in the medical
task in ImageCLEF 2006 (Lacoste et al, 2006). In this run, the CSF(Q,D) function
is the number of semantic dimensions common to documents and the query (size of
the intersection).

19.3 Image Indexing using a Visual Ontology

Image retrieval is an active research area where a large number of techniques and
models have been explored, mostly since the year 2000 (Datta et al, 2008). Images
play an important role in medical diagnosis and a major evolution often follows the
development of new medical imaging techniques. This is a domain where images
and text co–exist in documents and can be used in queries.

We promote the use of a visual ontologies to index images using concepts. A
visual ontology is an association of concepts to a set of images that represents this
concept. A concept is defined in the same way as for text.

Using visual concepts for CBIR follows the idea that exogenous knowledge is
mandatory to build an IR system that is able to behave in a meaningful way. Associ-
ating image examples to concepts tends to build a ‘visual definition’ of this concept
and enables the use of machine learning algorithms to learn relations between vi-
sual features and concepts. The notion of using a visual vocabulary to represent
and index the image content for more effective (i.e. semantic) query and retrieval is
not new. It was proposed and applied to consumer images (Lim, 2001; Lim and Jin,
2005b).

Applications of this approach to the medical domain are fruitful because this
domain is both narrow and wide at the same time. It is narrow enough to collect
medical terms and concepts into a comprehensive meta–thesaurus such as UMLS.
It is also wide because of the large number of terms and concepts, and the constant
evolution and production of new knowledge. We promote the use of visual medi-
cal terms called VisMed that are typical composite concepts with visual appearance
in medical images (e.g. x–ray–bone–fracture, CT–abdomen–liver, MRI–head–brain,
photo–skin). Many concepts bear no obvious visual characteristics but a few con-
cept combinations can be associated unambiguously to an image. Our VisMeds are
defined using image region instances cropped from sample images, then modeled
and built based on statistical learning. This learning consists of building a visual
signature for each image sample that is fed into a supervised classifier. In our ex-
periments, we build image signatures from color and texture features. The classifier
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is based on a Support Vector Machine (SVM) (Vapnik, 1998). To compute VisMed
terms from training instances we use SVMs on color and texture features for an
image region and denote this feature vector as z. An SVM Sk(z) is a detector for
VisMed term k on z. The classification vector for region z is computed via the soft-
max (Bishop, 1996) function as:

Tk(z) =
expSk(z)

∑ j expS j(z)
. (19.2)

i.e. Tk(z) corresponds to a VisMed entry in vector T .
In the experiments, we use the YIQ color space over other color spaces (e.g.

RGB, HSV, LUV) as it performed better. As texture features we adopted Gabor co-
efficients, which have shown to provide good results (Manjunath and Ma, 1996). A
feature vector z has two parts, namely, a color feature vector zc and a texture feature
vector zt . We compute the mean and standard deviation of each YIQ color channel
and the Gabor coefficients (five scales, six orientations) respectively (Lim and Jin,
2005b). Hence, the color feature vector zc has six dimensions and the texture feature
vector zt has 60 dimensions. Zero–mean normalization is applied to both the color
and texture features. In our evaluation, we adopt Radius Basis Function (RBF) ker-
nels with modified city–block distance between feature vectors y and z: [

|y− z| = 1
2
(
|yc − zc|

Nc
+

|yt − zt |
Nt

) (19.3)

where Nc and Nt are the numbers of dimensions of the color and texture feature
vectors (i.e. 6 and 60) respectively. This just–in–time feature fusion within the kernel
combines the contribution of color and texture features equally. It is simpler and
more effective than other feature fusion methods we have attempted.

19.3.1 Image Indexing Based on VisMed Terms

After learning, the VisMed terms are detected during image indexing from multi–
scale block–based image patches without region segmentation to form semantic lo-
cal histograms as described below.

Conceptually, the indexing is realized in a three–layer visual information pro-
cessing architecture (Figure 19.3). The bottom layer denotes the pixel-feature maps
computed for feature extraction. In our experiments, there are three color maps (i.e.
YIQ channels) and 30 texture maps (i.e. Gabor coefficients of five scales and six
orientations). From these maps, feature vectors zc and zt , compatible with those
adopted for VisMed term learning (Equation 19.3), are extracted.

To detect VisMed terms with translation and scale invariance in an image to be in-
dexed, the image is scanned with windows of different scales, similar to the strategy
in view–based object detection (Sung and Poggio, 1998; Papageorgiou et al, 1998).
More precisely, given an image I with resolution M×N the middle layer, a Recon-
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Fig. 19.3: A 3–layer architecture for image indexing.

ciled Detection Map (RDM), has a lower resolution of P×Q, P ≤ M, Q ≤ N. Each
pixel (p,q) in RDM corresponds to a two–dimensional region of size rx × ry in I.
We further allow tessellation displacements dx, dy > 0 in X ,Y directions respectively
such that adjacent pixels in RDM along the X direction (along the Y direction) have
receptive fields in I, which are displaced by dx pixels along the X direction (dy pixels
along the Y direction) in I. After scanning an image, each pixel (p,q) that covers
a region z in the pixel–feature layer will consolidate the classification vector Tk(z)
(Equation 19.2).

In our experiments, we progressively increase the window size rx × ry from
20 × 20 to 60 × 60 at a displacement (dx,dy) of (10,10) pixels. For images the
longer side of width and height is fixed at 360 pixels after a size normalization that
preserves the aspect ratio. After the detection step we have five maps of detection
of dimensions 23× 35 to 19× 31, which are reconciled into a common RDM as
explained below.

To reconcile the detection maps across different resolutions onto a common basis
we adopt the following principle: if the most confident classification of a region at
resolution r is less than that of a larger region (at resolution r+1) that subsumes the
region, then the classification output of the region is replaced by that of the larger
region at resolution r + 1. For instance, if the detection of a face is more confident
than that of a building at the nose region (assuming that both face and building (but
not nose) are in the visual vocabulary designed for a particular application), then
the entire region covered by the face, which subsumes the nose region, should be
labeled as face.

For example, a region at resolution r is covered by four larger regions at reso-
lution r + 1 as shown in Figure 19.4. Let ρ = maxkmaxiTi(zr+1

k ) where k refers to
one of the four larger regions in the case of the example shown in Figure 19.4.
Then, the principle of reconciliation says that if maxiTi(zr) < ρ , the classifica-
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Fig. 19.4: Reconciling multi–scale VisMed detection maps.

tion vector Ti(zr) ∀i is replaced by the classification vector Ti(zr+1
m ) ∀i where

maxiTi(zr+1
m ) = ρ .

Using this principle, we compare detection maps of two consecutive resolutions
at a time, in descending window sizes (i.e. from windows of 60 × 60 and 50 ×
50 to windows of 30 × 30 and 20 × 20). After four cycles of reconciliation, the
detection map that is based on the smallest scan window (20×20) has consolidated
the detection decisions obtained at other resolutions for further spatial aggregation.
The goal of spatial aggregation is to summarize the reconciled detection outcome
in a larger spatial region. A region Z comprises n small equal regions with feature
vectors z1,z2, ...,zn respectively. To account for the size of the detected VisMed
terms in the spatial area Z, the classification vectors of the reconciled detection map
are aggregated as:

Tk(Z) =
1
n ∑

i
Tk(zi). (19.4)

This is the top layer in our three–layer visual information processing architecture
where a Spatial Aggregation Map (SAM) further tessellates over RDM with A×
B, A ≤ P, B ≤ Q pixels. This form of spatial aggregation does not encode spatial
relations explicitly. The design flexibility of sx,sy in SAM on RDM (the equivalent
of rx,ry in RDM on I) allows us to specify the location and extent in the content to be
focused and indexed. We can choose to ignore unimportant areas (e.g. margins) and
emphasize certain areas with overlapping tessellation. We can even have different
weights attached to the areas during similarity matching.
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Fig. 19.5: Example to illustrate FlexiTile matching.

19.3.2 FlexiTile Matching

Given two images represented as different grid patterns, we propose a flexible tiling
(FlexiTile) matching scheme to cover all possible matches. For instance, given a
query image Q of a 3×1 grid and an image Z of a 3×3 grid, intuitively Q should
be compared to each of the three columns in Z and the highest similarity will be
treated as the final matching score. As another example, consider matching a 3×2
grid with a 2× 3 grid. The four possible tiling and matching choices are shown in
Figure 19.5.

The FlexiTile matching scheme is formalized as follows. A query image Q and
a database image Z are represented as M1 ×N1 and M2 ×N2 grids respectively. The
overlapping grid M×N where M = min(M1,M2) and N = min(N1,N2) is the max-
imal matching area. The similarity λ between Q and Z is the maximum matching
among all possible M×N tilings,

λ (Q,Z) =
m1=u1,n1=v1

max
m1=1,n1=1

m2=u2,n2=v2
max

m2=1,n2=1
λ (Qm1,n1 ,Zm2,n2), (19.5)

where u1 = M1 −M +1,v1 = N1 −N +1,u2 = M2 −M +1,v2 = N2 −N +1 and the
similarity for each tiling λ (Qm1,n1 ,Zm2,n2) is defined as the average similarity over
M×N blocks as

λ (Qm1,n1 ,Zm2,n2) =
∑i ∑ j λi j(Qm1,n1 ,Zm2,n2)

M×N
, (19.6)

and finally the similarity λi j(Qm1,n1 ,Zm2,n2) between two image blocks is computed
based on the L1 distance measure (city block distance) as,

λi j(Qm1,n1 ,Zm2,n2) = 1− 1
2 ∑

k

|Tk(Qp1,q1)−Tk(Zp2,q2)| (19.7)

where p1 = m1 + i,q1 = n1 + j, p2 = m2 + i,q2 = n2 + j and it is equivalent to color
histogram intersection except that the bins have semantic interpretation as VisMed
terms.

There is a trade–off between content symmetry and spatial specificity. If we want
images of similar semantics with different spatial arrangement (e.g. mirror images)
to be treated as similar, we can have larger tessellated blocks in SAM (i.e. the ex-
treme case is a global histogram). However, in applications with medical images
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Table 19.4: VisMed example and number of region samples.

VisMed Terms # VisMed Terms #
00-angio-aorta-artery 30 01-angio-aorta-kidney 30
02-ct-abdomen-bone 40 03-ct-abdomen-liver 20
04-ct-abdomen-vessel 30 05-ct-chest-bone 30
06-ct-chest-emphysema 30 07-ct-chest-nodule 20
08-path-alzheimer 40 09-path-kidney 50
10-path-leukemia 30 11-photo-face-eye 60
12-photo-face-mouth 30 13-photo-face-nose 30

Fig. 19.6: Visual examples for VisMed terms.

where there is usually very little variance in views and spatial locations are con-
sidered differentiating across images, local histograms will provide good sensitivity
to spatial specificity. Furthermore, we can attach different weights to the blocks to
emphasize the focus of attention (e.g. center) if necessary.

19.3.3 Medical Image Retrieval Using VisMed Terms

We have applied the VisMed approach to the Medical Image Retrieval task in Im-
ageCLEF. We set out VisMed terms that correspond to typical semantic regions in
the medical images. We have manually designed VisMed terms relevant to the query
topics. Table 19.4 lists some of the VisMed terms and Figure 19.6 illustrates visual
examples.

We manually cropped image regions to train and validate VisMed terms using
SVMs. As we would like to minimize the number of images selected from the test
collection for VisMed term learning, we include relevant images available from the
Web. For a given VisMed term, the negative samples are the union of the positive
samples of all the other VisMed terms.
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19.3.4 Spatial Visual Queries

A visual query language, Query By Spatial Icons (QBSI), was used to combine
pattern matching and logical inference (Lim and Jin, 2005a). A QBSI query is com-
posed as a spatial arrangement of visual semantics. A Visual Query Term (VQT) P
specifies a region R where a VisMed i should appear and a query formula chains
these terms up via logical operators. The truth value μ(P,Z) of a VQT P for any
image Z is simply defined as:

μ(P,Z) = Ti(R) (19.8)

where Ti(R) is defined in Equation 19.4.
When a query involves the presence of a VisMed term in a region larger than

a single block in a grid and its semantics prefers a larger area of presence of the
VisMed term to have a good match (e.g. entire kidney, skin lesion, chest x–ray
images with tuberculosis), Equation 19.8 becomes:

μ(P,Z) =
∑Z j∈R Ti(Z j)

|R| (19.9)

where Z j are the blocks in a grid that cover R and |R| denotes the number of such
blocks. This corresponds to a spatial universal quantifier (∀).

On the other hand, if a query only requires the presence of a VisMed term within
a region regardless of the area of the presence (e.g. presence of a bone fracture, pres-
ence of micro nodules), then the semantics are equivalent to the spatial existential
quantifier (∃) and Equation 19.8 will be computed as

μ(P,Z) = max
Z j∈R

Ti(Z j) (19.10)

A QBSI query Q can be specified as a disjunctive normal form of VQT (with or
without negation),

Q = (P11 ∧P12 ∧·· ·)∨·· ·∨ (Pc1 ∧Pc2 ∧·· ·) (19.11)

Then the query processing of query Q for any image Z is to compute the truth value
μ(Q,Z) using appropriate logical operators using min/max fuzzy operations. As
uncertainty values are involved in VisMed term detection and indexing, we adopt
classical min/max fuzzy operations as follows:

μ(P̄,Z) = 1−μ(P,Z), (19.12)

μ(Pi ∧Pj,Z) = min(μ(Pi,Z),μ(Pj,Z)), (19.13)

μ(Pi ∨Pj,Z) = max(μ(Pi,Z),μ(Pj,Z)). (19.14)

For the query processing in ImageCLEF, a query text description is manually trans-
lated into a QBSI query with the help of a visual query interface (Lim and Jin,
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Fig. 19.7: Inter–media matching.

2005a) that outputs an XML format to state the VisMed terms, the spatial regions,
the Boolean operators, and the spatial quantifiers. As an illustration, the query ‘Show
me x–ray images with fractures of the femur’ is translated as ‘∀ xray–bone ∈ whole
∧ ∀ xray–pelvis ∈ upper ∧ ∃ xray–bone–fracture ∈ whole’ where ‘whole’ and ‘up-
per’ refer to the whole image and upper part of an image respectively.

The use of VisTerms and the FlexiTile matching produce a MAP of 0.072 on
the data and queries of CLEF 2005. Manual query building as proposed in Section
19.3.4 does not provide better results as the MAP is only 0.060. The two methods
select different images and a linear combination can produce better results (0.092
of MAP) but with the search of the optimal weight.

The use of VisMed also requires the creation of a visual ontology. The results are
then dependent on the quality of this ontology. No medical visual ontologies exist,
yet, which limits the scaling up of this approach.

19.4 Multimedia and Intermedia Indexing

In order to help the creation of the visual ontology for image indexing using VisMed
terms, we have built the visual ontology using a combination of UMLS concepts.
This enables the building of an image and text index into the same space for index-
ing, and enables the building of a unique intermedia index. Hence, a single index
(vector of concepts) is used to represent images and multi–lingual texts.

Because of the size difference between the index produced from images and the
one produced from texts, it was more effective to compute the textual and image
part of the matching separately, and to fuse the results as shown in Figure 19.7.
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Because the local indexing presented previously cannot capture local image char-
acteristics such as the modality, we have added an additional classification step. We
have classified medical images using global features with a two level classification
scheme. The first level corresponds to a classification for grey level versus color
images. Indeed, some ambiguity can appear due to the presence of colored images,
or the slightly blue or green appearance of x–ray images. This first classifier uses
the first three moments in the Hue Saturation Value (HSV) color space computed on
the entire image.

The second level corresponds to the classification of the modality UMLS con-
cepts given that the image is in the grey or the color cluster. For the grey level
cluster, we use grey level histogram (32 bins), texture features (mean and variance
of Gabor coefficients for five scales and six orientations), and thumbnails (grey val-
ues of the 16 x 16 resized image). For the color cluster, we have adopted an HSV
histogram (125 bins), Gabor texture features, and thumbnails. Zero–mean normal-
ization (Huang et al, 1997) was applied to each feature. For each SVM classifier we
adopted a RBF kernel:

exp(−γ|x− y|2) (19.15)

where γ = 1
2σ2 , and with a modified city–block distance:

|x− y| = 1
F

F

∑
f =1

|x f − y f |
Nf

(19.16)

where x = {x1, ...,xF} and y = {y1, ...,yF} are feature vectors, x f ,y f are feature
vectors of type f , Nf is the feature vector dimension, and F is the number of feature
types: F = 1 for the grey versus color classifier, F = 3 for the conditional modality
classifiers: color, texture, thumbnails. We use γ = 1 in all our experiments. This
just–in–time feature fusion within the kernel combines the contribution of color,
texture, and spatial features equally (Lim and Jin, 2006).

The probability of a modality MODi for an image z is given by:

P(MODi|z) =
{

P(MODi|z,C)P(C|z) if MODi ∈C
P(MODi|z,G)P(G|z) if MODi ∈ G

(19.17)

where C and G denote the color and the grey level clusters respectively, and the
conditional probability P(MODi|z,V ) is given by:

P(c|z,V ) =
expDc(z)

∑ j∈V expD j(z)
(19.18)

where Dc is the signed distance to the SVM hyperplane that separates class c from
the other classes of the cluster V .

After learning using SVM–light software (Joachims, 2002; Vapnik, 1995), each
database image z is indexed according to modality given its low–level features z f .
The indexes are the probability values given by Equation (19.17). An image is rep-
resented by a semantic histogram, each bin corresponding to a modality probability.
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The distance between two images is given by the Manhattan distance (i.e. city–block
distance) between the two semantic histograms. This filtering alone on 2006 data,
produces a MAP of 0.057. This shows that image modality matching is important
in this medical collection.

VisMed terms are a combination of UMLS concepts from the modality, anatomy,
and pathology semantic types. The index construction is the same as described pre-
viously. On the 2006 data, this produces an MAP of 0.048 which is lower than the
detection of the modality only using global feature. A combination of these two fil-
ters using the mean of both similarity scores produces better results (MAP 0.064),
but was below the top official results produced in 2006 (MAP 0.075).

19.5 Conclusions

Our experience has been that visual matching is much more difficult that text match-
ing. The fusion of our conceptual text indexing and conceptual visual indexing, as
described in this chapter, produces the best results in the year 2006 (0.309 MAP).
This fusion is performed directly on a normalized RSV by the maximum. It is a
linear fusion with a weight of 0.7 for image only.

Because our results has outperformed other methods in ImageCLEF 2006, we
think we have proved the effectiveness of the use of a large external resource such
as UMLS. In particular, a meaningful filtering based on semantic types for text and
on modality for images is very effective, and is the explanation for the good results
obtained.

On the image side, the difficulty of our approach lies in the availability of a
visual ontology. We had to manually build a small ontology, related to the queries
we needed to solve. This is a limitation, but one can expect a larger visual ontology
to be available, as UMLS is available only for text .

Even if this top result is dependent on the availability of UMLS, we think our
approach also proves the utility of techniques from NLP for improving Information
Retrieval. In our experience, exploitation of the semantics explicitly contained is
such large resource, is the only way to produce a breakthrough for future Informa-
tion Retrieval systems.
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Chapter 20
Conceptual Indexing Contribution to
ImageCLEF Medical Retrieval Tasks

Loı̈c Maisonasse, Jean–Pierre Chevallet, and Eric Gaussier

Abstract In this chapter, we study conceptual indexing using a language modeling
approach to information retrieval. In particular, we propose a conceptual represen-
tation of documents that allows the use of both concepts and labelled relations when
matching documents and queries. Such semantic indexing gives effective results
when large ontologies are used. We first present a model derived from the language
modeling approach to information retrieval based on a conceptual representation of
documents. We then introduce an extension to take into account relations between
concepts. Concept and relation detection methods are, however, error–prone. We
thus develop an approach to limit such errors by combining different methods. In
order to illustrate various aspects of the model proposed, we conducted a series of
experiments on various medical ImageCLEF collections. Our experiments in Image-
CLEFmed show that the conceptual model proposed here provides good results in
medical information retrieval. Experiments furthermore show that combining con-
cept extraction methods through fusion improves the standard language model by
up to 17% MAP on the medical ImageCLEF collections.
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20.1 Introduction

In focused domains, linguistic resources such as ontologies or thesauri are nowa-
days readily available to automatically build conceptual indexes from textual docu-
ments. Furthermore, when such resources contain relational information, advanced
representations of documents can be proposed in the form of graphs of concepts.
Nevertheless, semantic representations detected from texts are not always accurate
and their use can sometimes degrade the performance of an information retrieval
system. Methods to identify concepts in texts from an ontology usually rely on a
sequence of Natural Language Processing (NLP) tools to find and normalize the
correct units to be mapped to concepts. If such tools exist, their performance varies
greatly from one domain to another, as well as from one language to another, so that
the performance of a concept–based information retrieval system depends largely
on the performance of its underlying semantic detection method. To overcome the
defaults of a particular graph or concept detection method, we propose to combine
the results of several, complementary detection methods.

The remainder of the chapter is organized as follows: We first briefly review se-
mantic indexing using ontologies. We then describe the conceptual model we have
used in the ImageCLEF campaigns and its extension to graphs. Then, we study var-
ious ways to merge concept detection methods in the framework of our semantic
language modeling approach to information retrieval. Finally, we present a pseudo–
relevance feedback extension of this model. In each of these parts, we present ex-
perimental results on various ImageCLEF collections to validate the developments
proposed.

20.2 Semantic Indexing Using Ontologies

Classical information retrieval models use a bag of words to represent documents
such as the vector space model (Salton et al, 1975) or the language model (Ponte and
Croft, 1998). Semantic indexing can reuse such models by replacing words by con-
cepts. In addition, one can try to use semantic structures as an index using an appro-
priate matching model. This idea has already been investigated in different studies
such as the use of terminological logics (Meghini et al, 1993), conceptual depen-
dencies (Berrut and Chiaramella (1989)) or frame–based indexing (Benigno et al,
1986). Unfortunately, such structures are still difficult to build from texts automat-
ically, and they are complex to use for matching. We investigate in this chapter the
use of graph of concepts, similar to the ones used in (Vintar et al, 2003) and adapt
the matching procedure at the core of the language modeling approach to Informa-
tion Retrieval (IR) to this semantic structure.

Conceptual indexing, i.e. the use of concepts instead of words or terms in an
information retrieval system, is also a nice idea to cross the language barrier and
to come up with a much more meaningful document index. A conceptual index is
naturally multi–lingual because concepts can be defined as human–understandable
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unique abstract notions independent from any direct material support, independent
from any language or information representation (Chevallet et al, 2007). Moreover,
relations between concepts clarify the roles of each concept in the semantic struc-
ture. For example, in the query blood smears that include polymorphonuclear neu-
trophils1 only documents dealing with blood smears related to polymorphonuclear
neutrophils through an inclusion relation will be retrieved.

Unfortunately, even if semantic indexing is quite an old idea (Schank et al, 1980),
it is still difficult to perform as it requires linguistic resources (example: ontology,
terminology) and natural language processing tools to tackle difficult linguistic phe-
nomena such as ambiguity.

We propose to use very simple concept graphs, which we have deployed in the
medical domain, within the ImageCLEFmed tasks. The medical field is well suited
for conceptual and graph indexing, as many resources have been developed in order
to accurately index the content of medical texts. An ontology without formal defi-
nitions of concepts but with numerous links between concepts and terms is indeed
a valuable structure for building a complete semantic information retrieval system.
The Unified Medical Language System (UMLS2), also known as a meta–thesaurus,
is a typical example of such a weak ontology dedicated to information retrieval. This
structure has been exploited in several applications, such as (Lacoste et al, 2006) in
campaigns of ImageCLEFmed CLEF3, or in (Zhou et al, 2007) for the Text RE-
trieval Conference (TREC) Genomics track4.

20.3 Conceptual Indexing

20.3.1 Language Models for Concepts

In this section, we rely on a language model defined over concepts, which we refer to
as a conceptual unigram model. We assume that a query q is composed of a set C of
concepts, each concept being independent to the others conditionally on a document
model, i.e.:

P(C|Md) = ∏
ci∈C

P(ci|Md)#(ci,q) (20.1)

where #(ci,q) denotes the number of times the concept ci occurs in the query q.
The quantity P(ci|Md) is directly computed through maximum likelihood, using
Jelinek–Mercer smoothing:

1 Query from the medical task of ImageCLEF 2006
2 Unified Medical Language System http://umlsinfo.nlm.nih.gov)
3 http://www.clef-campaign.org/
4 http://trec.nist.gov/

http://umlsinfo.nlm.nih.gov)
http://www.clef-campaign.org/
http://trec.nist.gov/
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P(ci|Md) = (1−λu)
|ci|d
| ∗ |d

+λu
|ci|D
| ∗ |D

where |ci|d (respectively |ci|D ) is the frequency of concept ci in the document d
(respectively in the collection D), and | ∗ |d (respectively | ∗ |D ) is the size of d, i.e.
the number of concepts in d (respectively in the collection).

20.3.2 Concept Detection

UMLS is a good linguistic resource candidate for medical text indexing. It is more
than a terminology because it describes terms with associated concepts. The re-
source is large: more than 1 million concepts, 5.5 million terms in 17 languages.
Unfortunately, UMLS is built from different sources (thesauri, terms lists) that are
neither complete nor consistent. In fact UMLS resembles more a meta–thesaurus,
i.e. a merger of existing thesauri, than a complete ontology. Nevertheless, the large
set of terms and term variants in UMLS (more than 1 million concepts associated
with 5.5 million terms) restricted to the medical domain, allows us to build on top of
it a full scale conceptual indexing system. In UMLS, all concepts are assigned to at
least one semantic type from the semantic network. This provides consistent catego-
rization of all concepts at a relatively general level. This also enables the detection
of general semantic relations between concepts present in the network. UMLS has
been updated several times in the past. In the following experiments, we use the
version available in 2007.

The detection of concepts in a document is a relatively well established process.
It consists of four major stages:

1. Morpho–syntactic analysis (POS tagging) of documents with a lemmatization of
inflected word forms;

2. Filtering empty words on the basis of their grammatical class;
3. Detection of words or phrases which are potential concepts;
4. Selection of relevant concepts.

For the first stage, various tools can be used depending on the language. In this
work, we use MiniPar (Lin, 1998) for English, as this tool is fast and gives good
results. We also use TreeTagger5, which is available for the English, French and
German languages, the three languages retained in our study. Once the documents
are parsed, the second and third stages are implemented directly, on the one hand by
filtering grammatical words (prepositions, determinants, pronouns, conjunctions),
on the other hand by a look–up of word sequences in UMLS. This last stage will
find all term variants of a concept. It should be noted that we have not used all of
UMLS for the third stage: The NCI and PDQ thesauri were not taken into account

5 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/

http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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because they are related to areas different from the one covered by the collection6.
Such a restriction is also used in (Huang et al, 2003). The fourth step of the index-
ing process aims at eliminating errors generated by the above steps. However, this
elimination is difficult to perform: Our experiments at ImageCLEFmed (Maison-
nasse et al,2008) show that it is preferable to retain a larger number of concepts for
information retrieval.

We also used MetaMap (Aronson, 2001), a tool associated with UMLS and
widely used in conceptual indexing, and which directly yields a set of concepts from
a text document. MetaMap first detects all the concepts matching a sub–phrase, pos-
sibly with variants, then proposes the best variants that cover the phrase. Tests made
on this tool show that the best results are obtained by using concept matching with-
out variants and so that is the way we use this tool in this study.

We finally obtain three concepts detection methods, which we refer to as:

• (mm) uses MetaMap, for English only;
• (mp) uses our term mapping tool with MiniPar, for the morpho–syntactic analysis

of English texts;
• (tt) uses our term mapping tool with TreeTagger for the morpho–syntactic anal-

ysis of French, English and German texts.

20.3.3 Concept Evaluation Using ImageCLEFmed 2005–07

The experiment described here was carried out on the ImageCLEFmed collection.
We used the collection comprising the years 2005, 2006 and 2007. This collection
consists of 55,485 multi–lingual medical reports associated with medical images
and 85 queries with relevance judgements (each year has respectively 25, 30 and 30
queries). Relevance judgements on the collection are made at the image level; we
consider in the following that a diagnosis is relevant if at least one of its associated
images is relevant. This allows us to directly evaluate our model at the textual level.

In order to estimate the parameters (smoothing coefficients) of the different mod-
els, we have divided the 85 queries into two subgroups, and have retained 43 queries
(selected at random) for part 1 and 42 for part 2. We have alternated training and
testing on these two parts. Two measures were retained for evaluation: the Mean Av-
erage Precision (MAP) that provides a general overview of IR results, and precision
at five documents (P@5) that provides information on how the systems behaves at
the top of the list of retrieved documents.

We first evaluate the results of the different concept detectors with queries and
documents analyzed using only one method. The results, presented in Table 20.1,
correspond to the conceptual unigram model defined by Equation 20.1. As these
results are obtained with the use of a different concept detection method used in iso-
lation, they serve as a baseline against which we will assess the performance of the

6 This is justified by the fact that these thesauri focus on specific questions of cancer while the
collection is considered more general and covers all diseases.
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Table 20.1: Results for MAP and precision at five documents (P@5) with different
concept detection methods. Model parameters are learned on the learning part; tests
are performed on the evaluation part. The line corresponding to the baseline, MM,
is italicized.

learning evaluation learning evaluation
documents query λu part 1 part 2 λu part 2 part 1
MAP

MM E.MM 0.1 0.260 0.246 0.4 0.251 0.259
MP E.MP 0.3 0.285 0.246 0.4 0.246 0.284
TT E.TT 0.1 0.264 0.258 0.2 0.258 0.263

P@5
MM E.MM 0.8 0.428 0.357 0.4 0.433 0.419
MP E.MP 0.2 0.493 0.424 0.1 0.433 0.488
TT E.TT 0.1 0.451 0.462 0.1 0.462 0.451

different combinations we have described in Section 20.5. The results presented in
Table 20.1 show that one should rely on TreeTagger for part 2 and MiniPar for part
1. The MetaMap analysis, considered as a state–of–the–art indexing method in the
medical domain, provides the lower results on both MAP and on P@5. On this col-
lection, a standard word language model (with POS filtering and Porter stemming)
applied to part 2 yields a MAP of 0.244, which is slightly lower that our conceptual
approach. The P@5 reaches 0.448, which is within the average of our conceptual
approach.

20.4 From Concepts to Graphs

Conceptual indexing provides good results in MAP but does not perform as well in
P@5. In order to improve the precision of our method we proposed using a more
precise document representation that uses relations between concepts. Several re-
searchers have looked at taking into account relations between concepts. For in-
stance Vintar et al (2003) index documents and queries of a medical corpus on the
basis of UMLS. In his work, a relationship between two concepts exists if the two
concepts appear in the same sentence and are connected in the meta–thesaurus. We
are in line with this work and describe our graph indexing process in the following
sections.

20.4.1 A Language Model for Graphs

The probability for a query graph Gq =< C,E > to be generated by the model of
the document graph MGd can be written as:
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P(Gq|MGd) = P(C|MGd)×P(Eq|C,MGd) (20.2)

where the probability of generating query concepts from the document model
(P(C|MGd)) is similar to the one computed in Section 20.3.1. Following a similar
process for the relations leads to:

P(E|MGd) ∝ ∏
(c,c′,l)∈C 2×L

P(L(c,c′) = l|C,MGd)#(c,c′,l,q) (20.3)

where L(c,c′) is a variable with values in L reflecting the possible relation labels
between c and c′. As before, the parameters of the model P(L(c,c′) = l|C,MGd) are
estimated by maximum likelihood with Jelinek–Mercer smoothing, giving:

P(L(c,c′) = l|C,MGd) = (1−λe)
#(c,c′, l,d)
#(c,c′, .,d)

+λe
#(c,c′, l,D)
#(c,c′, .,D)

(20.4)

where #(c,c′, l,d) represents the number of times concepts c and c′ are linked to
label l in the graph of the document, and where #(c,c′, .,d) = ∑l∈L #(c,c′, l,d). By
convention, when at least one of the two concepts does not appear in the graph of
document d:

#(c,c′, l,d)
#(c,c′, .,d)

= 0

Here again, the quantities #(c,c′, l,D) are similar but defined on the whole collec-
tion (i.e. as previously over the union of all the graphs from all the documents in
the collection). The model we have just presented is inspired by the model defined
in (Maisonnasse et al, 2008).

20.4.2 Graph Detection

The concept detection step is followed by a relation detection between concepts.
Relations used are those defined in the semantic network of UMLS. We make the
assumption that a relation exists between two concepts if these concepts are de-
tected in the same sentence, and if the semantic network defines a relation between
these two concepts. To detect the existence of relations, we first associate semantic
categories to each concept, and then we add the semantic relations linking the two
concept categories.
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Table 20.2: Results for MAP and P@5 with different graph detection methods. A
* indicates that the difference with the baseline is significant (Wilcoxon test, with
p = 0.05).

learning evaluation learning evaluation
Documents Queries λu λe part 1 part 2 λu λe part 2 part 1
MAP

MM E.MM 0.2 0.9 0.264 0.252* 0.8 0.8 0.256 0.255
MP E.MP 0.5 0.6 0.294 0.253 0.5 0.6 0.253 0.294
TT E.TT 0.2 0.5 0.274 0.264 0.1 0.7 0.264 0.271

P@5
MM E.MM 0.2 0.9 0.433 0.409 0.6 0.3 0.448 0.400
MP E.MP 0.1 0.4 0.530 0.452 0.1 0.4 0.452 0.530
TT E.TT 0.1 0.4 0.484 0.495* 0.1 0.1 0.514 0.470

20.4.3 Graph Results on ImageCLEFmed 2005–07

The results presented in Table 20.2 show that using a graph representation increases
the results both in MAP and P@5. In both cases, a significant improvement over the
MetaMap baseline is obtained.

20.5 Mixing Concept Sources

If extracting concepts is a hard task, the impact of errors during this extraction pro-
cess is not likely to be the same for documents and queries. As documents contain
many sentences, it is possible that an error in one place will be compensated by a
correct detection in another. The situation differs for queries, as they usually con-
tain very few words. A single error in this case can significantly degrade the recall of
the system. We showed in (Maisonnasse et al, 2008) that mixing concept detection
methods on the ImageCLEF collection can improve the results of a concept–based
IR system. We study here different ways to combine concept detection methods, on
both queries and documents.

As we are interested in merging several concept detection methods, we do not
have a single document model associated to a document d but several, each corre-
sponding to one detection method. We denote by M∗

d the set of document models
(M∗

d = {M1
d , ...,Mp

d }). Similarly, a query will consist of a set C∗ of sets of concepts,
each set of concepts resulting from the application of a concept detection method
(C∗ = {C1, ...,Cp}). The final retrieval value of the query (RSV ) is thus given by:

RSV (q,d) = P(C∗|M∗
d) (20.5)

Our problem is thus to decompose P(C∗|M∗
d) according to the different concept sets

and document models. As all elements in C∗ and M∗
d are obtained independently of
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each other, we assume in the remainder that these elements are independent of each
other7.

20.5.1 Query Fusion

On the query side, we propose two ways to decompose the set C∗. In the first one, we
consider that a relevant document must generate all the analyses of query q, which
leads to:

P(C∗|M∗
d) ∝ ∏

C∈C∗
P(C|M∗

d) (20.6)

In the second one, we consider that, to be relevant, a document has to generate at
least one analysis of the query, and not all of them. This leads to:

P(C∗|M∗
d) ∝ ∑

C∈C∗
P(C|M∗

d) (20.7)

Because the two previous equations propose a decomposition of C∗, we refer to them
as query fusion methods. Armed with these decompositions, we can now proceed to
the decomposition of M∗

d .

20.5.2 Document Model Fusion

In the language modeling approach, a language model is computed according to the
document. As we use different concept extractors, a document will have different
conceptual representations. There are several possibilities to merge the output of all
concept extractors for a given document, which we are going to review now.

Using Bayes rule, one obtained the following rewriting of P(C|M∗
d):

P(C|M∗
d) =

P(C)
P(M∗

d)
P(M∗

d |C)

In the context of IR, we are computing a sorted list of documents, through their
retrieval value. The term P(C), common to all documents, does not influence this
ranking. Having no a priori knowledge on how each concept detection method per-
forms, we assume that the document models in M∗

d are equiprobable, and that the
probabilities P(M∗

d) are the same for all the documents. We can thus write:

P(C|M∗
d) ∝ P(M∗

d |C) (20.8)

7 This assumption is obviously a (useful) simplification, as all the concept detection methods we
consider use the same knowledge bases.
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As before, we have several ways to decompose P(M∗
d |C). One can demand that each

document model be associated with a given concept set C, or one can demand that
at least one document model be associated to C. The former results in collecting
the contribution from the different document models in a product, whereas the latter
results in a sum over the contribution from the document models. Moreover, in the
second approach, one can also try to rely on the best document model only, which
results in taking the maximum over the contribution of the document models. The
last two decompositions, involving the sum and the maximum, are in fact similar
when the probability P(Md |C) is peaked on one model, and the maximum is often
used as a substitute for the sum when this is difficult to compute. We consider the
maximum for completeness but do not use it in the query decomposition methods
as the sum can be computed efficiently in our case. The decompositions provided
by these different approaches are summarized below:

P(M∗
d |C) ∝

⎧

⎨

⎩

∏Md∈M∗
d

P(Md |C)
∑Md∈M∗

d
P(Md |C)

maxMd∈M∗
d

P(Md |C)
(20.9)

Applying Bayes rule to the term P(Md |C) gives:

P(Md |C) =
P(Md)
P(C)

P(C|Md)

As before, in the context of IR and with the assumptions made, the above quantity
simplifies to:

P(Md |C) ∝ P(C|Md)

Substituting this expression in Equations 20.9 and 20.8 gives:

P(C|M∗
d) ∝

⎧

⎨

⎩

∏Md∈M∗
d

P(C|Md)
∑Md∈M∗

d
P(C|Md)

maxMd∈M∗
d

P(C|Md)
(20.10)

a set of decompositions that can be combined directly with the ones given previously
for the query. There is however another way to decompose P(C∗|M∗

d) which we want
to present now.

20.5.3 Joint Decomposition

Instead of trying to decompose the query sets first and then the document models,
one can try to decompose the document models first. This can be done using Bayes
formula, as:

P(C∗|M∗
d) =

P(C∗)
P(M∗

d)
P(M∗

d |C∗)
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and, with the assumptions made in the context or IR:

P(C∗|M∗
d) ∝ P(M∗

d |C∗)

Again, one can decompose M∗
d as a product, a sum or a maximum over the document

models, leading to:

P(M∗
d |C∗) ∝

⎧

⎨

⎩

∏Md∈M∗
d

P(Md |C∗)
∑Md∈M∗

d
P(Md |C∗)

maxMd∈M∗
d

P(Md |C∗)

Using Bayes rule again and relying on our assumption leads, using the same devel-
opment as the one used for Equation 20.10, to:

P(C∗|M∗
d) ∝

⎧

⎨

⎩

∏Md∈M∗
d

P(C∗|Md)
∑Md∈M∗

d
P(C∗|Md)

maxMd∈M∗
d

P(C∗|Md)
(20.11)

Combining the decompositions provided by Equations 20.6, 20.7, 20.10 and 20.11
finally leads to ten decompositions (as several decompositions are identical), the
names of which are given in parentheses (Fus stands for fusion):

P(C∗|M∗
d) ∝

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∏C∈C∗ ∏Md∈M∗
d

P(C|Md) (Fus1)
∏C∈C∗ ∑Md∈M∗

d
P(C|Md)) (Fus2)

∏C∈C∗ maxMd∈M∗
d

P(C|Md)) (Fus3)
∑Md∈M∗

d
∏C∈C∗ P(C|Md)) (Fus4)

maxMd∈M∗
d

∏C∈C∗ P(C|Md)) (Fus5)
maxMd∈M∗

d
∑C∈C∗ P(C|Md)) (Fus6)

∑C∈C∗ ∏Md∈M∗
d

P(C|Md)) (Fus7)
∑C∈C∗ ∑Md∈M∗

d
P(C|Md)) (Fus8)

∑C∈C∗ maxMd∈M∗
d

P(C|Md)) (Fus9)
∏Md∈M∗

d
∑C∈C∗ P(C|Md)) (Fus10)

(20.12)

in which the quantity P(C|Md) is computed by Equation 20.1. However, not all the
merging strategies given above are interesting. In particular, we previously showed
that collecting the query graphs in a sum was a poor information retrieval strategy
on conceptual unigram models (Maisonnasse et al, 2009). We will thus focus only
on the first five strategies (fus1 to fus5) in this chapter.

In addition to the above ways to combine representations from different concept
detection methods, we also directly merge the different representations of a docu-
ment into a single pseudo–document d∗, leading to a single model for it noted as
MM∗

d
. We call this simple merging early fusion, which corresponds to the idea that

all analyses belong to the same document and thus must be used to create one single
model combining the different analysis.
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Table 20.3: Results for mixing concept detections on queries. The percentages in
parentheses represent the difference with the baseline (conceptual unigram model
with MetaMap). A * indicates that the difference with this baseline is significant
(Wilcoxon test, with p = 0.05).

learning evaluation learning evaluation
Documents Queries λu part 1 part 2 λu part 2 part 1
MAP

MM E.mix 0.4 0.267 0.271 (+10.2%*) 0.3 0.271 0.265(+2.3%)
MP E.mix 0.3 0.295 0.269 (+9.3%) 0.4 0.270 0.293(+13.1%)
TT E.mix 0.2 0.263 0.267 (+8.5%) 0.3 0.268 0.261 (+0.7 %)

P@5
MM E.mix 0.4 0.423 0.481 (+34.7%*) 0.3 0.481 0.414 (-1.2%)
MP E.mix 0.1 0.512 0.457 (+28.0%) 0.4 0.467 0.484 (+15.5%)
TT E.mix 0.2 0.470 0.495 (+38.6%*) 0.3 0.509 0.446 (+6.4%)

20.5.4 Results on ImageCLEFmed 2005–07

We first test the merging of concept detection methods on queries only. This means
that documents are analyzed with a single method, whereas queries are represented
with different analyses resulting from different concept detection methods. We
call the combination of three previous English concept sets (E.Mix) correspond-
ing to (MM)(MP)(TT). As mentioned previously, the decomposition of queries
based on Equation (20.7) have shown to perform poorly in information retrieval
(Maisonnasse et al, 2009). We thus present in this chapter the results obtained with
the decomposition based on Equation 20.6 only. Table 20.3 displays the results ob-
tained for concepts. As one can note, combining different analyses can yield a sig-
nificant improvement, both on MAP (line MM) and P@5 (lines MM and TT).

Table 20.4 shows the results obtained with a single pseudo–document resulting
from the concatenation of the different document analyses. As one can note, merg-
ing analyses in one document model does not improve the results when a single
analysis is used on the query side. However, when several analyses are used on the
query side (line Concat–E mix ), the pseudo–document fusion strategy significantly
improves the baseline. Finally, Table 20.5 presents the results with the complete
merging strategies presented earlier (fus1 to fus5 of equation 20.12). The use of
these merging strategies significantly improves both MAP and P@5 of our informa-
tion retrieval system, even if a single detection method is used for the query (see
for example the line E.TT in the two tables). One can also note that, due to their
decomposition, Fus2-3 are equal to Fus4-5 when a single detection is used on the
query. The best MAP results are obtained with the sum on the document models
associated with the product (Fus4) on E mix queries for part 2, but with the product
on both queries and documents (Fus1) on part 1. On concepts, all the results that
use fusion methods on both queries and documents provide similar results that are
significantly better than the baseline, and better than all the results obtained so far.
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Table 20.4: Results for mixing concept detections on documents by using one model
over all analysis (concatenation). A * indicates that the difference with the baseline
(concept detected with MetaMap) is significant (Wilcoxon test, with p = 0.05).

learning evaluation learning evaluation
Documents Queries λu part 1 part 2 λu part 2 part 1
MAP

Concat E.MM 0.2 0.260 0.249 0.3 0.250 0.260
Concat E.MP 0.1 0.260 0.242 0.3 0.244 0.258
Concat E.TT 0.1 0.269 0.266 0.1 0.266 0.269 *
Concat E.mix 0.1 0.277 0.279* 0.4 0.279 0.274

P@5
Concat E.MM 0.1 0.409 0.419 0.5 0.424 0.400
Concat E.MP 0.1 0.437 0.409 0.1 0.409 0.437
Concat E.TT 0.1 0.442 0.438 0.1 0.438 0.442
Concat E.mix 0.2 0.451 0.486* 0.4 0.490 0.451

Mixing only the document models gives a significant improvement, but it re-
quires analyzing the whole collection several times. Mixing only query analyses
yields a lower improvement, but is easier to perform. On the query side, the fusion
based on the sum of analyses decreases the performance of the IR system. Queries
are short most of the time, so that few errors in an analysis can lead to big differences
in the performance.

20.6 Adding Pseudo–Feedback

The previous section shows that using conceptual indexing within the language
modeling approach to IR provides good results. Many articles have successfully
proposed extending the usual language model to handle pseudo–relevance feed-
back. In this final section, we complete our model by proposing a pseudo–relevance
feedback extension. We base this extension on the results obtained with our query
combination model and we test this model on the ImageCLEF 2009 collection.

20.6.1 Pseudo–Relevance Feedback Model

We first form a new query Qfd by merging the first n documents retrieved from the
original query Q. For each document, we then combine its score (RSV) with the
original query Q and the new query Qfd to get its final score, denoted PRF . We rely
on a simple linear combination:

PRF(Q,d) = (1−λprf)RSV (Q,d)+(λprf)RSV (Qfd,d) (20.13)
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Table 20.5: Results combining concept detection methods in both documents and
queries. Best results are in bold. A * indicates that the difference with the baseline
is significant (Wilcoxon test, p=0.05).

part2
Documents Query fus1 fus2 fus3 fus4 fus5
MAP

E mix E.MM 0.272* 0.261 0.260 0.261 0.260
E mix E.MP 0.265 0.257 0.254 0.257 0.254
E mix E.TT 0.283 0.280 0.277 0.280 0.277
E mix E mix 0.285* 0.292* 0.289* 0.301* 0.299*

MM MP MM MP 0.285 0.275 0.277 0.287 0.289
P@5

E mix E.MM 0.448* 0.414 0.409 0.414 0.409
E mix E.MP 0.452 0.443 0.433 0.443 0.433
E mix E.TT 0.476* 0.462 0.462 0.462 0.462
E mix E mix 0.500* 0.500* 0.495* 0.524* 0.529*

MM MP MM MP 0.500* 0.462 0.462 0.481 0.481
part1

Documents Query fus1 fus2 fus3 fus4 fus5
MAP

E mix E.MM 0.283 0.276 0.259 0.276 0.259
E mix E.MP 0.298 0.275 0.273 0.275 0.273
E mix E.TT 0.310* 0.294 0.293 0.294 0.293
E mix E mix 0.299* 0.301 0.289 0.299 0.300

MM MP MM MP 0.295 0.298 0.299 0.313 0.312
P@5

E mix E.MM 0.460 0.442 0.442 0.442 0.442
E mix E.MP 0.479 0.446 0.446 0.446 0.446
E mix E.TT 0.474 0.484 0.484 0.484 0.484
E mix E mix 0.437 0.493 0.516 0.521 0.497

MM MP MM MP 0.475 0.456 0.460 0.488 0.488

where the RSV is computed following Equation 20.6. λprf is a weight that allows
one to control the importance of the original query with respect to the new one. If
different collection analyses are used, we merge the results using a maximum fusion
(fus 5).

20.6.2 Results

To evaluate our approach, we trained our models on the ImageCLEFmed 2008 cor-
pus, and have run the best models obtained on the ImageCLEFmed 2009 corpus
(Müller et al, 2009). The results, presented in Table 20.6, show that the number of
documents to be retained in order to form the new query is important (100).
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size of the MPTT MMMPTT MPTTFA MMMPTTFA
pseudo query (n) 2008 2009 2008 2009 2009 2009
20 0.279 - 0.281 - - -
50 0.289 - 0.290 - - -
100 0.292 0.429 0.299 0.416 0.424 0.418

Table 20.6: Results for different size of pseudo–relevance feedback with the
Kullback-Leiber divergence and with different query analysis

20.7 Conclusions

This chapter explores a complete framework to handle conceptual indexing in the
language model framework. We study different extensions that use the flexibility of
the language model proposed to improved IR results. The results and participation in
the ImageCLEFmed campaign show that the conceptual language model proposed
provides good performance in medical IR. This model merging conceptual analysis
improves the results and such approaches have obtained the best results at Image-
CLEFmed in 2007. This merging improved with a pseudo–relevance feedback has
obtained the best results in ImageCLEFmed 2009. These results show the effective-
ness of conceptual indexing, and that the language model is a good framework to
handle such indexing specificities.
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Chapter 21
Improving Early Precision in the ImageCLEF
Medical Retrieval Task

Steven Bedrick, Saı̈d Radhouani, and Jayashree Kalpathy–Cramer

Abstract Oregon Health and Science University has participated in the Image-
CLEFmed medical image retrieval task since 2005. Over the years of our partici-
pation, our focus has been on exploring the needs of medical end users, and devel-
oping retrieval strategies that address those needs. Given that many users of search
systems never look beyond the first few results, we have attempted to emphasize
early precision in the performance of our system. This chapter describes several of
the approaches we have used to achieve this goal, along with the results we have
seen in doing so.

21.1 Introduction

Medical images form a vital component of a patient’s health record. Effective medi-
cal image retrieval systems can play an important role aiding in diagnosis and treat-
ment; they can also be effective educational tools for healthcare students, instructors
and patients. As a result of advances in digital imaging technologies, there has been
a large growth in the number of digital images stored in recent years. In addition
to the Picture Archival and Communication Systems (PACS) that have become om-
nipresent in hospitals and clinics, there are numerous on–line collections of medical
images. On–line atlases of images can be found for many medical domains including
dermatology, radiology and gastroenterology. The sheer volume of medical image
data provides numerous challenges and opportunities in the arena of medical image
retrieval.
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Medical image retrieval systems have traditionally been text–based, relying on
the annotation or captions associated with the images as the input to the retrieval sys-
tem. The last few decades, however, have seen significant advancements in the area
of Content–Based Image Retrieval (CBIR) (Smeulders et al, 2000). CBIR systems
have had some success in fairly constrained medical domains, including pathol-
ogy, mammography, and certain MR and CT retrieval tasks (Müller et al, 2004).
However, purely content–based image retrieval systems currently have limitations
in more general medical image retrieval situations, especially when the query in-
cludes information about pathology (Müller et al, 2007; Hersh et al, 2006). Systems
that use both textual and visual techniques (so–called ‘mixed’ systems), on the other
hand, show more promising behavior (Hersh et al, 2006). One way in which they do
this is by providing the user with more precise search results, particularly among
the higher–ranking results (‘early precision’; see Section 21.1.1 for a more detailed
discussion of the meaning of this term).

During the course of this chapter, we discuss several techniques that we have
developed for improving early precision in medical image retrieval systems. We will
also describe the medical image retrieval system that we have built for use as a test
bed for these techniques, as well as some of the ImageCLEF–related experiments
we have conducted.

21.1.1 What is Early Precision?

What do we mean by ‘early precision’? Recall that ‘precision’ refers to the propor-
tion of a set of retrieved results that are truly ‘relevant’. If a search system returns
100 results for a particular query, 75 of which are ‘relevant’ to that query and 25 of
which are ‘not relevant,’ we would then say that the system had achieved a precision
of 0.75. Typically, when a precision score is reported it is accompanied by an indi-
cation of the rank at which the score was computed. For example, a precision score
of 0.6 at rank ten would mean that out of the first ten results, six were relevant. A
similar score at rank 20 would refer to the precision of the first 20 results, and so on.
For the purposes of this chapter, we will use the notation ‘P@n’ to refer to a result
set’s precision at rank n; for example, P@10 would refer to the precision calculated
within the first ten results retrieved by a given system.

Early precision refers to precision scores calculated using low-ranking results,
i.e. scores calculated using the first few results in a set. While there is no hard–and–
fast cutoff, for the purposes of this chapter we will use the term ‘early precision’ to
refer to precision scores that are calculated for the first 20 or fewer documents in a
result set.
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21.1.2 Why Improve Early Precision?

Why might we wish to focus our analysis on such a limited number of results? After
all, a trec eval–style run typically includes hundreds if not thousands of results.
Our reason for focusing so heavily on early precision is a direct consequence of
observed user behavior with modern search engines. It is well–accepted that many
users of search engines never look beyond the first page of results (Hearst, 2009),
and as such any changes in a system’s precision beyond the first twenty or so results
will be irrelevant to most users. We have therefore focused our efforts on improving
our systems’ performance with respects to their early precision, thereby hopefully
providing our users with a better experience.

21.2 ImageCLEF

The medical image retrieval task within ImageCLEF has provided both a forum as
well as a series of test collections to benchmark image retrieval techniques. The
ImageCLEF campaign has been a part of the Cross Language Evaluation Forum
(CLEF) since 2003 (Müller et al, 2007). CLEF itself is an offshoot from the Text
REtrieval Conference (TREC). In 2004, ImageCLEFmed, a domain–specific task,
was added to evaluate medical image retrieval algorithms and techniques.

The primary task of the medical track has been ad hoc retrieval of medical im-
ages given textual queries and sample images. However, the track has included more
focused tasks, as well. For example, in 2005, a medical image annotation task was
added to ImageCLEF. The goal of this task was to correctly classify 1,000 test im-
ages into 116 classes given a set of 10,000 training images. The classes differed
primarily in anatomy1 and view2 of the image. It should be noted, however, that
the images used for this task were primarily of a single modality (x–rays). The goal
of the ImageCLEF medical image retrieval task of 2006 was to retrieve relevant
images for thirty topics from a test collection of about 50,000 human–annotated
images of different modalities. In more recent years, the test collection has grown
to incorporate more than 70,000 images along with their textual annotations. The
latest version of the test collection features images that were originally published as
figures in articles from the journals of the Radiological Society of North America
(RSNA), and therefore the image annotations include publication–derived metadata:
figure captions, article titles, and links to originating articles’ entries in MEDLINE.
The topics (queries) used for the ImageCLEF medical tasks are typically derived
from real–world query logs from production image retrieval systems, as well as
from user studies with clinical users of medical imagery. The topics typically take
the form of short snippets of text (e.g. ‘CT images of a thoracic aortic dissection’)
and are categorized by whether the organizers feel that they lend themselves best

1 I.e., the anatomical region on which a given image focused
2 As in, angle of view— lateral vs. frontal, etc.
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to visual or textual analysis (i.e., whether they will be most easily addressed by
analyzing images’ content or annotations).

Oregon Health and Science University (OHSU) has participated in the medical
track of ImageCLEF since 2005. While our focus has been on the ad hoc retrieval
tasks, we have also contributed runs for other medical tasks, including automated
image annotation.

21.3 Our System

As part of our participation in the medical track of ImageCLEF, we have devel-
oped an experimental platform for testing different image retrieval strategies. Our
group’s mission is to better understand the needs and optimal implementation of
systems for users in biomedical tasks, including research, education, and clinical
care. Therefore, from the beginning, we designed our system to be interactive (as
opposed to running in a batch–process mode). This has allowed us to use it for for-
mal user studies as well as for ImageCLEF, and has also allowed us to experiment
with more dynamic retrieval methods (described in more detail in Section 21.4.3).

21.3.1 User Interface

Our system is a Web–based search engine, somewhat similar in user interface to
most general–purpose image retrieval systems (see Figure 21.1). The system and
user interface are both written in the open source Ruby programming language3

using the (also open source) Ruby on Rails framework4. Our system has evolved
over time; early versions offered relatively few user–accessible controls, whereas
the current version provides users with a variety of controls. The system is primarily
designed to act in an interactive mode in which queries are entered by hand into a
text box and results are viewed as thumbnails and document surrogates.

However, since we did design the system with the intent of using it for Image-
CLEF, we built in several other convenience features. In addition to displaying re-
sults in a human–meaningful way as described, the system can also display its re-
sults in a trec eval–compliant text format, which may be directly used as a run
submission for automated evaluation. Additionally, although the primary query en-
try mode is the text box at the top of the main search page, queries may also be
uploaded as text files. This allows users to easily submit multiple topics to the sys-
tem and retrieve trec eval–compliant output for each one simultaneously. Obvi-
ously, these features are next to useless for clinical end users; rather, they are simply

3 http://www.ruby-lang.org/
4 http://www.rubyonrails.org/

http://www.ruby-lang.org/
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Fig. 21.1: The main query screen of our experimental image retrieval system.

convenience features for ourselves and any other researchers using our system to
participate in TREC–style activities.

21.3.2 Image Database

Our system uses the open source PostgreSQL relational database management sys-
tem5 to store its index of images and their annotations. Originally, the test collection
for the ImageCLEF medical retrieval task included images from a variety of sources,
each of which had its own data schema and included annotations in multiple lan-
guages (English, German, and French). Generally, collections tended to use cases
as their basic unit, with each case including at least one image. Some collections
annotated images directly, others only annotated at the case level. This difference is
especially significant for text–based retrieval, as images of different modalities or
anatomies or pathologies could be linked to the same case–level annotation. In this
situation, even though only one image from a case containing many images might
be relevant to a query (based on the annotation), all images for the case would be
retrieved in a purely text based system, reducing the precision of the search.

5 http://www.postgresql.org/

http://www.postgresql.org/
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Of course, the specific annotation fields also varied greatly from collection to
collection. Some featured highly structured annotations, whereas others simply used
a single field of unstructured text. Our final data model had to incorporate all of these
different considerations. We use the relational database to maintain the mappings
between the collections, the cases in the collections, the case–based annotations, the
images associated with a case, any extant image–based annotations, along with the
language of each annotation, and each annotation’s metadata (field name, etc.). Our
model also allows us to link arbitrary metadata (extracted visual features, computed
class assignment, etc.) to images. The final model that we arrived at was somewhat
complex, but ultimately proved to be easily extensible to new collections as well as
relatively easy to index, and has remained substantially unchanged from 2006 to the
present day.

21.3.3 Query Parsing and Indexing

As is the case for most search engines, our system performs considerable pre–
processing of user queries. The various pre–processing steps all serve to either
improve query precision or recall in one way or another. The main search screen
presents a variety of search options to the user, including Boolean OR, AND, and
exact match. There are also options to perform fuzzy searches, as well as to use
our custom query parser. This parser forms a critical aspect of our system, and
is also written in Ruby. Among other features, the custom query parser performs
stopword removal using a specially–constructed list of domain–specific stopwords.
These stopwords are derived from analysis of multiple years’ worth of user– and
ImageCLEF–derived queries. The custom query parser is highly customizable, and
the user has several configuration options from which to choose.

The first such option attempts to increase query precision by restricting the
modalities retrieved by the search engine. If the user selects this option, the user’s
query is parsed to extract the desired modality, if available. Using the modality fields
described in the previous section, only those images that are of the desired modality
are returned. This part of the system, along with its rationale and consequences, is
described in more detail in Section 21.4.1.2.

Another option that users may choose is to perform manual or automatic query
expansion using synonyms from the US National Library of Medicine’s Unified
Medical Language System (UMLS) meta–thesarus. Under this mode, our system
identifies biomedical terms in the query and attempts to find synonyms for them in
the meta–thesaurus. If the user has selected the manual query expansion mode, the
system will then present them with a list of synonyms from which they may choose.
Using the automatic mode, the system will simply add all retrieved synonyms to
the user’s query. This sort of query expansion serves to increase recall, albeit at a
(sometimes significant) cost to precision.

An additional configuration option is the stem and star option, in which all the
terms in the query are first stemmed, and then combined with a wildcard (*) op-
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erator. This will instruct the search sub–system to search for words containing the
root of each query term. A final option allows the user to instruct the system to only
use unique query terms when searching. This can be useful in combination with the
UMLS query expansion option, as many of the UMLS synonyms contain significant
lexical overlap.

To perform the actual textual searching, our system uses Ferret6, a Ruby port of
the popular Lucene search engine. It generates and maintains indices of both our
case– and image–level annotations, takes care of some of our query parsing needs,
and also handles wildcard and fuzzy searching.

21.4 Improving Precision

As discussed above, we are of the opinion that a system’s early precision is strongly
related to its ultimate usability. As such, we have focused our efforts on studying
ways to boost our systems’ early precision scores. We have found two approaches
to be particularly useful:

1. Modality filtration, in which the system guesses the user’s desired image modal-
ity from their query and only retrieves results of that modality; and

2. Interactive result reordering, a dynamic form of relevance feedback in which the
user indicates a particularly exemplary image and the system reorders its results
in response.

Both approaches take advantage of both visual and textual information, and modal-
ity filtration additionally relies on some extra query processing. Both approaches
result in more relevant images within the first twenty or so search results, and have
been proven to work reasonably well in many situations. However, it should be noted
that both approaches do depend on a given query having first achieved a useful level
of recall. The phrase ‘garbage in, garbage out’ definitely applies: if a query’s initial
results contain few or no relevant images, or if there are no images of the desired
modality, neither approach will increase the user’s performance.

21.4.1 Modality Filtration

Medical images are captured and generated using a wide variety of techniques, and
therefore come in a wide variety of modalities7. Common modalities include x–
rays, ultrasound scans, photographs, angiograms, CT or MR images, and so on.
Often, users of medical image retrieval systems specify one or more image modali-
ties as part of their query. For example, in the query ‘CT images of a thoracic aortic

6 http://ferret.davebalmain.com/
7 An image’s modality refers to the “physical” manner in which it was initially acquired.

http://ferret.davebalmain.com/
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dissection’, the user is searching for CT images. Presumably, they are therefore un-
interested in seeing pathology photos of dissected aortas, images of microscopic
slides showing tissue damage resulting from aortic dissection, echocardiograms of
thoraces, etc. By removing these a priori irrelevant images from the query’s results,
we can increase precision dramatically, thereby decreasing the amount of effort the
user will need to expend in order to find a relevant result.

However, accomplishing this requires two things: first, we must know the modal-
ity of each image in our collection; and second, we must determine which modality
(or modalities) the user is searching for.

21.4.1.1 Detecting Image Modality

Sometimes, entries in repositories of medical images are annotated with their modal-
ity. Since they are typically the result of clinical activity, Digital Imaging and Com-
munications in Medicine (DICOM) images typically contain metadata describing
their origin. However, DICOM images typically have lost their metadata by the time
they end up in teaching repositories or other such places, either as a result of overly–
zealous attempts at de–identification or simply as a result of being converted to a less
rich file format such as JPEG. Furthermore, there have also been reported errors in
the accuracy of DICOM headers (Güld et al, 2002), so even when a metadata–rich
DICOM file is available, we may not always be able to trust its contents.

Figure captions and other such annotations often contain information about their
image’s modality. However, it is also common to find that the annotations or cap-
tions associated with images either do not contain such information or contain it in a
misleading or unreliable way. The degree to which this may be the case varies widely
from collection to collection, depending on the quality of its textual annotations. In
the 2009 ImageCLEF collection (in which the images almost all have high–quality
captions), we have found that we can correctly identify an image’s modality using
only caption text approximately 75% of the time (Kalpathy-Cramer et al, 2009) us-
ing various text–mining approaches (similar to those described in Section 21.4.1.2).
Other image collections, with noisier annotations, have proved to be more challeng-
ing to work with.

In situations where we cannot rely on the textual annotations to tell us about an
image’s modality, we can instead use visual features of the image itself. Previously
Kalpathy-Cramer and Hersh (2007) have described a modality classifier that is able
to determine an image’s modality using a variety of input features, including both
gray– and color–level histograms, texture features, and discrete cosine transform
data. On well–curated image collections, we have been able to achieve ≈ 95% clas-
sification accuracy. However, that work was performed using a collection with good
training data and intra–class homegeneity. In more realistic collections, in which
individual document images often consist of compound figures of different modali-
ties, images taken at different scales, and using poor training data, it is more typical
for our classifier to achieve classification accuracy of 75–85%
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Fig. 21.2: Images in our database come from a variety of modalities (A). As part
of our initial indexing, our system extracts a variety of visual features from each
image (B), which it then uses to determine their modalities and assign class labels
(C). The class labels are then stored in our database along with any other relevant
image annotations (D).

As part of the process of loading new images into our retrieval system, we then
determine each image’s modality by visual, textual, or combined means, and store it
alongside that image’s entry in our database (see Figure 21.2). It may then be used
for retrieval along with any other annotation.

Much can be accomplished using only textual or only visual information. How-
ever, by using both visual and textual data together, we are able to achieve much
higher levels of classification accuracy. This is a pattern that we have seen in many
other areas of image retrieval.

21.4.1.2 Detecting Query Modality

Once we have determined the modalities of our collections’ images, we must turn
to the problem of identifying and extracting the modality information contained in
user queries. For this, we initially used a simple Bayesian classifier and were pleased
with its performance. However, in later years, we began to experiment with simpler
regular–expression–based modality detectors that would not require training data.
We found their performance to be comparable to that of the Bayesian classifier.
This finding is largely due to the extremely constrained textual domain of imaging
modality: there are a very finite number of ways that users express their modality
needs when formulating queries for image retrieval.
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Fig. 21.3: The modality filtration process begins with the user’s query, which of-
ten includes information about their desired image modality. Our system is able to
extract and classify any modality–related information in the query and thereby deter-
mine what kind of image the user was looking for (A). The query is then handed off
to the search system itself, which retrieves a set of candidate result images that are
heterogeneous with respect to their modalities (B). Using the modality annotation
obtained during pre–processing (see Figure 21.2) our system prunes any candidate
results that are not of the desired modality, thereby delivering a more precise final
result set to the user (C).

21.4.2 Using Modality Information for Retrieval

By using our query processing classifier, we can determine whether a given query
specifies a modality and, if so, what that modality is. When combined with the
fact that we know the modality of each image in our database, it becomes a simple
matter to restrict our system’s results to only include those of the desired modality
(see Figure 21.3). This can have a substantial negative effect on recall, as we are
removing a large number of results from the final set, some of which may have
actually been relevant.

On the other hand, it often (in our experience) has an even more substantial pos-
itive effect on precision, as most of the images that are removed from the set are
not relevant ones (assuming that our modality classifier has worked correctly). Fig-
ure 21.4 illustrates this point. This graph shows the 2007 version of our system’s
performance on the query ‘Show me images of the oral cavity including teeth and
gum tissue’ both with and without modality filtration. Note the dramatic improve-
ment in precision by using modality filtration (Kalpathy-Cramer and Hersh, 2007,
2008).
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Fig. 21.4: Our system’s precision performance for the query ‘Show me images of the
oral cavity including teeth and gum tissue’ both with and without modality filtration.
Note the dramatically increased early precision, as well as the marked dropoff in
precision past P@30.

Of course, this effect was not present across all topics (see Figure 21.5 for an
example of this phenomenon from 2009). If a topic lacked modality information,
there was nothing to filter, and the results were left unimproved. Furthermore, if our
classifier incorrectly determined a topic’s desired modality, or if images in the col-
lection were tagged with the wrong modality during pre–processing, result filtration
actually hurt query performance, as relevant images were mistakenly removed from
the set. However, in practice, we have seen major improvements in Mean Average
Precision (MAP) and P@10 between baseline runs and runs using modality filtra-
tion. For example, in 2009, our baseline run achieved a P@10 of 0.380, whereas a
similarly–configured run using modality filtration achieved a P@10 of 0.552. Look-
ing only at the first five results (P@5), we saw a similar increase in performance
using modality–filtration: 0.416 vs. 0.592 (Radhouni et al, 2009).

We have been able to duplicate the effect using runs from other institutions’
systems. As part of a post–workshop analysis of the 2009 runs submitted by Im-
ageCLEF medical track participants, we experimentally re–ordered each submitted
run’s entries such that images of the correct modality (as determined by our query
and image classifiers) were ranked above images of the incorrect modality, and re–
calculated precision and MAP. This resulted in a statistically significant improve-
ment in MAP (paired t–test, p << 0.05). Figure 21.6 shows that virtually each run
saw an increase in MAP by re–sorting using modality information, and Figure 21.7
shows the increase in early precision among all runs. Note that recall was left unaf-
fected, since for this particular analysis we reordered results rather than removing
them.
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Fig. 21.5: Topic–by–topic comparison from ImageCLEF 2009 showing the change
in P@20 between baseline (black bars, labeled ‘a’) and modality–filtered runs (gold
bars, labeled ‘b’). Note that topics lacking modality information (e.g. ‘Osteoper-
otic bone’) show little or no change, while topics that do include explicit modality
information (e.g. ‘MR lumbar spine’) see major improvements.

21.4.3 Using Interactive Retrieval

Another approach we have used to improve early precision is to dynamically re–
sort results according to visual similarity to an example result chosen by the user.
Essentially, users of our system may select what they feel to be a visually represen-
tative image from their search’s results. The system will then attempt to re–order
the search results according to their degree of visual similarity with the probe im-
age that the user selected. If the user is not satisfied with the re–ordering produced
by their choice of image, they may repeat the process by selecting different probe
images until they arrive at a satisfactory sorting.

To assess the visual similarity of the images within a result set, the system uses a
relatively straightforward approach derived from Latent Semantic Analysis (Furnas
et al, 1988). In this approach, each image in the result set is abstracted into a feature
vector, which thereafter plays the same role that a document’s term vector would
play in classical LSA. We have experimented with sets of features derived from



21 Improving Early Precision in the ImageCLEF Medical Retrieval Task 409

Fig. 21.6: Baseline vs. modality–reordered MAP from all textual runs submitted to
the 2009 ImageCLEF medical track’s ad hoc retrieval task. Reordering results based
on modality resulted in a statistically significant improvement in MAP.

image color, texture, and frequency attributes; in our final system, the user is able to
select which combinations of features they wish to use.

Once the feature vectors have been assembled for the images in a result set,
they are combined into an n×m matrix. In this matrix, n is equal to the number of
images in the result set, and m is equal to the number of features that the user has
selected. Depending on the combination of features, this could be in the hundreds
or low thousands. We then follow the classical LSA process, beginning by taking
the Singular Value Decomposition (SVD) of our large matrix. This transforms our
single matrix into three matrices that may be trivially recomposed to approximate
the original matrix. The elements of one of these matrices represents the eigenvalues
of the original document/term matrix; by varying the number of these elements that
we use when recomposing the matrices, we may vary the fidelity of the resulting
approximation.

After carrying out the SVD, we retain the first r eigenvalues of the decomposed
matrix, project the probe image’s m–dimensional feature vector into the new lower–
dimensional space, and, finally, compute the vector distance between the probe im-
age’s new representation and that of the images in the result set. In our system, the
user is able to experiment with different values for r, and may pick the one that
achieves the best performance for a given set of results. The user may also quickly
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Fig. 21.7: In addition to increasing MAP, reordering submitted run results using
modality information increased precision. This boxplot includes all textual runs sub-
mitted in 2009. Note the improved precision between original (orig) and modality–
filtered (mod) runs.

and easily select different images to act as probe images, and can therefore evaluate
many possible result sortings.

Obviously, this system’s utility is variable, and depends heavily on the contents
of the initial result set. In the case of a set where the desired images are simultane-
ously visually similar to one another and distinct from the rest of the images in the
set, this visual re–sorting system works quite well. However, in the case where the
desired images are visually different from one another, or where all of the results
(including the non–relevant ones) are visually similar, this re–sorting system is not
very useful.

For example, a result set consisting entirely of ultrasound images will not be
improved very much by re–sorting. In fact, in this particular case, re–sorting the
result set may hurt its precision, as any ordering imposed by our textual search
engine will be lost. On the other hand, a result set in which most of the relevant
images are ultrasounds and most of the non–relevant images are x–rays could ben-
efit from being reordered based on visual similarity to a user–selected probe im-
age.

Our present system requires the user to select a combination of features to use.
This is clearly sub–optimal, and our future work could include improved feature se-
lection methods. Similarly, the user is currently able to change the number of eigen-
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values used by the algorithm. While this is a powerful tool for tuning the algorithm’s
performance, it is also something that we would ultimately like to automate.

In 2008, we submitted two runs using this feature. The first used it for each topic:
the operator selected what he felt to be a representative image, and then submitted
the resulting reordering with minimal intervention (even for topics in which it was
obvious that the feature was unhelpful). Not surprisingly, this run’s performance
was suboptimal, and featured MAP and precision scores that were comparable to
our baseline run’s. Of course, in real life, the feature is meant to be used in a much
more interactive and intelligent manner: presumably, a human operator would be
able to decide whether or not it had improved their results, and, if not, would return
to the original system–produced sorting.

We therefore submitted a second, fully interactive run, in which the operator only
used the interactive re–sorting feature when he felt that it would be beneficial. The
operator also took advantage of our system’s interactive nature, and experimented
with a variety of settings on a topic–by–topic basis. It would be meaningless to com-
pare this run’s performance to that of the more automatic runs that were submitted
at the same time; however, it is worth pointing out that with the aid of the interactive
re–sorting feature, our fully interactive run achieved extremely high P@10 (0.43;
compared to that year’s overall champion system’s P@10 of 0.43).

21.5 Conclusions

The techniques we have discussed in this chapter may seem rather simplistic. While
that may be the case, it is also the case that they have positive effects on our sys-
tem’s performance. This is a pattern that we have repeatedly observed in our work
with image retrieval in general and ImageCLEF in particular: simpler and lower–
tech approaches often tend to win out over more sophisticated techniques. In our
case, we have had some degree of success at improving precision by focusing on
a single, easily understood yet highly discriminatory feature (image modality) and
then simply using it to aggressively filter our results. Furthermore, by focusing on
precision, we believe that real–world end users of our system will benefit. Our next
step is to attempt to carry this further: identifying other image and query features
that can be easily labeled, and performing similar filtration.

We feel that it is useful to use external knowledge to interpret the semantic con-
tent of documents and queries. Indeed, most queries contain a precise description
of a user need, materialized by a set of words belonging to three semantic cate-
gories: modality of the desired result images (e.g. MRI, x–ray, etc.), anatomy (e.g.
leg, head, etc.), and pathology (e.g. cancer, fracture, etc.). We call these categories
domain dimensions, and define them as follows: ‘A dimension of a domain is a con-
cept used to express the themes in this domain’ (Radhouani, 2008). The idea behind
this approach is that, in a given domain, a theme can be developed with reference
to a set of dimensions of this domain. For instance, consider a physician writing a
report about a medical image. They might first focus on a domain (Medicine), and
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then refer to specific dimensions of this domain (e.g. anatomy, pathology), during
which they choose words from this dimension (e.g. femur, fracture), and finally they
write their report.

In order to resolve CLEF queries, we have experimented with using these domain
dimensions to interpret the queries’ semantic content. To do so, we first needed to
define the dimensions. For this purpose, we used external resources, such as ontolo-
gies or thesauri, to define each dimension by a hierarchy of concepts. Every concept
is denoted by a set of words. Thereafter, to identify dimensions from a query, we
extract query words depending on the dimension hierarchy they belong to. Once
dimensions are extracted from each query, we use them to search for relevant doc-
uments. In particular, we use Boolean operators on query dimensions in order to
reformulate the initial text of the query and better represent its semantic content.
For instance, if we assume that a relevant document must contain all the dimensions
belonging to the query, we should use the operator AND between the query’s words
that represent these dimensions in order to query the document collection.

This approach is still in its infancy, but in 2009 our runs utilizing domain–
dimension–based result filtration saw some performance increase. Future work will
explore different ways to identify domain dimensions from queries and image anno-
tations, and also on studying how our system’s behavior affects clinical end users.
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Chapter 22
Lung Nodule Detection

Luca Bogoni, Jinbo Bi, Charles Florin, Anna K. Jerebko, Arun Krishnan, Sangmin
Park, Vikas Raykar, and Marcos Salganicoff

Abstract The quantity of digital medical images that must be reviewed by radiol-
ogists as part of routine clinical practice has greatly increased in recent years. New
acquisition devices generate images that have higher spatial resolution, both in 2–D
as well as 3–D, requiring physicians to use more sophisticated visualization tools. In
addition, advanced visualization systems, designed to assist the radiologist, are now
part of a standard arsenal of tools which, together with workflow improvements,
aid the physicians in their clinical tasks. Computer–Assisted Diagnosis (CAD) sys-
tems are one of such class of sophisticated tools to support the radiologists in te-
dious and time–consuming tasks such as the detection of lesions. Over the past ten
years, CAD systems have evolved to reach sensitivity capabilities equivalent to or
exceeding that of a radiologist, thus becoming clinically acceptable, but with lim-
ited specificity which necessitates their use as a second reader tool. This chapter
presents one such system (LungCAD1) designed for the detection of nodules in the
lung parenchyma. Its performance was evaluated as part of a detection challenge
organized by ImageCLEF 2009.

22.1 Introduction

The introduction of computers and the subsequent invention of CT (Hounsfield,
1973) in the 1970s revolutionized medicine by introducing 3–dimensional (3–D)
imaging. An x–ray source, normally set in a fixed location to generate 2–D images,
was now mounted on a rotating gantry. Thus, series of x–ray projections were used
to compute a 3–D image of the inside of the body from several 1–D x–ray beams
acquired around a single axis of rotation. The 1–D beams from the same plane are
used to reconstruct 2–D planes; the collection of 2–D planes are then stacked and

Siemens Healthcare, Imaging and Therapy Systems Division, Computer–Aided Detection Group
Malvern, PA, USA, e-mail: marcos.salganicoff@siemens.com

1 Not available commercially.
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Fig. 22.1: Thoracic CT images displayed using advanced visualization tools, with
CAD marks overlaid on the axial plane (top right quadrant).

presented as a 3–D volume. Radiologists were thus not only able to detect subtle
variations of structures in the body, but also to locate them within a fixed frame
of reference. Early CT generated images (also known as slices) were acquired and
reconstructed orthogonally to the long axis of the body and then imaged on film.
Modern scanners, on the other hand, allow this volume of data to be reformatted in
various planes or even visualized as volumetric (3–D) representations of structures
with a high degree of resolution.

In order to appreciate how these technological innovations both afford better di-
agnostic capabilities while introducing new challenges, we will consider how the
diagnosis of lung cancer, using CT images, has benefited from the use of computer
assisted detection and diagnosis technologies (CAD).

22.1.1 Lung Cancer — Clinical Motivation

Lung cancer is the most commonly diagnosed cancer worldwide, accounting for
1.2 million new cases annually (of Surveillance and Research, 2009). It is an ex-
ceptionally deadly disease: six out of ten people will die within one year of being
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Fig. 22.2: Three different nodule morphologies, from left to right: Solid, Part–Solid
and Ground Glass nodules.

diagnosed. The expected five–year survival rate for all patients is merely 15%, com-
pared to 65% for colon, 89% for breast, and 99.9% for prostate cancer. In the United
States, lung cancer is the leading cause of cancer death for both men and women and
costs almost $10 billion to treat annually. However, lung cancer prognosis varies
greatly depending on how early the disease is diagnosed; as with all cancers, early
detection provides the best prognosis. At one extreme of the prognosis spectrum
are patients diagnosed with distant tumors — that have spread (metastatic) to the
lung from other areas, such as colonic or pancreatic cancer, Stage IV patients — for
whom the five–year survival rate is just 2%. At the other end, the prognosis of early
stage lung cancer patients (Stage I) is more optimistic with a mean five–year sur-
vival rate of about 49%. Hence, if cancer is detected early, when it is relatively small
in size and localized, many treatment options are then viable: surgery, radiotherapy,
chemotherapy.

Today’s Multi-detector CTs (MDCT) are capable of generating images which
allow physicians to detect lung nodules that are 2–8 mm in size; cancers found at this
early stage have an excellent prognosis. However, despite these technologies, only
24% of lung cancer cases are diagnosed at an early stage (Jemal et al, 2008). Many
potentially clinically significant lesions remain, however, undetected. A contributing
factor may be, actually, the increase of MDCT imaging data generated for a thoracic
acquisition. Specifically, while just eight years ago, a 2–slice CT could generate 41
axial images of the thorax in a 30–second scan (single breath hold), a now state–
of–the–art 64–slice dual–source CT may generate up to 480 axial slices in only 0.6
seconds for each patient, a factor of ten increase in the amount of image data to be
reviewed.

Figure 22.1 illustrates typical Lung CT images for a single patient visualized in
a radiology image review application. Within this application each one of hundreds
of image slices must be carefully examined by a radiologist to identify if any of the
marks on the image correspond to normal structures (air passages), benign tumors,
lung diseases other than cancer, or early–stage lung cancer. Hence, while benefit-
ing from the increased image resolution for diagnostic quality, radiologists face the
burden and medical responsibility of having to examine an enormous number of im-
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ages. Furthermore, while clinical workflow and protocols have improved, case load
requirements have, for the most part, also increased. Thus, to ameliorate and miti-
gate the challenges, CAD tools have been developed to support in the identification
and interpretation of nodules in CT scans of the lung.

Clinically, a solid nodule is defined as an area of increased opacity more than
3 mm in diameter which completely obscures normal underlying structures such
as blood vessels and parenchyma of the lung. As in the case of visual identifica-
tion tasks, translating this relative succinct symbolic definition into image features
and data mining algorithms is a substantial challenge. Furthermore, while it is uni-
versally acknowledged that solid nodules are precursors to lung cancer, recently
there has been increased interest in detecting other lesion types: Part–Solid Nod-
ules (PSN) and Ground Glass Nodules (GGN), (see Figure 22.2). A GGN is defined
as an area of a slight, homogeneous increase in density (translucent and reminis-
cent in appearance to a ‘ground glass’ surface), which does not obscure underlying
bronchial and vascular markings. GGNs are known to be extremely hard to detect.
Several studies (Suzuki et al, 2002) have pointed out that they are an indicator of
early cancer, albeit a different variant than the one typical of solid nodules. GGN
lesions present a perceptual challenge due to their subtle appearance relative to the
background visual anatomical clutter of the lung, and to the fact that their appear-
ance can also be highly variable.

22.1.2 Computer–Aided Detection of Lung Nodules

There is a growing consensus among clinical experts that the use of CAD software
improves the performance of the radiologist (Suzuki et al, 2005; Summers, 2003).
CAD is introduced in the workflow as a second reader2: the radiologist first reviews
the image, then assesses any findings proposed by CAD. A CAD algorithm — typ-
ically a set of image processing algorithms followed by a classifier — may either
pre–process the image or be invoked by the radiologist to generate marks that high-
light structures deemed of interest. Figure 22.1 shows CAD marks superimposed on
CT images. Clinical studies have demonstrated that the use of CAD software not
only offers the potential to improve the detection and recognition performance of a
radiologist, but also to reduce mistakes related to misinterpretation (Armato III et al,
1999; Naidich et al, 2004).

The benefit of CAD is assessed as the incremental value of CAD in normal clini-
cal practice, such as the number of additional lesions detected using CAD. However,
CAD systems must not have a negative impact on patient management. Specifically,

2 This is the most often used and accepted paradigm of workflow integration, whereas other
paradigms such as concurrent (Beyer et al, 2007) and first reader CAD (Mani et al, 2004) ap-
proaches are being explored. While the second reader paradigm approach is well established in
the literature and community, these other approaches offer advantages which still need to be vetted
through large studies.
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a significant increase in the number of false positives may cause the radiologist to
recommend unnecessary biopsies and potentially dangerous follow–ups.

The process of computer aided detection for lung nodules can also be formu-
lated as a semantic query, by abnormality name, e.g. nodule. In this context, the
goal is that of identifying Regions or Volumes Of Interest (ROI or VOI) within a
current image (either 2–D or 3–D) containing a nodular abnormality. However, in
the context of a differential diagnosis algorithm, as taught by medical practitioners
(radiologists), detection is just one of the steps in the diagnostic chain with a highly
specific search target — either the presence or absence of disease. Hence, the re-
sults of a CAD search is a list of ROIs manifested to the clinician, for instance, in
the form of arrows or superimposed circles indicating the CAD proposed finding
(see bottom left quadrant of Figure 22.1).

22.1.3 Ground Truth for Lesions

Fundamental to building CAD systems is the identification of what constitutes in-
stances of disease. By selecting exemplars of true lesions, features can be selected,
most often automatically, and a classification system be trained. The process of as-
signing labels to anatomical structures diagnosed as lung nodules relies on the avail-
ability of unequivocal evidence.

The gathering of evidence is, however, extremely difficult since the occurrence
of cancer can only be ascertained by performing biopsies and obtaining a pathology
report. Whereas, for example, in breast cancer virtually all suspicious lesions are
routinely biopsied (providing histological ground truth), a lung biopsy is a danger-
ous procedure, with a 2% risk of serious complications (including death).

These limitations make obtaining definitive lung cancer ground truth infeasible,
particularly for patients being evaluated for early signs of lung cancer (screening).
Thus, very often CAD systems are built using ground truth based on image anno-
tations collected from one or more expert radiologists, sometimes conflicting with
one another. In clinical studies, designed to obtain regulatory approval from the US
Food and Drug administration (FDA), this approach has been considered an accept-
able proxy to obtaining pathological proven ground truth.

The nature of ground truth for nodules can be highly uncertain and, in this sense,
differs from tasks such as normal anatomical content identification. Specifically,
the queries focus on images containing specific normal anatomy, with well defined
characteristics, or acquired with specific protocols having a given textual annotation.
Furthermore, there are many focal abnormalities of the lung that may present a
visual appearance that mimics that of a true pulmonary nodule (MacMahon et al,
2005). Their differential diagnosis may require further tests such as dimensioning,
volumetry, biopsy or growth surveillance over time to ultimately determine the true
pathology underlying the visual appearance within the image.

Even a single structure may be identified differently by various practitioners
based on a number of factors including the patient history, training of the practi-
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tioner, pre–test probabilities, etc. These aspects have less of an impact since in other
detection tasks the state of the search targets are well established — e.g. fractures
and other trauma, punctuate normal anatomical landmarks, specific organs, diseases
with well defined unambiguous symptoms/visual appearance.

Compounding the problem is the difficulty in obtaining the pathological gold
standard for lung nodules unless they are proximal to large airways or the lung well,
in which case trans–bronchial or fine needle biopsy may be possible. This problem
has been addressed by CAD researchers in a number of ways (Clarke and Croft,
2004; Armato III et al, 2009; Raykar et al, In Press).

Automatic pulmonary nodule detection is also an intrinsically challenging pat-
tern recognition task due to nodule properties and complex lung geometry. Pul-
monary nodules are relatively small opacities (<30 mm), whose appearance vary
greatly depending on whether they are discrete or attached to neighboring struc-
tures, whether they have well defined margins, subsolid components, calcification,
etc. Furthermore, the lung tissue is interwoven with vascular and bronchial struc-
tures, a potential source of false positives for CAD. Additionally, the introduction
of intravenous contrast agents such as iodine into the vasculature of the lung may
modify its appearance and add further variability to its appearance. Finally, the pres-
ence of co–morbidities (emphysema, fibrosis, COPD, etc.) may overlay additional
visual clutter that can make not only the human visual search task daunting, but the
algorithmic one as well.

In order to improve both the accuracy and the efficiency of detecting lesions,
many different approaches have been developed. A review of the current literature
on lung nodule detection techniques is presented in Section 22.2. Section 22.3 in-
troduces the CAD system evaluated in ImageCLEF 2009, and Section 22.5 presents
the evaluation and the results.

22.2 Review of Existing Techniques

Pulmonary nodule detection techniques have been an area of pattern recognition re-
search in both academic and industrial (healthcare) sectors over the past 15 years
(Ko and Betke, 2001; Armato III et al, 1999; Lee et al, 2001; Farag et al, 2004;
Chang et al, 2004; Paik et al, 2004). Most systems described in the literature gener-
ally consist of four steps:

1. Image pre–processing/signal conditioning;
2. Nodule candidate generation;
3. Discriminative feature computation around candidates;
4. Classification based on discriminative features.

In some applications, the candidate generation and the feature computation are
merged into one single step. In this section, we review the prior approaches on
the candidate generation and feature computations, and describe our approach. Fur-
thermore, since ground truth creation is a crucial step in a successful system devel-
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opment, we explain a framework for handling the multiple experts annotations that
contain some error.

22.2.1 Gray–Level Threshold

Gray–level thresholding based on the Hounsfield unit (HU) is one of the earliest and
most basic techniques. Ko and Betke (2001) applied the several gray–level thresh-
olds to create binary images to find nodule candidates. For each candidate, shape and
location features are computed for the classification stage. Armato III et al (1999)
constructs the gray–level profile for each CT slice and determine a threshold to
segment the thorax. The gray–level threshold technique is effective and easy to
use for CT images. However, a good specificity cannot be achieved solely through
thresholding, since the HU value of pulmonary nodules is very similar to that of
other structures such as blood vessels and mucous in air ways. When the process
is combined with other features such as shape descriptors, the specificity can be
improved.

22.2.2 Template Matching

Lee et al (2001) assumed that a Gaussian distribution can be used to approximate
lung nodules and proposed the following nodule model:

pvx,y,z = m · e−(x2+y2+k·z2)/n (22.1)

where pvx,y,z is the pixel value of co–ordinate (x,y,z), and m and n are parameters
representing the maximum value and variance of the distribution, respectively. k reg-
ulates the scaling in z. Four reference images were generated from spherical models
at various diameters (6.8 mm, 13.6 mm, 20.4 mm, and 27.2 mm). These reference
images are then compared with the observed images by computing a similarity value
between the model and the image defined as:

Similaritya,b =
∑n−1

i=0 (ai −ma)(bi −mb)
√

∑n−1
i=0 (ai −ma)2

√

∑n−1
i=0 (bi −mb)2

(22.2)

where

ma =
1
n

n−1

∑
i=0

ai, mb =
1
n

n−1

∑
i=0

bi (22.3)

The value ai is the ith pixel in image a, the value bi is the ith pixel in image b. a and
b can be either the reference model or observed image.
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Since solid nodules have gray level distributions similar to other structures such
as arteries, veins, and bronchus walls, Farag et al (2004) suggested addressing the
abnormality detection by geometrical template matching. Their central–symmetric
Gaussian–like template is defined as

q(r) = qmax exp
(

− (r/ρ)2) (22.4)

where q(r) is the gray level in a template point with Cartesian co–ordinates (ξ ,η)
with respect to the center (i.e., r2 = ξ 2 + η2), r is the radius from the template’s
center, qmax denotes the maximum gray level for the template, and R is the template
radius depending on the minimum gray level.

22.2.3 Spherical Enhancing Filters

Chang et al (2004) developed a spherical filter to enhance nodule intensities as well
as a cylinder filter to suppress vessels. The cylinder filter Fcyl consists of cylinders
aligned in different orientations, where each cylinder has a pre-defined width and
length.

Fcyl(x) = max
θ

(

min
y∈Ω x

θ
I(y)

)

(22.5)

where Ω x
θ is the domain of the cylinder filter centered at x with orientation θ . In

order to enhance the intensities of the low contrast nodules, they also suggested a
non-linear spherical filter Fsph with two components Ff ill and Fhollow:

Fsph(x) = Ff ill(x)−Fhollow(x) = max
y∈Ω x

f ill

I(y)− max
y∈Ω x

hollow

I(y) (22.6)

where Ω x
f ill and Ω x

hollow are the domains of the filters Ff ill and Fhollow centered at x,
respectively. Intuitively, the response of Fsph is strong when a structure is isolated
from other high intensity structures.

Paik et al (2004) introduced a technique called surface normal overlap to detect
convex regions such as lung nodules. The inward surface normal vectors tend to
intersect or nearly intersect within the tissue when the surface is convex. A 3–D
array, denoted A(x,y,z), counts the number of surface normals that pass through or
near to each voxel. The local maxima of A(x,y,z) are selected as candidate lesion
locations. Since complex anatomic structures with multiple convex surface patches
may generate multiple local maxima, the normal vectors are sampled on the surface
with a certain distance between each vector.
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22.3 Description of Siemens LungCAD System

The lung CAD algorithm evaluated in this chapter is designed as a multi–step ap-
proach with the goal of detecting parenchymal lesions with high sensitivity and
specificity. The algorithm focuses on solid lesions greater than 4 mm and subsolid
lesions greater than 6 mm, since most often, only lesions of at least that size are
considered clinically significant (Godoy and Naidich, 2009). The algorithm has four
stages: lung segmentation, candidate generation, feature computation, and classifi-
cation. The first three stages: lung segmentation, candidate generation, and feature
computation combine both image processing and embedded machine learning ap-
proaches, while the classification stage is exclusively a machine learning phase.

22.3.1 Lung Segmentation

In this stage, the lungs are identified and isolated in the thoracic CT image volume
to create a region of interest for all subsequent analyses. The lungs’ contour is de-
lineated by first detecting regions in the thorax characterized by air density (initial
foreground area). The collection of these regions is then processed using a series of
morphological operations for filling holes in the foreground area to cover the entire
lung including vascular structures and soft tissues. The result of the segmentation
process is a binary foreground mask that allows the subsequent stages of the algo-
rithm to operate only in the area of the lung.

22.3.2 Candidate Generation

The goal of this stage is to generate candidates with high sensitivity while keep-
ing the number of false positives to a manageable number so as not to overburden
subsequent processing stages. In the first step, the diverging gradient field response
(DGFR) algorithm developed by Bogoni et al (2009) is applied to identify candidate
locations. It may generate up to 300 candidates per volume. As a second step, a cas-
cading classifier reduces the number of candidates to around 80 per volume using
DGFR features.

The DGFR processes the entire segmented lung area, from the previous stage, for
blob–like structures. It detects isolated lesions that are consistent with the appear-
ance of solid, subsolid and ground glass nodules. These non–solid structures are
hyperattenuating regions characterized by a blob–like shape and surrounded by the
background region of lower attenuation. Additionally, DGF also detects suspicious
regions attached to other anatomical structures such as pleura, vessels, and airways.

In order to determine a DGFR response for a given target image, we apply Gaus-
sian functions whose gradient fields are diverging:
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gσ (x,y,z) =
1

(2πσ 2)
3
2

e
− x2+y2+z2

2σ2 (22.7)

The DGFR response dgfr( f ) is computed by the scalar product of the image and
the Gaussian gradient vectors:

dgfr( f ) =
−→
∇ f

‖
−→
∇ f‖

·
−→
∇ g (22.8)

where
−→
∇ f is the gradient vector of the given image,

−→
∇ g is the gradient vector of

Gaussian function, and ‖
−→
∇ f‖ is the gradient magnitude. A prototypical example of

such a candidate is represented by a perfectly spherical object with hyperattenuation,
and surrounded by a homogeneous lower attenuation region. If voxel attenuation is
interpreted as height, then hyperattenuating regions surrounded by hypoattenuating
regions appear as crests or local maxima in the cross–section. By using this inter-
pretation, the attenuation pattern detected by the candidate generator is a roughly
spherical region of locally maximal attenuation. Since the notion of local maximum
is relative to the surrounding tissues, and does not rely on arbitrarily set Hounsfield
Units, it allows for the detection of both solid and subsolid lesions.

In the next step, multiple classifiers are applied to the candidate lesions to suc-
cessively filter off candidates that have the least correlation with typical lesions
previously seen by the classifiers in a training set. At this stage of the processing,
the algorithm’s sensitivity is in the order of 95–100%. Subsequent stages focus on
reducing the false positive rate while preserving the high sensitivity.

22.3.3 Feature Extraction

The feature extraction stage gathers the image–based discriminative features for
each candidate identified in the previous stage. This information is used by the next
stage (classification) to label each candidate as either a true or false positive. Dis-
criminative features are computed using the image voxels’ intensity value, from
multiple adjacent image planes, neighboring a candidate. The computed features
can be categorized into several groups: (a) those indicative of voxel attenuation dis-
tributions within the candidate, (b) those pertaining to the candidate’s shape and
curvature, and (c) those that describe the candidate’s edge and margins. These fea-
tures capture candidate properties that can be used to disambiguate true lesions from
typical false positives. Some of the typical false positives, mimicking true nodules,
are caused by pleural thickening, connective tissues between vessels, partial volume,
etc.
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22.4 Classification

The final classification stage differentiates candidates that are true nodules from
the rest of the candidates based on the computed feature vectors. The goal of the
classifier is to reduce the number of false positives without appreciable decrease
in the sensitivity. The various data mining techniques successfully used for multi-
ple CAD areas such as lung nodules, breast cancers, colon polyps, pulmonary em-
bolism, and cardiovascular disease are described in (Rao et al, 2009). We exploit
many of these jointly developed techniques in our LungCAD system. We will briefly
describe some of the key techniques employed in the design of the final classifier.

22.4.1 Multiple Instance Learning

The candidate generation step generates a lot of potential candidates. Any candidate
which is close to the radiologist mark is considered a positive example for training
and the rest of the candidates are considered as negative examples. Candidates are
labeled positive if they are within some pre–determined distance from a radiologist
mark; some of the positively labeled candidates may actually refer to healthy struc-
tures that just happen to be near a mark, thereby introducing labeling errors in the
training data. These labeling errors can potentially sabotage the learning process by
confusing a classifier that is being trained with faulty labels, resulting in classifiers
with poor performance. Multiple Instance Learning (MIL) is one of the effective
ways to deal with this problem. Our LungCAD system utilizes the multiple instance
learning–based classifier developed by Raykar et al (2008) that performs automatic
feature selection and classifier design jointly.

In the MIL framework the training set consists of bags. A bag contains many
instances. A bag which contains K instances is denoted by x = {x j}K

j=1 where x j ∈
R

d is the feature vector. All the instances in a bag share the same bag–level label
denoted by y ∈ {0,1}. A bag is labeled positive if it contains at least one positive
instance. The probability that a bag contains at least one positive instance is one
minus the probability that all of them are negative. Hence the posterior probability
for the positive bag can be written as

p(y = 1|x) = 1−
K

∏
j=1

[

1−σ(w�x j)
]

, (22.9)

where the posterior probability for the positive class is modeled as a logistic sig-
moid acting on the linear classifier fw(x j) = w�x j. The logistic sigmoid function is
defined as σ(z) = 1/(1 + e−z). A negative bag means that all examples in the bag
are negative. Hence

p(y = 0|x) =
K

∏
j=1

[

1−σ(w�x j)
]

. (22.10)



426 Luca Bugnoni et al.

Fig. 22.3: A typical gated classification architecture.

Using this model we find the maximum likelihood estimator to learn a classifica-
tion function that can predict the labels of unseen instances and/or bags. Multiple
instance learning is highly relevant to our system design, since multiple candidates
may point to the same abnormality, and it suffices if just one candidate is correctly
classified, for the ROI will then be generated. Similarly, the CAD system can intel-
ligently consolidate multiple candidates pointing to the same anatomical structure.

22.4.2 Exploiting Domain Knowledge in Data–Driven
Training–Gated Classifiers

Incorporating medical domain knowledge and prior observations is critical to im-
proving the performance of the CAD system. For example nodules have various
characteristics in their shapes, sizes, and appearances. The simplest example is that
lesions can be very big or small. Many of the image features are calculated by aver-
aging over the voxels within segmented nodules. Features calculated on large lesions
will hence be more accurate than those evaluated on a small one. Consequently, it
may be more meaningful to construct classifiers with separate decision boundaries
respectively for large and small candidates. Gating (see Figure 22.3) is a technique
used to automatically learn meaningful clusters among candidates and construct
classifiers, one for each cluster, to classify true candidates from false detections.
This process can obviously be extended to incorporate different kinds of knowl-
edge, for instance, to exploit differences between the properties of central versus
peripheral nodules, or between vessel and pleural attachment, etc.

A novel Bayesian hierarchical mixture of experts (HME) has been developed and
tested in our LungCAD system. The basic idea behind the HME is to decompose
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a complicated task into multiple simple and tractable sub–tasks. The HME model
consists of several domain experts and a gating network that decides which experts
are most trustworthy on any input pattern. In other words, by recursively partitioning
the feature space into subregions, the gating network probabilistically decides which
patterns fall in the domain of expertise of each expert.

In many scenarios we also know what kind of false positives our system gener-
ates. Thus, we may also have labels for the different sub–classes in the negatives. In
(Dundar et al, 2008) we presented a methodology to take advantage of the sub–class
information available in the negative class to achieve a more robust description of
the target class. The sub–class information, which is neglected in conventional bi-
nary classifiers, provides a better insight of the data set and, when incorporated into
the learning mechanism, acts as an implicit regularizer. We proposed a method to
train a polyhedral classifier jointly, where each face of the polyhedron can classify
each of the negative sub–classes. The linear faces of the polyhedron achieve robust-
ness whereas multiple faces provide flexibility.

22.4.3 Ground Truth Creation: Learning from Multiple Experts

In most instances, CAD systems are built from labels assigned by multiple radiolo-
gists who identify the locations of malignant lesions.

As discussed in Section 22.1.3, when multiple experts examine medical images,
a subjective, possibly noisy, version of the reference standard is introduced. In prac-
tice, there is a substantial amount of disagreement even among the best experts, and
hence it is of great practical interest to determine an optimal way to train a classifier
in such a setting.

Because of the intrinsic uncertainty of ground truth annotation in lung CAD, it
makes sense to explicitly model the reliability of the the labelers in the creation
of the ground truth by weighting their relative importance in the labelling ensem-
ble based on their performance. In (Raykar et al, In Press), we propose a Bayesian
framework for supervised learning in the presence of multiple annotators provid-
ing labels but no absolute gold standard. The proposed algorithm iteratively estab-
lishes a particular gold standard, measures the performance of the annotators given
that reference standard, and then refines the ground truth based on the performance
measures. Experimental results indicate that the proposed method is superior to the
commonly used majority voting baseline.

When multiple experts label the lesions, the majority voting is the most common
approach in the ground truth creation. It assumes that all the experts are equally
good. However, if there is only one true expert among several annotators, the major-
ity voting will be biased toward the non–experts. To resolve the issue, Raykar et al
(In Press) proposed an algorithm to discover the best experts and assign a higher
weight to them for the annotation consolidation.

Finally, a large number (100,000s) of candidates are produced in the candidate
generation stage to uncover any suspicious regions, which results in a large amount
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of training data. This imposes a requirement for the scalability of the learning al-
gorithms. Typically we have observed that linear models are more computationally
tractable than sophisticated nonlinear methods. Boosting algorithms are also effi-
cient to scale up with large data. Additionally, the learning algorithms must also
deal with highly–imbalanced training sets with only a small fraction of positives,
also a common problem in large scale retrieval tasks.

All these different factors have been considered and combined to produce a single
solution, whose performance on the particular set of Lung Image Database Consor-
tium (LIDC) images is presented in the following section.

22.5 ImageCLEF Challenge

22.5.1 Materials and Methods

The CAD system described in Section 22.3 was trained off–line on several hun-
dred thoracic CT images, marked by different radiologists, from different institu-
tions. The principal aim and benefit of this diversity is to account for inter–observer
variability, technical variabilities between acquisition protocols and acquisition sys-
tems, as much as possible. The resulting CAD system has, as a consequence, lower
sensitivity and specificity than it would have if tailored to data from a single insti-
tution; however, it is more robust to variabilities and hence deployable at various
sites around the world. As part of the ImageCLEF Challenge, thoracic CT series
of 46 patients were collected, as part of the LIDC (McNitt-Gray et al, 2007). The
aim of the LIDC initiative is to provide a publicly available data set of images to
benchmark CAD and other image processing algorithms. Each image was read by
four thoracic radiologists who, independently, marked and measured all visible lung
lesions.

The CAD system presented in this chapter was developed, trained and tested us-
ing images that were not part of the LIDC collection. The CAD system’s output
was compared to the marks of the four radiologists. The sensitivity and specificity
statistics were computed using two different reference standards: (1) considering
lesions 4 mm and above that have been reported by three out of four radiologists
(majority), and (2) with lesions found by all four radiologists (consensus), see Fig-
ures 22.4 – 22.5. Some marks were placed by one or two radiologists only. These
may be readers’ false positives or may point to inconspicuous nodules missed by the
other readers. The results presented below treat these marks systematically as false
positives, see Figure 22.6. The confidence intervals were computed at 95%.
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Fig. 22.4: 8 mm subsolid nodule detected by all four radiologists and CAD.

Table 22.1: CAD sensitivity per nodule attenuation

# nodules CAD sensitivity
Solids 29/33 87.9% ± 11.1%
Part-Solids 5/6 83.3% ± 29.8%
Total 34/39 87.2% ± 10.5%

22.5.2 Results

The CAD prototype detected 34 out of 39 (87.2% ± 10.5%) nodules marked by the
majority of the readers (three or more readers) with 2.8 false positives per volume
on average. Considering the readers consensus (all four readers), the CAD prototype
detected 32 out of 36 nodules (88.9% ± 10.3%) with 3.0 false positives per volume
on average.

When the results are analyzed by attenuation, the system detected 29 out of 33
(87.9% ± 11.1%) solid and five out of six (83.3% ± 29.8%) subsolid lesions marked
by the majority (three or more readers). Based on a consensus (all four readers)
between the readers, the system detected 27 out of 30 (90% ± 10.7%) solid and five
out of six subsolid lesions. See Table 22.1

These results are consistent with other studies (Opfer and Wiemker, 2007), show-
ing that CAD tends to detect lesions that are the most frequently reported as nodules.
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Fig. 22.5: 6 mm subsolid nodule detected by all four radiologists and missed by
CAD.

22.6 Discussion and Conclusions

22.6.1 Clinical Impact

The true impact for a medical image mining system is not measured in terms of its
stand–alone accuracy, rather by the benefit derived by radiologists using the soft-
ware. An interesting difference between typical image retrieval systems and CAD
systems is that, while in the former, it is sufficient to characterize the stand–alone
performance of retrieval systems in terms of recall and precisions, in the latter, clini-
cal impact must also be considered. Namely, similar terms–of–art such as sensitivity
and specificity are used in the diagnostic realm, regulatory approval of diagnostic
devices using CAD (at least in the US via the FDA) requires that the said service
should be evaluated in combination with the user (the person–machine system).
The net diagnostic improvement of the combined system must be demonstrated ob-
jectively via the use of multi–reader multi–case fully–crossed receiver–operating
characteristic analysis with strong statistical power (McClish et al, 2002).

In a clinical validation study completed in 2004 and submitted to the FDA using
an earlier version of the algorithm designed specifically for solid nodules, we an-
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Fig. 22.6: Vessel–attached inconspicuous 8 mm nodule detected by only two of the
four radiologists and CAD. Although this structure is undoubtly a lung nodule, it
was overlooked by two readers and thus was counted as false positive for CAD.

alyzed a retrospective sample of 196 cases from four large research hospitals. CT
scans were collected from patients referred for routine assessment of clinically or
radiographically known or suspected pulmonary nodules. These cases contained a
total of 1,320 nodules as confirmed by a majority of a panel of five expert radi-
ologists. The cases were interpreted independently by 17 general radiologists, first
without and then with the use of our LungCAD product. Every one of these 17
radiologists improved their detection of solid nodules > 3 mm to a statistically sig-
nificant extent. The average reader improvement in Area Under Curve (AUC) using
the nonparametric Receiver Operating Characteristic (ROC) technique for detect-
ing nodules was 0.048 (p<0.001) with a 95% confidence interval of (0.036, 0.059).
This study showed a statistically significant improvement in the area under the non-
parametric ROC curve with the use of our LungCAD software for detection of lung
nodules.

A subsequent clinical study (Godoy et al, 2008) was performed using a later ver-
sion of the LungCAD prototype on 54 chest CT scans reviewed by two radiologists
at New York University Medical Center and Seoul National University Bundang
Hospital with the goal of evaluating the impact of our most recent LungCAD sys-
tem in the detection of different kinds of lung nodules. The 54 cases used in the
study had total of 395 nodules of which 234 were solid nodules, 29 were part–solid
nodules, and 132 ground glass nodules. Two readers read the 54 cases first without
CAD and then with CAD. The study showed that the CAD software resulted in a
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significant increase in sensitivity for each reader and for each attenuation level. The
use of CAD did not increase the number of false positives for any of the readers.

The LungCAD algorithm was also deployed on PACS systems, allowing the ra-
diologists to review the CAD marks directly from their PACS stations without inter-
ruption from their normal clinical workflow. Godoy et al (2009b) demonstrated that
such a system has a statistically significant impact for all readers using it.

Newer research prototype systems have also been evaluated although they have
not yet been distributed commercially. A study (Godoy et al, 2009a) presented at the
recent American Roentgen Ray Society (ARRS) 2009 annual meeting concluded
that the use of our research prototype significantly increased the mean reader sensi-
tivity for all types of attenuation (solid, part-solid, ground-glass) (p < 0.001). Based
on these and many other clinical studies, we have demonstrated that the use of CAD
as a second reader improves radiologist’s detection of different kinds of pulmonary
nodules.

22.6.2 Future Extensions of CAD

Current CAD systems do not provide query by example to find other similar struc-
tures intra–image although this could have significant clinical value (Tao et al,
2009). In the particular context of image series taken at different time–points, a
search for the same lesions across multiple studies would allow for automatic detec-
tion of growth and characterization of morphological changes.

Another extension is the processing of very large image sets, such as the ones
currently archived by healthcare facilities, for the detection of images with certain
anatomical structures. The challenges in this task can be basically summarized by
the absence of any efficient pre-indexing of data on RIS and PACS systems. Fur-
thermore, no query specification language/image words or vocabulary has been es-
tablished so far; which means that any detection system presently needs to be built
on top of a large a priori labeled set of training data.

The interplay between image processing and data mining components is crucial,
and it is important to understand the impact of each component in order to jointly
optimize the overall product. Indeed good image processing algorithms created the
features that made subsequent data mining algorithms successful, and often a deep
analysis of the fundamental ideas behind these algorithms could lead to a much
better understanding of the statistical issues that would be faced by the classifier.

The organ–specific localization and segmentation queries could form the basis
for rapid prototyping of new CAD algorithms. This, along with integration of ev-
idence over multiple scans/timepoints and modalities are fertile areas for future
extensions of CAD. For instance, one could easily grasp the benefits of multiple
disease–specific CAD systems interacting to deliver comprehensive diagnostic in-
formation.
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Chapter 23
Medical Image Classification at Tel Aviv and Bar
Ilan Universities

Uri Avni, Jacob Goldberger, and Hayit Greenspan

Abstract We present an efficient and accurate image categorization system, applied
to medical image databases within the ImageCLEF medical annotation task. The
methodology is based on local representation of the image content, using a bag–
of–visual–words approach. We explore the effect of different parameters on system
performance, and show best results using dense sampling of simple features with
spatial content in multiple scales, combined with a nonlinear kernel based Support
Vector Machine classifier. The system was ranked first in the ImageCLEF 2009
medical annotation challenge, with a total error score of 852.8.

23.1 Introduction

In this chapter we describe a visual Bag–of–Words (BoW) framework and its ap-
plication to image classification. The visual BoW is related to the more traditional
BoW model, commonly used in natural language processing and information re-
trieval for text documents (Blei et al, 2003; Manning et al, 2008). In this model a
document is statistically modeled as an instance of a multinomial word distribu-
tion and is represented as a frequency of occurrence word histogram. The repre-
sentation as a frequency vector of word occurrences does not take grammar rules
or word order into account. It does, however, preserve key information about the
content of the document. This representation can be used to compare documents,
and to identify document topics. The BoW representation is also the basis for more
complex probabilistic models, e.g. the highly successful Latent Dirichlet Allocation
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(LDA) approach (Blei et al, 2003). The BoW representation is successfully used in
document classification, clustering and retrieval tasks and is the cornerstone of all
Internet search engines.

In recent years the BoW approach has been successfully applied to general scene
and object recognition tasks. Varma and Zisserman (2003) introduced the idea of us-
ing joint distribution of intensity values over compact neighborhoods for the task of
texture classification. In their work, the image representation was learned from local
patches in the data. They showed that using the local patches they can outperform
previous work based on large filter banks. Fei-Fei and Perona (2005) learned natural
scene categories using a set of localized visual words which were either grayscale
patches or Scale Invariant Feature Transform (SIFT) descriptors (Lowe, 1999), sam-
pled on a grid, randomly, or at interest points. A generative hierarchical model was
trained to describe the resulting visual words distribution. In (Sivic and Zisserman,
2008) vector quantization of invariant local image descriptors was used to form
clusters, and the clusters were referred to as the set of visual words. They then
searched for objects throughout a movie sequence in a similar way as in text re-
trieval. Nowak et al (2006) focused on comparing the performance of various com-
peting strategies for image representation in the BoW approaches to visual catego-
rization. Their study compared different image sampling, codebook generation and
histogram normalization methods on five popular databases. Lazebnik et al (2006)
extended the BoW approach to take into account geometrical correspondence by
introducing ‘spatial pyramids’ - a technique of partitioning the image into increas-
ingly fine subregions, and computing histograms of local features within each sub-
region. They demonstrated significant performance improvement over traditional
BoW in global scene classification and object recognition tasks. Zhang et al (2007)
presented a large–scale evaluation of the visual words approach for texture classifi-
cation and object recognition. Images were represented as distributions of features
extracted from a sparse set of local keypoints. After examining different keypoint
detectors and descriptors, as well as different kernels and classifiers, the findings
showed state–of–the–art results on four texture classification and five object recog-
nition databases.

23.1.1 Visual Words in Medical Archives

Approaches using patch–based, visual BoW concepts are gradually emerging in
medical tasks. The MedGIFT system is an open–source based retrieval engine for
medical images (Müller et al, 2005). It uses texture features in the form of local
Gabor filter responses and color features as the mode color of blocks in various
sizes, with a combination of global color and texture histograms. An application
for mammography tissue classification and segmentation is shown in (Bosch et al,
2006). The use of BoW techniques for large scale radiograph archive categoriza-
tion can be found in several systems that participated in the ImageCLEF interna-
tional competition (Tommasi et al, 2009; Deselaers and Deserno, 2009; Avni et al,
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2009). It is interesting to note that in the last few years, approaches based on lo-
cal patch representation achieved the highest scores for categorization accuracy. In
2006, Deselaers et al (2006) displayed the best medical annotation results using the
visual BoW approach, where the features were local patches of different sizes taken
at every position and scaled to a common size. Patch dimensionality was reduced to
between six and eight components using the Principal Components Analysis (PCA)
transformation. Patch x,y co–ordinates were added as two additional components.
In this work, no dictionary was used; rather the feature space was quantized uni-
formly in every dimension and the image was represented as a sparse histogram
in the quantized space. Several classification techniques were examined, including
the nearest neighbor classifier, maximum entropy classifier, and Support Vector Ma-
chine (SVM). Tommasi et al (2008) had the highest score in 2007 and 2008. In this
work both global and local features were used. The global features were downscaled
versions of the images (32×32). The local features were modified SIFT descriptors
(128 values), sampled randomly. The set of local features was represented as a his-
togram over a dictionary, built using the K–means algorithm (in a 128 dimensional
space) on randomly selected feature vectors from the entire database (K=500). Four
image quadrants were learned and represented separately. The final representation
for a given image was thus the (32× 32) pixel values of the global image along
with four times the (500) histogram bins. Classification was done with SVM (‘one
vs. one’, ‘one vs. all’) with different integration techniques for global and local fea-
tures.

23.2 The Proposed TAU–BIU Classification System Based on a
Dictionary of Visual–Words

We next describe the system we have been developing, as a joint effort of the Tel–
Aviv University and Bar–Ilan University research groups. To represent an image
using the BoW model, the image must be treated as a document. Unlike in the text
world, there is no natural concept for a word or a dictionary. We thus need to find a
way to break down the image into a list of visual elements, and a way to discretize
the visual element space, since the number of possible visual elements in an image
is enormous. In the visual BoW model, an image representation step usually takes
place in a three–step procedure involving local feature detection, feature descrip-
tion and codebook generation. The visual word model can thus take the form of a
histogram representation of the image, based on a collection of its local features.
Each bin in the histogram is a codeword index out of a finite vocabulary of visual
codewords, generated in an unsupervised way from the data. Images are compared
and classified based on this discrete and compact histogram representation. We next
review the image representation part of the TAU–BIU system. Key components are
shown in the flow–diagram in Figure 23.2.
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23.2.1 Patch Extraction

Given an image, feature detection is used to extract several small local patches.
Each small patch shows a localized view of the image content. These patches are
considered as candidates for basic elements, or ‘words’. The patch size needs to be
larger than a few pixels across, in order to capture higher–level semantics such as
edges or corners. At the same time, the patch size should not be too large if it is
to serve as a common building block for many images. Common feature detection
approaches include using a regular sampling grid, a random selection of points, or
the selection of points with high information content using salient point detectors.
We utilize all the information in the image, by sampling rectangular patches of size
9×9 around every pixel. This simple feature detection approach has been shown to
be effective (Nowak et al, 2006).

23.2.2 Feature Space Description

Following the feature detection step, the feature representation method involves rep-
resenting the patches using feature descriptors. In this step, a large random subset of
images is used (ignoring their labels). We extract patches using a regular grid, and
normalize each patch by subtracting its mean gray level, and dividing it by its stan-
dard deviation. This step ensures invariance to local changes in brightness, provides
local contrast enhancement and augments the information within a patch. Patches
that have a single intensity value are abundant in x–ray images. These patches are
common in all categories, much like stopwords in text documents. These patches
are ignored. We are left with a large collection of several million vectors. To reduce
both the computational complexity of the algorithm and the level of noise, we apply
a PCA procedure to this initial patch collection. The first few components of the
PCA, which are the components with the largest eigenvalues, serve as a basis for
the information description.

A popular alternative approach to raw patches is the SIFT representation (Lowe,
1999) which is advantageous in scenery images (Fei-Fei and Perona, 2005; Zhang
et al, 2007), where object scales can vary. We examine this option in the experi-
ments defining the system parameter set. In addition to patch content information
represented either by PCA coefficients or SIFT descriptors, we add the patch cen-
ter coordinates to the feature vector. This introduces spatial information into the
image representation, without the need to explicitly model the spatial dependency
between patches. Special care should be taken when combining features having dif-
ferent units, such as coordinates and PCA coefficients. The relative feature weights
were tuned experimentally on a cross–validation set (see Section 23.3).
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Fig. 23.1: Visual dictionary of 1,000 words. Representative image patches are shown
at their respective spatial coordinates.

23.2.3 Quantization

The final step of the bag–of–words model is to convert vector represented patches
into visual words and to generate a representative dictionary. A visual word can be
considered as a representative of several similar patches. A frequently–used method
is to perform K–means clustering over the vectors of the initial collection, and then
cluster them into K groups in the feature space. The resultant cluster centers serve as
a vocabulary of K visual words. A sample dictionary of 1,000 visual words gener-
ated by this process is shown in Figure 23.1. Due to the fact that we included spatial
coordinates as part of the feature space, the visual words have a localization compo-
nent in them, which is reflected as a spatial spread of the words in the image plane.
Words are denser in areas with greater variability across images in the database. In
order to accelerate the look–up process, dictionary words are stored in a kd–tree
indexed by the spatial coordinates.
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Fig. 23.2: Dictionary building and image representation flow chart.

23.2.4 From an Input Image to a Representative Histogram

A given (training or testing) image can now be represented by a unique distribu-
tion over the generated dictionary of words. In our implementation, patches are
extracted from every pixel in the image. For an x–ray image measuring 512× 512
pixels there are typically several hundred thousand non–empty patches. The patches
are projected into the selected feature space, and translated (quantized) to indices
by looking up the most similar feature–vector in the generated dictionary. Using the
spatial indexation of dictionary words, the dictionary look–up process is acceler-
ated by comparing a new patch only to dictionary words at a certain radius from
it. The dictionary generation process and the transformation from an image to its
representative histogram are shown in Figure 23.2 left column and right column,
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Fig. 23.3: Image representation at multiple scales.

respectively. Note that as a result of including spatial features, both the image local
content and spatial layout are preserved in the discrete histogram representation.

Multi–scale image information may in some cases provide additional informa-
tion that supports the required discrimination. To address this, we repeat the dic-
tionary building process for scaled–down replications of the input image, using the
same patch size. The image representation in this case is a 1-D concatenation of
histograms from varying scales. This process, illustrated in Figure 23.3, provides a
richer image representation. It does not imply scale invariance, as in (Deselaers et al,
2006). In our experiments we found that objects of interest in radiographs appear at
roughly a similar size–range across all images, thus invariance to the scale is not a
necessity.

23.2.5 Classification

We examined two classification approaches: one based on the K–nearest–neighbor
classifier, using the image–to–image distance with different distance measures. The
second is a non–linear multi–class SVM with different kernels. For the nearest
neighbor classifier, we examined four popular choices of image–to–image distances:
the Symmetric Kullback–Leibler (SKL) distance, the Jeffrey Divergence (JD), L1

and L2:

• SKL(I,J) = ∑i Ii log Ii
Ji

+ Ji log Ji
Ii

• JD(I,J) = ∑i Ii log Ii
(Ii+Ji)

+ Ji log Ji
(Ii+Ji)

• Lp(I,J) = ∑i |Ii − Ji|p
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The second approach is a multi–class SVM classifier. We examined several non–
linear kernels commonly used with histogram data:

• Histogram intersection kernel (Barla et al, 2003): K(x,y) = exp(−∑i min(xi,yi))
• Radial Basis Function kernel: K(x,y) = e−γ‖x−y‖2

• χ2 kernel: K(x,y) = exp(−γ ∑i
|xi−yi|2
|xi+yi| )

In the histogram intersection kernel there are no free parameters. The optimization is
therefore one dimensional over the SVM cost parameter, which makes it convenient
for fast parameter evaluation. The two other kernels have a free trade-off parameter
γ , and require careful optimization. In order to classify multiple categories, we use
the one–vs.–one extension of the binary classifier, where N(N − 1)/2 binary clas-
sifiers are trained for all pairs of categories in the data set. Whenever an unknown
image is classified with a binary classifier it casts one vote for its preferred class,
and the final result is the class with the most votes. Since each binary classifier
runs independently, parallelization of both training and testing phases of the SVM
is straightforward. It is implemented as a parallel enhancement of the LIBSVM
(Chang and Lin, 2001) library.

23.3 Experiments and Results

A key component in using the BoW paradigm in a categorization task is the tun-
ing of the system parameters. An optimization step is thus required for a given task
and image archive. We focus on three components of the system: finding the op-
timal set of local features, finding the optimal dictionary size, and optimizing the
classifier parameters. We use a large generic archive of radiographs (IRMA) to tune
the system parameters. We then show comparative results of automated organ and
orientation detection in the ImageCLEF 2009 competition.

The IRMA database (Lehmann et al, 2004) consists of 12,667 categorized radio-
graphs, labeled according to the IRMA coding system (Lehmann et al, 2003), with
each category described by four axes: Technical axis: image modality; Directional
axis: body orientation; Anatomical axis: body region examined and Biological axis:
biological system examined. The IRMA data set has served algorithm development
teams throughout the years, and in the past several years has been a source for the
ImageCLEF medical annotation competition. Images in the IRMA database con-
sist of scanned x–ray images, gray scale, 512 pixels long. The x–ray images are
noisy with irregular brightness and contrast, and may contain dominant visual ar-
tifacts such as artificial limbs and x–ray frame borders. Some classes have large
intra–variability, as seen for example in Figure 23.4, while images from different
classes may be visually similar, as seen in Figure 23.5. Note the category label
which consists of the four axes defined above. These properties make the automatic
classification task challenging.

We optimized the system parameters by classifying subsets of the database, using
several cross–validation experiments. In the following experiments, 10,667 images
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Fig. 23.4: Images from IRMA category (left to right): ‘Overview image, Mediolat-
eral, Left hip, Musculosceletal system’. Large intra–class variability can be seen.

Fig. 23.5: Visually similar frontal chest categories in the IRMA database: (a) ‘High
beam energy, Posteroanterior’, (b) ‘Child filter, Anteroposterior - inspiration’, (c)
‘High beam energy, Posteroanterior - expiration’: (d) ‘High beam energy, Antero-
posterior - supine’.

Fig. 23.6: Sample images with artifacts near the borders, such as misaligned x–ray
frame, blacked out bars and various labels.

were used for training and 2,000 randomly drawn images were used for testing and
verification. The optimization is performed independently in three steps: finding
the optimal set of local features, finding optimal dictionary size, and optimizing
classifier parameters.
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Table 23.1: Comparison of different features

Features Average % Standard Deviation
Raw Patches 88.43 0.32
SIFT 90.80 0.41
Normalized 91.29 0.56

23.3.1 Sensitivity Analysis

We examined three feature extraction strategies: raw patches, raw patches with nor-
malized variance, and SIFT descriptors. In all cases we added spatial coordinates
to the feature vector. We used dense extraction of features around every pixel in
the image. There are often strong artifacts near the image border that are not rele-
vant to the image category, as seen in Figure 23.6, so a 5% margin from the image
border was ignored. The feature extraction step produces about 100,000 to 200,000
features from a single image. It is our experience that x–ray images from the same
category usually appear in a similar scale and orientation in a given archive. In this
task the invariance of the SIFT features to scale and orientation is thus unnecessary.
We used SIFT descriptors taken at a single scale, without aligning the orientation, as
in (Tommasi et al, 2008). Raw patches, normalized patches and the 128 dimensional
SIFT descriptors were dimensionally reduced using PCA.

Table 23.1 summarizes the classification results of the three feature sets. Normal-
izing patch variance improved the classification rate compared to raw patches. The
gain can be attributed to the local contrast invariance achieved in this step. In this
task, using normalized patches proved marginally preferable to SIFT descriptors
in terms of classification accuracy. However, when using raw patches, the feature
extraction step was significantly faster than with SIFT descriptors, as seen in Fig-
ure 23.7. The majority of the running time was spent in the image representation
step; this step took over three seconds per image with the SIFT features, but less
than half a second with the simpler variance–normalized raw patches. Time was
measured on a dual quad–core Intel Xeon 2.33 GHz. In the following sections vari-
ance normalized raw patches are used as features.

Figure 23.8 depicts the effect of using four to ten components for variance–
normalized raw patches. It can be seen that the number of components had a minimal
effect on classification accuracy. The addition of spatial coordinates to the feature
set, on the other hand, improved classification performance noticeably, as seen in
Figure 23.9. We found that when using seven PCA components, the optimal range
for the x,y coordinates was [−3,3]. Bars show means and standard deviations from
20 cross validation experiments running on 1,000 random test images.

We next investigated the appropriate number of words in the dictionary. As Fig-
ure 23.10 shows, increasing the number of dictionary words proved useful up to
1,000 words. Adding additional words after that point increased the computational
time with no evident improvement in the classification rate. Combining the above,
the classification system used normalized raw patch features, with seven PCA com-
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Fig. 23.7: Running time using SIFT descriptors and normalized raw patches.

Fig. 23.8: Effect of the number of PCA components in a patch on classification
accuracy

Table 23.2: Comparison of distance metrics using a k–nearest neighbor classifier
(k=3).

Distance metric Accuracy %
L2 78.3
SKL 80.7
JD 82.0
L1 82.6

ponents, spatial features with weight [-3,3], and 1,000 visual words. Using the SVM
with a histogram intersection kernel achieved a classification accuracy of 91.29%.
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Fig. 23.9: Effect of spatial features: Weight of spatial features (x–axis); Classifica-
tion accuracy (y–axis).

Fig. 23.10: Effect of dictionary size on classification accuracy.

23.3.2 Optimizing the Classifier

We used the k–Nearest Neighbor (KNN) classifier with several distance metrics:
the Symmetric Kullback-Leibler (SKL) distance, the Jeffrey Divergence (JD), L1

and L2. Table 23.2 summarizes the classification success rate for these metrics. L1

metric showed the best performance, while L2 was the weakest by a margin of over
4%.

Note that the SVM classifier achieved over 90% accuracy in our earlier experi-
ments, and is therefore clearly superior to the best KNN classifier. We next exam-
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Fig. 23.11: Cross validation of SVM parameters using (a): χ2 kernel (b): RBF kernel
(c): Histogram intersection kernel.

ined two additional kernel types with the SVM classifier: the Radial Basis Function
(RBF) and the χ2 kernels. We used the optimal features and dictionary size consis-
tently across all experiments. For these kernel types the SVM cost parameter C, and
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Table 23.3: Comparison of SVM kernel types, for 1-scale and 3-scale models.

Kernel Average % 1-scale Average % 3-scales
Radial Basis 91.45 91.59
Histogram Intersection 91.29 91.89
χ2 91.62 91.95

Fig. 23.12: Detecting category ‘posteroanterior, left hand’: (a),(b),(c),(d) Correctly
classified. (e) False negative, misclassified as ‘left anterior oblique, left hand’. False
positives come from categories: (f) anteroposterior, left carpal joint (g) anteroposte-
rior, left foot (h) right anterior oblique, right foot.

free kernel parameter γ , were scanned simultaneously over a grid to find the clas-
sifier’s optimal working point. The histogram intersection kernel has no free kernel
parameter, the optimization is one dimensional over the SVM cost parameter. These
experiments are depicted in Figure 23.11. Table 23.3 summarizes the best parame-
ters for the different kernels. The χ2 kernel is ranked first by a small margin with
91.62% accuracy, followed by the RBF kernel with 91.45%.

In the final experiment, we took information from multiple image scales into
account by repeating the dictionary creation step on scaled–down versions of the
original image. The image representation was thus a concatenation of histograms
built on the single scale dictionaries. We used three scales: the original image, 1/2
size and 1/8 size. Using three scales further improved the accuracy for all kernels,
as seen in the right–most column of Table 23.3. The average classification accuracy
with the χ2 kernel was 91.95%.
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Fig. 23.13: Confusion matrix of 116 categories — logarithmic scale.

23.3.3 Classification Results

Figure 23.12 demonstrates the subtlety of the challenge by examining the classifi-
cation accuracy of a single category: ‘Posteroanterior, Left hand’. In this run there
were 2,000 random test images, with 57 images from the examined category, out
of which 56 were correctly detected by the described system as shown in Fig-
ure 23.12(a,b,c,d). Only one image, Figure 23.12(e), was falsely classified and was
detected as a neighboring category – ‘Left anterior oblique, Left hand’ (false neg-
ative). Three images from other categories, Figure 23.12(f,g,h), were misclassified
as ‘Posteroanterior, Left hand’ (false positives). These images have strong visual
resemblance to the left hand category. A complete confusion matrix of the overall
system running on 2,000 random images is displayed in Figure 23.13.

The ImageCLEF medical image annotation challenge increased in database size
and labels complexity throughout the years, from 53 and 116 numerical labels in
2005 and 2006, to 116 and 193 IRMA codes in 2007 and 2008. The distribution of
images across the categories is non–uniform, as seen in Figure 23.14. In 2009 the
challenge was held for the last time; it used the four labeling sets of previous years,
and examined classification accuracy of algorithms as the complexity of categories
increases, on 1,733 previously unseen images. The error–counting scheme takes
into account the hierarchical structure of the IRMA code — the penalty is greater
for errors made in higher levels of the hierarchy (Deselaers et al, 2008).

In our above experiments the system parameters were tuned using only the labels
from ImageCLEF 2007. Each of the 116 categories was treated as a separate label,
disregarding the hierarchical nature of the IRMA code. The system was applied to
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Fig. 23.14: Distribution of category labels.

Table 23.4: First and second best error scores in ImageCLEF 2009 medical annota-
tion task. Lower is better.

Run 2005 2006 2007 2008 Sum
This work 356 263 64.3 169.5 852.8
Second best - Idiap (Tommasi et al, 2009) 393 260 67.23 178.93 899.16

the four labeling sets, and submitted to the ImageCLEF 2009 medical annotation
challenge.

Table 23.4 shows the accuracy of the classification system on the four labeling
sets in ImageCLEF 2009 medical annotation task and the second best result. Our
system, presented in (Avni et al, 2009), was ranked first on three of the four labeling
sets (2005, 2007 and 2008), and first in the overall error score.

23.4 Discussion

In this chapter we presented a visual words approach to medical image categoriza-
tion. In our work we investigated the effect of different parameters on the overall
classification score, and tuned the system to achieve high accuracy in classification
of general x–ray images. We showed improvement of the classification score when
including spatial coordinates in the feature vector and when using several dictionar-
ies in multiple scales. In this task using dense and simple features is advantageous
to using SIFT descriptors both in accuracy and computation time, with about half
a second training and classification time per image. We reported state–of–the–art
results in the task of organ and orientation identification in the ImageCLEF 2009
medical annotation challenge. The relatively high accuracy of this work in anno-
tating a large medical archive with nearly 200 categories raises the motivation to
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explore similar approaches for pathology–level categorization, a task with possible
clinical importance.
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Chapter 24
Idiap on Medical Image Classification

Tatiana Tommasi and Francesco Orabona

Abstract The team from the Idiap Research Institute in Martigny, Switzerland,
participated in three editions of the CLEF medical image annotation task always
reaching among the highest positions in the rankings. Here, we present in detailed
form the successful strategies we used in the different editions of the challenge to
face the inter– vs. intra–class image variability, to exploit the hierarchical labeling,
and to cope with the unbalanced distribution of the classes.

24.1 Introduction

This chapter presents the algorithms and results of the Idiap participation in the Im-
ageCLEFmed annotation task in 2007, 2008 and 2009. The goal of the challenge was
to develop an automatic image annotation system able to distinguish x–ray images
on the basis of the body region, the biological system examined, the body orienta-
tion and the imaging modality. The idea is to exploit content–based image analysis
without making use of the textual information generally associated with medical
images. A system performing this task reliably can avoid the cost of manually anno-
tating several terabytes of image data collected annually in radiology departments
and also help in image retrieval.

There are two main issues when working on large databases of medical images:
intra–class variability vs. inter–class similarity and data imbalance. The first prob-
lem is due to the fact that images belonging to the same visual class might look
very different, while images that belong to different visual classes might look very
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similar. Data imbalance is related to the natural statistics of the onset of diseases in
the different parts of the body, thus it reflects the a priori probabilities of the routine
diagnosis in a radiological clinic. To overcome both these problems, an automatic
annotation system needs to use the most discriminative information from the avail-
able data; it also needs to be able to weigh properly the information coming from
differently populated classes in the learning process.

For the CLEF challenge, the images were identified on the basis of the Image
Retrieval in Medical Applications (IRMA) code (Lehmann et al, 2003). This is a
multi–axial hierarchical scheme, which adds a further difficulty in the annotation
process.

In our experience as participants of the ImageCLEFmed challenge, we tackled
these problems and proposed different discriminative solutions based on Support
Vector Machines (SVM) (Cristianini and Shawe-Taylor, 2000). In 2007 and 2008
our best run ranked first, while in 2009 the run reproducing the winning strategy of
2008 ranked second.

In the rest of the chapter we will focus on a number of issues as follows: Sec-
tion 24.2 gives details about how we combined multiple cues to face the inter–class
vs. intra–class variability; Section 24.3 introduces our confidence–based approach
to exploit the hierarchical structure of the data; and Section 24.4 describes our strat-
egy to overcome the data imbalance by creating virtual examples. Finally in Sec-
tion 24.5 we describe our experimental set–up and summarize our results. Conclu-
sions are drawn in Section 24.6.

24.2 Multiple Cues for Image Annotation

Several authors tried to address the inter-class vs. intra–class variability problem
using local and global features, and more generally different types of descrip-
tors, separately or combined together in a multiple cues approach (Müller et al,
2006; Güld et al, 2006; Florea et al, 2006). For some of these examples the per-
formance was not very good. However, years of research on visual recognition in
other domains have shown clearly that multiple cue methods outperform single–
feature approaches (Matas et al, 1995; Mel, 1997; Sun, 2003). To have the max-
imum advantage from cue integration, each feature should represent a different
aspect of the data allowing for a more informed decision. Heterogeneous and
complementary visual cues, bringing different information content, were success-
fully used in the past (Slater and Healey, 1995; Mel, 1997; Nilsback and Caputo,
2004; Gehler and Nowozin, 2009). Regarding the integration techniques, they can
all be reduced to one of these three approaches: high–level, mid–level and low–
level integration (Sanderson and Paliwal, 2004; Polikar, 2006). Figure 24.1 illus-
trates schematically the basic ideas behind these methods.

Participating in the ImageCLEF challenge we proposed a discriminative ap-
proach for integration of cues by defining three strategies, one for each of the pos-
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Fig. 24.1: A schematic illustration of the high–level, mid–level and low–level cue
integration approaches.

sible levels of cue integration. The methods used are described in detail in the fol-
lowing sections.

24.2.1 High–Level Integration

High–level cue integration methods start from the output of two or more clas-
sifiers dealing with complementary information. Each of them produces an in-
dividual hypothesis about the object to be classified. All these hypotheses are
then combined together to achieve a consensus decision. We applied this integra-
tion strategy using the Discriminative Accumulation Scheme (DAS) proposed first
in (Nilsback and Caputo, 2004). It is based on a weak coupling method called accu-
mulation, which does not neglect any cue contribution. Its main idea is that infor-
mation from different cues can be summed together.

Suppose we are given M object classes and for each class a set of Nj training

images {I j
i }

Nj
i=1, j = 1, . . .M. For each image we extract a set of P different fea-

tures Tp(I
j

i ), p = 1 . . .P so that for an object j we have P new training sets. For each
feature we train an SVM. Kernel functions may differ from cue to cue and model
parameters can be estimated via cross validation. Given a test image Î and assum-
ing M ≥ 2, for each single–cue SVM we compute the distance from the separating
hyperplane D j(p), p = 1 . . .P. After collecting all the distances {D j(p)}P

p=1 for all

the M objects and the P cues, we classify the image Î using the linear combination:
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j∗ = arg max
j=1...M

{
P

∑
p=1

apD j(p)

}

. (24.1)

The coefficients {ap}P
p=1 ∈ ℜ+ are determined via cross validation during the train-

ing phase.

24.2.2 Mid–Level Integration

Combining cues at the mid–level means that the different feature descriptors are
kept separated, but they are integrated in a single classifier generating the final hy-
pothesis. To implement this approach we developed a scheme based on multi–class
SVMs with a Multi Cue Kernel, KMC. This new kernel combines different features
(Tp(I)) extracted from the images (I):

KMC({Tp(Ii)}p,{Tp(I)}p) =
P

∑
p=1

apKp(Tp(Ii),Tp(I)),
P

∑
p=1

ap = 1 . (24.2)

The Multi Cue Kernel is a Mercer kernel, as positively weighted linear combi-
nations of Mercer kernels are Mercer kernels themselves (Cristianini and Shawe-
Taylor, 2000). In this way it is possible to perform only one classification step,
identifying the best weighting factors ap ∈ ℜ+ through cross validation while de-
termining the optimal separating hyperplane. This means that the coefficients ap are
guaranteed to be optimal.

24.2.3 Low–Level Integration

To combine cues it is also possible to use a low–level fusion strategy, starting from
the descriptors and combining them in a new representation. In this way the cue
integration does not directly involve the classification step. Here we use feature
concatenation: two feature vectors fi and ci are combined into a single feature vec-
tor vi = ( fi,ci) that is normalized to have its sum equal to one and is then used for
classification. In this way the information related to each cue is mixed without a
weighting factor that allows it to control the influence of each information channel
on the final recognition result. A general drawback of this method is that the di-
mensionality of the feature vector increases as the number of cues grows, implying
longer learning and recognition times, higher memory requirements and possibly
risks curse of dimensionality effects.
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24.3 Exploiting the Hierarchical Structure of Data: Confidence
Based Opinion Fusion

The evaluation scheme for the medical image annotation task addresses the hierar-
chical structure of the IRMA code considering the number of possible choices at
each node and the position of each node in the hierarchy. So, wrong decisions in
easy nodes were penalized more than wrong decisions in difficult nodes, and mis-
takes at an early stage in the code were more costly than at a later stage. Moreover,
the error evaluation method allowed the classifier to decide a ‘don’t know’ at any
level of the code, independently for each of the four axes: image modality, body
orientation, body region and biological system (Lehmann et al, 2003).

In 2007 and 2008 many groups participating in the ImageCLEF medical anno-
tation task tried to exploit the hierarchical labeling of the images classifying sep-
arately on the four axes of the IRMA code. However, analyzing the results, it was
observed that the top–performing runs used each individual code as a class, using a
flat classification approach which did not use the hierarchy (Deselaers et al, 2008).
The only way to take advantage of the hierarchy seemed to be by exploiting the use
of wildcard characters. Thus models which estimate the classifier’s confidence in its
decisions could be useful.

Discriminative classifiers usually do not provide any out–of–the–box solutions
for estimating the confidence in the decision, but in some cases they can be trans-
formed into opinion makers on the basis of the value of the discriminative function.
In the case of SVM, it can be done by considering the distances between the test
samples and the classification hyperplane. This approach turns out to be very effi-
cient due to the use of kernel functions and does not require additional processing
in the training phase.

In the one–vs.–all multi–class extension of SVM, if M is the number of classes,
M SVMs are trained, each separating a single class from all remaining ones. The
decision is then based on the distances of the test sample, xxx, to the M hyperplanes,
D j(xxx), j = 1 . . .M. The final output is the class corresponding to the hyperplane for
which the distance is largest:

j∗ = arg max
j=1...M

D j(xxx) . (24.3)

If now we think of the confidence as a measure of unambiguity of the decision, we
can define it as the difference between the maximal and the next largest distance:

C(xxx) = D j∗(xxx)− max
j=1...M, j 
= j∗

D j(xxx) . (24.4)

The value C(xxx) can be thresholded to obtain a binary confidence measure. Hence a
confident prediction is assumed if C(xxx) > τ , for a given threshold τ . In the cases in
which the decision is not confident, we decided to compare the labels corresponding
to the first two margins and to put a ‘don’t know’ term in the points of the code in
which they differ.
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24.4 Facing the Class Imbalance Problem: Virtual Examples

Unbalanced data sets define a challenging problem in machine learning. Classifiers
generally perform poorly on unevenly distributed data sets because they are de-
signed to generalize from sample data and output the simplest hypothesis that best
fits them. In a binary problem with negative instances which heavily outnumber
the positive ones, this means classifying almost all instances as negative. On the
other hand, making the classifier too specific may make it sensitive to noise and
prone to overfitting. Although SVMs have shown remarkable success in many ap-
plications, their capabilities are very limited when applied to the problem of learn-
ing from multi–class databases in which some of classes are sparsely populated.
There are two known approaches to solve this problem. One is to bias the classi-
fier so that it pays more attention to samples from poorly populated classes. This
can be done, for instance, by increasing the penalty associated with misclassifying
the class with few data with respect to the others. The second approach is to pre–
process the data by resampling methods (Akbani et al, 2004). A possible alternative
to resampling consists in exploiting the known invariances of the data to gener-
ate new synthetic minority instances and rebalance the data set. We adopted this
solution.

Keysers et al (2003), the creators of the IRMA corpus used for the ImageCLEF
challenge, explain that small transformations of the images do not alter their class
membership. Therefore to improve the classification reliability, we enriched the
poorly populated classes producing virtual examples as slightly modified copies of
the training images. We increased and decreased each image side (100, 50 pixels);
rotated them right and left (20, 40 degrees); shifted right, left, up, down and in the
four diagonal directions (50 pixels); increased and decreased the brightness (add
and subtract 20 to the original gray level). Thus the number of images in the poorly
populated classes (with less than ten images) was increased by a factor of 17.

24.5 Experiments

All the techniques described above were optimized on the training set released and
applied on the unlabeled test set of the last three editions of the CLEF challenge. In
the following subsections we summarize the specific choices made in running the
experiments and the results obtained.

24.5.1 Features

To extract different and complementary information from the images, we chose two
types of features that were then combined with the high–, mid– and low–level in-
tegration strategies. In 2007 we combined a local (modSIFT) and a global feature
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(Raw Pixels), while in 2008 and 2009 we considered two different local cues (mod-
SIFT and LBP).
ModSIFT. Scale Invariant Feature Transform (SIFT) (Lowe, 1999) is a well known

algorithm in computer vision used to detect and describe local features in images.
We decided to use it adopting a bag–of–words approach: analogous to text clas-
sification, the basic idea is to sample image patches and to match them to a set of
pre–specified ‘visual words’. Note that the ordering of the visual words is not impor-
tant and only the frequency of appearance of each word is used to form the feature
vectors. The main implementation choices are thus: (1) how to sample patches, (2)
what visual patch descriptor to use, and (3) how to build the vocabulary.

Regarding point (1), we used random sampling. Due to the low contrast of the
radiographs it would be difficult to use any interest point detector. Moreover it has
been pointed out by different papers and systematically verified by Nowak et al
(2006) that a dense random sampling is always superior to any strategy based on
interest point detectors for image classification tasks.

Regarding point (2), we decided to use a modified version of the SIFT descriptor.
SIFTs are designed to describe an area of an image so as to be robust to noise,
illumination, scale, translation and rotation changes. Given the specific constraints
of our classification task, we slightly modified the classical version of this descriptor.
The SIFT rotation invariance is not relevant for the ImageCLEFmed classification
task, as the various structures in the radiographs are likely to always appear with
the same orientation. Moreover, the scale is not likely to change too much between
images of the same class. Hence a rotation– and scale–invariant descriptor could
discard useful information for the classification. Thus we extracted the points at only
one octave, the one that gave us the best classification performance on a validation
set, and we removed the rotation–invariance. We call the modified SIFT descriptor
modSIFT.

Regarding point (3), we built the vocabulary randomly sampling 30 points of
each input image and extracting a modSIFT feature at each point. The visual words
are created using an unsupervised K–means clustering algorithm. Note that in this
phase both training and test images could be used, because the process does not
need the labels. We chose K template modSIFTs with K equal to 500 and thus
defined a vocabulary with 500 words. Various sizes of vocabulary were tested
(K = 500,1,000,2,000). Preliminary results on a validation set showed no signif-
icant differences in performance between these three vocabulary sizes. We chose
therefore K = 500, the smallest, for computational reasons.

Finally, the feature vector for an image is defined by extracting a random collec-
tion of points from the images. The resulting distribution of descriptors in the feature
space is then quantized in the visual words of the vocabulary and converted into a
frequency histogram. To add some spatial information, we decided to divide the
images into four parts, collecting the histograms separately. In this way the dimen-
sion of the input space is multiplied by four (feature vector with 500× 4 = 2,000
elements) but in our tests we gained about 3% in classification performance. We ex-
tracted 1,500 modSIFTs in each sub–image: such dense sampling adds robustness
to the process. Figure 24.2 shows an example of the extracted local features.
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(a) (b)

Fig. 24.2: (a) The four most present visual words in the image are drawn, each
with a different color (better viewed in color). The square in the upper left corner
represents the size of the patch used for computing the modSIFT descriptor. (b)
Total counts of the visual words in the four sub–images.

In 2008 and 2009 we slightly modified the modSIFT feature inspired by the ap-
proach in (Lazebnik et al, 2006). We added to the original vector the histogram ob-
tained extracting the feature from the whole image producing a final vector of 2,500
elements.

LBP. Local Binary Patterns (LBP) (Ojala et al, 2002) have been used extensively
in face recognition, object classification (Ahonen et al, 2006; Zhang et al, 2007) and
also in the medical area (Unay et al, 2007; Oliver et al, 2007). The basic idea of LBP
is to build a binary code that describes the local texture pattern in a circular region
thresholding each neighborhood on the circle by the gray value of its center. After
choosing the dimension of the radius R and the number of points P to be consid-
ered on each circle, the images are scanned with the LBP operator pixel by pixel
and the outputs are accumulated into a discrete histogram (Ojala et al, 2002). The
operator is gray–scale invariant, moreover we used the riu2 rotational invariant LBP
version which considers the uniform patterns with two spatial transitions (LBPriu2

P,R ;
(Ojala et al, 2002)).

Our preliminary results on a validation set showed that the best way to use LBP
on the medical image database at hand was by combining a two dimensional his-
togram LBPriu2

8,8 with LBPriu2
16,12 and concatenating it with the two dimensional his-

togram made by LBPriu2
16,18 together with LBPriu2

24,22. In this way a feature vector of 648
elements is obtained. Each image is divided into four parts, one vector is extracted
from each sub–image and from the central area and then they are concatenated pro-
ducing a vector of 3,240 elements (see Figure 24.3).

Raw Pixels. We used the raw pixels as simplest possible global descriptor. Pre-
liminary results on a validation set showed that downscaling images to 32 x 32 pixels
did not produce any significant difference compared to downscaling to 48 x 48 but
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Fig. 24.3: A schematic drawing which shows how we built the texture feature vec-
tor combining the 1–dimensional histograms produced by the LBP operators in 2–
dimensional histograms.

Fig. 24.4: An example showing the raw pixel representation.

the classification performance was better than that obtained on 16 x 16 images. So
the images were resized to 32 x 32, regardless of the original dimension. The ob-
tained 1,024 pixel intensity values were then normalized to have sum equal to 1 and
used as input features. Figure 24.4 shows how we built the raw pixel representation
for each image.

24.5.2 Classifier

SVMs are a class of learning algorithms based on Statistical Learning Theory (Cris-
tianini and Shawe-Taylor, 2000). Born as a linear classifier, SVM can be easily
extended to nonlinear domains through the use of kernel functions. The kernels
implicitly map the input space to a higher dimensional space, even with infinite di-
mensions. At the same time the generalization power of the classifier is kept under
control by a regularization term that avoids overfitting in such high dimensional
spaces (Cristianini and Shawe-Taylor, 2000).
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The choice of the kernel heavily affects the performance of the SVM. We used
an exponential χ2 kernel for all the feature types and integration approaches, which
is a valid kernel as proved in (Fowlkes et al, 2004):

K(x,y) = exp

(

−γ
N

∑
i=1

(xi − yi)2

|xi + yi|

)

. (24.5)

In our experiments we also tested the linear kernel and the Radial Basis Function
(RBF) kernel, but all of them gave worse results than the χ2. The parameter γ was
tuned through cross-validation together with the SVM cost parameter C.

Even if the labels are hierarchical, we used the standard one–vs.–all and one–
vs.–one multi–class approaches. We verified experimentally that with our features,
the recognition rate was lower using an axis–wise classification. This could be due
to the fact that each super–class has a variability so high that our features are not
able to model it, while they can model the small sub–classes very well.

24.5.3 Experimental Set–up and Results

To obtain reliable results in the training phase we used all the images released from
the CLEF organizers, not considering the distinction between training and validation
when it was suggested. Our strategy was to create five disjoint train/test splits on
which to optimize the learning parameters. The performance was evaluated on the
basis of the error score, the same as used in a second stage to rank the runs submitted
to the challenge.

In 2008 and 2009, to take care of the class imbalance, the released database was
divided into:

• rich set: images belonging to classes with more than ten elements. From this
group we built five disjoint sets, rich traini/rich testi, where the test sets were
created by randomly extracting five images for each of the classes. Note that in
this way we automatically considered a normalization on the classes.

• poor set: images belonging to classes with less than ten elements. We used the
whole poor set as a second test set.

We trained the classifier on the rich traini set and tested both on the rich testi and
on the poor set, for each of the five splits. In this way, although the classes with
few images were not considered in the training phase, we could evaluate the per-
formance of the classifier to assign to those images the corresponding nearest class
in the hierarchy. The error score was evaluated using the program released by the
ImageCLEF organizers. The score values were normalized by the number of images
in the corresponding test set, producing two average error scores. They were then
multiplied by 500 and summed together supposing an ideal test set of 1,000 samples
constituted half by images from the rich set and half by images from the poor set.
The average of the scores obtained on the five splits is an estimator of the expected
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Table 24.1: Ranking of our runs, name, score, and gain with respect to the best run of
other participants (RWTHi6-4RUN-MV3) in 2007. The Low level cues integration
was used only after the challenge. ‘oa’ and ‘oo’ indicate respectively the one–vs.–all
and one–vs.–one SVM multi–class extensions.

Rank Name Score Gain
1 Mid oa 26.85 4.08

Low oa 26.96 3.96
Low oo 26.99 3.93

2 Mid oo 27.54 3.38
3 modSIFT oo 28.73 2.20
4 modSIFT oa 29.46 1.47
5 High 29.90 1.03
6 RWTHi6-4RUN-MV3 30.93 0
28 PIXEL oa 68.21 −37.28
29 PIXEL oo 72.41 −41.48

value of the score. Each parameter in our methods was found by optimizing this
expected score.

To evaluate the effect of introducing virtual examples in the poor set we extracted
from it only images belonging to classes with more than one element. We called this
set poor more. From this set we created six poor more train j/poor more test j splits,
where the train sets were defined extracting one image from each of the classes.
Each poor more train set was enriched with the virtual examples as described in
Section 24.4. Then we combined these sets joining rich traini and poor more train j

to build the training set and testing separately on rich testi and poor more test j.
Tables 24.1, 24.2, and 24.3 summarize all the results obtained by the Idiap team

runs in 2007, 2008 and 2009 with the relative gain with respect to the best result
from the other participating groups. In 2009 we participated in the ImageCLEFmed
challenge organization and we decided to simply reuse the best approaches proposed
in 2008, submitting these as baseline runs.

24.6 Conclusions

The Idiap team participated in the CLEF medical image annotation task from 2007
to 2009 proposing discriminative approaches coming from the image classification
and recognition domain. The methods used are based on a combination of different
local and global features and SVM as the classifier, together with specific solutions
to face the class imbalance problem and to exploit the hierarchical labeling struc-
ture of data. On the basis of the results obtained we can state that the strategies
adopted are suited to solve the challenging issue of annotating a large medical im-
age database.
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Table 24.2: Ranking of our submitted runs, name, score and gain with respect to the
best run of the other participants (TAU-BIOMED-svm full) in 2008. The extension
‘virtual’ stands for poor class enrichment by the use of virtual examples; ‘confi-
dence’ stands for the combination of the first two SVM margins for the confidence
based opinion fusion. For all the runs we used the one–vs.–all SVM multi–class
extension.

Rank Name Score Gain
1 Low virtual confidence 74.92 30.83
2 Low virtual 83.45 22.30
3 Low confidence 83.79 21.96
4 Mid virtual confidence 85.91 19.84
5 Low 93.20 12.55
6 modSIFT 100.27 5.48
7 TAU-BIOMED-svm full 105.75 0
11 LBP 128.58 −22.83

Table 24.3: Ranking of our submitted runs, name, score and gain with respect to
the best run of the other participants (TAUbiomed) in 2009. The extension ‘virtual’
stands for poor class enrichment by the use of virtual examples; ‘confidence’ stands
for the combination of the first two SVM margins for the confidence based opinion
fusion. For all the runs we used the one–vs.–all SVM multi–class extension.

Rank Name Score Gain
1 TAUbiomed 852.8 0
2 Low virtual confidence 899.16 −46.36
3 Low confidence: 899.4 −46.6
4 Low 1039.63 −186.83
5 Low virtual 1042 −189.2
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Chapter 25
Press Association Images — Image Retrieval
Challenges

Martin Stephens and Dhavalkumar Thakker

Abstract In order to maximise the potential benefits of large repositories of digi-
tal images available both publicly and in private collections, intelligent information
retrieval systems are required. Unfortunately, most image search engines rely on
free–text search that often returns non–relevant results based on the occurrence of
search keywords in text accompanying the images being matched purely at a lexical,
rather than a semantic, level. In this chapter we report on ongoing work at Press As-
sociation Images on building a semantically–enabled image annotation and retrieval
engine that relies on methodically structured ontologies for image annotation, thus
allowing for more intelligent reasoning about the image content and subsequently
improving the end–user browsing experience.

25.1 Press Association Images — A Brief History

25.1.1 The Press Association

“The Press Association1 (Moncrieff, 2005) is the backbone and the flesh of British jour-
nalism. But it does not wear jazzy clothes. Every day since its birth in 1868 — with very
few insignificant blips — the PA has poured out word and (in the last fifty years or so)
pictures that, as often as not, have provided the essential material for every morning and
evening newspaper in the British Isles — and, more recently, for radio and television as
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well. Throughout the media industry, the PA has a reputation for speed, accuracy, fairness
and flexibility.”

So starts Chris Moncrieff’s history of the Press Association: ‘Living on a Dead-
line’. Moncrieff was the Press Association’s Political Editor and in the foreword to
the book Tony Blair, the then serving Prime Minister, describes him and the Press
Association as follows:

“For those like myself who entered Parliament in 1983, the Press Association was personi-
fied by the distinctive and seemingly ever–present figure of Chris Moncrieff, the PA’s then
political editor. Although many political journalists were more famous in the wider world,
you quickly learnt that few were more important than Chris — and that none was more
careful to ensure he did not abuse his position or the influence it gave him. What marked
out Chris — and continues to mark out his successors and the PA itself — is their pride in
trying to report the news quickly, accurately and fairly.”

The aim of providing news, pictures and more recently video in a quick and unbiased
way is at the core of what the Press Association does. It is strange to think in this era
of high speed Internet and fibre optic cables that the roots of a modern news agency
can be traced back to a law given royal assent by Queen Victoria on the 31st July,
1868. The bill, The Telegraph Act proposed by Disraeli’s Conservative government,
nationalized the private telegraph companies in the United Kingdom.

Moncrieff describes the coming of the telegraph wires as a revolution:

“They had been put up along more than two thousand miles of railway track and were
created primarily to carry messages for the train companies. But it was soon realised that
they could carry news of events as well. Before their arrival, newspapers had to wait for
news notes carried by sailing ships, horse riders, donkey carts and pigeons.”

Prior to the act the telegraph wires were in the hands of private companies which
effectively held the regional newspapers to ransom. They provided vital information
such as parliamentary reports, speeches, commercial information and sport from
outside the newspaper’s circulation area, but with a monopoly on supply charged
high prices and often provided reports that were full of errors. Any complaints from
the papers were met with increased charges.

The regional newspaper owners came together as the act was being passed to
form The Press Association, whose objectives were to record with accuracy and
without bias all events of sufficient news interest, free from all outside pressure and
to circulate the reports as quickly as possible using the telegraph wires.

The Press Association was registered as a limited company on the 6th November,
1868. It is today still owned by newspaper groups, both national and regional, and
though the technology has changed its core aim remains the same. The PA is trusted
to provide accurate information, be that in the form of words, video or pictures and
their associated captions.

Perhaps the most famous example of the work of the PA in recent memory is the
short newsflash which ran on The Press Association’s wire at 04.41 on Sunday, 31
August 1997 which read: “Diana, Princess of Wales, has died, according to British
sources, the Press Association has learned this morning.” It is as a result of the high
regard The PA is held in, that despite no official announcement being available,
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the world’s media accepted this news and reported it. On a more lighthearted note
Chris Moncrieff’s position in political history was sealed in 2007 when the newly
refurbished café bar at the Press Gallery in the Palace of Westminster was named
Moncrieff’s.

25.1.2 Images at the Press Association

For the first 77 years of its existence The Press Association’s output was just words
but in 1945 pictures were added as part of the regional papers’ Comprehensive Ser-
vice. The initial aim was to supply provincial newspapers with up to 30 pictures a
week, which would either be delivered to their London offices or dispatched by train
parcels to the regions. It is interesting to note that today at busy times 1945’s weekly
target of 30 pictures could easily be sent out within one hour.

The 26th November 1945, the day the picture service was launched, was a quiet
news day. However, a picture taken just a moment’s walk from The Press Associa-
tion’s Fleet Street offices of a local gas strike was well used by the papers, including
the front page of the London Evening News. The picture, taken by Roy Illingworth
— one of PA’s seven staff photographers — contrasted the gloom of Fleet Street,
blacked out as a result of the strike, with the blaze of light in the City of Westmin-
ster just a few yards away (see Figure 25.1).

At its launch, in addition to the photographers, darkroom technicians and mes-
sengers, the picture department staff included two very important people: a picture
librarian and a salesman. It is testament to the quality of the work of the picture
librarian that the picture of the gas strike can still be found in The Press Associa-
tion library and shows that even in its earliest days the need for archiving and the
potential value of images was recognised.

The Press Association came relatively late to photography. Many photographic
press agencies had been in existence since the 19th century. Agencies such as Cen-
tral News, Central Press, Barratts and Sport & General were providing picture ser-
vices well before the PA started its service. Through acquisitions and representation
agreements the PA’s picture library, Press Association Images, has over the years
become home to the collections of a number of these agencies, including the Cen-
tral News collection, which takes the library’s archive right back to the start of The
Press Association with its earliest pictures dating from the 1860s.

These collections, counted in the millions of images and each bringing with them
the idiosyncrasies of their picture librarians, are stored in the Press Association Im-
ages offices. Formats range from the earliest glass plates through to colour negatives
which were shot until the advent of professional digital cameras meant the need for
speed marked the end of well over 100 years of reliance on film of various types to
record news events.

The Press Association’s current digital archive holds about 7.5 million images,
a figure that may be out of date before this sentence is finished. With its own staff
photographers and with representation agreements in place with a wide range of
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agencies and photographers from around the world, including The Associated Press,
in excess of 35,000 new images are added to the database in an average week. Fig-
ure 25.2 shows examples from the current archive.

25.2 User Search Behaviour

25.2.1 Types of Users

There are around 25,000 active users of the Press Association Images database.
They access the system via a Web interface2. The same system is used by Press

Fig. 25.1: The first image of the PA archives.

2 http://www.pressassociation.com/images/

http://www.pressassociation.com/images/
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Fig. 25.2: Example images from the Press Association’s historical and contemporary
archives.

Association Images staff, those within the larger PA Group and the organisation’s
customers.

Some users will access the system and search for images on a very regular basis,
while others may only use the database once or twice a year depending on the sort
of projects they work on.

In terms of experience, the range of users is extremely wide. Some users will
be images specialists, for example those working for newspapers or magazines em-
ployed to locate images from a number of sources for their publications. These users,
which would include many of Press Association Images’ own staff, will spend a
large part of their day searching for images and will often have a very clear idea of
what they are searching for. At the other extreme may be a user who is asked to find
a picture for a company annual report once a year, who has no other involvement
with image searching.

Press Association Images employs a large team of account managers and picture
researchers to assist all users and advise on search techniques but recognises that
some users will not make contact if they are not finding what they want and therefore
strives to makes its on–line system as user–friendly as possible.

25.2.2 Types of Search

The system offers users two options for entering their search terms, a simple and an
advanced search. Through these search screen users are able to build, if they desire,
complex searches to narrow their potential results. Factors such as the date of an
image, the photographer’s name and the copyright holder can all be used in addition
to multiple search terms.

These complex searches are suitable for some of the users and also for some
images requirements. A user trying to locate the gas strike picture described earlier
knowing the date of the image would be able to locate that specific image very easily
by entering ‘gas strike’ and the specific date.
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Analysis of the query logs has been completed by the company and supported
by work undertaken by the Department of Information Studies, University of
Sheffield (Yang, 2007). From analysing query logs from June 2006 to May 2007,
it was found that the top 25 queries were either names, organisations (e,g. sports
teams) or broad subject categories (e.g. sports). Analysing zero hits (i.e. when a
search returns zero results) showed that the most common reason for this was mis-
spellings of names. The study also found that the majority of queries were very
simple, the most common consisting of one or two words.

25.2.3 Challenges

It is clear that though there is the facility to build complex searches, most searches
only use simple terms where the number of results returned could be very high.
Increased processing speed and a general increase in bandwidth availability does
allow users to browse a larger number of images now than they would have been
able to do in the past, but with such a large database it is very possible that a user
will not find the image they are looking for due to a potentially very high number of
results returned. A search on David Beckham, for example, could potentially return
in excess of 18,000 pictures. It is possible that a user is just looking for a good recent
picture of the footballer which would be returned at the top of search results but they
may actually be looking for something more specific and one of the key challenges
faced is how to help users find what they are looking for if their starting point is a
simple search term.

For such recurring scenarios, an intelligent browsing engine is considered a good
solution. Our search engine in its present form does not provide a separate facility
for browsing images. To develop such a browsing system is challenging for such
a vast image library, as we deal with complex information taxonomy and rich data
sets. For example, the number of entities (e.g. people, places, location, organisa-
tions, etc.) we are dealing with to supply images can be in millions. An ideal system
would allow the annotating of images with descriptive metadata (entities), which
could be used for efficient browsing. We have researched in the areas of Semantic
Web technologies to address some of these challenges and to develop an intelligent
browsing engine.

In the following section we introduce the concept of Semantic Web and outline
how we are using semantic technologies to build a browsing engine.
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25.3 Semantic Web for Multimedia Applications

25.3.1 Introduction to the Semantic Web

The Web was invented by Tim Berners–Lee among others, a physicist working at
the European Organization for Nuclear Research (or CERN). The Semantic Web
is seen as an extension of the current World Wide Web (WWW), defined as fol-
lows (Berners-Lee et al, 2001):

“The next generation WWW is a Web in which machines can converse in a meaningful way,
rather than a web limited to humans requesting HTML pages.”

The fundamental premise of the Semantic Web is to extend the Web’s current
human–oriented interface to a format that is comprehensible to software programs.
Over the years the vision of the Semantic Web has been made realistic by the
W3C’s3 standardization process. Based on the concept of autonomous interpreta-
tion of machine–understandable metadata, Semantic Web technologies can deliver
intelligent management of user–transparent access to an increasingly complex mesh
of interrelated information, which makes these technologies especially appealing
to organizations with complex information taxonomy and rich data sets such as
the Press Association (Moncrieff, 2005), BBC (Kobilarov et al, 2009), Reuters4 and
Yahoo5. The practical adoption of the Semantic Web received boost from the emer-
gence of the Linked Data Cloud concept. The Linked Data Cloud refers to the data
published on the Web in such a way that it is machine–readable, its meaning is ex-
plicitly defined, it is linked to other external data sets, and can in turn be linked to
from external data sets (Bizer et al, 2009a). The Linked Data Cloud can be consid-
ered as medium for domain experts to come together and share the knowledge about
the domains they are expert in by utilizing open Semantic Web standards6.

25.3.2 Success Stories and Research Areas

The developments in the areas of Linked Data Cloud along with maturing Semantic
Web standards such as RDF (Resource description framework), RDFa and SPARQL
(Simple Protocol and RDF Query Language) has accelerated the uptake of seman-
tic technologies to address metadata integration, interoperability, search and text–
mining problems.

3 http://www.w3.org/
4 http://www.opencalais.com/
5 http://developer.yahoo.com/searchmonkey/smguide/faq.html
6 http://linkeddata.org/home/

http://www.w3.org/
http://www.opencalais.com/
http://developer.yahoo.com/searchmonkey/smguide/faq.html
http://linkeddata.org/home/
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25.3.2.1 Metadata Integration and Interoperability

The Linked Data Cloud is a distributed architecture where the suppliers of data ben-
efit from each others contributions. However, the pattern is emerging where some
of the data sets are more dominant in use and have most number of users within
the data sets of cloud and also from outside the cloud. Among these data sets is
DBpedia (Bizer et al, 2009b) which is a community effort to extract structured in-
formation from Wikipedia and to make this information accessible on the Web.
The resulting DBpedia knowledge base currently describes over 2.6 million enti-
ties (Bizer et al, 2009b). Similarly, the Freebase7 data set is generic and is very
rich source of entities. The organisations like the British Broadcasting Corporation
(BBC) (Kobilarov et al, 2009) and the New York times8 utilize Linked Data Clouds
for enriching their metadata by integrating with the cloud data sets. The develop-
ments at Press Association Images is following a similar path as discussed in the
next section.

25.3.2.2 Search and Text Mining

The central premise of the Semantic Web is to extend the current World Wide Web
that is dominated by free–text search engines such as Google and Yahoo!. The best
way to make semantic content searchable for existing search engines is by em-
bedding semantic technologies within existing Web technologies such as XHTML.
RDFa9 is emerging as such a technology that allows adding mark–up to Web pages
to make them understandable for machines as well as people. By adding it, browsers,
search engines, and other software can understand more of the content of the page,
and in so doing offer more services that may end up providing better results for
the user. For example, RDFa is adopted by Yahoo!’s search monkey technology10

(Mika, 2008), Google11 and other commercial search engines. Within organisations,
text–mining systems will come to play a crucial role for building search applica-
tions. The majority of established text–mining systems such as the General Ar-
chitecture for Text Engineering (GATE) (Bontcheva and Cunningham, 2003) and
the Thomson Reuter’s OpenCalais application 12 increasingly utilize Semantic Web
technologies. These complement the role text–mining systems play (extracting im-
portant information) by facilitating the management of such information in a highly
structured manner.

7 http://blog.freebase.com/2008/10/30/introducing_the_rdf_service/
8 http://www.beet.tv/2008/06/the-new-york-ti.html
9 http://www.w3.org/TR/xhtml-rdfa-primer/
10 http://developer.yahoo.net/blog/archives/2008/09/searchmonkey
support for rdfa enabled.html
11 http://www.google.com/support/webmasters/bin/answer.py?hl=en&
answer=146898
12 http://www.opencalais.com/

http://blog.freebase.com/2008/10/30/introducing_the_rdf_service/
http://www.beet.tv/2008/06/the-new-york-ti.html
http://www.w3.org/TR/xhtml-rdfa-primer/
http://developer.yahoo.net/blog/archives/2008/09/searchmonkey_support_for_rdfa_enabled.html
http://developer.yahoo.net/blog/archives/2008/09/searchmonkey_support_for_rdfa_enabled.html
http://www.google.com/support/webmasters/bin/answer.py?hl=en&answer=146898
http://www.google.com/support/webmasters/bin/answer.py?hl=en&answer=146898
http://www.opencalais.com/
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25.3.2.3 Availability of Development Tools

There are many available tools that can assist with the development of Semantic
Web applications, ranging from ontology editors to semantic repositories. Seman-
tic repositories are similar to databases in terms of their storage functionalities, but
contain additional reasoning capabilities. The work done so far on standardization,
especially on the query language SPARQL, has made semantic technologies more
accessible for developers and more aligned to existing database technologies. De-
velopments in the The Linked Data Cloud have provided a clearer business case for
utilizing Semantic Web technologies in a commercial context.

Whilst acknowledging these advances, it is also important to note that there are
still certain hindrances for full–scale adoption of Semantic Web technologies. These
mainly relate to the level of expertise required in developing Semantic Web appli-
cations, the lack of clarity on the use of standards for different types of applications,
and as yet being unable to achieve database–like performance using semantic repos-
itories.

25.3.3 The Semantic Web Project at Press Association Images

Press Association Images is looking into the utilization of Semantic Web technolo-
gies to improve the image search and browse experience for their customers. The
aim is to apply Semantic Web technologies to image retrieval where the semantic
annotation of images should allow retrieval engines to make more intelligent de-
cisions about the relevance of an image to a particular user query, especially for
complex queries (i.e. those containing entities such as the people names). The use
of semantic technologies can significantly improve the computer’s understanding
of the image objects and their interactions by providing a machine–understandable
conceptualization of the various domains that the image represents.

Building Semantic Web browsing systems to achieve this level of intelligence
involves development of three components: a rich data set (set of ontologies and
knowledge base), a text mining system and a user interface. A screenshot of such an
experimental user interface can be seen in Figure 25.3 In the next section we outline
our approach in building a PA data set and a text–mining system.
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Fig. 25.3: A screenshot of the experimental PA Images search system.

25.4 Utilizing Semantic Web Technologies for Improving User
Experience in Image Browsing

25.4.1 PA Data set: Linking to the Linked Data Cloud

1. PA Images Ontology

The first component of the data set is layered OWL (Web Ontology Language) on-
tologies. These ontologies define entities in news, entertainment and sports domains
primarily consisting of people, places, organisations and events. The ontologies
also contain hierarchical classification and inter–relationships between these enti-
ties such as footballers, sport teams, politicians, stadiums, tournaments, actors, and
award events.

2. PA Knowledge Base

The PA Knowledge Base (KB) is the data operating on the PA Images ontology. The
number of entities (i.e. people, places, location, organizations, etc.) we are dealing
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with to supply images can be in millions, hence manual generation of such colossal
amounts of data as part of a knowledge base is a daunting task. However, we alle-
viated the burden of manual compilation of creating such a KB by leveraging the
rich amount of structured knowledge publicly available in the Linked Data Cloud,
especially DBpedia.

As highlighted in the previous section, the BBC Music beta website and few
other websites utilize DBpedia in its original form. As these websites are mainly
information providing sites, compared to our browsing application, the main differ-
ence in requirements is that our application requires optimal data quality especially
in terms of classification and inter–relationships. In terms of data quality, we have
found following limitation of the DBpedia knowledge base:

• DBpedia is less formally structured and is governed by the number of ontologies
where retrieving a particular class of entity will require joining a number of on-
tologies. For example, a comprehensive list of footballers can only be retrieved
by combining Yago, DBpedia and SKOS ontologies.

• The data quality is inferior (to our expectations) as there are considerable incon-
sistencies within DBpedia. For example, some of the object properties do not link
to other entities and instead link to temporal templates. Another example is the
incorrect classification of entities. For example, some of the bands are incorrectly
classified as persons.

In addition to the above shortcomings, we have our own view of the world and
define them differently in the PA Images ontology. As suggested by the DBpedia
authors (Bizer et al, 2009b), an approach to combine the advantages of both worlds
is to interlink DBpedia with hand–crafted ontologies, which enables applications
to use the formal knowledge from these ontologies together with the instance data
from DBpedia.

This brought us to a challenging problem of ontology mapping as the PA Images
ontology has a different set of elements compared to the DBpedia ontology. It is also
worth noting that there might not be a one–to–one mapping available between the
two ontologies; especially the PA Images ontology that contains a smaller number
of classes than DBpedia. There are many efforts in ontology mapping research that
focuses on the application of automatic ontology mapping (Zhou, 2003; Ding et al,
2005); however, we have preferred to perform the mapping by hand due to the fol-
lowing reasons:

• The accuracy required needs to be close to 100%.
• As mentioned earlier, the coverage of data under DBpedia is richer when using

multiple ontologies which require mapping one ontology to many and doing so
that the coverage benefits and redundancy is countered.

There is no automatic ontology mapping approach known to us that fulfils the afore-
mentioned criteria. We have successfully used SPARQL CONSTRUCT13 queries to

13 http://www.w3.org/TR/rdf-sparql-query/

http://www.w3.org/TR/rdf-sparql-query/
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Fig. 25.4: The PA Semantic Annotation System.

achieve an ontology mapping between the PA Images and DBpedia ontologies and
to extract the entities from the DBpedia KB and generate a clean, contextualised PA
KB.

25.4.2 Information Extraction and Semantic Annotation

It is fundamental to our framework that there is a mechanism to annotate images
with descriptive metadata (entities) and to utilize them for efficient browsing. In our
framework as illustrated in Figure 25.4, the metadata generation process is handled
by a GATE14–based text mining system that takes advantage of the rich, domain–
specific PA data set. GATE is an integrated development environment for language
processing.

The Information Extraction (IE) system utilizes GATE for text–mining and con-
tains three components: gazetteers, the JAPE grammar and a disambiguation mod-
ule. The gazetteers are lists of known entities that the system makes use of when
pre-processing text to perform IE tasks such as Named Entity Recognition (NER).
The ontology influences the decision on what information is needed to be stored
in these gazetteers. The JAPE grammar rules allow the detection of additional en-
tities while at the same time confirming whether candidate entities detected by
the gazetteers are in fact valid. For example a gazetteer containing the location

14 http://gate.ac.uk/

http://gate.ac.uk/
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‘Sheffield’ may during initial phases in the language processing pipeline be as-
signed the named entity type ‘Location’. However, using the JAPE rules, one can
remove false hits such as Mr. John Sheffield where Sheffield in this is used as
a person name and not placename. Through applying rules such as ‘< title >.
< name >< location >’, the text string is marked up as a whole as a person. We
also encode the context and other heuristics for higher precision and recall using the
grammar rules. The disambiguation module deals with any disambiguation gener-
ated by previous components. Here, the disambiguation refers to the cases where the
same piece of text is either given two class labels (e.g. ‘Liverpool’ as City and Club)
or where two or more entity identifiers is assigned to the same piece of text (e.g.
‘Premier League’ as ‘id:Premier Legue Darts’ and ‘id: Premier Legue Football’).
The Knowledge Base plays a crucial role in resolving disambiguation as it has more
intelligence embedded in it compared to the IE system itself.

25.5 Conclusions and Future Work

Some of the key challenges for developing a semantic browsing engine are building
systems for automatic metadata annotation and utilization of such metadata for im-
proving the end user experience. The systems we outlined in this chapter, namely
the PA Data set and the text–mining engine, provide us with an opportunity to build
an intelligent browsing system. In the next stages of the project, we are working
on building a user interface that exploits this rich data set and semantic annotation
process. One of the challenges at this stage is to serve the right balance of metadata
through the browsing user interface and not overload the end user with unnecessary
information. There are some innovative browsing ideas possible with our framework
and we are in the process of evaluating them.
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Chapter 26
Image Retrieval in a Commercial Setting

Vanessa Murdock, Roelof van Zwol, Lluis Garcia, and Ximena Olivares

Abstract This chapter provides an overview of image retrieval in a commercial set-
ting. It details the types of resources available to commercial systems in conducting
image retrieval research, and the challenges in using such resources. In particular
the chapter discusses user generated content, click data, and how to evaluate com-
mercial image search systems. It ends with a discussion of the role of benchmark
efforts such as ImageCLEF in this type of research.

26.1 Introduction

Image search is becoming increasingly important in commercial search systems
with the growth of mobile devices, and an increasing emphasis on visual informa-
tion. Whether in a Web interface designed for a desktop computer, or a small–screen
mobile phone interface, the real–estate is limited for images. Images may be incor-
porated into an aggregated page as in http://au.alpha.yahoo.com (shown
in Figure 26.1), or it may be used to enhance Web search results, as in Figure 26.2.
For use in Web applications, image retrieval systems must have high precision, so
that the two or three images shown are topically appropriate. Since queries to search
engines are typically two or three terms, they are often quite vague, and there may
be several interpretations of their meaning. For instance a user searching for im-
ages of jaguars should be presented with images of animals and cars because we
cannot know from the query alone which sense of the term ‘jaguar’ was intended.
Furthermore, even if the user queries unambiguously with ‘jaguar animals’ the im-
ages themselves should be visually distinct. This is especially important with the
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Fig. 26.1: An example of an aggregated search interface, showing results for the
query ‘Britney Spears’. The aggregated result includes algorithmic search results,
images, video, with expandable boxes to show results from multiple verticals (such
as Yahoo! Answers).

growing popularity of mobile devices and aggregated search interfaces, where the
user is presented with a small number of images.

One limitation of research in image search is that systems rely on a large number
of examples in order to generalize sufficiently, but only small amounts of data are
available to most researchers. Thanks to Web 2.0 applications, and websites such as
Flickr1, we have vast amounts of data at our disposal — as much as can be crawled
in a reasonable amount of time using public APIs (Application Programming In-
terfaces). This solves the problem of the quantity of data available to us. The data
available from these websites is quite rich. It comes with metadata in the form of
details about where and when the image was created, textual metadata such as tags,
titles, and descriptions attached by the user, and the social context of a user’s group
memberships, friend relationships, as well as the link structure between documents
containing the images.

Access to Web data is not a panacea for image retrieval research, because while
we have virtually unlimited quantities of images from the Web, the quality of the
data is variable. Images from photo–sharing web sites such as Flickr do not rep-

1 http://www.flickr.com/ visited May 2010

http://www.flickr.com/
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Fig. 26.2: An example of an aggregated result incorporated into the search results
on Yahoo.com, resulting from the query ‘Britney Spears’. The aggregated result
includes images, video, links to song lyrics, news results, official fan websites, and
a Wikipedia result. Below this aggregated presentation are the algorithmic search
results.

resent images found on the Web as the Flickr photos have user–provided metadata
associated with them, whereas Web images are placed in text, may have a caption,
but it is unclear how to associate the text surrounding the image with the image
itself. In terms of the content of the images, many images uploaded by people to
photo–sharing websites are not particularly interesting or informative. They were
taken by a person to document their personal experience, and were not intended
to be shared with the general public, or to represent iconic concepts. They may be
uploaded in bulk, and if they are tagged, the tags may be meaningful only to the
photo’s owner. Finally, although photo–sharing websites often have images in reg-
ular sizes and standard formats, images on the Web in general may be any size or
format, complicating automated processing.
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An arguably larger issue than the quality of the data is a lack of ground truth
for most tasks. Although we can crawl vast amounts of data from the Web, we still
must manually assess the data for a specific task. It is this assessment process that
prevents us from utilizing large data sets. Efforts such as ImageCLEF are indis-
pensable in this regard. It is far better for the research community to benchmark
against a common data set that was built with strict scientific guidelines, than for
each research organization to create its own data in an ad hoc manner.

One alternative to manually created data sets is to use the information carried in
user clicks. In image search, more than in Web search, when a user clicks on an
image it is a clear indication of the image’s relevance to the user’s search, because
the user can actually see the content of the image they click on. Furthermore, when
a user clicks on an image, it is often due to the quality of the image. We propose that
learning from click data has the potential to kill two birds with one stone: to provide
a ranking based on the relevance of the images, and to encourage high quality im-
ages to be presented higher in the ranking. Because of this, click data is especially
useful for training and evaluating ad hoc image search systems. In this chapter we
examine this in more detail.

26.2 Evaluating Large Scale Image Search Systems

Commercial image search engines are evaluated in several ways. One obvious way
is to redirect a small portion of the search traffic to the experimental system, and then
compare the change in click–through rate. The click–through rate is the percentage
of clicks on images for a given query. In general, search engines would like higher
click–through rates because this indicates that people are taking the time to interact
with the search engine. This is widely accepted as an indication of satisfaction with
the search engine. A limitation of this approach is that only experimental systems
which have a reasonable chance of success can be evaluated because the search
engine is not willing to risk even a small amount of search traffic on a system that
might significantly decrease the user experience. Another limitation is the notion
that the click–through rate is a surrogate for relevance of the results. Since the user
is presented with image thumbnails, it is possible the thumbnail satisfies the search
entirely, without the need to click on it. Furthermore, users are likely to click on
any thumbnail if the image itself is compelling, even if it is not related to the user’s
search, such as adult content, or images of popular celebrities.

A second method for evaluating commercial search systems is to sample from
the search traffic, and have assessors look at the results for a given set of queries.
This type of evaluation provides an assessment of a snapshot of the system, at a
given point in time. Since it considers only what was presented to the user, and not
what the user clicked on, it gives an independent evaluation of the relevance of the
search results. Furthermore, the results can be evaluated to a depth of one hundred
or two hundred results, so results are evaluated that the user might never have seen.
One limitation of this approach is that the data created by the assessors cannot be
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used to evaluate other systems. Because the data is not pooled from multiple di-
verse approaches, any system that is radically different from the existing system is
likely to yield poor results, according to the assessment data. The data created by
this editorial process is for one–time use only. As such it is extremely expensive to
create.

Another method for evaluating a commercial system is to use a small focus
group, typically seven to ten people that represent the average user. The users in the
focus group interact with the interface, while being observed. The observers note
how the interface is used, and the focus group participants have the opportunity to
comment on the features of the interface, or the performance of the system. This
type of small–scale user study is typically used to assess the human factors in the
interface design, rather than as an objective measure of the algorithmic performance
of the retrieval system.

In this chapter we discuss the use of click data from the search engine logs both
to train and to evaluate image search systems. Click data serves as implicit feedback,
and tells us what the user was interested in looking at. As with all methods of eval-
uating large–scale retrieval systems, it has its pros and cons, which are discussed in
more detail below. The main drawback of using click data is that we never know
whether the user clicked on an image because it was relevant, or merely because it
was eye–catching. For this reason we propose that evaluating on click data be com-
plemented by an evaluation with editorial data. Ideally, the editorial data used would
be public data, such as the data provided to ImageCLEF, so that the search engine
performance can be compared with state–of–the–art systems.

26.3 Query Logs and Click Data

Though the state–of–the art in image retrieval has progressed significantly over the
past few years, large scale retrieval of images on the Web is still a challenge. The
textual information associated with an image on a Web page is often sparse and
of variable quality. In addition, the extraction of visual features on a large scale
requires extensive computing resources and even then it remains unclear how the
visual information contributes to the retrieval performance in a domain–unrestricted
environment such as the Web. As a consequence Web–based image search engines
may not fully incorporate visual content into the ranking strategy. Finally, creating
an evaluation set for a Web retrieval system is usually done by manually assessing
the ranked lists for a given sample of queries. It is time consuming and costly, and
as these sets are extremely small and static compared to the dynamic universe they
represent, it is unclear how reliable assessments are made on this type of data. In this
chapter we investigate solutions for these limitations. We exploit the vast amount of
user–annotated images available from photo sharing sites such as Flickr. We extract
light–weight visual features based on the color, texture, and edges in the image.
Finally, we take advantage of the enormous amount of click data generated by users
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of image search engines, both for training and evaluating machine-learned ranking
of images.

The success of Flickr and other social media websites has enabled large scale
human annotation of media content such as images and video on the Web. Provided
with the incentive to make images accessible for friends and family, millions of
users upload, share and annotate their collections of personal images and videos
through sites like Flickr, and YouTube2 . User–generated annotations provide useful
information about the content and context of an image, necessary for retrieval on
the Web.

Image search is unique in that the user searches for images using a query of
two or three terms, but the image is deemed relevant based on its visual content.
Thus there is a semantic gap between the language used to query (text), and the
visual representation of the image itself: the information encapsulated in the visual
features cannot be mapped to the textual queries in a straightforward manner. One
approach to bridging this gap is to use concept detectors to label regions in the
image (Hauptmann et al, 2007; Snoek et al, 2007). Our approach is instead to rely
on the machine learned model to bridge this gap by learning from the user clicks
how to combine textual and visual information. While the textual features relate
the topic of the query to the content and context of an image, the visual features
play an important role as an indicator of the quality of an image. Thus visual and
textual features work together to ensure that the image is relevant to the query, and
of sufficient quality or interest when the user decides to click.

We hypothesize that the click on an image for a given query is a much stronger
signal than a click on a snippet in Web search. A user can make a more sophisticated
assessment of the relevance of an image based on the image thumbnail, than a user
assessing the relevance of a document, given the summary snippet containing one
or two lines of text. As the user can often see the entire content of an image by
viewing the thumbnail, he may not click on many images, but when he does it can
be considered a much more conclusive indicator of the relevance of that image to
the query. Thus, while the system can rely on textual similarity between the query
and the textual metadata to return relevant images, it can improve the quality of the
results by ranking images according to their visual appeal as well. Although visual
appeal is subjective, human perception of the attractiveness of photos has been found
to be influenced by measurable quantities such as color distribution and coarseness
(San Pedro and Siersdorfer, 2009).

We present a learned framework for ranking images that employs click data from
image search logs. Click data is generated in virtually limitless amounts by the users
of search engines. Previous work in learning to rank Web results (Joachims, 2002;
Ciaramita et al, 2008) relies on the list structure of the results to determine which
results are relevant and which are not. The assumption is that the user scans the
ranked list of results from the top to the bottom until they find a relevant result,
which they click. If the user clicks a result at rank three, they are assumed to have
rejected the results at ranks one and two. Thus the click at rank three is considered

2 http://www.youtube.com/, visited January 2010

http://www.youtube.com/
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to be a relative preference for that result; it is considered to be more relevant than the
first two results. This structure of the clicked results is key to the success of learning
to rank Web search results.

In this chapter we demonstrate that the block structures developed for list–based
representations of the search results can be applied to image results, which have a
grid–based presentation. This is a significant difference because in a list–based pre-
sentation, the second result always appears below the first result, and is followed by
the third result. In image search, the placement of the image on the page is depen-
dent on the browser dimensions, which are established by the user each time they
open their browser. There is no guarantee that the third image will be to the right
of the second image, and to the left of the fourth image. Furthermore, we do not
know whether users scan the page from left to right, or top to bottom, and to what
degree they use peripheral vision to reject non-relevant images. We demonstrate that
in spite of this, we can predict clicked results with a high degree of accuracy.

We show that a machine–learned model based on either textual or visual features
outperforms the standard retrieval baseline, and combining text and visual features
significantly improves retrieval over either feature set alone. We propose this is be-
cause the textual features relate the content and context of the image to the query,
while the visual features represent the aspects of the image that impelled the user to
click, such as interestingness.

We investigate whether it is a small subset of features that account for the perfor-
mance of the classifier. We find that instead, the visual features work in combination
to discriminate between the clicked and non–clicked class, and that no single visual
feature or class of features accounts for the performance of the classifier. By con-
trast, the textual features are less democratic, and one or two textual features carry
most of the discriminative power.

In this chapter, we propose an efficient framework for ranking images based on
the multilayer perceptron, which allows modeling complex nonlinear patterns in the
data through hidden layers. The perceptron algorithm is fast and scalable, and al-
lows for the incorporation of any number of features based on any aspect of the
data, in our case textual annotations and visual content. We label our data as de-
scribed below, using the click data from the search engine query logs. Click data is
automatically collected in the search logs when users interact with the search en-
gine, thus imposing no further burden on the system. Since the clicks are used as
labels, rather than in the feature computation, it is assumed they are not known at
test time, thus it is straightforward to produce a ranking for results for a new query.
At test time, candidate images can be labeled by the classifier as clicked or non–
clicked, and the images predicted to be clicked presented at the top of the ranked
list.
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26.4 Background Information on Image Search

Machine learning techniques have been used to solve a number of tasks related to
image retrieval. For example, Support Vector Machines (SVMs) have been used in a
variety of image classification tasks (e.g. Chapelle et al, 1999; Harchaoui and Bach,
2007). Although determining whether the subject matter of the image relates to the
topic of the query underlies this process, we do not seek to group images by their
subject matter. Rather, our task is to provide a ranking of images most relevant
for a user query. As mentioned earlier, San Pedro and Siersdorfer (2009) employ a
classifier and low–level visual features as well as textual features that indicate the
attractiveness of an image to predict the appeal of an image. They selected as pos-
itive examples all photos with at least two favorite assignments, from a large crawl
of photos from Flickr, and similarly sized samples randomly drawn from photos
that had not been favorited. They find significant improvements from the combi-
nation of textual and visual features. We are not attempting to identify attractive
images. Rather, we believe that images are clicked because they embody relevance,
attractiveness, interestingness, and other indefinable qualities. Because of this our
textual features reflect the similarity between the query and the textual metadata, as
opposed to the attractiveness of the image.

Central to the problem of image ranking is the problem of relating textual queries
to visual image content. Tong et al (2006) propose a propagation method based on
a manifold learning algorithm. A small portion of the images are labeled with key-
words, and then the labels are propagated to the rest of the collection. Each image is
assigned a relevance score for a given keyword by constructing a matrix where each
row represents an image, each column represents a keyword, and each cell contains
a relevance score. The intuition is to associate textual information with visual con-
tent. The experiments were conducted over a collection of 5,000 images extracted
from the COREL data set.3

In content–based image retrieval the objective is to incorporate the visual char-
acteristics of an image into the search process. Using the Query By Image Content
(QBIC) search paradigm similar images are retrieved for a given sample image by
extracting visual features from all the images in the collection. The disadvantage
of this approach is that the user begins the query process with a sample image,
which is not consistent with the current Web search paradigm. Alternatively, high
level concepts are derived for the low level features that are extracted from the im-
age content. The problem with this approach is often referred to as the semantic gap
problem (Hauptmann et al, 2007), where for each concept a special concept detector
is needed to translate the user query into low–level image features. This approach is
less suitable for widespread application on the Internet, because no domain restric-
tions exist on the Web.

Tong and Chang (2001) elicit explicit relevance feedback from users, and then
employ active learning with a support vector machine, using features derived from

3 http://archive.ics.uci.edu/datasets/Corel+Image+Features visited Jan-
uary 2010

http://archive.ics.uci.edu/datasets/Corel+Image+Features
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the color and texture of an image to improve retrieval results. Our work uses similar
features based on the color of an image, among others. However they use explicit
feedback elicited from the user, and our approach uses implicit feedback in the form
of clicks.

Cheng et al (2006) proposed a scalable relevance feedback mechanism using
click data for Web image retrieval. Using Rocchio feedback, they add the vector
of features representing the query to an ‘optimal query,’ which is the mean of the
vectors of the clicked images. They rank images according to the cosine similarity
between the new query vector and the feature vectors representing the images in the
collection. Their textual features are based on t f .id f scores of the query and meta-
data associated with each image. Their visual features are a combination of three
color features (color moment, auto–correlogram, and color texture moment). They
evaluated their system in a simulated setting, using ten queries, retrieving from a
collection of three million images crawled from photo sharing websites.

26.5 Multilayer Perceptron

Learning a ranking from click data was first proposed by Joachims (2002) for docu-
ment retrieval. In the following sections we adapt his ranking mechanism to image
retrieval. Joachims proposed that user clicks are an indicator of relative relevance.
That is, a click at rank j indicates that the document at rank j is more relevant than
unclicked documents preceding it in the ranked list. Joachims work is the first in a
series investigating using click data for learning ranking functions. Elsas et al (2008)
extend this idea by learning ranking functions from search results with a committee
perceptron using the LETOR data set (Liu et al, 2007).

Ciaramita et al (2008) successfully adapted Joachims’ unbiasing model to sev-
eral learning frameworks: binary classification, ranking, and nonlinear regression
and showed positive results on a sponsored search task using commercial query
log data. They demonstrate that a multilayer perceptron outperforms both the linear
perceptron and a ranking perceptron. In their work the features of an advertisement
(ad)–query pair are based entirely on the textual representations of the ad. Their
work differs from ours in that the search engine is most interested in generating
clicks on ads, thus learning to predict clicks is key to the task of ranking ads. In the
case of image search, the search engine would like to encourage people to use the
search engine, and thus attempts to maximize the relevance of the search results.
Our work is similar to theirs in that we adopt their framework both for training and
evaluation, and our images are represented by text in much the same way that ads
are. Whereas ads are represented by keywords, titles and a short description, images
are represented by tags, titles and a short description. Keywords and tags differ in
character, but are similar in their brevity and conciseness. Our work extends their
work primarily by showing how this unbiasing framework, which is based on the
bias introduced by a linear presentation of the results, can be applied to nonlinear
presentations of the results, such as is the case in image search. In addition, we ex-
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tend their work by considering the visual representation of the data rather than just
its textual representation.

In learning from click data we avail ourselves of massive amounts of continually
changing data. In principle, several machine learning algorithms could be used. In
practice, since we are working with Internet–scale data we require an algorithm
that is efficient and scalable. We choose the perceptron because it is efficient and
has an on–line formulation so the training data need not be stored in memory all
at once. Although the perceptron has been criticized for being limited to modeling
linear relationships in the data, we employ a multilayer perceptron with a sigmoidal
hidden layer, which allows the modeling of arbitrarily complex patterns (Duda et al,
2000). This can be an important feature in our task where input signals come from
different modes (textual and visual) whose combination via latent units can provide
a powerful representation. In our data the visual content is represented in a high
dimensional feature space.

Because our data is multi–modal, we use multilayer regression for its flexibility
in modeling nonlinear relationships. In our setting, an example is a vector of features
extracted from an image–query pair (a,q), x ∈ Rd . Each example xi is labeled with a
response value yi ∈ {−1,+1}, where +1 indicates a clicked image and −1 indicates
a non–clicked image. The learning task is to find a set of weights, α ∈ Rd which are
used to assign a score F(xi;α) to examples such that F(xi;α) is close to the actual
value yi.

Multilayer networks with sigmoidal nonlinear layers can generate arbitrarily
complex contiguous decision boundaries (Bishop, 1995), and have been used suc-
cessfully in several tasks, including document ranking (Burges et al, 2005). The
multilayer perceptron is a fully connected three–layer network with the following
structure An input layer of d units, x1,x2, ..,xd , with x0 = 1 the bias unit; a hidden
layer of nH units, w = w1,w2, ..,wnH , plus the bias weight w0 = 1; a one unit y out-
put layer; a weight vector α2 ∈ RnH plus bias unit α2

0 and finally a weight matrix:
α1 ∈ Rd×nH plus bias vector α1

0 ∈ RnH .
The score Sml p(x) of an example x is computed with a feed-forward pass:

Sml p(x) = y =
nH

∑
j=1

α2
j w j +α2

0 = 〈α2,w〉 (26.1)

where w j = f (net j), and

net j =
d

∑
i=1

α1
i jxi +α1

0 = 〈α1
j ,x〉 (26.2)

The activation function f (.) of the hidden unit is a sigmoid:

f (net) =
1

1+ exp−a net . (26.3)
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Supervised training begins with an untrained network whose parameters are ini-
tialized at random. Training is carried out with backpropagation (Rumelhart et al,
1986). An input example xi is selected, its score computed with a feed-forward pass
and compared to the true value yi. Then the parameters are adjusted to bring the
score closer to the actual value of the input example. The error E on an example xi

is the squared difference between the guessed score Sml p(xi) and the actual value yi

of xi, or for brevity (yi − si), E = 1
2 (yi − si)2. After each iteration t, α is updated

component-wise to α t+1 by taking a step in weight space which lowers the error
function:

α t+1 = α t +�α t (26.4)

= α t +η
∂E
∂α t

where η is the learning rate, which affects the magnitude of the changes in weight
space. The weight update for the hidden–to–output weights is:

�α2
i = ηδwi (26.5)

where δ = (yi − zi). The learning rule for the input–to–hidden weights is:

�α1
i j = ηx j f ′(net j)α1

i jδ . (26.6)

where f ′ is the derivative of the nonlinear activation function.

26.6 Click Data

Our data consists of approximately 3.5 million distinct public images from Flickr,
and approximately 600,000 unique queries, with their search results collected from
the query logs of the Yahoo! image search engine4. The actual number of queries is
more than 600,000 as many queries will be issued more than once, and the image
results presented to the user may be different each time the query is issued, as well
as different users issuing the same query may click on different images.

We filter the search results by eliminating images that are not publicly available
from Flickr. We construct blocks for each query such that each block contains one
clicked image as the positive example, and all unclicked images displayed higher in
the ranking as negative examples. Blocks with no negative examples are discarded,
for example if the user clicked on the first k results.

Thus, for example, if a user clicked on results at ranks one, three and five in re-
sponse to a query, two blocks are constructed. In the first block we have a positive
example from the image at rank three, and one negative example from the image
at rank two. The click at rank one is discarded because we cannot say that the user

4 http://images.search.yahoo.com/ visited January 2010

http://images.search.yahoo.com/
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Fig. 26.3: Blocks are constructed from the ranked list of clicked results in response
to the query ‘Paris’ as follows: Clicks at rank one are discarded. For each clicked
image, a block consists of the clicked image and all non–clicked images ranked
higher. In each block, clicked images are labeled as positive examples, and non–
clicked images are labeled as negative examples. All photos shown in this figure are
posted on Flickr.

preferred the image at rank one over some other image they saw before. In the sec-
ond block we have a positive example from the image at rank five, and two negative
examples from the images at ranks four and two. This is shown in Figure 26.3. We
trained on 1,167,000 blocks, and tested on approximately 250,000 blocks. Parame-
ters were tuned on a held–out set, to maximize the prediction accuracy, using only
the textual features. We tuned the number of hidden layers, and the number of train-
ing iterations. The optimal performance required fewer than ten training iterations,
and one hidden layer.

Each image is represented by two types of information. We collect the textual
metadata associated with the image, that is the title, the tags and the description. The
tag sets are entered by the owner of the image, as well as by other people who have
viewed the image, although in our data the vast majority of tags are entered only by
the owner. Tag sets are composed almost entirely of content terms, although some of
the terms may not be helpful for the purpose of retrieval. For example, owners of an
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image might tag the image with the name of the camera, or the length of exposure.
In addition the same tag set may be used to tag multiple images uploaded in bulk.
In Flickr the tags are lower–cased, spaces are removed, and commas are converted
to spaces, thus tags may consist of terms that have been concatenated. As shown
in Figure 26.4, the title might contain terms that are not useful for the purposes of
text–based retrieval, such as the date the image was taken. The descriptions are often
written in natural language, and may be a sentence or two in length. Frequently, the
tags, title and description will be written in more than one language, as shown in
Figure 26.4.

Each individual picture was downloaded and its visual features computed. Using
Hadoop and the Map–Reduce model, textual and visual feature computation was
distributed over a grid, allowing fast computation of the features over large amounts
of data. Not all images are associated with textual metadata, or the metadata may
be incomplete. Also, for some images we were able to collect the metadata, but the
image itself was no longer available for download. So for a certain portion of the
data, the image was represented by either the text or the visual features.

26.7 Data Representation

We computed twelve textual features over the user–generated content associated
with the images, and seven features of the visual content of the images. In addition,
a final binary feature, set to one for every example in the data, was intended to
reduce the bias in the data. The feature set is normalized by row and by column as
described below.

26.7.1 Textual Features

Each image had a set of tags, a title and a description associated with it. We com-
puted text features over each field individually, and then created a fourth ‘field’ by
concatenating the other three. For each of the four, we computed the cosine similar-
ity between the query and the image where the terms were weighted by their tf.idf
score. In addition, for each of the four fields we computed the maximum tf.idf score
of a query term in the image, and the average tf.idf score of the term in the image.

The tf.idf term weights are given by:

wqi,d j =
t fqi,d j

max t fq
× log

N
nqi

(26.7)

where t fqi,d j is the term frequency of the query term qi in the text associated with
the image d j, max t fq is the term frequency of the most frequent query term in the
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Fig. 26.4: An example of the data. The title for the image appears above the image,
the description is below, and a sample of the tags appear to the right of the image.
The title and description are entered by the person at the time of uploading the
image. The tags may be entered by the owner of the image, or by other Flickr users.
This image was taken by panoramas and appears with its metadata on the Flickr
website.

image text, N is the number of images in the collection, and ni is the number of
images whose text contains term qi.

Each query and each image are represented as a vector of terms, where each
element of the vector is the tf.idf weight of the term. The cosine similarity is the
cosine of the angle between the two vectors, normalized to be the unit vector:

sim(qi,d j) =
∑t

v=1 wv,d j ×wv,qi
√

∑t
v=1 w2

v,qi
×
√

∑t
v=1 w2

v,d j

(26.8)
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26.7.2 Visual Features

For the visual representation of the data we implemented seven global features.
These seven global features were chosen because they are standard image descrip-
tors that represent the texture, color, and edges in an image. Furthermore, they are
relatively efficient to compute, compared to features based on local regions within
the image. Unless otherwise noted, the features correspond to descriptors that are
included in MPEG–7. A detailed specification of these descriptors can be found in
Salembier and Sikora (2002).

Color histogram (CH). A color histogram describes the color distribution in an
image. We discretize the RGB color space into 64 color bins. The color histogram
is computed by assigning to each bin the number of pixels that belong to that
color range.

Color Autocorrelogram (AC). This descriptor includes the spatial correlation of
colors. It is based on the work of Huang et al (1997), and is not included in
MPEG–7. The image color is quantized into 64 colors. The correlogram is cre-
ated from a table indexed by color pairs (i, j), where the kth entry for pair (i, j)
specifies the probability of finding a pixel of color j at distance k from a pixel of
color i in the image. To reduce the space and improve efficiency, we use the color
autocorrelogram, which only captures the spatial correlation between identical
colors in the image.

Color layout (CL). The color layout descriptor is a resolution invariant compact
descriptor of colors, which is used for high–speed image retrieval (Salembier and
Sikora, 2002). This descriptor captures the spatial distribution of the representa-
tive colors in an image. The image is divided into 64 blocks. For each block, a
representative color is obtained using the average of the pixel colors. Every color
component (YCbCr) is transformed by an 8 x 8 Discrete Cosine Transformation
(DCT), obtaining a set of 64 coefficients, which are zigzag-scanned and the first
coefficients are nonlinearly quantized.

Scalable color (SC). This descriptor can be interpreted as a Haar–transform ap-
plied to a color histogram in the HSV color space (Salembier and Sikora, 2002).
The first step is to extract a 256–bin color histogram, normalize it, and nonlin-
early map to a 4–bit integer representation. To obtain a smaller descriptor that
permits a more scalable representation, the Haar transform is applied across the
histogram bins.

CEDD. The color and edge directivity descriptor (CEDD) incorporates both color
and texture features in a histogram (Chatzichristofis and Boutalis, 2008). It is
limited to 54 bytes per image, making it suitable for large image databases. The
image is split into a pre–defined number of blocks, and a color histogram is
computed over the HSV color space. For each of the blocks we obtain a 24–bin
histogram by applying several rules. A set of five filters is used to extract the tex-
ture information associated with the edges that are encountered in the image, and
are classified into vertical, horizontal, 45–degree diagonal, 135–degree diagonal,
and non–directional edges.
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Edge histogram (EH). The edge histogram describes the local edge distribution
of the image (Salembier and Sikora, 2002). The image is divided into a 4 x 4
grid. In each of the grid cells the edges are detected and grouped into five cat-
egories: vertical, horizontal, 45-degree diagonal, 135-degree diagonal, and non–
directional edges. As a result of this processing, we obtain a descriptor with 80
(16×5) coefficients.

Tamura. Tamura et al (1978) identified properties of images that play an impor-
tant role in describing textures based on human visual perception. In their work
they defined six textural features: coarseness, contrast, directionality, line simi-
larity, regularity and roughness. In our work we built a texture histogram using
three Tamura features: coarseness, contrast, and directionality.

26.7.2.1 Normalization

The feature vectors were normalized by column and then by row. The mean and the
standard deviation were computed for each column, except for the column repre-
senting the bias feature, and applied to each element of the matrix using the standard
score:

SSFV (i, j) =
FV (i, j)−μ j

σ j
(26.9)

Where FV (i, j) is the feature value in the row i and column j, μ j is the mean of
the feature values on the column j and σ j is the standard deviation of the column j.
Rows were normalized with the L1 norm:

NFV (i, j) =
SSFV (i, j)

||SSFV (i, j)|| (26.10)

26.8 Evaluation and Results

We evaluate the prediction of the clicked event for each block. Each block contains
exactly one clicked event. For this reason metrics that give a sense of the overall
quality of the ranked list, such as Mean Average Precision (MAP), Precision at k,
and Normalized Discounted Cumulative Gain ( NDCG), are not meaningful. For
example, if we have ten images in a block, precision at rank ten will always be 0.1.
As an alternative we could aggregate the block data per query, and evaluate the re-
sults that were returned for a given query, independent of users or session. This is
also not possible because the results shown to one user, in a given session, might
not be the same set of results shown to another user, or even to the same user in a
different session. Because of this, we cannot say that an image clicked at rank three
in one session was the same image shown at rank three in another session. The im-
ages shown to the user in response to the same query might have been completely
different, and elicited a completely different response. Thus when evaluating a sys-
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tem using click data, the block structure must be preserved. In practice, to produce
a ranked list of images, we compute the features over the query and the candidate
images, and use the trained model to produce a prediction for each image. Since the
features are computed over a query–image pair, and do not depend on the clicks, the
model will produce a prediction for each pair independent of the other pairs. Pro-
ducing a ranking is then simply a matter of presenting the predicted-clicked images
first in the ranked list.

The learning algorithm outputs a score. We rank the images in each block accord-
ing to their score. We evaluate how well the system predicted the clicked event in a
block, using metrics that indicate the rank of the clicked event. Accuracy measures
the frequency with which the system predicted the clicked event at the top of the
ranked list. Mean Reciprocal Rank (MRR) measures the rank of the clicked event,
and is calculated thus:

MRR =
1
N ∑ 1

ranki
(26.11)

where there are N blocks and ranki is the rank of the clicked event in each block.
The vector space model provides a retrieval baseline, with cosine similarity and

t f .id f term weights, where the image is represented by the concatenation of its
textual annotations. We rank the images for a query within a block by the cosine
similarity between the vector of term weights representing the query, and the vector
of term weights representing the image.

For the learned baseline, the perceptron was trained with the cosine similarity
feature over all fields concatenated, plus the bias feature, with the rows and columns
normalized as described above. We would expect the learned baseline to be compa-
rable to the retrieval baseline because both systems are acting on the same informa-
tion, with the exception of the bias feature, which serves as a prior on the data. We
report both baselines for completeness. Table 26.1 shows the results of the retrieval
baseline, and the learned baseline.

Incorporating textual features — albeit simple ones — allows us to weight the
information carried in the tags, the title, and the description differently. This is im-
portant because each field differs substantially in character. The results shown in
Table 26.1 seem to confirm our supposition that the ranking benefits from learning
different weights for each of the metadata fields.

Using visual features to rank images seems intuitive because we determine
whether a photo is relevant based on the visual content of the photo itself. We are
unconcerned with the metadata at the moment the image is presented in the ranked
list, because it is not visible to us until the image is clicked. The visual features
provide an indication of the content of the photo, and our intuition is that photos
clicked in response to similar queries would have similar visual characteristics. The
results for ranking solely on the visual characteristics of the data are shown in Ta-
ble 26.1. The MRR results for both the textual features and the visual features are
statistically significantly better than for the baseline results, at the p < 0.001 level,
using a t–test.5

5 The results for accuracy were not tested for significance because accuracy is a binary measure.
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Table 26.1: The results for predicting the clicked event in a block. The results indi-
cated with a star are statistically significant compared to the baselines. The results
indicated with a dagger are statistically significant compared to the model trained
with textual features. All results are significant at the p < 0.001 level, using a t–test.

Accuracy MRR
Retrieval baseline 0.4198 0.6186
Learned baseline 0.4073 0.6104

Text features 0.5484 0.7034�
Visual features 0.5805 0.7233�†

Text + Visual features 0.7512 0.8365�†

Table 26.2: The ten most discriminative visual features and textual features, ranked
by weights produced by models trained on only visual (textual) features.

Rank Visual Feature Text Feature
1 CEDD 144 Tags sim
2 Tamura 3 all sim
3 CH 64 title sim
4 EH 19 all ave tfidf
5 CEDD 79 all max tfidf
6 SC 12 tags max tfidf
7 EH 50 title ave tfidf
8 SC 35 desc max tfidf
9 CEDD 78 title max tfidf
10 AC 80 desc sim

The textual features and the visual features cover completely different aspects of
the images. As both features perform well on their own, we would expect the perfor-
mance of both categories of feature in combination to outperform either category in
isolation. The results in Table 26.1 confirm this intuition. The results for MRR for
the text and visual features combined are statistically significant at the p < 0.001
level, using a t–test, compared to the results for either the textual features or the
visual features alone.

26.8.1 Analysis of Features

We would like to know if a subset of the visual features accounts for the results.
For example, we can imagine that people find pictures of other people interesting
and click on faces even if they are not relevant to the query. To investigate this we
examine the weight vector produced by the perceptron (a1

i j in Equation 26.2). In our
models, the feature weights range from approximately -2 to 2. Features closer to
zero carry less discriminative information in the model than features further from
zero. Figure 26.5 shows the distribution of the absolute values of features for two
models: one trained on only the visual features, the other trained on all features.
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Fig. 26.5: The distribution of feature weights as given in the model trained on visual
features, and on all features.

Table 26.2 shows the ten most discriminative visual features, of which the top five
are omitted from Figure 26.5 to make it easier to view. We see that no single feature
accounts for the discriminative power of the model. The distribution is more–or–less
democratic, even with the top features included.

It would be convenient if we could rely on a single class of features, say the color
histogram features or the Tamura features, to predict the clicked images. Unfortu-
nately, this did not prove to be the case. We see from Figure 26.6 that the classes
of visual features are more or less evenly distributed between highly discriminative
features, and features with weights closer to zero. From this we conclude that the
features work in combination to determine which images will be clicked.

The textual features are more straightforward. Table 26.2 shows the top ten tex-
tual features, ranked by their weights in the model trained only on textual features.
The results are unsurprising: once we have computed the textual similarity between
the query and all of the metadata, we get little benefit from adding the fields indi-
vidually. We believe the similarity between the query and the tags to be particularly
useful because more images are associated with tags than with the other textual
fields, and tags are particularly succinct. They lack stopwords, and often directly
indicate the content of the image.
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Fig. 26.6: The distribution of feature weights for each class of visual feature.

26.9 Discussion of Results

When a user queries for an image, and is presented with a grid of thumbnails, they
often find what they were looking for without the need to click on an image. This
is in contrast with traditional document retrieval on the Web, where the user is pre-
sented with a list of snippets which are surrogates for the document, and are much
less likely to contain the information the user was looking for. For this reason we
consider a click on an image a much stronger indicator of the image’s relevance or
interestingness.

If we take the click to be an indicator of the relevance of the image, we can
reduce the reliance on editorial data for developing and evaluating image rankings.
Click data is available on a large scale. It is already collected by the system and thus
imposes no additional burden to the user or the search engine. In terms of creating
an evaluation set, large volumes of queries can be used for training and evaluation,
making the sample of data more representative of the population. If the system relies
on editorially created data sets, the system will depend on labeling data with human
assessors. There is a limit to the number of queries that can be assessed, and the
depth in the rankings that can be labeled. Furthermore, it is not clear how to sample
from the query stream to create a data set that represents what people are looking
for. Click data suffers from none of these restrictions. Finally, what people look for
in images, and on the Web in general, changes by season, holidays, current events,
movie releases, and so forth. To reflect this, editorial assessments have to be made
more often than is practical, while large–scale click data can be sampled at any
time.

Unlike Web search, the results of image search are not presented in a ranked list.
Therefore, the block construction as used for the research presented in this chapter
might not be optimal, as we cannot safely assume that the user favored the clicked
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image over other images presented higher in the ranked list. It is more likely they
favored the clicked image over the surrounding images. However, the layout of the
images in the browser is dynamic, and the browser may be resized by the user at any
time during the session. We demonstrate that we can predict the clicks based on the
ranking of images, without considering the position of the clicked image in relation
to the unclicked images.

One of the main findings of this work relates to effective deployment of (low–
level) visual features for large scale image retrieval. We have shown how visual fea-
tures in combination with click data can be deployed effectively by a multilayer per-
ceptron and achieve statistically significant improvement over the machine–learned
approach based on textual features. The combination of textual and visual informa-
tion provides an additional boost in performance. A natural explanation for this is
that the different features cover unrelated aspects of the image. Furthermore, no sin-
gle subset of visual features accounts for the performance of the classifier. Bringing
these features together makes the results both textually and visually relevant.

26.10 Looking Ahead

Large–scale image retrieval on the Web poses the challenge of finding relevant im-
ages, given a short keyword–based query. The textual information associated with
the image is currently the primary source for retrieval. However, when judging im-
ages for their relevance to a given query, the assessment is based on the visual char-
acteristics of the image, rather than the text accompanying the image.

We demonstrate how to apply the block structure developed for list–based results
presentation to a grid–based image search presentation. Although the assumptions
about the bias due to the results presentation in Web search do not hold for image
search, the resulting block structure can still be used to accurately predict clicked
images. Therefore it is not necessary to know the layout of the image results in order
to predict the clicked event.

Furthermore, in this work, we show that the (global) visual features derived from
the image content outperform text–based search. This provides evidence for the no-
tion that users decide to click on an image based on the visual information depicted
in the thumbnail. We can combine the textual and visual content in a principled and
efficient way using a multilayer perceptron. In practice, it is straightforward to use
the model to produce a ranking of images, because the features depend on textual
and visual properties of the image which are known, and not on its click history,
which is unknown at the time of ranking. The perceptron is optimized to be efficient
and scalable. It comes with an on–line version, such that training data need not be
stored and the training can be updated in a dynamic way.

There are several limitations of this type of approach, however. One is that while
we successfully predict what a user will click on, we know nothing of the relevance
of the image. It is possible that people click on an image out of curiosity, or be-
cause the image itself is compelling. Furthermore, since the user will only click on
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images they see, and they rarely go beyond the first page of results, the system be-
comes somewhat incestuous, presenting images at the top of the ranking that were
presented at the top of the ranking previously.

Another issue with commercial search engines is that they are not replicable.
From one month to the next, or even one day to the next, the data may change,
and the results presented to two users issuing the same query may be drastically
different. We hope that in evaluating on extremely large samples we can mitigate
this problem, so that at least the conclusions we draw from experiments on this data
are applicable to a different sample of the data. A further issue is that commercial
systems are not replicable by people outside of the company, for licensing and le-
gal reasons. Most research organizations do not have access to query logs and click
data, thus research in a commercial setting is not directly comparable to research in
a non–commercial setting, even when the task setting is similar. Because of this it
is difficult, if not impossible, for any result to be independently verified. Since the
system cannot be replicated, performance improvements cannot be set as the new
standard, and the state–of–the–art cannot advance. However this can be addressed
by the existence of public benchmarks which allow us to assess the relative per-
formance of two systems, even when we cannot know the inner workings of the
systems themselves. The challenge for ImageCLEF is to design tasks that allow us
to benchmark commercial search engines, so that the science produced within these
organizations can be exposed, even when the systems themselves cannot be.
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Chapter 27
An Overview of Evaluation Campaigns in
Multimedia Retrieval

Suzanne Little, Ainhoa Llorente, and Stefan Rüger

Abstract This chapter presents an academic and research perspective on the impact
and importance of ImageCLEF and similar evaluation workshops in multimedia in-
formation retrieval (MIR). Three main themes are examined: the position of Image-
CLEF compared with other evaluation conferences; general views on the usefulness
of evaluation conferences and possible alternatives, and the impact and real–world
meaning of evaluation metrics used within ImageCLEF. We examine the value of
ImageCLEF, and related evaluation conferences, for the multimedia IR researcher
as providing not only a forum for assessing and comparing outcomes but also serv-
ing to promote research aims, provide practical guidance (e.g. standard data sets)
and inspire research directions.

27.1 Introduction

This chapter is not an exhaustive review of the impact of ImageCLEF and specific
outcomes from ImageCLEF upon research. Rather it gives our multimedia informa-
tion retrieval (MIR) group’s perspective on the importance and usefulness of Image-
CLEF in the academic context based on our experience participating in ImageCLEF
and similar evaluation conferences and our view of MIR. In this section we outline
our experiences participating in ImageCLEF, define key approaches to Information
Retrieval (IR) evaluation and present the aims/needs of Multimedia Information Re-
trieval (MIR) research.
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Our Multimedia Information Systems (MMIS) group at the Knowledge Me-
dia Institute (KMi) conducts research in the area of multimedia information re-
trieval including content–based search, automatic image annotation and video shot–
boundary detection. MMIS and previously the Multimedia Group at Imperial Col-
lege London, also led by Stefan Rüger, have participated in both TRECVid and Im-
ageCLEF tasks since 2002 (Pickering and Rüger, 2002; Heesch et al, 2003, 2004;
Howarth et al, 2005; Jesus et al, 2005; Magalhães et al, 2006; Overell et al, 2006,
2008; Llorente et al, 2008, 2009; Zagorac et al, 2009).

MMIS participation is generally a team effort with two or more members of the
group working together to apply our latest research to the specific tasks for the
evaluation campaign. Submission is often a time–consuming task principally due
to the need to adapt different input/output formats to work with existing tools and
match the required submission format. For example, in 2009 (Zagorac et al, 2009)
we used technology developed for the PHAROS project (Bozzon et al, 2009) that
used the MPEG–7/MPQF (MPEG Query Format) formats for input/output of the
annotation and search tools. Therefore we needed to convert the given media and
queries into this format before processing and then convert the output to the required
submission style. Processing time for the large volumes of media data also needs to
be planned for. Participation is easier when an experienced team member, who has
previously submitted runs to TRECVid or ImageCLEF, is available to help.

Section 27.2 describes a number of different evaluation conferences that serve a
similar purpose to ImageCLEF but focus on different user tasks or different media
types. These evaluations generally conduct performance assessment following what
has been termed the ‘Cranfield paradigm’ (Brookes, 1981; van Rijsbergen, 1989)
based on tests performed at Cranfield in the 1960s (Cleverdon et al, 1966). With
some variation in the order and which party performs each step, the general pro-
cess is: a document collection is assembled, a set of test queries is developed, each
document is assigned a relevance judgement, each system performs the queries and
its output is evaluated using a reserved test set. William Webber has written an ex-
tensive blog post1 discussing how the approach used in the Cranfield tests came to
be known as the Cranfield paradigm. Section 27.3 discusses some different view-
points on the utility of Cranfield based evaluations for driving information retrieval
research.

Evaluations based on the Cranfield approach are known as system–based or batch
evaluations that compare information retrieval systems primarily on their ability
to identify and properly rank documents deemed to be relevant. These evaluations
use one or more specific, generally numerical, metrics ranging from straightfor-
ward precision and recall calculations to more complex and comprehensive rank–
based metrics such as mean average precision, precision at n and cumulative gain
(Järvelin and Kekäläinen, 2002) that weight values in favour of returning the most
relevant documents first. In contrast, user–based evaluations focus on the perfor-
mance of the system from a user perspective in fulfilling an information need.

1 William Webber, ‘When did the Cranfield tests become the “Cranfield paradigm”?’ http://
blog.codalism.com/?p=817 (accessed 13th May 2010)

http://blog.codalism.com/?p=817
http://blog.codalism.com/?p=817
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These evaluations generally involve direct testing of a system implementation by
a user in a situation designed to reflect the real–world. Voorhees (2002) defines
the difference as ‘user–based evaluation measures the user’s satisfaction with the
system, while system evaluation focuses on how well the system can rank docu-
ments’.

User–oriented evaluation for multimedia often needs to consider extra facets to
traditional text search. Cooniss et al (2000, 2003) carried out two widely noted stud-
ies of the needs, characteristics, and actions of end users of visual information in the
workplace (called VISOR 1 and 2). One of the useful distinctions in their reports
is the one between searching for oneself and searching as an intermediary, e.g. for
a journalist on the other side of the phone. Smeulders et al (2000) identified three
types of search, labelled target search, aiming at a specific multimedia object identi-
fied by title or other metadata; category search, where the user has no specific object
in mind but can describe which features they would like; and search by association,
where the user is less specific and happy to browse in order to retrieve multimedia
by serendipity.

What are the evaluation needs of a multimedia information retrieval research
group? The first is to drive research directions through the exchange of cutting–edge
ideas and the establishment of realistic test sets and basic performance benchmarks.
The second is to push system performance through open, consistent and comparable
evaluation processes that enable clear discussion the strengths, weaknesses and sim-
ilarities of approaches. The final one is to perform holistic, real–world evaluations
of the ability of the system to address user’s information needs.

The remainder of this chapter will outline the main evaluation venues for medical
image retrieval, discuss the utility of system–based evaluation, focus on the use
of metrics to summarise system performance based on relevance judgements and,
finally, look at the future requirements for evaluation of multimedia information
retrieval systems.

27.2 ImageCLEF in Multimedia IR (MIR)

Since its early conception, information retrieval as a subject has always placed great
emphasis on system evaluation (Rüger, 2010). Real user needs are simulated in a
laboratory setting with three ingredients: large test collections, information need
statements and relevance judgements. The test collection contains a large number
of potentially interesting documents from a repository; each information need state-
ment details the type of document that the user would like to retrieve, what the
user hopes to see or hear and criteria for how the relevance of documents should
be judged. The relevance judgements, also known as ground truth, tell us whether a
particular document of the collection is relevant for a particular information need.
The value of an evaluation setting like this is that the effectiveness of a particular
retrieval method can be measured in a reproducible way. Although this approach
has been criticised for its lack of realism and its narrow focus on the pure retrieval
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aspect of presumably much bigger real tasks, system evaluations are still the main
basis on which retrieval algorithms are judged, and on the back of which research
flourishes. In this respect evaluation conferences such as INEX for structured XML
retrieval, ImageCLEF for image retrieval, MIREX for music retrieval, TRECVid
for video retrieval and GeoCLEF for geographic retrieval have a significant and
lasting impact on multimedia information retrieval research through reproducibil-
ity and comparisons. ImageCLEF is discussed extensively in this book. Here we
give a brief summary of INEX, MIREX, TRECVid, GeoCLEF and other evaluation
campaigns and compare their structure and aims with ImageCLEF. TRECVid, in
particular, is extensively described as its purpose and aims align most closely with
those of ImageCLEF.

27.2.1 INEX XML Multimedia Track

In 2002, the INEX2 Initiative for the Evaluation of XML Retrieval started to pro-
vide a test–bed for evaluation of effective access to structured XML content. The
organisation of INEX passed from the University of Duisburg to Otago University3

in the year 2008.
Van Zwol et al (2005) set up an XML multimedia track that was repeated as part

of INEX until 2007. It provided a pilot evaluation platform for structured document
retrieval systems that combine multiple media types. While in 2005 the collection
was made up from Lonely Planet travel guides, the 2006 evaluations used the much
larger Wikipedia collection from the INEX main track (Westerveld and van Zwol,
2006). Both collections contain a range of media, including text, image speech, and
video — thus modelling real life structured documents. The goal of the multime-
dia track was to investigate multimedia retrieval from a new perspective, using the
structure of documents as the semantic and logical backbone for the retrieval of
multimedia fragments.

In contrast to other evaluation fora, INEX’s multimedia track was to retrieve
relevant document fragments based on an information need with a structured multi-
media character, i.e. it focused on the use of document structure to estimate, relate,
and combine the relevance of different multimedia fragments. One big challenge
for a structured document retrieval system is to combine the relevance of the dif-
ferent media types and XML elements into a single meaningful ranking that can be
presented to the user.

2 http://inex.is.informatik.uni-duisburg.de/
3 http://www.inex.otago.ac.nz/

http://inex.is.informatik.uni-duisburg.de/
http://www.inex.otago.ac.nz/
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27.2.2 MIREX

The MIREX4 (Music Information Retrieval Evaluation eXchange) is a Text RE-
trieval Conference (TREC)–style evaluation effort organised by the International
Music Information Retrieval Systems Evaluation Laboratory (IMIRSEL5) at the
Graduate School of Library and Information Science6, of the University of Illinois
at Urbana-Champaign7. It is a community–based evaluation conference for Music
Information Retrieval that examines the background, structure, challenges, and con-
tributions of MIREX and provides some insights into the state–of–the–art in Music
Information Information Retrieval systems and algorithms. Downie (2008) looks at
retrieval research as a whole.

27.2.3 GeoCLEF

The GeoCLEF8 track was introduced to the Cross Language Evaluation Forum
(CLEF) workshop in 2005 as an ad hoc TREC style evaluation for Geographic Infor-
mation Retrieval (GIR) systems; this provided a uniform evaluation for the growing
GIR community and is becoming the de facto standard for evaluating GIR systems.
GeoCLEF has moved its home to the University of Hildesheim9.

The GeoCLEF 2005–08 English corpus consists of approximately 135,000 news
articles, taken from the 1995 Glasgow Herald and the 1994 Los Angeles Times;
the overall corpus also includes German, Spanish and Portuguese documents. There
are 100 GeoCLEF queries from 2005–08 (25 from each year). These topics are
generated by hand by the four organising groups. Each query is provided with a title,
description and narrative. The title and description contain brief details of the query,
while the narrative contains a more detailed description including relevance criteria.
The 2005 queries have additional fields for concept, spatial relation and location.
However, these fields were discarded in later years as unrealistic. Typical topics of
GeoCLEF include Shark Attacks off Australia and California (Topic 001) or the
rather more difficult Wine regions around rivers in Europe (Topic 026). Mandl et al
(2008) present an overview of GeoCLEF 2007.

4 http://www.music-ir.org/mirex/
5 http://music-ir.org/evaluation/
6 http://www.lis.uiuc.edu/
7 http://www.uiuc.edu/
8 http://ir.shef.ac.uk/geoclef/
9 http://www.uni-hildesheim.de/geoclef/

http://www.music-ir.org/mirex/
http://music-ir.org/evaluation/
http://www.lis.uiuc.edu/
http://www.uiuc.edu/
http://ir.shef.ac.uk/geoclef/
http://www.uni-hildesheim.de/geoclef/
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27.2.4 TRECVid

The TREC Video Retrieval Evaluation initiative (TRECVid10) is an independent
evaluation forum devoted to research in automatic segmentation, indexing, and
content–based retrieval of digital video. It started out in 2001 as a video track of
the TREC11 conference series and became an independent two–day workshop of is
own in 2003. TRECVid is sponsored by the NIST12 (National Institute of Standards
and Technology) with additional support from other US government agencies. Par-
ticipation in TRECVid has been rising since its early days, and in 2007 54 teams
from all over the world took part. Smeaton et al (2006) give an overview of the
TREC Video Retrieval Evaluation initiative.

The information need of an example topic for the 2003 TRECVid Interactive
Track is described as “Find shots from behind the pitcher in a baseball game as he
throws a ball that the batter swings at”. Other search topics may be exemplified by
short video clips or a combination of video clips and images. The 2003 TRECVid
test collection repository consists of video shots from mainly US news programmes.

Every year 25 topics are released to all participating groups, who would have
pre–processed and indexed the test collection prior to this. The rules for the interac-
tive task of the search track allow searchers to spend 15 minutes per topic to find as
many relevant shots as possible; they are free to create a search engine query from
the given topic in any way they see fit, modify their query, and collect shots that
they deem relevant. Each participating group returns the results of their searches to
NIST, who are then responsible for assessing the returned shots from all the par-
ticipating groups. The assessors, often retired intelligence workers, would look at
a pool of results for each topic and assess the relevance of each shot in the pool
for a topic. In order to make the best use of the assessors’ time, only the union of
the top n, say 100, of all the results from different groups for a particular topic is
put into this pool. The explicitly assessed shots for each topic form the relevance
judgements. Shots that were not assessed during this procedure are those that none
of the many participating systems reported in their respective top n results, and the
implicit assumption is that these unassessed shots are not relevant. The reason for
this is the prohibitive cost of assessing all shots against all topics.

This ground truth is then the basis on which participating retrieval systems can be
compared. It is possible to use this setting for later evaluation outside the TRECVid
programme: the only slight disadvantage is that the assessed algorithm would not
have contributed to the pooling process; hence, if the new algorithm uncovered many
relevant shots that no other algorithm of the participating groups has reported in their
top n results, then these would be treated as irrelevant.

The interactive task is only one task among many. There are manual tasks where
the searchers are allowed to formulate and submit a query once for each topics
without further modification; there is an automated task where the generation of the

10 http://trecvid.nist.gov/
11 http://trec.nist.gov/
12 http://www.nist.gov/

http://trecvid.nist.gov/
http://trec.nist.gov/
http://www.nist.gov/
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computer query from a search topic is fully automated without any human interven-
tion. These three tasks form the search track of the TRECVid evaluation conference,
which is one of typically three to five tracks, each year. Over the years other tracks
have included:

Shot segmentation, i.e. the sectioning of a video into units that result from a single
operation of the camera, is a basic but essential task that any video processing unit
has to carry out. Hard cuts, where adjacent shots are basically edited by simply
concatenating the shots, are relatively easy to detect as the frames of a video change
abruptly. Modern editing techniques deploy gradual transmissions, though, e.g. fade
out/in, which provide continuity between shots and thus are harder to detect. Shot
segmentation algorithms vary widely in their efficiency, i.e. how much faster (or
slower) they are than playing the video. Generally, algorithms that need to decode
the video stream into frames tend to be slower than algorithms that operate on the
compressed video format.

The story segmentation track is meant to identify the (news) story boundaries
with their time. A news story is defined as a segment of news broadcast with a co-
herent focus. While a story can be composed of multiple shots (e.g. an anchorperson
introduces a reporter, who interviews someone in the field and uses archive mate-
rial to explain the background), a single shot can contain story boundaries, e.g. an
anchorperson switching to the next news topic. Although this track is non–trivial, it
has only been part of TRECVid for a couple of years.

In 2007 TRECVid introduced new video genres taken from a real archive in
addition to its previous focus on news: news magazine, science news, news reports,
documentaries, educational programming and archival video. The idea was to see
how well the video retrieval and processing technologies apply to new sorts of data.

In addition to that, the BBC Archive has provided about 100 hours of unedited
material (also known as rushes) from five dramatic series to support an exploratory
track of rushes summarisation: systems should construct a very short video clip that
includes the major objects and events of the original video. At a dedicated workshop
at ACM Multimedia, Over and Smeaton (2007) presented the results of these efforts.

The surveillance event detection track is a more recent addition to TRECVid
that operates on around 150 hours of UK Home Office surveillance data at London
Gatwick International Airport.

The content–based copy detection track tries to identify modified segments of a
video under a variety of transformations such as a change of aspect ratio, colour,
contrast, encoding, bit rate, addition of material, deletion of material, picture in
picture in the video part or bandwidth limitation and variate mixing with other au-
dio content in the audio part. Real world applications would be copyright control,
de–duplication in large data repositories, grouping of video results in large video
repositories or advertisement tracking.

Feature extraction tracks have played an important role throughout the lifetime
of TRECVid. Many requests for archival video contain requests for specific features
(see above discussion in this section). One of the frequently required aspects is that
of a specific camera motion. In the low–level feature extraction version, camera
motions such as pan (left or right) or tilt (up or down) had to be detected. Generally,



514 Suzanne Little, Ainhoa Llorente, and Stefan Rüger

owing to the semantic gap, high level feature extraction tasks are more difficult.
They concern semantic concepts such as indoor, outdoor, people, face, text overlay,
speech, etc. These concepts can be very useful additional search criteria to home
in on many real–world requests. Smeaton et al (2009) have summarised the work
done on the TRECVid high-level feature task and show the progress made across
the spectrum of various approaches.

27.2.5 VideOlympics

The VideOlympics13 (Snoek et al, 2008), held most recently at CIVR 2009, is not
an evaluation campaign in the traditional sense but rather an opportunity for re-
searchers with video retrieval systems to demonstrate their work through real–time
user evaluations in a demonstration session format. It uses data from TRECVid and
is therefore aimed principally at TRECVid participants. It is not intended to produce
comparative results for publication but to inform the audience about the state–of–
the–art in video retrieval and promote discussion about user interfaces for video
search.

27.2.6 PASCAL Visual Object Classes (VOC) Challenge

In 2005, the PASCAL Visual Object Classes challenge14 appeared supported by
the EU–funded PASCAL2 Network of Excellence on Pattern Analysis, Statistical
Modelling and Computational Learning15. The goal of this challenge is to recognise
objects from a number of visual object classes in realistic scenes. It is fundamentally
a supervised learning problem in that a training set of labelled images is provided.
The twenty object classes that were selected belonged to the following categories:
person, animal, vehicle, and objects typically found in an indoor scene. The chal-
lenge is divided into three main tasks: the classification task, which predicts the
presence or absence of an instance of the class in the test image; the detection task,
which determines the bounding box and label of each object in the test image; and
the segmentation task, which generates pixel–wise segmentations giving the class
of the object visible at each pixel.

The workshop where participants are invited to show their results is co–located
with a relevant conference in computer vision such as the International Conference
on Computer Vision or the European Conference on Computer Vision. The 2010
edition added new tasks such as still image action classification and large scale
visual recognition.

13 http://www.videolympics.org/
14 http://pascallin.ecs.soton.ac.uk/challenges/VOC/
15 http://www.pascal-network.org/

http://www.videolympics.org/
http://pascallin.ecs.soton.ac.uk/challenges/VOC/
http://www.pascal-network.org/
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27.2.7 MediaEval and VideoCLEF

MediaEval16 is a benchmarking initiative launched by the PetaMedia Network of
Excellence in late 2009 to serve as an umbrella organization to run multimedia
benchmarking evaluations. It is a continuation and extension of VideoCLEF, which
ran as a track in the CLEF campaign in 2008 and 2009.

The initiative is divided into several tasks. In the 2010 edition, there are two
annotation tasks called the tagging task but designed with two variations, the pro-
fessional version and the wild wild web version. The professional version tagging
task requires participants to assign semantic theme labels from a fixed list of subject
labels to videos. The task uses the TRECVid data collection from the Netherlands
Institute for Sound and Vision. However, the tagging task is completely different
than the original TRECVid task since the relevance of the tags to the videos is not
necessarily dependent on what is depicted in the visual channel. The wild wild web
version task requires participants to automatically assign tags to videos using fea-
tures derived from speech, audio, visual content or associated textual or social infor-
mation. Participants can chose which features they wish to use and are not obliged
to use all features. The data set provided is a collection of Internet videos.

Additional tasks for the 2010 initiative are the placing task or geotagging where
participants are required to automatically guess the location of the video by assign-
ing geo–coordinates (latitude and longitude) to videos using one or more of: video
metadata such as tags or titles, visual content, audio content, social information. Any
use of open resources, such as gazetteers, or geo–tagged articles in Wikipedia is en-
couraged. The goal of the task is to come as close to possible to the geo–coordinates
of the videos as provided by users or their GPS devices. Other tasks are the af-
fect task whose main goal is to detect videos with high and low levels of dramatic
tension; the passage task where, given a set of queries and a video collection, partic-
ipants are required to automatically identify relevant jump–in points into the video
based on the combination of modalities such as audio, speech, visual, or metadata;
and the linking task, where participants are asked to link the multimedia anchor of
a video to a relevant article from the English language Wikipedia.

One of the strongest points of this competition is that it attempts to complement
rather than duplicate the tasks assigned to in the TRECVid evaluation campaign.
Traditionally, TRECVid tasks are mainly focused on finding objects and entities
depicted in the visual channel whereas MediaEval concentrates on what a video is
about as a whole.

16 http://www.multimediaeval.org

http://www.multimediaeval.org
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27.2.8 Past Benchmarking Evaluation Campaigns

This section summarises other relevant benchmarking evaluation campaigns that
have previously been operative in this area. They are worth mentioning as their
research questions, objectives, results, and the used data sets persist online.

The Face Recognition Vendor Test (FRVT)17 2006 was the latest in a series of
large scale independent evaluations for face recognition systems organised by the
U.S. National Institute of Standards and Technology. Previous evaluations in the se-
ries were the FERET, FRVT 2000, and FRVT 2002. The primary goal of the FRVT
2006 was to measure progress of prototype systems and commercial face recogni-
tion systems since FRVT 2002. Additionally, FRVT 2006 evaluated the performance
on high resolution still imagery, 3–D facial scans, multi–sample still facial imagery,
and re–processing algorithms that compensate for pose and illumination.

A short–lived evaluation campaign that only ran for one year in 2006, Im-
agEVAL18 was a French initiative that tried to bring some answers to the question
posed by Carol Peters, in the CLEF workshop in 2005, where she wondered why
systems that show very good results in the CLEF campaigns have not achieved com-
mercial success. The point of view of ImagEVAL was that the evaluation criteria ‘do
not reflect the real use of the systems’. Thus, this initiative was launched in France
in 2006, mainly concentrated on the French research domain, although it was ac-
cessible to other researchers as well. The campaign was divided into several tasks
relating to image analysis including object detection, querying, text detection and
recognising transformed images. The focus of this evaluation campaign was cer-
tainly closer to the user–oriented perspective and it hoped to improve methods of
technological evaluation so that end–user criteria could also be included.

During the 2000 Internet Imaging Conference, a suggestion was made to hold a
public contest to assess the merits of various image retrieval algorithms. Since the
contest would require a uniform treatment of image retrieval systems, the concept of
a benchmark quickly entered into the scenario. This contest became known as the
Benchathlon19 and was held at the Internet Imaging Conference in January 2001.
Despite their initial objectives no real evaluation ever took place although many
papers were published in this context and a reference database created.

The Classification of Events, Events, Activities and Relationships (CLEAR)20

evaluation conference was an international effort to evaluate systems that are de-
signed to recognise events, activities, and their relationships in interaction scenar-
ios. Its main goal was to bring together projects and researchers working on re-
lated technologies in order to establish a common international evaluation in this
field. It was divided into the following tasks: person tracking (2–D and 3–D, audio–
only, video–only, multimodal); face tracking; vehicle tracking; person identification
(audio–only, video–only, multimodal); head pose estimation (2–D and 3–D); and

17 http://www.frvt.org/
18 http://www.imageval.org/e_presentation.html
19 http://www.benchathlon.net/
20 http://clear-evaluation.org/
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acoustic event detection and classification. The latest edition, held in 2007, was
supported by the European Integrated project ‘Computers In the Human Interaction
Loop’ (CHIL) and the U.S. National Institute of Standards and Technology (NIST).

27.2.9 Comparison with ImageCLEF

The principal difference between these evaluation conferences is in the document
and query types that they focus on. This necessarily leads to differences in the way
in which the tasks are structured and the evaluation metrics used. Core similarities
remain — evaluating the state of the art in information retrieval for structured text,
music, image, video or geographical queries. While the specific metrics may vary,
they remain based on the notion of document relevance and ranking a retrieved list
of documents. This is also true for annotation tasks where the confidence of a label
is used.

A common feature among many evaluation campaigns is the regular changes to
the tasks or strands of the challenge. Tasks not only get new content each year but
may change their focus, evolving to meet the needs of the research community and
the latest challenges. New tasks are constantly proposed and old tasks retired. The
ongoing evolution and diversity of the challenges helps to keep evaluation cam-
paigns relevant.

Multimedia objects are a highly multidimensional and collections often also in-
clude transcripts or other text–based metadata that is useful for information retrieval
purposes. Until the 2009 TRECVid the video retrieval task required a run to be sub-
mitted that only used the text data to demonstrate that an improvement was achieved
using the media content over that of using text alone. In the early days of TRECVid
it was often found that content–based or visual methods displayed little or no im-
provement over using the video transcription to retrieve video segments. Recent
results have consistently demonstrated that using content–based methods has im-
proved system performance and hence this requirement has been dropped.

ImageCLEF, VideoCLEF and GeoCLEF obviously have roots in the CLEF
multi–lingual text retrieval evaluation conference and thus also have a focus on
cross–language retrieval. By necessity, multi–linguality requires the inclusion of
text data in the document collection — images are generally language independent.

TRECVid has an option in the retrieval track which allows searches to be per-
formed by a user interacting with the search system to submit and refine queries.
The resulting evaluation is only conducted on the ranked results list and, officially
at least, does not include capturing user feedback on the system usability for com-
parison. VideOlympics, which is based on the interactive track of TRECVid, starts
to move towards user–based evaluations but does not produce comparative evalua-
tions, only demonstrations.

ImageCLEF has also increased its focus in recent years on the use of ontologies
or knowledge models (e.g. Wikipedia) to improve performance. This allows bet-
ter inclusion of contextual information in the queries and a potentially better user
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experience — although this has yet to be exhaustively tested within ImageCLEF.
Newly proposed evaluation metrics aim to judge the importance and effectiveness
of structured knowledge in MIR.

27.3 Utility of Evaluation Conferences

A great deal has been written from the 1960s to the present time regarding the utility
of batch system analysis of test collections for evaluating information retrieval ap-
proaches as compared with the real needs of users in their information environment.
Apart from operational criticisms relating to the methods of generating ‘enough’
data, the difficulty in defining relevance and determining appropriate queries, the
major criticism is that system–based approaches are too far removed from the real-
ity of user interactions and information requirements.

In defence of applying the Cranfield approach for system evaluation, Voorhees
(2002) discussed the philosophical implications and concluded that, within limits,
laboratory tests are a valid tool for performing this type of evaluation. This was
based on analysis of a series of experiments run on TREC collections that demon-
strated that comparative evaluations remain stable despite changes in the relevance
judgements. Salton (1992) examines a number of key criticisms regarding labora-
tory based retrieval system evaluation and finally concludes that “there should be
no question at this point about the usefulness and effectiveness of properly designed
automatic text retrieval systems”. Harman has, in general, been supportive of Cran-
field based evaluation particularly in her role at TREC (Harman, 2005). We await
with interest her keynote talk at SIGIR 2010 titled ‘Is the Cranfield Paradigm Out-
dated?’21.

In contrast, Järvelin (2009) argues strongly that Cranfield–style approaches are
limited and insufficient to explain searcher behaviour principally on the basis
that the resulting comparison and analysis lacks inclusion of the user contexts.
Hersh et al (2000); Turpin and Hersh (2001) present results that argue that end users
perceive little or no difference between the performance of a baseline system and
one shown to be ‘significantly’ better in relevance–based evaluations. Almost 20
years ago Brookes (1981) questioned the continuing usefulness of applying the
‘Cranfield paradigm’ for information retrieval evaluation stating that it was an eval-
uation from the ‘computer science’ side and did not reach out to fulfil the needs of
‘information science’. More recently, Järvelin (2009) stated “there is mounting evi-
dence that we may not be able to improve human performance by further improving
traditional research effectiveness”.

In spite of appearances, the conclusions from the literature summarised here are
not incompatible. Rather it is clear that evaluation of information retrieval systems
requires consideration of the system in situ rather than solely in vitro or in silico.
Certain tracks and tasks of the various evaluation conferences do consider the user.

21 http://www.sigir2010.org/doku.php?id=program:keynotes
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For example, both TRECVid and ImageCLEF have had interactive strands for re-
trieval tasks that involve user participation. TRECVid allows iterative querying of
the system to develop the results list, mimicking user behaviour in real life where
queries are refined based on the results list. ImageCLEF 2003, 2004 and 2005 had
an interactive image retrieval task that used user questionnaires to explore variations
of retrieval systems within a submission. That is, results from participants were not
compared. From 2006 this task was merged with the main interactive CLEF track
(iCLEF22).

Many of the papers written on the topic of information retrieval evaluation and
referenced here predate the Internet and are heavily focused on traditional text–
based IR. What is the implication for multimedia? Batch system analysis is depen-
dent on the creation of sufficiently large and well–annotated test sets. Building such
sets of multimedia documents is time consuming and expensive. Evaluation cam-
paigns are invaluable in providing standard data sets and a forum to conduct such
experiments. However, in many ways user–based evaluation is even more critical
for multimedia document search and retrieval. The high density of information con-
tained in images, audio or video and the often subjective interpretation create more
complications for determining relevance and increase the importance of personal
context.

Saracevic (1995) stated that IR was increasingly being embedded in other sys-
tems — e.g. the Internet, digital libraries — and noted that new evaluations in this
context needed to be incorporated. Since this paper was published, both Image-
CLEF and TRECVid have embraced the knowledge context found on the Internet
with tasks that incorporate contextual knowledge about images from Web pages, use
of Wikipedia and inclusion of social networking information.

Finally, there is of course more to evaluation conferences than simply the chance
to execute a batch system evaluation with a suitably large and well documented test
set. The collaborative nature, the focus and time–pressure of producing a submis-
sion, and the opportunity to openly share and explore approaches, are in many ways
the more valuable result of participation.

27.4 Impact and Evolution of Metrics

In the previous section we described a number of different evaluation campaigns
and looked at some of the criticisms of evaluation conferences for information re-
trieval research. We found that while a holistic approach to evaluation is required
there is benefit in applying batch system–based evaluations. Here we look at the use
of metrics to assess information retrieval performance. The definitions and expla-
nations of the metrics used in ImageCLEF have been given elsewhere in this book.
In this section we aim to discuss the real–world impact of using these metrics to
assess information retrieval research and some of the problems that can be caused

22 http://nlp.uned.es/iCLEF/

http://nlp.uned.es/iCLEF/
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by over reliance on judging performance using only a narrow selection of numerical
metrics. We also suggest some newly proposed metrics for evaluation that may help.

Perhaps the biggest challenge to conducting system–based evaluations is the need
to assign a relevance judgement to each document in the data set for each query.
This raises significant practical problems as manual annotation is time–consuming,
expensive and subjective — all motivations behind research into automatic image
annotation or content–based search. Evaluation campaigns often go some way to-
wards sharing this cost among research groups. TRECVid, for example, conducts a
shared annotation phase where participants manually annotate subsets of the train-
ing data to share and use in all systems. Pooling of results from all submissions is
also used to reduce the volume of documents that need to be assessed in the testing
phase. This may result in some relevant documents being missed but is generally
accepted to provide a more efficient cost–effective method of using very large data
sets.

Philosophically a larger question is how to define ‘relevance’ for IR. Borlund
(2003) provides an extensive review of the concept of relevance in IR and its im-
portance in evaluation.Cosijn and Ingwersen (2000) also discuss the difficulties of
consistently and accurately defining relevance and propose a model based on the
notion of socio–cognitive relevance. Saracevic (1997) in his acceptance speech for
the 1997 ACM SIGIR Gerald Salton Award talks about the impossibility of sepa-
rating users from the notion of relevance — by its very definition it requires user
involvement and user judgement.

Ellis (1996) describes the ‘dilemma of measurement’ in information science that
seeks to perform exact measurements in the scientific style but uses human judge-
ment of relevance and concluded that the Cranfield tests “oversimplified the inherent
complexity of the retrieval interaction in the pursuit of quantification”. This ten-
sion between the desire for a clear, quantitative method for comparing and defining
improvements in IR and the fundamental variations that occur when using human
judgements about document relevance continues to drive research into IR evaluation
methodologies.

Soboroff et al (2001) conducted interesting experiments that extend those by
Voorhees (2000) into the impact of differing relevance judgements on compara-
tive system performance. Using data from TREC, the hypothesis that variations
in relevance had minimal impact on the relative ranking of systems was assessed.
Interestingly, they found that even random assignments of relevance based on the
pooled TRECVid results produced rankings that correlated positively with the offi-
cial TREC result, although it was not possible to predict system performance. This
reinforces the view that evaluation campaign results should be used carefully out-
side of the context of the comparative workshop. Earlier work by Zobel (1998), who
proposed a new method for pooling system results, reached similar conclusions.

Buckley and Voorhees (2000) ask two questions regarding evaluation methods
for IR: “how to build and validate good test collections” and “what measures should
be used to evaluate retrieval effectiveness”. They examine a number of common
metrics based on precision and recall of relevant documents, discuss the general
rules of thumb (e.g. for size of the data or query set) and look at a method for
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quantifying the confidence that can be placed in the experimental conclusions. As
a result, they suggest that IR evaluation papers should include results from several
collections.

The precision and recall metrics used by Buckley and Voorhees (2000) are fairly
standard within IR. Other terms that are commonly used include those that aim to
quantitatively measure the overall improvement or gain achieved by one ranked list
over another (Järvelin and Kekäläinen, 2002). That is, is the order of results pro-
vided by system A better than that provided by system B? Sakai (2007) reviews a
number of graded–relevance retrieval metrics and concludes that they are “at least
as stable and sensitive as Average Precision, and are fairly robust to the choice
of gain values”. Researchers are also exploring areas such as novelty and diver-
sity to compare the performance of systems from a more user–friendly perspective
(Clarke et al, 2008).

Newer metrics that aim to address limitations with measures that use recall have
also been proposed. Moffat and Zobel (2008) suggest rank–biased precision derived
from a model of user behaviour as a replacement for average precision that measures
the behaviour as observed by the user. This publication also lays out a clear case for
and against the use of measures such as average precision and the benefits of metrics
that consider a broader range of the user’s perspective.

The Photo Annotation task at ImageCLEF 2009 calculated a new evaluation met-
ric based on ontology scoring from Nowak et al (2010) that aimed to measure how
information obtained from ontologies improved system performance. This metric
supported the focus on multi–modal approaches to photo annotation. Measures such
as this, while not necessarily improving the user focus of evaluation, do extend the
scope of evaluation campaigns and enrich the discussion surrounding the system
performance beyond that of single quantitative rankings.

Finally, too narrow a focus on single quantitative evaluation metrics can lead to
over–fitting of the system to produce optimal results for one or more evaluation
campaigns that cannot be transferred to real world performance. Both TRECVid
and ImageCLEF aim to mitigate this by providing multiple metrics for judging per-
formance and comparing systems internally. There is also a clear expectation that
precludes participants making exaggerated claims about the system performance
outside of the evaluation workshop — particularly in a commercial setting. In TREC
and TRECVid this takes the form of an explicit user agreement signed by partici-
pants.

27.5 Conclusions

In this chapter we have described the ImageCLEF/TRECVid participation experi-
ence of a multimedia IR research group and examined the issues surrounding evalu-
ation campaigns in IR. The main issues in IR evaluation focus on the weaknesses of
system–based evaluation in isolation, the problems in assessing IR system perfor-
mance outside of the real–world context and without user input, and the seductive
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difficulty in finding a quantitative measure of IR success. We have not presented
an exhaustive analysis of all of the available literature on evaluation in information
retrieval — there is an extensive volume of literature stretching back over almost 50
years of research in information science.

It is unfortunate that parties external to the evaluation communities can some-
times view them as a ‘competition’ and judge system performance in isolation based
only on the numbers. Research has shown that the use of system evaluation based on
the Cranfield approach can be a valid and useful approach to drive the development
of information retrieval. It is also clear that these judgements cannot necessarily
be applied outside of the evaluation workshop context to determine the absolute,
real–world usefulness or effectiveness of one system over another.

User–based evaluation of multimedia information retrieval systems is challeng-
ing due to difficulties in finding appropriate users, setting up systems with consis-
tent and functionally complete user interfaces (that do not impact excessively on the
perception of performance), and running experiments that are comparable and re-
producible. Evaluation campaigns do a fantastic job of helping researchers conduct
quality, large–scale system–based evaluations that drive research and improve tech-
nology. As multimedia information retrieval moves forward, we believe that holistic
user focused evaluations will become increasingly important. How can the commu-
nities of researchers and users mobilised by evaluation campaigns contribute to this
process?

ImageCLEF is useful and fulfils a significant need in multimedia IR. It is im-
portant to also consider a holistic view of information retrieval systems and not
to focus solely on the ranking or single performance values. Evolving tasks that
incorporate external context and begin to include users and interactivity are improv-
ing the outcomes for multimedia IR. Emerging metrics that focus on other aspects
are providing new insights into IR system performance and will be beneficial to
incorporate into future evaluation campaigns. The diversity of tasks in evaluation
campaigns helps to approximate user needs in small, specific situations. We believe
this fragmentation helps to simulate the variety of contexts and situations that occur
in MIR and contributes to improving real-world information retrieval systems. The
diversity found within evaluation campaigns will continue to drive multimedia IR
research and play a vital role in future developments.
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2008: Experiments combining different evidence sources. In: Working notes of CLEF 2008,
Aarhus, Denmark
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