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6 Reliability and Availability 
of Repairable Systems 

Reliability and availability analysis of repairable systems is generally performed 
using stochastic processes, including Markov, semi-Markov, and semi-regenerative 
processes. The mathematical foundation of these processes is in Appendix A 7. 
Equations used to investigate Markov and semi-Markov models are summarized in 
Table 6.2. This chapter investigates systematically most of the reliability models 
encountered in practical applications. Reliability figures at system level have indi­
ces Si (e.g. MTTFsi ), where S stands for system and i is the state entered at t=O 
(Table 6.2). After Section 6.1 (introduction, assumptions, conclusions), Section 6.2 
investigates the one-item structure under general conditions. Sections 6.3 - 6.6 deal 
extensively with series, parallel, and series-parallel structures. To unify models and 
simplify calculations, it is assumed that the system has only one repair crew and no 
further failures occur at system down. Starting from constant failure and repair 
rates between successive states (Markov processes), generalization is performed 
step by step (beginning with the repair rates) up to the case in which the process 
involved is regenerative with a minimum number of regeneration states. Approxi­
mate expressions for large series - parallel structures are investigated in Section 6.7. 
Sections 6.8 considers systems with complex structure for which a reliability block 
diagram often does not exist. On the basis of practical examples, preventive main­
tenance, imperfect switching, incomplete coverage, elements with more than two 
states, phased-mission systems, common cause failures, and general reconfigurable 
fault tolerant systems with reward & frequency I duration aspects are investigated. 
Basic considerations on network reliability are given in Section 6.8.8 and a general 
procedure for complex structures is in Section 6.8.9. Sections 6.9 introduces 
alternative investigation methods (dynamic FfA, BDD, event trees, Petri nets, 
computer-aided analysis), and gives a Monte Carlo approach useful for rare events. 
Asymptotic & steady-state is used as a synonym for stationary (pp. 490 & 501). 
Results are summarized in tables. Selected examples illustrate the practical aspects. 

6.1 Introduction, General Assumptions, Conclusions 

Investigation of the time behavior of repairable systems spans a very large class of 
stochastic processes, from simple Poisson process through Markov and semi­
Markov processes up to sophisticated regenerative processes with only one or just 
afew regeneration states. Nonregenerative processes are rarely considered because 
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of mathematical difficulties. Important for the choice of the class of processes to be 
used are the distribution functions for the failure-free and repair times involved. If 
failure and repair rates of all elements in the system are constant (time independent) 
during the stay time in each state (not necessarily at a state change, e. g. because of 
load sharing), the process involved is a (time-homogeneous) Markov process with a 
finite number of states, for which stay time in each state is exponentially distributed. 
The same holds if Erlang distributions occurs (supplementary states, Section 6.3.3). 
The possibility to transform a given stochastic process into a Markov process by 
introducing supplementary variables is not considered here. Generalization of the 
distribution functions for repair times leads to semi-regenerative processes, i. e., to 
processes with an embedded semi-Markov process. This holds in particular if the 
system has only one repair crew, since each termination of a repair is a renewal 
point (because of the constant failure rates). Arbitrary distributions of repair and 
failure-free times lead in general to nonregenerative stochastic processes. 

Table 6.1 shows the processes used in reliability investigations of repairable 
systems, with their possibilities and limits. Appendix A 7 introduces these processes 
with particular emphasis on reliability applications. All equations necessary for the 
reliability and availability calculation of systems described by (time-homogeneous) 
Markov processes and semi-Markov processes are summarized in Table 6.2. 

Besides the assumption about the involved distribution functions for failure-free 
and repair times, reliability and availability calculation is largely influenced by the 
maintenance strategy, logistic support, type of redundancy, and dependence between 
elements. Existence of a reliability block diagram is assumed in Sections 6.2- 6.7, 
not necessarily in Sections 6.8 and 6.9. Results are expressed as functions of time 
by solving appropriate systems of differential (or integral) equations, or given by the 
mean time to failure or the steady-state point availability at system level (MTTFsi or 
PAs) by solving appropriate systems of algebraic equations. lithe system has no 
redundancy, the reliability function is the same as in the nonrepairable case. In the 
presence of redundancy, it is generally assumed that redundant elements will be 
repaired without operational interruption at system level. Reliability investigations 
thus aim to find the occurrence of the first system down, whereas the point 
availability is the probability to find the system in an up state at a time t, 
independently of whether down states at system level have occurred before t. 

In order to unify models and simplify calculations, the following assumptions 
are made for analyses in Sections 6.2 - 6.6 (partly also in Sections 6.7 -6.9). 

1. Continuous operation: Each element of the system is in operating or 
reserve state, when not under repair or waiting for repair. (6.1) 

2. No further failures at system down (no FF): At system down the system is 
repaired (restored) according to a given maintenance strategy to an up 
state at system level from which operation is continued, failures during a 
repair at system down are not considered. (6.2) 

3. Only one repair crew: At system level only one repair crew is available, 
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repair is perfonned according to a stated strategy, e.g. first-in I first-out. (6.3) 
4. Redundancy: Redundant elements are repaired without interruption of oper-

ation at system level; failure of redundant parts is immediately detected. (6.4) 
5. States: Each element in the reliability block diagram has only two states 

(good or failed); after repair (restoration) it is as-good-as-new. (6.5) 
6. Independence: Failure-free and repair times of each element are stochas­

tically independent, > 0, and continuous random variables with finite mean 
(MTTF, MTTR) and variance (failure-free time is used as a synonym for 
failure-free operating time and repair as a synonym for restoration). (6.6) 

7. Support: Preventive maintenance is neglected; fault coverage, switching, 
and logistic support are ideal (repair time = restoration time = down time). (6.7) 

The above assumptions holds for Sections 6.2-6.6, and apply in many practical situ­
ations. However, assumption (6.5) must be critically verified, in particular for the 
aspect as-good-as-new, when repaired elements contain parts with time dependent 
failure rate which have not been replaced by new ones. This assumption is valid if 
nonreplaced parts have constant (time independent)failure rates, and applies in 
this case at system level. At system level, reliability figures have indices Si 

(e.g.MTTFsJ, where S stands for system and i is the state entered at t= o (Table 6.2). 
Assuming irreducible processes, asymptotic & steady-state is used for stationary. 

Table 6.1 Stochastic processes used in reliability and availability analysis of repairable systems 

Stochastic process Can be used in modeling Background Difficulty 

Spare parts provisioning in the case of arbi- Renewal 
Renewal process trary failure rates and negligible replacement theory Medium 

or repair time (Poisson process for const. A) 

Alternating renewal One-item repairable (renewable) structure Renewal Medium 
process with arbitrary failure and repair rates theory 

Systems of arbitrary structure whose elements Differential 
Markov process (MP) have constant failure and repair rates (Ai ,lli) equations 
(finite state space, time- during the stay time (sojourn time) in every or Low 
homogeneous) state (not necessarily at a state change, e. g. Integral 

because of load sharing) equations 

Semi-Markov process Some systems whose elements have constant Integral 
or Erlangian failure rates (Erlang distributed Medium 

(SMP) 
failure-free times) and arbitrary repair rates 

equations 

Semi-regenerative proc. Systems with only one repair crew, arbitrary Integral 
(process with an embedded structure, and whose elements have constant equations 

High 

SMP, i.e. 2: 2 reg. states) failure rates and arbitrary repair rates 

Nonregenerative Systems of arbitrary structure whose elements Partial differ- High to 

process have arbitrary failure and repair rates ential eqs. (case very 
by case soluttion) high 
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Section 6.2 considers the one-item repairable structure under general assump­
tions, allowing a careful investigation of the asymptotic and stationary behavior. 
For the basic reliability structures encountered in practical applications (series, 
parallel, and series-parallel), investigations in Sections 6.3 - 6.6 begin by assuming 
constant failure and repair rates for every element in the reliability block diagram. 
Distributions of the repair times, and as far as possible of the failure-free times, are 
then generalized step by step up to the case in which the process involved remains 
regenerative with a minimum number of regeneration states. This, also to show 
capability & limits of the models involved. For large series-parallel structures, 
approximate expressions are developed in deep in Section 6.7. Procedures for 
investigating repairable systems with complex structure (for which a reliability 
block diagram often does not exist) are given in Section 6.8 on the basis of practical 
examples, including, among others, imperfect switching, incomplete coverage, 
more than two states, phased-mission systems, common cause failures, and fault 
tolerant reconfigurable systems with reward & frequency I duration aspects. It is 
shown that the tools developed in Appendix A 7 (summarized in Tab. 6.2) can be 
used to solve many of the problems occurring in practical applications, on a case­
by-case basis working with the diagram of transition rates or a time schedule. 
Alternative investigation methods, as well as computer-aided analysis is discussed 
in Section 6.9 and a Monte Carlo approach useful for rare events is given. 

From the results of Sections 6.2 - 6.9, the following conclusions can be drawn: 

1. As long as for each element in the reliability block diagram the condition 
MITR « MITF holds, the shape of the distribution function of the repair time 
has small influence on the mean time to failure and on the steady-state 
availability at system level (see for instance Examples 6.8, 6.9, 6.10). 

2. As a consequence of Point 1, it is preferable to start investigations by assuming 
Markov models (constant failure and repair rates for all elements, Table 6.2); in 
a second step, more appropriate distribution functions can be considered. 

3. The assumption (6.2) of no further failure at system down has no influence on 
the reliability function; it allows a reduction of the state space and simplifies 
calculation of the availability and interval reliability (yielding good approxi­
mate values for the cases in which this assumption does not apply). 

4. Already for moderately large systems, use of Markov models can become time­
consuming (up to e . n! states for a reliability block diagram with n elements); 
approximate expressions are important, and the macro-structures introduced in 
Section 6.7 (Table 6.10) adheres well to many practical applications. 

5. For large systems or complex structures, following possibilities are available: 
• work directly with the diagram of transition rates (Section 6.8), 
• calculation of the mean time to failure and of the steady-state availability at 

system level only (fable 6.2, Eqs. (A7.126), (A7.173), (A7.131), (A7.178)), 
• use of approximate expressions (Sections 6.7 and 6.9.7), 
• use of alternative methods or Monte-Carlo simulation (Section 6.9). 
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6.2 One-Item Structure 

A one-item structure is an unit of arbitrary complexity, generally considered as an 
entity for investigations. Its reliability block diagram is a single element (Fig. 6.1). 
Considering that in practical applications a repairable one-item structure can have 
the complexity of a system, and also to use the same notation as in the follow­
ing sections of this chapter, reliability figures are given with the indices S or so 
(e. g. PAs, Rso(t), MTTFso ), where S stands for system and 0 specifying item new 
at t = 0 (S alone is used for arbitrary conditions at t = 0 or for steady-state). 

Under the assumptions (6.1) to (6.3) and (6.5) to (6.7), the repairable one-item 
structure is completely characterized by the distribution function of the failure-free 
times 'to, 'tl , ... 

FA(x)=Pr{'tO~x} and F(x)=Pr{'ti ~x}, 

with densities 

and f(x) = dF(x) , 
dx 

the distribution function of the repair times 'to, 'ti ' ... 

GA(x) = Pr{'to ~x} and G(x) = Pr{'ti ~x}, 

with densities 

dG(x) 
and g(x) = -- , 

dx 

i=I,2,. .... x>O. (6.8) 
FA (0) = F(O) = o. 

(6.9) 

i=1.2 ..... x>O (610) 
G(O) = GA (0)= O. . 

(6.11) 

and the probability p that the one-item structure is up at t = 0 

p = Pr{up at t = O} (6.12) 

or 
1- P = Pr{down (i.e. under repair) at t = O}, 

respectively ('t i & 't; are interarrival times, and x is used instead of t). The time 
behavior of the one-item structure can be investigated in this case with help of the 
alternating renewal process introduced in Appendix A7.3. 

Figure 6.1 Reliability block diagram for a one-item structure 
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Figure 6.2 Possible time behavior for a repairable one-item structure new at t = 0 (repair times 
greatly exaggerated, alternating renewal process with renewal points 0, Sduul, Sduu2, ... for a 
transition from down state to up state given that the item is up at t = 0 (marked by .» 

Section 6.2.1 considers the one-item structure new at t = 0, i. e., the case p = 1 
and F A(x) = F(x), with arbitrary F(x) and G(x). Generalization of the initial 
conditions at t = 0 (Sections 6.2.3) allows in Sections 6.2.4 and 6.2.5 a depth 
investigation of the asymptotic and steady-state behavior. 

6.2.1 One-Item Structure New at Time t = 0 

Figure 6.2 shows the time behavior of a one-item structure new at t = O. 'tJ' 't2"" 
are the failure-free times. They are statistically independent and distributed 
according to F(x) as per Eq. (6.8). Similarly, 'ti, 't2'''' are the repair times, 
distributed according to G(x) as per Eq. (6.10). Considering assumption (6.5), the 
time points 0, SduuJ'''' are renewal points and constitute an ordinary renewal 
process embedded in the original alternating renewal process. Investigations of this 
Section are based on this property (Sduu means a transition from down (repair) to 
up (operating) starting up at t = 0). 

6.2.1.1 Reliability Function 

The reliability function Rso(t) gives the probability that the item operates failure 
free in (0, t] given item new at t = 0 

RSO(t) = Pr{upin (O,t] I newatt=O}. 

Considering Eqs. (2.7) and (6.8) it holds that 

Rso(t) =Pr{'tl >t} =1-F(t), 

(6.13) 

(6.14) 

yielding Rso(t) = e-At for the case of constant failure rate A. The mean time to 
failure given item new at t = 0 follows from Eq. (A6.38) 

MITF so = f Rso(t) dt , 
o 

(6.15) 
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with upper limit of the integral h should the useful life of the item be limited to TL 

(Rso(t) jumps to 0 at t = h). In the following, TL = 00 is assumed, yielding 
MITFso = 1/ t.. for the case of constant failure rate t... 

6.2.1.2 Point Availability 

The point availability PAso(t) gives the probability of finding the item operating at 
time t given item new at t = 0 

PASO(t) = Pr{up at t I new at t =O}. (6.16) 

For PAso(t) it holds that 

t 

PASO(t) =1-F(t)+ fhduu(x)(I-F(t-x»dx. (6.17) 
o 

AU) is often used instead of PAso(t). Equation (6.17) is derived in Appendix 
A 7.3 (Eq. (A 7.56» using the theorem of total probability. 1- F( t) is the probability 
of no failure in (0, t], hduuCx)dx gives the probability that anyone of the renewal 
points Sduul' Sduu2' ... lies in (x, x + dx], and 1- F(t - x) is the probability that no 
further failure occurs in (x, t]. Using Laplace transform (Appendix A9.7) and 
considering Eq. (A7.50) with FA(x) = F(x), Eq. (6.17) yields 

PA s = l-r(s) . 
SO() s(l- f(s)g;(s» 

(6.18) 

r(s) and g(s) are the Laplace transforms of the failure-free time and repair time 
densities, respectively (given by Eqs. (6.9) and (6.11». 

Example 6.1 

a) Give the Laplace transform of the point availability PAs 0 (t) for the case of a constant 
failure rate 'A ('A (x) = 'A). 

b) Give the Laplace transform and the corresponding time function of the point availability for 
the case of constant failure and repair rates 'A and 1.1. ('A(x) = 'A and l.I.(x) = 1.1.). 

Solution 

a) With F(x) = 1- e -A.X or f(x) = 'Ae -Ax, Eq. (6.18) yields 

PASO(s)= 1/(s+AC1-g(s». (6.19) 

Supplementary results: g(x)=a(a x)~-l e -(XX I rep) (Eq. (A6.98» yields 

- (s+ a)~ 
PAso(S)= . 

(s+'A)(s+a)~-'Aa~ 
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b) With f(x) = Ae-A,X and g(x) = J.le-I'x, Eq. (6.18) yields 

- s+J.l 
PAso(s) = s(s+A+J.l)' 

and thus (Table A9.7b) 

J.l A -(A,+I')t A -I't 
PASO(t) = A+J.l +A+J.l e '" (l-A/J.l)+jie 

PAso (t) converges rapidly, exponentially with a time constant 

1/(1.. + J.l) '" l/J.l = M1TR, 

(6.20) 

to the asymptotic value J.l1 (A + J.l) '" 1 - AI J.l, see Section 6.2.4 for an extensive discussion. 

PASO(t) can also be obtained using renewal process arguments (Appendices A7.2, 
A7.3, A7.6). After the first repair the item is as-good-as-new. Sduu1 is a renewal 
point and from this time point the process restarts anew as at t = O. Therefore 

Pr{upat t I Sduul =x} =PAso(t-x). 

Considering that the event 

{up att} 

occurs with exactly one of the following two mutually exclusive events 

{no failure in (0, t] } 

or 

{Sduul < t n up at t} 

it follows that 

t 

PASO(t) =1-F(t)+ f(f(x)*g(x))PAso(t-x)dx, 
o 

(6.21) 

(6.22) 

where f(x) * g(x) is the density of the sum 't1 + 't~ (see Fig 6.2 and Eq. (A6.75)). 
The Laplace transform of PAso(t) as per Eq. (6.22) is that given by Eq. (6.18). 

6.2.1.3 Average Availability 

The average availability AAso(t) is defined as the expected proportion of time in 
which the item is operating in (0, t] given item new at t = 0 

AASO(t) = ~ E[total up time in (0, t] I newatt = 0] . (6.23) 
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Considering PAso(x) from Eq. (6.17), it holds that 

t 

AASO(t) = + f PASO(x)dx. (6.24) 

o 

Eq. (6.24) has a great intuitive appeal. It can be proved by considering that the time 
behavior of the repairable item can be described by a binary random function 1;(t) 
taking values 1 for up and 0 for down. From this, E [1;(t)] = o· (1- PAso(t)) + 
1· PAso(t)= PAso(t) and, taking care of r 1;(x)dx = total up time in(O, t], it follows 
that (by Fubini's theorem [A6.6 (Vol. II)] aRd assuming existence of the integrals) 

t t t 

AASO(t) = + E[f1;(x)dx] = + f E [1;(x)]dx = + fPAso(x)dx. 
000 

6.2.1.4 Interval Reliability 

The interval reliability IRS oCt, t + e) gives the probability that the item operates 
failure free during an interval [t, t + e] given item new at t = 0 

IRso(t,t+9)=Pr{upin[t,t+9] I newatt=O}. 

The same method used to obtain Eq. (6.17) leads to 

t 

IRso(t,t +9) = I-F(t +9) + fhduu(x)(I-F(t +9 -x»dx. 
o 

Example 6.2 

(6.25) 

(6.26) 

Give the interval reliability IRS 0 (t , t +8) for the case of a constant failure rate A (A(X) = A). 

Solution 

With F(x) = 1- e-f..X it follows that 
I t 

IRS 0 (t, t +8) = e -A (1+8) + f hduu(x)e -A (t+8-x) dx = [e -1.1+ f hduuCx)e -A (t-x) dx] e -AS. 

o 0 

Comparison with Eq. (6.17) for F(x) = 1- eM yields 

-f..e 
IRso (t,t+8)=PAso (t)·e . (6.27) 

It must be pointed out that the product rule in Eq. 6.27, expressing Pr{up in [t, t + e] 

I new at t = Or = Pr{ up at t I new at t = O} . Pr{no failure in (t, t + e] I up at t}, is valid 
only because of the constant failure rate A (memoryless property, Eq.(2.14»; in the 
general case, the second term is Pr{ no failure in (t, t + e] I (up at t n new at t = O)}, 
which differs from Pr{nofailurein(t,t+e] I up at t} (see also Example A7.2). 
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6.2.1.5 Special Kinds of Availability 

In addition to the point and average availability (Sections 6.2.1.2 and 6.2.1.3), there 
are several other kinds of availability useful for practical applications [6.5 (1973)]: 

1. Mission Availability: The mission availability MAso(To, to) gives the 
probability that in a mission of total operating time (total up time) To each 
failure can be repaired within a time span to' given item new at t = 0 

MASO(To, to) = Pr{each individual failure occuring in a mission with 

total operating time To can be repaired in a time -:;, to I new at t =O}. (6.28) 

Mission availability is important in applications where interruptions of length 
-:;, to can be accepted. Its computation considers all cases with n = 0, 1, ... 
failures, taking care that at the end of the mission the item is operating 
(to reach the given (fixed) operating time To). +) Thus, for given To> 0 and to' 

MASO(To, to) = 1-F(To) + L(Fn(To) - Fn+l (To» (G(to» n (6.29) 
n=1 

holds. Fn(To)-Fn+l(To) is the probability for n failures during the total 
operating time To (Eq. (A7.14»; (G(to»n is the probability that all n 
repair times will be shorter than to. For constant failure rate A it holds that 

1 n -A. T d th Fn(To)-Fn+l(To)=(I\To) e °In! an us 

(6.30) 

2. Work-Mission Availability: The work-mission availability WMAso(To, x) gives 
the probability that the sum of the repair times for all failures occurring in a 
mission oftotal operating time (total up time) To is :0; x, given item new at t = 0 

WMAsO< To,x) = Pr{ sum ofthe repair times for all failures occurring 

in a mission oftotal operating time To is -:;'x I new at t=O}. (6.31) 

Similarly as for Eq. (6.29) it follows that for given (fixed) To> 0 and x> 0 +) 

WMASO(To'x) =l-F(To) + L(Fn(To)-Fn+l(To» Gn(x),++) (6.32) 
n=1 

where G n(x) is the distribution function of the sum of n repair times with dis­
tribution G(x) (Eq. (A7.13». As for the mission availability, the item is up at 
the end of the mission (to reach the given (fixed) operating time To). For con­
stant failure and repair rates (A, ~), Eq. (6.32) yields (see also Eq. (A7.219» 

+) An unlimited number n of repair is assumed here, see e.g. Section 4.6 (p. 140) for n limited. 
++) See e.g. p. 514 for a possible application ofEq. (6.32) to a cumulative damage model. 
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00 A n n-l k 
WMA (T ) = 1- -(ATO+I!X) ~ [~ ~ (lAX) ] 

so 0' x e L..J, £.; k' ' 
n=l n. k=O . 

TO >0 given, x>O, 
WMAs o(To. 0) =e-ATo. 

(6.33) 

Defining DT as total down time and UT = t - DT as total up time in (0, t], one 
can recognize that for given fixed t, WMAsoCt -x, x) = Pr {DT in (O,t] :;; x} 

holds for an item described by Fig. 6.2 (t> 0, 0< x:;; t). However, the item 
can now be up or down at t, and the situation differs from that defined by 
Eq. (6.31). The function WMAso(t-x,x) has been investigated in [A7.29 (57)]. 

In particular, a closed analytical expression for WMAso(t-x,x) is given for 
constant failure and repair rates (A, Il), and it is shown that the distribution of 
DT converges for t-> 00 to a normal distribution with mean t A/(A+Il) '" tA/Il 

and variance t 2 A Il I (A + 1l)3 '" t 2 A I 1l2 • It can be noted, that for the interpre­
tation described by Eq. (6.32), mean and variance of the total repair time are 
given exactly by To A I Il and To 2 A I 1l2, respectively (Eq. (A 7.220)). 

3. Joint Availability: The joint availability JAso (t, t + e) gives the probability of 
finding the item operating at the time points t and t+ e, given item new at 
t = 0 (e is given (fixed), see e. g. [6.15 (1999), 6.28] for stochastic demand) 

JASO(t, t +8) = Pr{(up at t n up att +8) I new at t =O}. (6.34) 

For the case of constant failure rate A(X) = A, Eq. (6.27) yields 

JAso(t ,t + 8) = PAso(t) . PAso(8). (6.35) 

For arbitrary failure rate, one has to consider that {up at tn up at t+e I new at t=O} 
occurs with one of the following 2 mutually exclusive events (AppendixA7.3) 

{ up in [t, t + 8] I new att = 0 } 
or 

{(up at t n next failure occurs before t + 8 n up at t + 8) I new at t = O}. 

The probability for the first event is the interval reliability IRso(t,t + El) given 
by Eq. (6.26). For the second event, it is necessary to consider the distribution 
function of the forward recurrence time in the up state 't Ru(t). As shown in 
Fig. 6.3, 'tRuCt) can only be defined ifthe item is up at time t, hence 

Pr{'t RuCt) > x I newatt =O} = Pr{up in (t, t+x] I (up at t n new at t =O)} 

and thus, as for Example A7.2 and considering Eqs. (6.16) and (6.25), 

I 
Pr{upin[t,t+x] Inewatt=O} IRso(t,t+x) 

Pr{'tRuCt»x newatt=O}= =--'''-''-'----'-
Pr{up at t I new at t = O} PAso(t) 

=1-F't (x). (6.36) 
Ru 



180 6 Reliability and Availability of Repairable Systems 

For constant failure rate A(X) = A one has 1- Er Ru (x) = e -Ax, as per Eq. (6.27). 
Considering Eq. (6.36) it follows that 

e 
JAso(t,t+ 8) = IRso(t,t+ 8) + PAso(t) f f (x)PAS1 (8-x)dx 'tRu 

o 
e f aIRso(t,t+x) 

= 1Rso(t,t+ 8) - PASl (8-x)dt, 
o ax 

where PASl (t) = Pr{up att I a repair begins att = O} is given by 

t 

PAS! (t) = f hdud(x)(l- F(t - x»dx, 

o 

(6.37) 

(6.38) 

with hdud Ct)= g(t)+ get) * f(t) * g(t)+g(t) * f(t) * g(t)* f(t)* g(t)+ ... (Eq. (A 7.50». 
J Aso(t,t + e) can also be obtained in a similar way to P Aso(t) in Eq. (6.17), 
by considering the alternating renewal process starting up at the time t with 
't Ru(t) distributed according to F't (x) as per Eq. (6.36). This leads to 

Ru 

e 
J Aso(t,i + 8) = IRso(t,t + e) + f h ~uu (x)(l- F(e - x»dx, (6.39) 

o 

with hd' (x) =( (x)* g(x)+( (x) * g(x) * f(x) * g(x)+ ... , see Eq. (A7.50), and 
uu 'Ru 'Ru 

C (x)=PAso(t)f't (x)=PAso(t)dF't (x)/dx=-aIRso(t,t+x)/ax, see 
'& & & 

Eqs. (6.36) and (6.37). Similarly as for 'tRu(t), the distribution function for 

the forward recurrence time in the down state 'tRd(t) is given by (Fig. 6.3) 

t 
Pr{-r Rd(t) ~x I new att=O} =1- Ih udu(y)(1- G(t+x-y» dy 1(l-PASO(t» , (6.40) 

o 

with hudu(t) = f(t) + f(t) * g(t) * f(t) + ... (Eq. (A7.50». For constant failure 

rate A(X) = A, Eq. (6.37) or (6.39) leads to Eq. (6.35), by considering Eq.(6.19). 

Other kinds of availability are possible. For instance, availability by omitting down 
times for repair shorter than a given fixed or random time l:l has been investigated 
recently in [6.48], yielding for the case of fixed l:l to lim PAl> (t) = I -~ (1 +j.ll:l) e -Ill>. 

t~OQ r.+ IL 

~~' :::7~~. 
Figure 6.3 Forward recurrence times 't Ru (t) and 't Rd (t) in an alternating renewal process 
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6.2.2 One-Item Structure New at Time t = 0 and with 
Constant Failure Rate A 

In many practical applications, a constant failure rate A can be assumed. In this 
case, the expressions of Section 6.2.1 can be simplified making use of the 
memoryless property given by the constant failure rate. Table 6.3 summarizes 
the results for the cases of constant failure rate (A) and constant or arbitrary 
repair rate (~ or ~x) = g(x)/(l- G(x»). Approximations in Table 6.3 are valid 
for A«~ and t> 10 / ~ = 10 MTJR. For points 3 in Table 6.3 it can be noted that 
AASO(O) = 1, as for PAso(O), and that the convergence of AAso(t) toward 
AAs = PAS is slower than that of PASO(t). The product rule for IRso(t, t + 8) and 
JAso (t, t + 8) is valid because of the constant failure rate A. 

Table 6.3 Results for a repairable one-item structure new at t = 0 and with constant/ailure rate A 

Repair rate Remarks, Assumptions 
arbitrary (l1(x» constant (11)+) 

1. Reliability func- -AI -AI Rs o(t)= Pr{upin (0, tl I e e 
tion Rso (t) newatt = OJ 

2. Point e - At + _11_ +_A_ e-(A+I1)t PAso(t) = Pr{upat I I I 
availability J h duu (x) e -A{t-X) d.x 

A+ 11 A + 11 newatl = OJ, hduu = 

PAso(t) 0 =11 / (A+I1)=l-A/I1 f*g+f*g'f*g + ... 

3. Average I 11 
A(l - e -(A+)l)I) 

! J PAs 0 (x)d.x 
--+ 

I (A + 11)2 AAso(t)= E[total up time availability A+ 11 

AAso(t) 
I 0 

= 111 (A+ 11) + AII112 
in (0, III new at I = OJ I I 

4. Interval reliabili- -AB -AB Ae-(A+)l)I-AB IRs 0 (I ,I + 9) = Pr{ up in PAso(/)e l1e 
ty IRSO(f ,f +9) --+ 

[I, I + 9l I new at! = 0 j A+ 11 A+ 11 

5. Joint availability JAs 0(/, 1+ 9)= Pr{up attn 

JASO(t ,I +9) 
PA so (t)PAso (6) PA so (t)PAso (6) up at! + 9 I new at I = O}, 

PAs o(x)as in point 2 

6. Mission 
-A 1: e-~If 

MAs o (To ,If )= Pr{each fail-

availability 
e-ATo(l-G(tt» e 0 

ure in a mission with total op-
erating time To can be repaired 

MAso(To,ff) in a time:5 1 t I new at! = O} 

+) Markov process; up= operating state; approximations valid for A «Il and I > 10 III = 10 MTTR 
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6.2.3 One-Item Structure with Arbitrary Conditions at t = 0 

Generalization of the initial conditions at time t = 0, i. e., the introduction of p, 

FA(x) and GA(x)as defined by Eqs. (6.12), (6.8), and (6.10), leads to a time 
behavior of the one-item repairable structure described by Fig. A 7.3 and to the 
following results: 

1. Reliability function Rs(t) 

RsCt) = Pr{up in (0, t] I up att =o} = I-FACt). (6.41) 

Equation (6.41) follows from Pr{ up in [O,t]} = Pr{ up at t = ° n Pr{ up in (O,t]} 

=Pr{upatt=O}·Pr{upin(O,t] I upatt=O}=p·(l-FA(t) = p.Rs(t). 

2. Point availability PAs(t) 
t 

PAS(t) = Pr{up att} = p[I-FA(t) + fhduu(x)(I-F(t -x»dx] 
o 

t 

+ (1- p) fhdud(X)(1-FCt -x»dx, 
o 

(6.42) 

with hduu(t) = fACt) * get) + fACt) * g(t) * f(t) * get) + ... and hdud(t) = gA(t) + 
gA(t) * f(t) * get) + gA(t) * f(t) * get) * f(t) * get) + ... (see also Eq. (A7.50». 

3. Average availability AAS(t) 

t 

AAs(t) = ! E [total up time in (0, t]] = ! f PAS(x) dx. 
t t 0 

4. Interval reliability IRs(t, t + 8) 

IRsCt, t+ 8) = Pr{ up in [t ,t + 8]} 
t 

= p[1-FA(t+8) + f hduu(x)(I-F(t+8-x»dx] 

o t 

(6.43) 

+(1- P)fhdud(X)(1-F(t+8-x»dx. (6.44) 
o 

5. Joint availability JAs(t, t + 8) 

JA S(t,t+8) = Pr{up att n up at t+8} 

IR ( 8) Js aIRs(t, t+ x) 
= S t,t+ - PASl(8-x)dx, 

o ax 
with IRs(t, t + 8) from Eq. (6.44) and PAS1(t) from Eq. (6.38). 

(6.45) 
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6. Forward recurrence times ("eRu(t) and "eRd(t) as in Fig. 6.3) 

Pr{"e Ru(t) ::;; x} = 1 - IRs(t, t + x) / PAS(t) , 

with IRs(t, t + x) according to Eq. (6.44) and PAs(t) from Eq. (6.42), and 

Pr{down in [t, t + x]} 
Pr{'tRd(t):5x}=1- , 

1-PAs(t) 

where 
t 

Pr{down in [t, t + x]} = p f hudu(y)(1- G(t + x - y»dy 

o t 

+ (1- p)[1- G A(t + x) + f hudd(y)(1- G(t + x - y»dy] , 

o 
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(6.46) 

(6.47) 

with hudu(t) =fA(t) + fA(t) * g(t) * f(t) + fA(t) * g(t) * f(t) * g(t) * f(t) + ... and 
hudd(t) = gA(t) * f(t) + gA(t) * f(t) * g(t) * f(t) + ... 

Expressions for mission availability and work-mission availability are generally 
only used for items new at time t = 0 (see [6.5 (1973)] for a generalization. 

6.2.4 Asymptotic Behavior 

As t ---7 00 expressions for the point availability, average availability, interval relia­
bility, joint availability, and distribution function of the forward recurrence time 
(Eqs. (6.42)-(6.47» converge to quantities which are independent of t and initial 
conditions at t = O. Using the key renewal theorem (Eq. (A7.29» it follows that 

MITF 
lim PAS(t) = PAs = , 
t~oo MITF+ MITR 

(6.48) 

MITF 
lim AAS( t) = AAs = = PAs, 
t~oo MITF + MITR 

(6.49) 

lim IRs(t, t + e) = IRs(e) = 1 J (1- F(y»dy, 
Hoo MITF+ MITR e 

(6.50) 

MITF 
lim JAs(t, t + e) = JAs(e) = PASOe(e), 
t~oo MITF + MITR 

(6.51) 

x 

lim Pr{'tRu(t):5X} =_1_ f(1-F(y»dy, 
t~oo MTTF 0 

(6.52) 

1 x 
lim Pr{'tRdCt):5x}=-- f(1-G(y»dy, 
t~oo MITR 0 

(6.53) 
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where MITF = E['t"j]' MITR = E['t"/J, i = 1, 2, ... , and PAOe(S) is the point avail­
ability according to Eq. (6.42) with p = 1 and F AU) from Eq. (6.57) or Eq. (6.52). 
In practical applications, PA and AA (or PAs and AAs for system oriented values) 
are often referred as availability and denoted by A. The use of PAs =AAs = 
(MTBF - MITR) I MTBF is to avoid, because it implies MTBF = MITF + MITR. 

Example 6.3 

Show that for a repairable one-item structure in continuous operation, the limit 

. MTTF 
hmPAS(t) = PAs =----­
H~ MTTF + MTTR 

is valid for any distribution function F(x) of the failure-free time and G(x) of the repair time, 
if MTTF < 00, MTTR < 00, and the densities f(x) and g(x) go to 0 as x -t 00. 

Solution 

Using the renewal density theorem Eq. (A7.31) it follows that 

1 
lim h duu (t) = lim h dud (t) = . 
t~~ t~~ MTTF + MTTR 

Furthermore, applying the key renewal theorem Eq.(A. 7.29)to PAs (t) given by Eq.(6.42) yields 

f (1- F(x»dx f (1- F(x»dx 

limPAs(t) = p(1-1+ ° )+(1- p)-"O ___ _ 
H~ M1TF + M1TR M1TF + M1TR 

M1TF M1TF M1TF 

= P MTTF + MTTR + (1 - p) MTTF + MTTR = MTTF + MTTR . 

The limit M1TF I (MTTF + M1TR) can also be obtained from the final value theorem of the 
Laplace transform (Table A9.7), considering for s -t 0 

r(s)= 1- s MITF +o(s) '" 1- s MITF 

and 
g(s)= 1- s MITR + o(s) '" l-s MITR. (6.54) 

with o(s) as per Eq. (A7.89). When considering gOIo) for availability calculations, the 
approximation given by Eq. (6.54) often leads to PAs = 1, already by simple redundancy 
structures. In these cases, Eq. (6.113) has to be used. 

In the case of constant failure & repair rates A(X) = A and IJ.(x) = /.4 Eq. (6.42) yields 

PAs(t) ~ _J.l_ + (p _ _ J.l_)e-(A.+I-l)t. 
A+J.l A+J.l 

(6.55) 

Thus, for this important case, the convergence of PAs(t) toward PAs = J.l I(A + J.l) 
is exponential with a time constant 1/ (A + J.l) < 1/J.l = MITR. In particular, for 
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p = 1, i. e. for PAsCO) = 1 and PAs(t) == PAso(t), it follows that 

(6.56) 

Generalizing the distribution function G(x) of the repair time and/ or F(x) of the 
failure-free time, PAso(t) can oscillate damped (as in general for the renewal 
density h(t) given by Eq. (A7.18». However, for constant failure rate A and 
providing A MITR sufficiently small and some rather weak conditions on the 
density g(x), lower and upper bounds for PAsoCt) can be found [6.25] 

1 AMITR - (' 11 ) PA (t) ~ - C e 11.+ MITR t, t ~ 0 
SO I+AMITR 1 I+AMITR 

and 

PA (t) < 1 + C AMITR e- (A+lIMTTR)t 
SO -1+AMITR ul+AMITR ' 

t ~ O. 

Cz = 1 holds for many practical applications (A MTTR « 0.1). Sufficient conditions 
for Cu =1 are given in [6.25]. However, conditions on Cu are less important as on 
cl, since PAso(t) ~ 1 is always true. The case of a gamma distribution with density 
g(x) =a~ X~-l e -ax/ rc~), mean ~ la, and shape parameter ~ ~ 3, leads for instance 
to I PAsoCt)-PAs I~ AMTTR e-tIMTTR at least for t ~ 3MTTR = 3~ la. 

6.2.5 Steady-State Behavior 

For 

MITF 
p 

MITF+MTTR 

1 x 
FA (x)=--f (1- F(y»dy, 

MTTFO 

1 x 
GA (x)=--f(1-G(y»dy (6.57) 

MTTRO 

the alternating renewal process describing the time behavior of a one-item 
repairable structure is stationary (in steady-state), see Appendix A7.3. With p, 
FA (t), and G A (t) as per Eq. (6.57), the expressions for the point availability (6.42), 
average availability (6.43), interval reliability (6.44), joint availability (6.45), and 
the distribution functions of the forward recurrence time (6.46) and (6.47) take the 
values given by Eqs. (6.48) - (6.53) for all t ~ 0, see Example 6.4 for the point 
availability PAs. This relationship between asymptotic & steady-state (stationary) 
behavior is important in practical applications because it allows the following 
interpretation (see also the remark on pp. 464 & 469): 

A one-item repairable structure is in a steady-state (stationary behavior) ifit 
began operating at the time t = - 00 and will be considered only for t ~ 0, the 
time t = 0 being an arbitrary time point. 
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Table 6.4 Results for a repairable one-item in asymptotic & steady-state (stationary) behavior 

Failure and repair rates Remarks, assumptions 
Arbitrary Constant+) 

l. Pr{up at t = OJ MTTF I! MTTF = E[t j ], i ~ 1 

(P) MTTF + MTTR A + I! MTTR = E[t;], i ~ 1 

2. Distribution of t a I FA (x) is also the distribution 

M~F f (1 - F(x»dx 
-At 

(FA (x)=Pr{to ~x}) l-e function of t Ru (t) as in Fig. 6.3 
0 (FA (x) = Pr{tRu (t)::;; x)) 

3. Distribution of t'o I G A (x) is also the distribution 

(GA(x)=Pr{to~x}) _1 -f (1- G(x»dx 1- e-Il t function of t Rd (t) as in Fig. 6.3 
MTTR 0 

(GA(x) = Pr{'tRd(t)::;; x)) 

4. Renewal densities 1 AI! 
hdu (t)= P hduu (t)+ (l-p)h dud (f), 

hdu(t) and hud(t) -- h ud (t)= p h udu (t)+ (l-p)h udd (t), MTTF + MTTR A + I! 
P as in point 1 ~ hdu(t)= hud(t) 

5. Point availability MTTF I! -- PAs = Pr{up at t l, t ~ a 
(PAs) MTTF + MTTR A + I! 

6. Average availability MTTF I! 1 a1 . . ( 

(AAs) 
AAs = IEltot uptlmem a,tll, 

MTTF + MTTR 1.+ I! f>a 

~ 

7. Interval reliability J (1 - F(x»dx I! -I.e IRs (e)= Pr{up in It, t + ell, 
(IRs (e» e --e f ~ 0 

MTTF + MTTR 
1.+ I! 

-I!-(-I!- JAs (e) = Pr(up alt n up at t + el, 
8. Joint availability MTTF·PASOe(e) A+I! 1.+ I! PAs Oe (e) = PAs (e) as per 

(JAs (e» MTTF + MTTR A -(I. +11)6 Eq. (6.42) with p = 1 and FA (t) 
+ e ) 

as in point 2 (A+I!) 

+) Markov process; A, Il =failure, repair rate; up = operating state; h ud(t), hdu (t) = failure, repair frequency 

For constant failure rate A. and repair rate f.l, the convergence of PAsa(t) to PAs 
is exponential with time constant'" 1/ f.l = MITR as per Eqs. (6.55). Extrapolating 
the results of Section 6.2.4, one can assume that for practical applications, the func­
tion PAso(t) is captured at least for some t> to> 0 in the band I PAsa(t) -PAs I'" 

A.MITR e- tlMTTR when generalizing the distribution function of repair times. Thus, 

for practical purposes one can assume that after a time t '" 10 MITR, the point 

availability PAsa(t) has reached its steady-state (stationary) value PAs = AAs 

(this, considering e- IO '" 5 .10-5 and A./ f.l ~ 10-2 , see Tab. 6.3). Important results for 
the steady-state behavior of a repairable one-item structure are given in Table 6.4. 
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Example 6.4 

Show that for a repairable one-item structure in steady-state, i. e. with p, FA (x), and 0A (x) as 
per Eq. (6.57), the point availability is PAs (t) = PAs = MTTF I (MTTF + MTTR) for all t ~ O. 

Solution 

Applying the Laplace transform to Eq. (6.42) and using Eqs. (A7.50) and (6.57) yields 

1- f(s) _ 
_ --g(s) _ 

_ MTTF 1 1- f(s) sMTTF 1- f(s) 
PAs (s)= (-----+ _ .--) 

MTTF + MTTR s i MTTF 1- f(s)g(s) s 

1- g(s) 

MTTR sMTTR 1- f(s) 
+ - .--, 

MTTF + MTTR 1- f(s)g(s) s 

and finally 

_ MTTF 1 1- f(s) [1- f(s)][g(s) - f(s)g(s) + 1- g(s)] 
PAs (s)= (---2--)+ 2 -' 

MTTF + MTTR s s MTTF s (MTTF + MTTR)[I- f(s)g(s)] 

from which 

MTTF 
pAs(s) = .-, 

MTTF+MTFR s 

and thus PAs (t) = PAs for all t ~ o. 

6.3 Systems without Redundancy 

The reliability·block diagram of a system without redundancy consists of the series 
connection of all its elements E1 to En' see Fig. 6.4. Each element E j in Fig. 6.4 is 
characterized by the distribution functions Fj(x) for the failure-free time and G j(x) 

for the repair time. 

6.3.1 Series Structure with Constant Failure and Repair 
Rates for Each Element 

In this section, constant failure and repair rates are assumed, i. e. 

Fj(x) =1_e-A.jX, x>O, Ff (0) = 0" 

and 

Gj(x) = 1- e -!!j x, x> 0, 0i (0) = 0, 

(6.58) 

(6.59) 
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---GJ----GJ- ... ---Q-
Figure 6.4 Reliability block diagram for a system without redundancy (series structure) 

holds for i = 1, ... , n. Because of Eqs. (6.58) and (6.59), the stochastic behavior of 
the system is described by a (time-homogeneous) Markov process. Let Zo be the 
system up state and Zj the state in which element E j is down. Taking assump­
tion (6.2) into account, i. e., neglecting further failures during a repair at system 
level (in short: no further failures at system down), the corresponding diagram 
of transition probabilities in (t, t + Bt] is given in Fig. 6.5. Equations of Table 6.2 
can be used to obtain the expressions for the reliability function, point availa­
bility and interval reliability. With u = {Zo), U = {Zl' ... , Zn} and the transition 
rates according to Fig. 6.5, the reliability function (see Table 6.2 for notation) 
follows from 

RSO(t) = e -As t , with (6.60) 

Figure 6.5 Diagram of the transition probabilities in (t, t + I) t] for a repairable series structure 

(constant failure & repair rates Ai' Ili' ideal failure detection & switch, one repair crew, no further 
failures at system down, Zo down state, arbitrary t, 1) t .1.0, Markov process) 
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and thus, for the mean time to failure, 

1 
M1TFso =-· 

As 

The point availability is given by 

PASO(t) = Poo(t), 

with Poo( t) from (Table 6.2) 

n t 

Poo(t) = e-As t + L f Ai e-AsxPiO(t -x) dx 
i=l 0 

t 

PiO(t) = f ~i e-).Li X Poo(t -x) dx, 
o 

i = 1, ... , n. 
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(6.61) 

(6.62) 

(6.63) 

The solution Eq. (6.63) leads to the following Laplace transform (Table A9.7) for 

PAso(t) 

1 
P-A so(s) = --n--A-

s(l+ I,_i_) 
i=l s+).Li 

(6.64) 

From Eq. (6.64) there follows the asymp.t0tic & steady-state value of the point and 
average availability PAs =AAs = lim sPAs(s) 

s->o 

1 n A. 
PAS = AAS = :; 1 - L -.!.. . 

~ Ai j=l ~j 
1+L..J-

i=l ~i 

(6.65) 

Because of the constant failure rate of all elements, the interval reliability can be 
directly obtained from Eq. (6.27) by 

IRSO(t ,t + 8) = PASO(t) e -As8, (6.66) 

with the asymptotic & steady-state value 

(6.67) 

where 
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6.3.2 Series Structure with Constant Failure Rate and 
Arbitrary Repair Rate for Each Element 

Generalization of the repair time distribution functions G /x), with densities gi(x) 

and G i( 0) = 0, leads to a semi-Markov process with state space Zo, ... , Zn' as in 
Fig. 6.5 (this because of Assumption (6.2) of no further failures at system down). 
The reliability function and the mean time to failure are still given by Eqs. (6.60) 
and (6.61). For the point availability let us first calculate the semi-Markov 
transition probabilities Qij (x) using Table 6.2 

QOi(x) = Pr{'tOi ~ x n 'tOk > 'tOi' k", i} 

= J Ai e- AiY n e- AkY dy = 2:L(1-e- AS x) 
o k",i As 

QiO(x) = Gi(x), i = 1, ... , n. (6.68) 

The system of integral Equations for the transition probabilities (conditional state 
probabilities) Pij (t) follows then from Table 6.2 

n x 
Poo(t) = e-AS t + L f Ai e-AS x PiO{t -x)dx, 

i=l 0 
t 

PiO{t) = f gi(x) Poo(t - x) dx , 

o 
i = 1, ... , n. (6.69) 

For the Laplace transform of the point availability PAso(t) = Poo(t) one obtains 
finally from Eq. (6.69) 

PASO(s) = ----n--­

S + AS - LAiUS) 
i=1 

1 
(6.70) 

n 

S + LAi(l- gi(s» 
i=1 

from which, the asymptotic & steady-state value of the point and average availability 

1 
PAS = AAS = --n----

1+ LAiMITRi 
i=1 

with lim (1- g(s» '" s MITR, as per Eq. (6.54), and (Eq. (A6.38» 
s~o 

M7TRi= f(l-Gi(t»dt. 
o 

(6.71) 

(6.72) 

The interval reliability can be calculated either from Eq. (6.66) with PAso(t) from 
Eq. (6.70) or from Eq. (6.67) with PAs from Eq. (6.71). 
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Example 6.5 

A system consists of elements EI to E4 which are necessary for the fulfillment of the required 
function (series structure). Let the failure rates Al = 1O-3h-I, A2 = 0.5·1O-3h-I, 
A3 = 1O-4 h-I , A4 = 2 ·1O-3h-I be constant and assume that for all elements the repair time is 
lognormally distributed with parameters A = O.5h-I and a = 0.6. The system has only one 
repair crew and no further failure can occur at system down (failures during repair are neglected). 
Give the reliability function for a mission of duration t = 168h, the mean time to failure, the 
asymptotic & steady-state values of the point and average availability, and he asymptotic & 

steady-state values of the interval reliability for e = 12 h. 

Solution 

The system failure rate is AS =AI +A2 +A3 +A4 = 36·1O-4 h-l, according to Eq. (6.60). 
The reliability function follows as RsO(t) = e-0.0036t, from which Rso(168 h) '" 0.55. The 
mean time to failure is MTTFso = liAs'" 278h. The mean time to repair is obtained from 
Table A6.2 as E[-c'] = (ecr2 /2)/ A = MTIR '" 2.4h. For the asymptotic & steady-state values 
of the point and average availability as well as for the interval reliability for e = 12 h it 
follows from Eqs. (6.71) and (6.67) that PAs =AAS =1I(1+36.IQ-4.2.4)",0.991 and 
IRS(12) '" 0.991· e-0.0036·I2 '" 0.95. 

6.3.3 Series Structure with Arbitrary Failure and Repair 
Rates for Each Element 

Generalization of repair and failure-free time distribution functions leads to a 
non regenerative stochastic process. This model can be investigated using 
supplementary variables, or by approximating the distribution functions of the 
failure-free time in such a way that the involved stochastic process can be reduced 
to a regenerative process. Using for the approximation an Erlang distribution 
function leads to a semi-Markov process. As an example, let us consider the case of 
a two-element series structure (EI , E2) and assume that the repair times are 
arbitrary, with densities gi (x) and g2(x), and the failure-free times have densities 

x~ 0, (6.73) 

and 

x~ 0. (6.74) 

Equation (6.73) is the density of the sum of two exponentially distributed random 
time intervals with density Al e -AI x. Under these assumptions, the two-element 
series structure corresponds to a 1-out-of-2 standby redundancy with constant 
failure rate AI' in series with an element with constant failure rate A2' Figure 6.6 
gives the equivalent reliability block diagram and the corresponding state transition 
diagram. This diagram only visualizes the possible transitions and can not be 
considered as a diagram of the transition probabilities in (t, t + ot] . Zo is the 
system up state, ZI' and Z2' are supplementary states necessary for calculation only. 
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For the semi-Markov transition probabilities Qij (x) one obtains (Table 6.2) 

QOl'(x) = Ql'l (x) = Al (1- e-(AI +A2)X) 
Al + 11.2 

Q02(X) = Q1'2{x) = 11.2 (1- e -(AI +A2)X) 
Al + 11.2 
x 

Q20(x) = Q2'l'(x) = f g2(Y) dy 
o 

x 

QlO(x) = fgl(y)dy. 
o 

From Eq. (6.75) it follows that (Table 6.2 and Eq. (6.54)) 

Rso(t) = (1 + Al t) e -(AI +A2)t , 

211.1 + 11.2 
MTTFsO = 2' 

(AI + 11.2) 

P-A (,\_P- () P- (\_ [S+AI+A2(I-ih(s»]+AI 
SO s, - 00 s + 01' S,- , 

[s + Al + 11.2(1- g2(s»]2-A~ gl(s) 

2 
PAs = AAs = ---------

2 + 211.2 MTTR2 + Al MTTR1 

(2 + Al S)e -(AI +A2)8 
1RS(8) = --''------!...-'------

2 + 2 11.2 MTTR2 + Al MTTRI 

l-out-of-2 
standby 
(E1,=E1) 

(6.75) 

(6.76) 

(6.77) 

(6.78) 

(6.79) 

(6.80) 

Figure 6.6 Equivalent reliability block diagram and state transition diagram for a two series 
element system (EI and E2 ) with arbitrarily distributed repair times, constant failure rate for E2 , 

and Erlangian (n = 2) distributed failure-free time for El (ideal failure detection & switch, one 
repair crew, no further failures at system down, ZI' Z2' Z:!. down states, semi-Markov process) 
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The interval reliability IRso(t, t + 8) can be obtained from 

IRsoCt, t + 8) = Poo Ct) Rso(8) + POI' (t)RSl' (8), 

with RSl0(8) =e -(AI +A2)9, because of the constant failure rates Al and A2' 

Important results for repairable series structures are summarized in Table 6.5. 
Asymptotic results for the case of arbitrary failure and repair rates are investigated 
e.g. in [2.34(1975)] yielding AAs=PAs=1/(l+ L~=IMTTRJMTTE';) for the asymptotic 
& steady-state value of the point and average availability (Point 4 of Table 6.5). 
AAS= PAs = 1/(1 + L~=IMTTR; / MTTE';) follows also in a way similar to the develop­
ment ofEq. (4.6). 

Table 6.5 Results for a repairable system without redundancy (elements EI , ... , En in series), 

ideal failure detection & switch, one repair crew, no further failures at system down 

Quantity Expression Remarks, assumptions 

1. Reliability function 
n 

Independent elements 
TIRj(t) 

(RSO(t» i=I 
(up to system failure) 

00 
-1.,1 -As t 

2. Mean time to system 
fRso(t)dt 

Rj(t) = e '-> Rso(t) = e 

failure (MTTFSO) 
and MITFso= 11 AS with 

0 AS=A\+ ... +An 

3. System failure rate n 
L Ai(t) 

Independent elements 
up to system failure (up to system failure) 
(AS (t) 

i=1 

At system down, no further failures 
I n A, +) can occur: 

a) =1- L-L 
a) Constant failure rate A j and n A, '-1 Ilj L' /-4. Asymptotic & 1+ - constant repair rate Il j for element 

steady-state value of i=1 Ilj Ej (i=l • ...• n) 

the point availability b) 

& average availability I n b) Constant failure rate Ai and 

(PAS =AAS) n 
=l-r, AiMTTRj arbitrary repair rate Ilj (t) with 

1+ L AjMTfRj 
i=1 MTfR i = mean time to repair for 

j=, element Ej (i=l • .... n) 

1 c) 2-element series structure with 
c) failure rates A~ t I (1 + A, t) for 

1 +A2 MTTR2 + A,MTTR, /2 
E, and "'2 for E2 

5. Asymptotic & steady-
PASe-As 9 Each element has constant failure 

state value of the inter-
rate A j' AS = A, + ... + An 

val reliability (lRsC9» 

+) Supplementary results: If n repair crews were available, PAs = II; (11 (1 +Aj Illj» '" 1- L j Aj Illj 
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6.4 1-out-of-2 Redundancy 

The 1-out-of-2 redundancy, also known as 1-out-of-2: G, is the simplest redundant 
structure arising in practical applications. It consists of two elements El and E2, 

one of which is in the operating state and the other in reserve. When a failure 
occurs, one element is repaired while the other continues operation. The system is 
down when an element fails while the other one is being repaired. Assuming ideal 
switching and failure detection, the reliability block diagram is a parallel 
connection of elements El and E2, see Fig. 6.7. 

Investigations are based on assumptions (6.1)- (6.7). This implies in particular, 
that the repair of a redundant element begins at failure occurrence and is performed 
without interruption of operation at system level. The distribution functions of the 
repair times, and of the failure-free times are generalized step by step, beginning 
with exponential distribution, up to the case in which the process involved has only 
one regeneration state (Section 6.4.3). Influence of preventive maintenance, swit­
ching, incomplete coverage, common cause failures are considered in Sections 6.8. 

6.4.1 1·out·of·2 Redundancy with Constant Failure and 
Repair Rates for Each Element 

Because of the constant failure and repair rates, the time behavior of the 1-out-of-2 
redundancy can be described by a (time-homogeneous) Markov process. The 
number of states is 3 if elements El and E2 are identical (Figs. 6.8 or A 7.4) and 5 
if they are different (Fig. 6.9, see footnote on p. 479), the diagrams of transition 
probabilities in (t, t + Ot] are given in Figs. 6.8 or A7.4 and 6.9, respectively. 

Let us consider the case of identical elements El and E2 (see Example 6.6 for 
different elements) and assume as distribution function of the failure-free time 

F(x) = 1-e-AX, X> 0, F(O) = 0, (6.81) 

in the operating state and 

Fr(x)=1-e-Arx, x>O, Fr(O)=O, (6.82) 

in the reserve state. This includes active (parallel) redundancy for Ar = A, warm re­
dundancy for Ar < A, and standby redundancy for Ar;: o. Repair times are assumed 

l-out-of-2 
(E1 = E2=E) 

Figure 6.7 1-out-of-2 redundancy reliability block diagram (ideal failure detection and switch) 
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1-(A.+J..I)l)t 

b) 

Figure 6.8 Diagrams of the transition probabilities in (t, t+8t] for a repairable l-out-of-2 
warm redundancy (2 identical elements, constant failure & repair rates (A.,A., ,1-1), ideal 
failure detection & switch, one repair crew, Z2 down state, arbitrary t, I) d.O, Markov process): 
a) For the point availability; b) For the reliability function 

to be independent of failure-free times and distributed according to 

G(x)=1-e-l-Ix, x>O, G(O)=O. (6.83) 

Refinements are in Examples 6.6 (different elements) and 6.7 (travel time). For 
more general situations (particular load sharing, more repair crews, failure and / or 
repair rates changing at a state transition, etc.), birth and death processes (Appendix 
A7.5.5) can often be used. For all these cases, investigations are generally perfor­
med using the method of differential equations (Table 6.2 and Appendix A7.5.3.1). 
Figure 6.8 gives the diagram of transition probabilities in (t, t + ot] for the point 
availability (Fig. 6.8a) and the reliability function (Fig. 6.8b), respectively. 

Considering the memoryless property of exponential distributions (Eq. (A6.87», 
the system behavior at times t and t + ot can be described by following difference 
equations for the state probabilities Pj(t) ;; Pr{process in Zj att}, i = 0, I, 2 (Fig. 6.8a) 

Poet + Of) = Po(t)(l- (A + Ar )ot) + PI (t)~Of 

PI (t + Of) = PI (t)(l- (A + ~)Ot) + PO(t)(A + Ar )Ot + P2(t)~Ot 

P2(t + ot) = P2(t)(1- ~Ot) + PI (t)AOt. 

For otto, it follows that 

Po(t) = - (A + Ar )Po(t) + ~PI (t) 

PI (t) = -(A+ ~)PI(t)+ (A+ Ar)PO(t)+~P2(t) 

P2 (t) = -~P2(t)+ API(t). (6.84) 

The system of differential equations (6.84) can also be obtained directly from Table 
6.2 and Fig. 6.8a Its solution leads to the state probabilities Pj(t), i = 0, 1, 2. 

Assuming as initial conditions at t = 0, Po(O) = 1 and PI (0) = P2(0) = 0, the above 
state probabilities are identical to the transition probabilities POj(t), i = 0, I, 2, i. e., 
Poo(t) ;; Po(t), POI (t) ;; PI (t), and P02(t);; P2(t). The point availability PAso(t) 

is then given by (see Table 6.2 for notation) 

PASO(t) = Poo(t) + P01(t)· (6.85) 
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PASl(t) or PAS2(t) could have been determined for suitable initial conditions. 
From Eq. (6.85) it follows for the Laplace transform of PAso(t) that 

P-A ()_P- () P- ()_ «s+I1)2+ sA»+(s+I1)(A+A r ) so s - 00 s + 01 s - , 
s[(s + A + Ar)(S + A + 11) + l1(s + 11)] 

(6.86) 

and thus for t ~ 00 

2 . . 11 + I1(A+ Ar) A(A+ Ar) 
hmPAso(t)=PAs=PO+Pl= 2 "'1 2 ,(6.87) 
1-700 (A+A r )(A+I1)+11 11 

with 11= lim Pj(t) = limP,it), i,j=0,1,2 (Eq. (A7.129». If PASO(t) = PAs for all 
t~oo t~oo 

t 2': 0, then PAs is also the point and average availability (AAs) in steady-state. 
Obviously, P2= 1- PAS. Investigation of PAso(t) for Ar'" A leads to (Eq. (6.86» 

PAso(t) = PAs + 2)..2 (a2ea1t - al ea2t ) I al a2 (az-al)' 

with 
al,2 = -11(1+ 3A/211) ± 11~ A/I1+ (A 1211)2 '" - 11(1 + ~), 

and PAs from Eq. (6.87). It can be noted that al a2 = 112 +2AI1+2A2 yielding 
PAso(O)=I, dPAso(t)ldt=O at t=O and thus PAso(t)=l for some t,+) and 
a 1 ,2 -7 - 11 for A -7 o. From these results, and considering A« 11, following 
approximation can be used for practical applications (e alt '" ea2t '" e -J.1~ al a2 '" 112) 

t +) 
PASo(t) ",PAS +(l-PAS)e- ll , 1>0, PAso(O)=l. (6.88) 

Equation (6.88) is similar to Eq. (6.20). It holds also for 0::; Ar::; A and is an impor­
tant result in developing, together with Eq. (6.94), approximate expressions for 
large series-parallel systems, based on macro-structures (Section 6.7, Table 6.10). 

To calculate the reliability function it is necessary to consider that the 1-out-of-2 
redundancy will operate failure free in (0, t] only if in this time interval the down 
state at system level (state 22) will not be visited. To recognize if 22 has been en­
tered before t it is sufficient to make 22 absorbing (Fig. 6.8b). In this case, if 22 is 
entered the process remains there indefinitely. Thus the probability of being in 22 
at t is the probability of having entered 22 before the time t, i. e. the unreliability 
1- Rs(t). To avoid ambiguities, the state probabilities in Fig. 6.8b are marked by 
an apostrophe (prime). The procedure is similar to that for Eq. (6.84) and leads to 

poet) = - (A + Ar )Po(t) + I1 Pi(t) 

Pi(t) = -(A + I1)Pl'(t) + (A + Ar) poet) 

Pi(t) = A pi(t), (6.89) 

and to the corresponding state probabilities Po(t), pi(t), and pi(t). With the initial 

+) More precisely, for I,J,O it holds that PAso (t) '" 1- "?1 2 (using eX '" 1 + x + x2/2 ). 
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conditions at t=O, P~(0)=1 and Pj(0)=P2(0)=0, the state probabilities poet), Pj(t) 
and Pz(t) are identical to the transition probabilities Poo(t)=Po(t), Po1(t)=pi(t) 
and P02(t)=P2(t). The reliability function is then given by (Table 6.2 for notation) 

RSO(t) = Poo(t) + POI (t). (6.90) 

Equation (6.90) yields following Laplace transform for Rso(t) 

R- ()_ (S+A+).t)+(A+A r ) 
so s - , 

(s + A+ Ar)(S + A)+ s).t 
(6.91) 

from which the mean time tofailure (MITFso = Rso(O), Eq. (2.61)) follows as 

MITF = 2 A + Ar+ ).t ).t 
so A(A + Ar) A(A + Ar) 

Investigation of Rso(t) for Ar= A leads to (Eq. (6.91)) 

with 

For A«).t, it follows that r1 '" 0 and r2 '" -).t, yielding 

r1 t +) 

RSO(t) '" e . 

(6.92) 

(6.93) 

Using ~ ",,1-E/2 for 2 r1 '" - (31..+ 1l)(1-~1-8')..21 (3')..+1l)2) leads to r1 "" _2')..2 1(31.. +Il). 

Rso(t) can thus be approximated by a decreasing exponential function with time 
constant MITFso "" (3A + ).t) 12 A2. +) Considering A«).t, extension to a warm re­
dundancy 0::;; Ar::;; A leads to 

t > 0, Rso (0)=1, 

Similarly as for PAso(t), dRso( t) Id t = 0 at t= 0 and thus Rso( t) = 1 for some t. +) 

Concluding the above investigations, also validated by numerical computation, 
results of Eqs. (6.88) & (6.94) show that: 

For A, Ar«).t, a repairable 1-out-of-2 warm redundancy with constant failure 
rates A, Ar , constant repair rate ).t, and one repair crew behaves approxi­
mately like a one-item structure with constant failure rate AS'" A (A + A r) l).t 
and repair rate ).ts "').t; result on which the macro structures method (Tab. 6.10) 

can be based (!ls '" 2!l for two repair crews (Table 6.9)). 
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Using Eqs.(A7.141), (A7.142),(6.86), the system mean up time MUTsfollows as 

PAS Po+ll MUTs = -- = -"--""!""-
IudS O'Po+All 

1l2 +f.i{A+Ar ) 

AIl(A+Ar ) 

Il+A+A r '---------'- '" MITFso. (6.95) 
A(A+Ar ) 

Because of the memoryless property of the (time-homogeneous) Markov process, 
the interval reliability follows directly from the transition probabilities Pij (t) and 
the reliability functions RSi(t) , see Table 6.2. Assuming PoCO) = 1 yields 

IRso(t, t + 8) = POO(t)RSO(8) + POl (t)RSl (8), 

with Poo(t), POI (t) as in Eq. (6.85). The asymptotic & steady-state value follows as 

Further results for a l-out-of-2 redundancy are in Sections 6.8.3 (imperfect 
switching), 6.8.4 (incomplete coverage), and 6.8.7 (common cause failures). 

To compare the effectiveness of calculation methods, let us now express the 
reliability function, point availability, and interval reliability using the method of 
integral equations (Appendix A7.5.3.2). Using Eq. (A7.102) and Fig. 6.8a yields 

QOl (x) = Pr{'t'Ol ::; x} = 1- Pr{'t'Ol > x} = 1- e-'A.x e-ArX = 1- e-(A+Ar)X 
x 

QlO(x) = Pr{'t'lO::; x n 't'l2 > 't'1O} = f ~e-I-tYe-AYdy = _1.L_(I_e-(A+I.L)X) 
o A+I.L 

x 
Q12(x) = Pr{'t'l2::; x n 't'1O > 't'l2} = fAe-AYe-I.LYdy = _A_(I_e-(A+I.L)X) 

o A+I.L 

Q2l (x) = Pr{'t'2l ::; x} = 1- e-l.Lx. 

From Table 6.2 it follows then that 
t 

Rso(t) = e-(A+Ar)t + f (A + Ar)e-(A+Ar)x RSl (t - x)dx 

o 
t 

RSl (t) =e-(A+I.L)t + f ~e-(A+I.L)X RsoCt - x)dx, (6.97) 

o 

for the reliability junctions Rso(t) and RSI (t), as well as 

t t 
Poo(t)=e -O.+Ar)t + f (A+ A,)e -(A+Ar )XPlO(t-x)dx, 

o 
P20(t) = file -11 x PlO(t -x)dx, 

o 
t t 

PlO(t) = f Ile -(A,+).l)X Poo(t - x)dx + f I.e -(A,+).l)X P20(t -x)dx. 
o 0 
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Table 6.6 Reliability function Rso(t), mean time to failure MITFSO ' steady-state availability 
PAs = AAs , and interval reliability IRs (6) for a repairable l-out-of-2 redundancy with identical ele­

ements (Fig. 6.7, constant failure & repair rates A, Ar,/l. ideal failure detection & switch, one 
repair crew, Markov process; approximations valid for (A+Ar)« /l) 

Standby (Ar ;; 0) Warm(Ar<A) Active (Ar = A) 

A2 t A(A+Ar)t 2A2 t 
-

Rso(t)* ",e 2A+/l ",e 2A+Ar +/l ",e 3A+/l 

MITFsO 
. 2A+/l /l 2A+Ar +/l /l 3A+/l /l 

~"'AZ A(A+A r ) 
-

A(A+Ar ) ~"'2Az 

/l(A+/l) /l(A+A r +/l) /l(2A + /l) 

PAs=AAs" A(A+/l)+/lZ (A +Ar)(A +/l)+/lz 2A(A + /l)+ /lZ 

'" 1- (A I /l)Z '" 1- A(A + Ar)1 /lZ '" 1- 2(AI /l)2 

PASO (t)'" '" PAs + (1- PAs)e 
- )!t 

'" PAs + (1- PAs)e 
- )!t 

'" PAs + (1- PAs)e 
- )!t 

IRS(6)** '" Rso(6) '" RsO(6) '" Rso(6) 

• new at t = 0; •• asymptotic & steady-state value (for practical applications, convergence of PAs(t) to PAs 

and of IRs (~t+ e) to IRs (e) is good after t '" 10 IlL = 10 MITR, see also pp. 196 - 198) 

Supplementary results: See Example 6.6 for two different elements and Table 6.9 for two different elements 
and two repair crews (active redundancy); assuming in Fig. 6.8a 22 ..... 20 with ILg 
instead of 22 .... ~ with IL yields PAs=AAs'" 1- zl.2 IlLlLg (active redundancy) 

and 
t 

P01 (t) = f (A+Ar)e-(A+A,)X Pll(t-x)dx, 

o 

t 

PZ1 (t) = f /-te-)!X Pll (t -x)dx, 

o 
t t 

Pll (t) = r(A+)!)t + f /-te-(A+IL)X POI (t -x)dx + f Ae -(A+)! )xPZ1 (t - x)dx. 

o 0 

(6.98) 

for the transition probabilities. The solution of Eqs. (6.97) yields, in particular, Eq. 
(6.91) and the solution of Eqs. (6.98) yields, in particular, Eq. (6.86). Equations 
(6.97) and (6.98) show how the use of integral equations leads to a quicker solution 
than differential equations for arbitrary initial conditions at t = O. 

Table 6.6 summarizes the main results of Section 6.4.1. It gives approximate 

expressions valid for A «/-t and distinguishes between the cases of active (Ar = A), 
warm (Ar < A)~ and standby redundancy (Ar == 0). 
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From Table 6.6, the improvement in MITFso through repair, without interruption 
of operation at system level (by repair of a redundant element), is given as lower 
and upper bounds by 

active standby 

)l MTBF 

/.. MITR 
/.. MITFso '" 

)l MTBF 

2/.. 2MITR 

Investigation of the unavailability in steady-state 1- PAs leads to 

active standby 

/.. MITR (_)2 = ( __ )2 
)l MTBF 

1- PAs = 1- AAs '" 
/.. MITR 

2(_)2 = 2( __ )2 
)l MTBF 

The above results can easily be extended to cover situations in which failure 
or repair rates are modified at state changes (e.g. because of load sharing, 

differences within the element, repair priority, etc.). These cases, simply modify 
the transition rates on the diagram of transition probabilities in (t, t + ot], see 
for instance Figs. 2.12 and A7.4 - A7.6. 

Example 6.6 

Give the mean time to failure MTfFSO and the asymptotic & steady-state value of the point 
availability PAS for a 1-out-of-2 active redundancy with two different elements E1 and E2• 

constant failure rates AI. 1.2 • and constant repair rates 111' 112 (one repair crew). 

Solution 
Figure 6.9 gives the reliability block diagram and the diagram of transition probabilities in 
(t. t + lit]. MITFSO and PAS can be calculated from appropriate systems of algebraic equations. 
According to Table 6.2 and considering Fig. 6.9 it follows for the mean time to failure that 

MTTFs 0 = (1 + A] M1TFS ] + 1.2 M1TFs 2) I (A] + 1.2 ) 

MTTFS ] = (1 + It] M1TFs 0) I (1. 2 + It]), M1TFs 2 = (1 + 1t2 M1TFs 0) I (A] + 1t2)' 

which leads to 

(A] + 1t2 )(1. 2 + It]) + A] (A] + 1t2) + 1.2 (1. 2 + It]) 
MITESo = • 

A] 1.2 (A] + 1.2 + It] + 1t2) 

and in particular for Al «Ill and 1.2 « 112' 

MITES 0 = 111112 I (AI 1.2 (Ill + 112»' 

As for Eq. (6.93), the reliability function can be expressed by 

(6.99) 

(6.100) 

(6.101) 

For the asymptotic & steady-state value of the point availability and average availability 
PAs = Ms = Po + 11 + P2 holds with po. 11. and P2 as solution of (Table 6.2) 
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1-out-of-2 
active 

(EI "'E2) 

POI = P24 = A.I; PQ2 = P!3 = A.2; PIO = P32 = I!I; P20 = P41 = 1!2 
(for RS(t) set P32 = P41 = 0) 
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Figure 6.9 Reliability block diagram and diagram of transition probabilities in (t, t +0 t] for a repair­
able I-out -of-2 active redundancy with different elements (const. failure & repair rates °"1'1.2, III ,112 ), 
ideal failure detection & switch, one repair crew, Z3 ,Z4 down states, arbitr. t, 0 t.J.O, Markov proc.) 

(AI + 1.2) Po = III 11 + 112 P2 , (1.2 + Ill) 11 = Al Po + 112 P4, 

(AI + 112 ) P2 = 1.2 Po + III P3 , III ~ = 1.2 11, 112 P4 = AI ~ . 

One (arbitrarily chosen) of the five equations must be dropped and replaced by 
Po + 11 + P2 + ~ + P4 = 1. The solution yields Po through P4 , from which 

I 
PAs = AAs (6.102) 

yielding, for AI «Ill and 1.2 « 112 ' 

Al 1.2 2 2 AI 1.2 III 112 
PA =AA =1---(11 +11 )=1--'-'(-+-)' (6.103) 

s s 2212 111112112111 
III 112 

With AI =1.2 =1. and III =112 =11, Eqs. (6.99) & (6.103) become Eqs. (6.92) & (6.88) with Ar=A. 

Example 6.7 
As a refinement of the case investigated with Fig. 6.8 assume that to the repair time, distributed 
according to G (x)=I- e-~Rx, a wait time for travel distributed according to W(x)=I- e-~wx 
has to be added to the repair time for a failure occurred when both units are up (one operating, 
the other in reserve state). Repairs for failures occurred during the travel time or a repair do not 
need to wait for a further travel time. As before, the system has only one repair crew. 
Investigate the mean time to failure MITFso and the steady sate availability PAs = AAs . 
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Solution 

The system behavior can be described by a 5 states Markov process (graph). MTTFso follows as 

solution of (Table 6.2, M j= MTTFSj ): MJ = (1+l-twMl' )1 (A.+l-tw), Ml'=(1 +I-tRMO) 1 (A. + I-tR)' 
Mo=MJ+ 11 (A.+A. t ); yielding 

I (A.+I-tR )(A.+l-tw) 11 (lII-tR+ 1I1-tw) 
MTTF. = - + '" ----:-'7''-:-----''---

so A. A.(A.+A.r)(A.+I-tR+I-tW) A. (A.+A.r) 

(6.103) 

PAs =AAs follows as solution of (Table 6.2): 

I-tw P2 = APJ, (A.+A.r)PO = I-tRPJ" (A.+l-tw)1i = (A. + A.r)PO ' 
(A.+I-tR)Ii·=l-tw PJ + IlRPz·, Po+ Ii + Ii ,+ P2+ P2,= I, yielding 

1 
PAS = AAS= PO+ ll+ ll'= -----------­

f,,(A.+A.r )[A.+ !1R+!1W +!1~ l!1w 1 
1+-~-~~~~~~~~ 

!1R [(A.+A.r)(A.+ !1W+!1R)+(A.+!1w )!1R 1 

A.(A.+A.rl !1R !1~ 
'" 1- (1+ -+-). 

!1~ !1w!1~ 
For I-tw = 00 and I-tR =I-t, Eqs. (6.103) & (6.104) yield Eqs. (6.92) & (6.87). 

(6.104) 

Supplementary results: Addition of a travel time to each repair has no practical significance. 
Generalization of distribution functions for repair and travel time lead 
to a 4 states semi-regenerative process with 3 reg. states (Fig. A7.12). 

6.4.2 1-out-of-2 Redundancy with Constant Failure Rate and 
Arbitrary Repair Rate 

Consider now a l-out-of-2 warm redundancy with 2 identical elements E1 and E2, 
failure-free times distributed according to Eqs. (6.81) and (6.82), and repair time 
with mean MITR < 00, distributed according to an arbitrary distribution function 
G(x) with G(O) = 0 and density g(x). The time behavior of this system can be 
described by a process with states 2 0, 21, and 2 2 , Because of the arbitrary repair 
rate, only states 20 and 21 are regeneration states. These states constitute a semi­
Markov process embedded in the original semi-regenerative process (Fig. A.7.11). 
The semi-Markov transition probabilities Qij(x) are given by Eq. (A7.183). 
Setting these quantities in the equations of Table 6.2 (SMP), by considering 
Qo(x) = Q01(x) and Ql(X)=QlO(X)+~2(X) with Q~2(X) as per Eq. (A7.184), it 
follows for the reliability functions RSi(t) 

t 

RSO(t) = e-(A.+A.r)t + fo.,,+ "'r) e-(A.+A.r)x RSI(t -x)d.x 

o 
t 

RSI (t) = e-A.t (1- O(t)) + f g(x) e-A.X RSO(t - x) d.x , 

o 
(6.105) 
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and for the transition probabilities Pij (t) of the embedded semi-Markov process 

1 

Poo(t) = e -(A+Ar)1 + f (A + Ar)e -(A+Ar)x PlO(t - x)dx 
o 

1 t 

PlO(t) = f g(x)e -AX Poo(t - x)dx + f g(x)(1- e-Ax )PlO(t - x)dx 
o 0 
1 

P01 (t) = f(A+ Ar)e-(A+Ar)xPll(t-x)dx 

o 1 t 

Pll (t) = (1- G(t))e -A '+ f g(x)e -AX POl (t - x)dx + f g(x)(1- e -Ax)Pll (t - x)dx. 

o 0 (6.106) 

The solution ofEq. (6.105) leads to 

R- ()_ s+A+(A+Ar )(l-g(s+A)) 
so s -

(s + A)[(S + (A + Ar)(1- g(s + A))] 

and (with MTTFso = Rso(O), Eq. (2.61» 

MTTF. :", A+(A+Ar )(l-g(A)) "" 1 
so A(A + Ar)(l- g(A)) (A + Ar)(l- g(A)) 

(6.107) 

(6.108) 

The Laplace transform of the point availability PAso(t) = Poo(t) + POl (t) follows 
as a solution ofEq. (6.106) 

P-A () _ (s + A)(1- g(s)) + Ar(1- g(s + A)) + A + s g(s + A) 
so s - , 

(s + A)[(S + A + Ar )(1- g(s)) + s g(s + A)] 
(6.109) 

and leads to the asymptotic & steady-state value of the point availability PAs and 
average availability AAs (with lim (l-g(s))= s·MTTR+O(s) asperEq.(6.54» 

s--->o 

(6.110) 

where 

MTTR = f xg(x)dx = f (1- G(x))dx 
o 0 

(6.111) 

and g(A) is the Laplace transform of the density get) for s = A, see Examples 6.8 & 

6.9 for the approximation of g( A). Calculation of the interval reliability is difficult 
because state 21 is regenerative only at its occurrence point (Fig. A7.11). However, 
for AMTTR« 1. g(A)-71 and the asymptotic value of the state probability for 21 

(ll.=limPOl(t) becomes very small with respect to that for 20 (Po=limPooCt). 
H- H-

For the asymptotic & steady-state value of the interval reliability it holds then that 

(6.112) 

In practical applications, A MTTR< 0.01 and Eq. (6.112) yields IRs(8)=Rso(8). 
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Example 6.8 

Let the density g(x) of the repair time "C' of a system with constant failure rate A > 0 be 
continuous and assume furthermore that AE[t'] = A MITR «I and A .,)Var[t'] « 1. 
Investigate the quantity g (A) for A ~ O. 
Solution 

For A---> 0, A MTTR«1, A .,)Var[t'l «1, the 3 first terms of the series expansion of e -At lead to 

00 00 A2 
g(A) = f g(t)e-Atdt'" f g(t)(l-At+.L.1.-)dt=l- AE[t']+E[t,2] A2 /2. 

00 2 

From this, follows the approximate expression 

g(A) '" 1 - A MITR + A2 (MITR2 + Var[t 'J) 12. 

In many practical applications, 

g(A)'" I-A MITR 

(6.113) 

(6.114) 

is a sufficiently good approximation, however not in calculating steady-state availability 
CEq. (6.114) would give for Eq. (6.110) PAS = 1, thus Eq. (6.113) has to be used). 

Supplementa,ry results: g(x) = J..Le - flX leads to g(A) = ~ = 1- 1:. + (!::.)2, which agree with Eq. 
"'+ J.I J.I J.I 

(6.113) considering MITR=lIll and Var[t']=1/1l2. 

Example 6.9 

In a l-out-of-2 warm redundancy with identical elements EI and E2 let the failure rates A in the 
operating state and A r in the reserve state be constant. For the repair time let us assume that 
it is distributed according to G(x) = 1- e-J.l'(x-IJI) for x> \jf and G(t) = 0 for x:'5 \jf, with 

MITR == 1/11 > \jf. Assuming A \jf « 1, investigate the influence of \jf on the mean time to 

failure MITRso and on the asymptotic & steady-state value of the point availability PAS' 

Solution 
With 

=f -"'(I-"')-At 11' -A'" 11' g(A)= Il'e'" 'I' dt=--e 'I'=--(I-AIjI) 
\jI A + 11' A + 11' 

and considering MITR = 70t get) dt = 7\j1 til' e -J.l'(t-IJI) dt = \jf + ~ == ~, i. e., 11' = III (i-Il \jf) 

and thus g(A) = Il(i- A\jf) 1 (A + Il(i- A\jf)) , Eq. (6.108) (left-hand equality) and Eq. (6.110) 
lead to the approximate expressions 

2A+Ar +Il(i-A\jf) 
MITF. - ---'--":"""':'---'-'-

so, '11>0 - A(A+Ar ) 

and 
Il(A+Ar +Il(l-A\jf)) A(A+A r )(I-Il\jf)) 

PAs 0 = '" 1- . 
,'II> (A+A r )(A+Il(l-A\jf))+1l2 (I-A\jf) Il(A+Ar +Il(l-A\jf)) 

On the other hand, \jf = 0 leads to 1- g(A) = A I (A + 11) and thus (Eqs. (6.92) and (6.87)) 

2A+Ar +1l Il(A+Ar +ll) 
MITF. = and PA = ----'----

so, '11=0 A(A+Ar ) S,IJI=o (A + 11) (A + Ar )+112 

Assuming 11» A, Ar yields (considering A\jf < A 111« I) 

MITFSOIJI>O 
---''--'-- = 1 - A \jf 
MITFsO, '11=0 

and 
PAS, '11>0 A + Ar 
---'-'--=I+A\jf--=l. 
PAs, '11=0 11 

(6.115) 
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Equation (6.115) allows the conclusion to be made that: 

For 'AMITR« 1, the shape of the distribution function of the repair time has 
(as long as MITR is unchanged) a small influence on results at system level, 
in particular on the mean time to failure MITFso and on the asymptotic & 

steady-state value of the point availability PAs of a 1-out-of-2 redundancy. 
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Example 6.10 shows a numerical comparison. This result can be extended to 
complex structures. 

Example 6.10 
A l-out-of-2 parallel redundancy with identical elements E1 and E2 has failure rate 1..= 1O-2 h -1 

and lognormally distributed repair times with mean MITR = 2.4h and variance 0.6h2 (Eqs. 
(A6.112), (A6.113) with A =0.438h -~ (J = 0.315). Compute the mean time to failure MITFso 
and the asymptotic & steady-state point and average availability PAs with approximate 
expressions: (i) g(A) from Eq. (6.114); (ii) g(A) from Eq. (6.113); (iii) get) = !J.'e-Il'U-W), 

t~'II, 'II=1.3h, lI!J.'=l.1h, 1I!J.= 2.4h (Eq.(4.2»; (iv) g(t)=!J.e-Jlt and 1I!J.=2.4h. 

Solution 

(i) With g(A) = 0.976 it follows (Eq. (6.108» that MITFso '" 2183h and (Eq. (6.110» 
PAs = I. (ii) With g(A) '" 0.9763 it follows (Eq. (6.108» that MITFso '" 2211 h and (Eq. 

(6.110» PAs "'0.9994. (iii) Example 6.9 yields MITFSO,lJ1=1.3h",2206h and PAS,lJ1=1.3h'" 
0.9995. (iv) From Eqs. (6.92) and (6.87) it follows that MITFso '" 2233h and PAs'" 0.9989. 

Supplementary results: Numerical computation with the lognormal distribution (MITR=2.4h, 
Var["C'l=0.6h2) yields MITFso ",2186h and PAS "'0.9995. Fora 
failure rate 1..= 1O-3h-~ results were: 209'333h, I; 209'61Ih,0.999997; 
209'563h,0.999995; 209'833,0.999989; 209'513h,0.999994. 

6.4.3 1-out-of-2 Redundancy with Constant Failure Rate only 
in the Reserve State and Arbitrary Repair Rates 

Generalization of repair and failure rates for a l-out-of-2 redundancy leads to a 
non regenerative stochastic process. However, in many practical applications it can 
be assumed that the failure rate in reserve state is constant. If this holds, and the 
l-out-of-2 redundancy has only one repair crew, then the process involved is 
regenerative with exactly one regeneration state [6.5 (1975)]. 

To see this, consider a l-out-of-2 warm redundancy, satisfying assumptions 
(6.1) - (6.7), with failure-free times distributed according to F(x) in operating state 
and Vex) = 1-e -ArX in reserve state, and repair times distributed according to G(x) 

for repair of failures in operating state and W(x) for repair of failures in reserve 
state (F(O)=V(O)=G(O)=W(O)= 0, densities f(x),v(x),g(x),w(x)~O forx~oo, 
means and variances < 00 ). Figure 6.lOa shows a possible time schedule and 
Fig. 6.lOb gives the state transition diagram of the involved stochastic process. 
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a) 
--- operating 
--- reserve 

::::::::: } repair 

• renewal point 

b) 

Figure 6.10 Repairable 1-out-of-2 warm redundancy with constant failure rate Ar in reserve state, 
arbitrary failure rate in operating state, arbitrary repair rates, ideal failure detection & switch, one 
repair crew, 23 & 24 down states): a) Possible time schedule (repair times greatly exaggerated); 
b) state transition diagram to visualize state transitions (only 21 is a regeneration state) 

States 2 0, 21 , 22 are up states. State 21 is the only regeneration state present here. 
At its occurrence, a failure-free time of the operating element and a repair time for 
a failure in the operating state are started (Fig. 6.lOa). The occurrence of 21 is 
a renewal (regeneration) point and brings the process to a situation of total 
independence from the previous development. It is therefore sufficient to 
investigate the time behavior from t = 0 up to the first regeneration point and 
between two consecutive regeneration points (Appendix A 7.7). 

Let us consider first the case in which the regeneration state 21 is entered at 
t = 0 (S RPO) and let S RPI be the first renewal point after t = O. The reliability 

function RSI (t) is given by (see Table 6.2 for notations) 

with 

and 

t 

RS1(t) = I-F(t) + f Ul(x) RS1(t -x)dx, 
o 

1- F(t) = Pr {failure -free operating time of the operating element 

(new at t = 0) > t I 21 entered at t = O} 

I 

f ul (x)RSl (t -x)dx = Pr{(S RPl :$; t n system not failed in (0, S RPtl 

o n up in (S RP1' t]) I 21 entered at t = O}. 

(6.116) 
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a) b) 

~.' o~ 
c) d) 

Figure 6.11 Possible time schedules for the 1-out-of-2 redundancy according to Fig. 6.10 for the 
cases in which state 21 (a, b) or state 20 with both elements new (c, d) is entered at t = 0 

The first renewal point S RPI occurs at the time x (i. e. within the interval (x, x+dx]) 

only if at this time the operating element jails and the reserve element is ready to 
enter the operating state. The quantity ul (x), defined as (Eq. (A6.12» 

ul (x) = lim ~ Pr{ (x < S RPI :;:; x + Ox n system not failed in (0, xl) 
/ix"/'o 5x I Zl entered at t = O} , 

follows from (Fig. 6.11a) 

with 

and 

PAd(x) = Pr{reserve element up at time x I Zl entered at t = O} 

x 

= f h'dud (y)e-J.. , (x-Y)dy 

o 

(6.117) 

(6.118) 

h'dud(y) ;" g(y) + g(y) * v(y) * w(y) + g(y) * v(y) * w(y) * v(y) * w(y) + .. , . 
(6.119) 

The point availability is given by 

t t 

PA S1(t) = 1-F(t) + f Ul(X) PAS1(t -x)dx + f u2(x)PAS1(t -x)dx, (6.120) 

o 0 

with 1- F(t) as for Eq. (6.116), 
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t 

f U1 (x)PA S1 (t-x)dx = Pr{ (S RP1 ~ t n system not failed in (0, S RPtl 
o 

n up at t I 21 entered at t = O}, 

and 
t 

f u2(X)PAs1 (t-x)dx = Pr{(S RP1 ~ t n system failed in (0, S RPtl 
o 

n up at t I 21 entered at t = OJ. 

The quantity u2(x), defined as 

1 
u2 (x) = lim - Pr{(x < SRP1 ~ x + Ox n system failed in (O,x]) 

fuJ.O & 
I 21 entered at t = O}, 

follows from (Fig. 6.11 b) 

with 

x 

U2 (x) = g(x)F(x) + fh'udd(y)W(x-y)(F(x)-F(y))dy 

o 

h'udd(Y) = g(y) * v(y) + g(y) * v(y) * w(y) * v(y) + .... 

(6.121) 

(6.122) 

One can recognizes that U1 (x)+u2(x) is the density of the interval times 

separating consecutive renewal points 0 == S RPO' S RP1' S RP2 ' ... , i. e., successive 
occurrence times of state 21 of the embedded renewal process. 

Consider now the case in which at t = 0 the state 20 with both elements new 

is entered. The reliability function RsoCt) is given by 

t 

RSO(t)::::l-F(t) + f u3(x)Rsl(t-x)dx, 

o 
(6.123) 

with (Fig.6.llc) 

where 

with 

u3 (x) = lim ~ Pr{(x < SRP1 ~ x + & n system not failed in (O,x]) 
fuJ.O Ox 

I 20 with both elements new is entered at t=O} = f(x)PAo(x) , (6.124) 

PAO(x)= Pr{reserve element up at time x I 20 with both elem. new is entered at t=O} 

x 
= e- ArX + fh'duu(y)e-Ar(x-Y)dy, 

o 

h'duU<Y) = v(y) * w(y) + v(y) * w(y) * v(y) * w(y) + .... 

(6.125) 

(6.126) 
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The point availability PAso (t) is given by 

t t 

PASO(t) =1-F(t)+ fU3(X)PAs1(t-x)dx+ fU4(X)PAs1(t-x)dx, (6.127) 
o 0 

with (Fig. 6.11d) 

and 

. 1 
u4 (x) = hm - Pr{ (x < S RPI :5 x + 8x n system failed in (0, x]) I 20 with both 

/ixJ,0 8x 
x 

elements new is entered at t = O} = f h'udu (y)w(x - y)(F(x) - F(y»dy (6.128) 
o 

hudu (y) =v(y) +v(y) * w(y) * v(y) +v(y) * w(y) * v(y) * w(y) * v(y) +.... (6.129) 

One can recognizes that u3 (x) +u4 (x) is the density of the random time from t=O, 
when 20 is entered with both elements new, to the first renewal point SRPI (first 
occurrence of 21) of the embedded renewal process with density UI (x) + U2 (x) for 
the time intervals separating successive renewal points (SRP(i+I) - SRPi' i = 1,2, ... ). 

Equations (6.116), (6.120), (6.123), (6.127) can be solved using Laplace trans­
forms (LT). However, analytical difficulties can arise when calculating LT for 
F(x), G(x), W(x), ul (x), u2 (x), u3 (x), u4 (x) or at the inversion of final 
equations. Easier is the calculation of the mean time to failure MITFso = Rso (0) 
(Eqs. (2.59), (2.61» and of th~ asymptotic & steady-state point and average 
availability PAs = AAs = lim sPAs (s), for which the following expressions can 

• .... 0 be found using LT (see Eqs. (6.123) & (6.116) for MITFso and Eqs. (6.120) & 
(6.127) for PAs, and consider lim (1- f(s» / s = MITF) 

..... 0 

and 

OOf u3(x)dx 
o 

MITFSO = MITF [1 + 00 ] , 

I-f uI(x)dx 
o 

(6.130) 

MITF 
limPAso(t) = limPAS1(t) = PAs = AAs = ------, (6.131) 

t--7oo t--7 OO 00 

with 

MITF = f (1- F(x»dx. 
o 

f x (ul (x) + u2(x»dx 

o 

(6.132) 

Eq. (6.131) considers that PAs exists and that UI (x)+u2 (x) is the density of a 
random variable with finite mean, and thus Joo(UI(X)+U2(X»dx = 1; similarly for 

o 
u3(x)+u4(x). 
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It must be pointed out that Rso (t) and PAso (t) apply only to the case in which 
at t = 0 both elements are new (Fig. 6.11 c & d). Situations with arbitrary initial 
conditions at t = 0 (e. g. entering state Zo with the operating element not new or 
entering state Z2) are not considered here because their computation requires the 
knowledge of the time spent in the operating state before t = O. 

The model investigated in this section has as special cases that of Section 6.4.2 
(F(x) = l-e-Ax, W(x) = G(x» and the l-out-of-2 standby redundancy with identi­
cal elements and arbitrarily distributed failure-free and repair times (Example 6.11). 

Table 6.7 summarizes the results for the l-out-of-2 redundancy with arbitrary 
repair rates, and failure rates as general as possible within a regenerative process. 

Example 6.11 

Using the results of Section 6.4.3, give the expressions for the reliability function RSO(t) and the 
point availability PASO(t) for a l-out-of-2 standby redundancy with 2 identical elements, 
failure-free time distributed according to F(x), with density f(x), and repair time distributed 
according to G(x)with density g(x). 

Solution 

For a standby redundancy, ul (x) = f(x)G(x), u2(x) = g(x)F(x), u3(x) = f(x), and u4(x) '" 0 
(Eqs. (6.117), (6.121), (6.124), and (6.128». From this, the expressions for RSO(t), RS1 (t), 

PASO(t) , and PASl (t) can be given. The Laplace transforms of RSO(t) and PAsO(t) are 

_ 1- res) [(s)(1- r(s» 
Rso(s) = --+ --'--''-'------':....:..:.. 

S s(l-uI(s» 

_ 1- res) {(s)(I- res»~ 
PAso(s) = --+-------

s s [1- (ul (s) + Uz (s»] 

with 
= = f -sl 

ul (s) = f(t )G(t)e dt and Uz (s) = f get )F(t)e -s t dt 
o o 

(6.133) 

(6.134) 

-
The mean time to failure MTTFsO follows from Eq. (6.133) as MTTFso = R so (0), or directly 
from Eq. (6.130), 

MTTF 
MTTFSO = MTTF + -----

1-f f(x) G(x) dx 
o 

(6.135) 

The asymptotic & steady-state value of the point and average availability PAS = AAS follows 
from Eq. (6.134) as PAs =AAs = lim sPAs (s), or directly form Eq. (6.131), 

'->0 

MTTF 
PAs = AAs = -=-----

f xd(F(x)G(x» 
o 

(6.136) 
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Table 6.7 Mean time to failure MITFso ' asymptotic & steady-state point and average availability 
PAs =AAs , and interval reliability 1RS(8) for a repairable l-out-of-2 redundancy with two identical 

elements (Fig. 6.10, arbitrary repair rates, failure rates as general as possible within a semi-rege­
nerative process, ideal failure detection & switch, one repair crew) 

Standby (A r " 0) Wann(A r < A) Active (Ar=A) 

Distribution as F(x) 1- e 
-Ax F(x) 1 - e -Ax 

oftbe 
failure-free 

1 - e -J..,x 1- e-A,x -Ax 
times RS - 1- e 

Distribution G(x) G(x) G(x) G(x) 
of tbe repair as 

~N 
times 

§ RS - G(x) W(x) G(x) 

~-
MTTF= 

1:i Meanoftbe = 
~ failure-free f (1 - F(x))dx 

1 1 1 1 

dl I or y:; MTTF or - -
times Ar A 

a 

MTTR= 

Mean of the = MTTR or 
repair times f (1 - G(x))dx MTTR MTTR 

MTTRw 
a 

MTTF+ 
M1TF + 1 1 

~ 1 1 
-+ 

MTTF f u3(x)dx 
-+ 

Mean time to M1TF A (A+ Ar)(l-g(A)) A n (1- g(A)) 
failure a 

>. (MTTFso) 
~ 

1 1 1 1 
" 1 - f f(x) G(x) cb: 

~ 

" = -(I + ) =-+ 
'" 1- f u1 (x)dx -0 A (A+ A r )M1TR A n 2MTTR " a = a -0 
~ 

'" ,.!. 
Point & average MTTF M1TF 0 A+Ar (l-g(A)) 2- g(A) ~ availability ~ ~ 

5: (PAS =AAs)* f xd(F(x)G(x)) 1..(1.. + Ar)MTTR+ Ag(A) J x(u\(x) +U2(x)) cb: n MTTR + g(A) 

a a 

Interval reliability = Rso(9) '" Rso(9) = Rso(9) '" Rso(9) 
( IRs(9)) • 

UI(X), u2(x), u3(x) as per Eqs. (6.117), (6.121), and (6.124); OS = operating state, RS = reserve state 

• asymptotic & steady-state value 

6.S k-out-of-n Redundancy 

A k-out-of-n redundancy, also known as k-out-of-n: G, consists of n often identical 
elements, of which k are necessary for the required function and n - k are in reserve 
state (or repair). Assuming ideal failure detection and switching, the reliability 
block diagram is as given in Fig. 6.12. Investigations in this Section assume 
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k-out-of-n 
(E1 =E2= ... =En=E> 

Figure 6.12 k-out-of-n redundancy reliability block diagram (ideal failure detection & switch) 

identical elements E1, ... , En' only one repair crew, and no further failures at system 
down (failures during repair at system level are neglected, as per assumption (6.2». 
Section 6.5.1 considers the case of warm redundancy with constant failure rate A in 
the operation state and Ar < A in the reserve state as well as constant repair rate JL. 

This case includes active redundancy (Ar= A) and standby redundancy (Ar == 0). 
An extension to cover other situations in which the failure rate is modified at state 
changes (e. g. for load sharing) is possible using the equations for the birth and 
death process developed in Appendix A7.5.5 (see also Section 2.3.5). Section 6.5.2 
investigates a k-out-of-n active redundancy with constant failure rate and arbitrary 
repair rate. The influence of series elements (including switching elements) is 
considered in Sections 6.6 - 6.7. Imperfect switching, incomplete coverage, and 
common cause failures are investigated in Section 6.8. 

6.5.1 k-out-of-n Warm Redundancy with Identical Elements 
and Constant Failure and Repair Rates 

Assuming constant failure and repair rates, the time behavior of the k-out-of-n 
redundancy with identical elements can be investigated using a birth and death 
process (Appendix A7.5.5). Figure 6.13 gives the corresponding diagram of 
transition probabilities in (t, t + Bt] . From Fig. 6.13 and Table 6.2, the following 
system of differential equations can be established for the state probabilities Pj (t) = 

Pr {in state Z j att} of a k-out-of-n warm redundancy with one repair crew and no 
further failures at system down (constant failure rates A & Ar and repair rate 11-) 

Po (t) = -Yo Po (t) + Il PI (t) 

Pj (t)= Vj_1Pj_l(t)-(Vj +1-I.)Pj(t)+I-I.Pj+l(t), 

Pn-k+l (t) = Vn-k Pn-k(t) -1-1. Pn- k+1 (t), 

j = 1, ... , n-k, 

(6.137) 
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Figure 6.13 Diagram of transition probabilities in (t. t + St I for a repairable k-out-of-n wann redun­
dancy (n identical elements. const. failure & repair rates. ideal failure detection & switch. one repair 
crew. no further failures at system down (Zn-k+! down state. arbitrary t. S tJ.O. birth & death proc.) 

with 

v j = k'A+(n-k - })'Ap j = O ••••• n-k. (6.138) 

For the investigation of more general situations (arbitrary load sharing, more 
than one repair crew, or other cases in which failure and / or repair rates change at a 
state transition) one can use the birth and death process introduced in Appendix 
A7.5.5. The solution of the system (6.137) with the initial conditions at t = 0, 
Pi(O) = 1 and Pj(O) = 0 for j '# i, yields the point availability (see Table 6.2 for 
notations) 

n-k 

PASi(t) = L Pij(t), 
j=O 

(6.139) 

with Pij (t) == Pj (t) from Eq. (6.137) with Pie 0) = 1. In many practical applications, 
only the asymptotic & steady-state .value of the point availability PAs is required. 
This can be obtained by setting Pj (t) = 0 and Pj (t) = lj (j = O ..... n - k + 1) in 
Eq. (6.137). The solution is (Appendix A7.5.5) 

n-k 

PAS = L Pj =I-Pn- k+1, 
j=O 

n· 
with lj = n-k+{ 

L ni 
i=O 

(6.140) 

PAS is also the asymptotic & steady-state value of the average availability AAs. 
As shown in Example A 7.11 (Eq. (A7.157)), for 2 Vj qtit holds that 

n-k+l 

Pj ~ L Pi, 
i=j+! 

j = 0, ... , n-k. 

From this, the following bounds for PAs can be used in many practical applications 
(assuming 2Vj < It, j = O .... , n-k) to obtain an approximate expression for PAs 

i i 

L Pj ~ PAS < Pi + L Pj , i=O, ... ,n-k. (6.141) 
j=o j=o 
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The reliability function follows from Table 6.2 and Fig. 6.13 

1 

-vo t f -VOX RSO(t) = e + vOe RSI(t-x)dx 

o 
1 

-(v ·+/-t)1 f -(v·+/-t)x 
RSj(t)=e J + [VjRSj+I(t-X)+J,tRSj_l(t-x)]e J dx, 

o j=l, ... ,n-k-l, 

t 

RSn-k(t) = e -(vn-k +/-t)1 + f J,tRSn- k- 1 (t - x)e -(vn-k +/-t)x dx, (6.142) 

o 

with vi as in Eq. (6.138). Similar results hold for the mean time to failure 

M1TFSO = MITFsl + 1/ Vo 

MITFSj =(1+ V jMITFSj+l + JlMITFSj-l)/(V j + Jl), j=l, ... ,n-k-l, 

MITFSn-k = (1 + JlMITFSn-k-l)I(vn-k +Jl). (6.143) 

The solution of Eqs. (6.142) and (6.143), shows that RSi(t) and MITFsi depend 
on n - k only. This leads for n - k = 1 to 

R- () S + Vo + VI + J,t 
SO S = , 

I (s+VO)(s+VI)+sJ,t 
(6.144) 

and for n - k = 2 to 

R- ( ) (s + Vo + VI + J,t)(s + v2 + J,t) + VI (vo - J,t) 
SO S = 

2 s(s + Vo + VI + J,t)(S + V2 + J,t) + Vo VI V2 + SVI (vo - J,t) 

V2(VO+VI+J,t)+J,t(Vo+J,t)+VOVI J,t2 
MITFS02 = '" ----'--

Vo VI V2 Vo VI V2 
(6.145) 

This property holds for the point availability PAs as well, see Table 6.8 for results. 
Because of the constant failure rate, the interval reliability follows directly from 

n-k 

IRSi(t ,t + 8) = L Pij(t) RSjC8) , 
j=o 

i = 0, ... , n-k (6.146) 

with Pij(t) as in Eq. (6.139) and RSi(8) from Eq. (6.142) with t=8. The 
asymptotic & steady-state value is then given by 

n-k 

IRS(8) = L Pj RSjC8) , 
j=O 

(6.147) 

with lj from Eq. (6.140). Table 6.8 summarizes the main results for a k-out-of-n 
warm redundancy with constant failure and repair rates. 
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Table 6.8 Mean time to failure M1TFSO ' asymptotic & steady-state point and average availability 
PAS = AAS, and interval reliability IRS(9) for a repairable k-out-of-n warm redundancy with n 
identical elements (constant failure & repair rates A, Ar , 11 (Ar < A reserve state, Ar =0 standby), 
ideal failure detection & switch, one repair crew, no further failures at system down, Markov proc.) 

Asymptotic & steady-state point and average Interval 
Mean time to failure (MITFSO) availability (PAs = AAS) 

reliability 
(IRs(8))* 

gen. VO+VI +1l 11 Vo 11 +112 Vo VI '" RsO(8) "'-- "'1---case Vo VI Vo VI VOVI +Voll+1l2 112 

-II n=2 2A + Ar +11 11 Il(A+Ar +ll) A(A+Ar ) 
"" "'1- '" RSO(8) I '" 
" 

k=l A(A+Ar ) A(A + Ar) (A + Ar)(A +11)+112 112 

n=3 4A+Ar +11 11 1l(2A+Ar +11) 
"'1-

2A(2A+Ar) 
'" RSO(8) '" k=2 2A(2A + Ar) 2A(2A+Ar ) (2A + Ar)(2A +11)+112 112 

V2 (vo +VI +11) 
+ 

gen. Vo VI V2 
Vo VI 11+ Vo 112 +113 

case 11 (V 0+11) + Vo VI 
2 "'1-

Vo VI V2 '" RsO(8) 
11 

'" Vo VI V2 +VO VI 11 +VO 112+113 113 
Vo VI V2 Vo VI V2 

N 
II 

n=3 112 A(A +Ar )(A+ 2Ar) 
"" '" "'1- '" RsO(8) 

I 

" 
k=1 A (A + Ar )(A + 2Ar ) 113 

n=5 112 3A(3A + Ar)(3A + 2Ar) 
'" RsO(9) '" "'1-k=3 3A (3A + Ar )(3A + 2Ar) 113 

n-k 
Vo "'Vn-k 1111 MTTRs n-k 11 ",1- '" RsO(8) '" Iln- k +1 

",1---=1---
arbitrary Vo ... Vn-k MITFso MTTFso 

Vj = k A + (n - k - OAr' i=O, ... , n -k; A, Ar = failure rates CAr= A~ active red. => Vo'''V n_k=An- k + In!! 
11.1 n-k+1 . 

(k-l)!, Ar= o~ standby redundancy =>VO"·Vn _k = IIV') ); J.!= repair rate (J.!=lIMTTRs be-
cause of only one repair crew); Rso(9) from Eq. (6.142); • see [6.5 (1985)] for exact solutions 

Assuming, for comparative investigations with results of Table 6.8, n repair 
crews (one for each element), following approximate expressions can be found for 
active redundancy (totally independent elements, Table 6.9 or e.g. [6.27,6.44]) 

1 ~ n-k 
MITFso '" -( n) (1.1 III.) , 

kA k 
n repair crews, active red., A III « 1 (6.148) 

k (n) n-k+l 1 PAS'" 1--- k (')..111) = 1- , 
n-k+l (n-k+l)IlM1TFso 
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and for standby redundancy (see e.g. [6.44]) 

(n- k)! J.ln- k 

MITFSO"" , 
(k A)n-k+l 

n repair crews, standby red., A 1J.l « 1 (6.149) 
(kA/J.l/- k +1 

PAS"" 1- =1-------
(n-k+l)! (n-k+l)J.lM1TFso 

As for Eq. (A7.189), PAs in Eq. (6.148) and Eq. (6.149) can be expressed as 
PAs'" 1- MITRs I MITFs with MITRs = 1/ (n - k + 1) It and MITFs = MITFso 

(see also Table 6.8, row n-k arbitrary). Comparing results ofEq. (6.148) with those 
of Tabl~.8 for A r = A, one recognizes that MITFSOIE ' MITFsOMS '" (n - k)! and 
PA SIE ' PASMS '" 1/ (n - k + I)!, with PAs = I-PAs; where IE stands for independent 
elements (Eq. (6.148) or Table 6.9) and MS for macro-structure (Tables 6.8 or 6.10). 

6.5.2 k-out-of-n Active Redundancy with Identical Elements, 
Constant Failure Rate, and Arbitrary Repair Rate 

Generalization of the repair rate (by conserving constant failure rates (A ,Ar), only 
one repair crew, and no further failure at system down), leads to stochastic processes 
with basically n - k + 1 regeneration and n - k not regeneration states (Zo ,ZI & q 
in Fig. A 7.11 for n - k = 1 and Zo' ZI' Z2' & Z2' Z3 in Fig. A 7.13 for n - k = 2). 
As an example let us consider a 2-out-of-3 active redundancy, i. e. a majority redun­
dancy, with 3 identical elements, failure rate').. and repair time distributed according 
to G(x) with G(O) = 0 and density g(x). Because of the assumption of no 
further failure at system down, results of Section 6.4.2 for the 1-out-of-2 warm 
redundancy can be used for n -k = 1 by setting k A instead of A (see Tab. 6.8 as 
well as Eq. (A7.183) for n-k = 1 and Eqs. (A7.186) for n-k=2). For the 2-out-of-3 
active redundancy one has to set 2 A instead of A and A instead of Ar in Eqs. 
(6.108) & (6.110) to obtain Eqs. (6.152) & (6.155). However, in order to show the 
utility of representative time schedules, an alternative derivation is given below. 

Using Fig. 6.14a, the following integral equation can be established for the 
reliability junction Rso(t) (see Table 6.2 for notations) 

t 
Rso(t) = e-3I..t + f 3Ae-3I..x e-2A(t-x)(l_ G(t-x))dx 

o t y 

+ f f He -31.. X g(y - x)e -2A(y-x) Rso(t - y))dxdy. (6.150) 
00 

The Laplace transform of Rso(t) follows as 
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R- () _ s+SA.-3Ag(s+2A) 
so s - , 

(s + 2A)(s + 3A) - 3A.(s + 2A)g(s + 2A) 

and the mean time to failure as 

5 - 3g(ZA) 
MITFso = 61.(1- g(2A» 

For the point availability, Fig. 6.14b yields 

1 

-3M f' -3Ax dx PAso(t) = e + 3M PASl (t - x) 

o 1 1 
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(6.151) 

(6.152) 

-2').,1 f -2Ax f -2Ax PASl (t)=e (l-G(t» + g(x)e PAso(t-x)dx + g(x)(1-e )PASl (t-x)dx 

o 0 (6.153) 
from which, 

-A ()_ (s+2A.)[I+g(s+2A.)-g(s)]+3A(l-g(s+2A.» 
p so s - . 

s(s + 2 1.)[1 + g(s + 2 A.) - g(s)] + 3A(s + 2 1.)(1- g(s» 
(6.154) 

Asymptotic & steady-state value of the point and average availability follows from 

PA =AA = 3-g(2A) , 
S S 2g(2A) + 6)., MITR 

(6.155) 

by considering lim (l-g(s»=s.MITR+o(s) asperEq. (6.54). Fortheapproxima-
s--+o 

tion of g(2A.), Eq. (6.113) must be used. For the asymptotic & steady-state value of 
the interval reliability, Eq. (6.112) can be used in most applications. Generalization 
of failure and repair rates leads to non regenerative stochastic processes. 

o~ 
3}. 

o~ 
3}. 

o x 
~3}' 2}. _ .,1 

., 1 
o x y 

• , .... renewal points 
~2}.,"1 
o x 1 

a) Calculation of RSO(t) b) Calculation of PASO(t) 

Figure 6.14 Possible time schedule for a repairable 2-out-of-3 active redundancy (const. failure rate, 
arbitrary repair rate, ideal failure detection & switch, only one repair crew, no further failures at 
system down, repair times exaggerated) 
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6.6 Simple Series -Parallel Structures 

A series-parallel structure is an arbitrary combination of series and parallel models, 
see Table 2.1 for some examples. Such a structure is generally investigated on a 
case-by-case basis using the methods of Sections 6.3 - 6.5. If the time behavior can 
be described by a Markov or semi-Markov process, Table 6.2 can be used to 
establish equations for the reliability function, point availability, and interval 
reliability (inclusive mean time to failure and asymptotic & steady-state values). 

As a first example, let us consider a repairable 1-out-of-2 active redundancy with 
elements E1 = E2 = E in series with a switching element Ev. The failure rates A and 
Av as well as the repair rates J..l and J.tv are constant (time independent). The system 
has only one repair crew, repair priority on Ev (a repair on E1 or E2 is stopped as 
soon as a failure of Ev occurs, see Example 6.12 for the case of no priority), and no 
further failures at system down (failures during a repair at system level are 
neglected). Figure 6.15 gives the reliability block diagram and the diagram of 
transition probabilities in (t, t + St]. The reliability function can be calculated using 
Table 6.2, or directly by considering that for a series structure the reliability at 
system level is still the product of the reliability of the elements 

(6.156) 

Because of the term e-Av t, the Laplace transform of Rso(t) follows directly from 
the Laplace transform of the reliability function for the 1-out-of-2 parallel 
redundancy RS01_out_of_2' by replacing s with s + Av (Table A9.7) 

R- () _ s + 3 A + Av + J.t 
SO s -

(s +2A+ Av)(S + A+ Av)+ (s + Av)J.t 
(6.157) 

The mean time tofailure MITFso follows from MITFso = Rso(O) 

The last part of Eq. (6.158) clearly shows the effect of the series element Ev. 
The asymptotic & steady-state value of the point and average availability 
PAs = AAs is obtained as solution of following system of algebraic equations, see 
Fig. 6.15 and Table 6.2, 

R - (J.tv II + J.t P2 ) 

0- 2A+Av ' 

(6.159) 
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l-out-of-2 active 
repair priority on Ev 

(E[=E2=EJ 

POI = P23 = AV; P02 = 2 A; PIO = P32 = ILv; P20 = P42 = IL; P24 = A; 

(for RS(t) set PIO = P32 = P42 = 0) 
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Figure 6.15 Reliability block diagram and diagram of transition probabilities in (t, t+llt) for a 
repairable l-out-of-2 active redundancy with a switch element (E1 = E2 = E, constant failure and 
repair rates (A, Av.ll, Ilv)' ideal failure detection & switch, one repair crew, repair priority on Ev ' 

no further failures at system down, Zl ,Z3 ,Z4 down states, arbitrary t, Il t.J..O, Markov process) 

Note: The diagram of transition probabilities would have 8 states for the case of totally independent 
elements ( ~ ¢ E2 , 3 repair crews), 9 states for the case as in Fig. A7.6c, and 16 states (p. 224) 
for El ¢ E2, one repair crew and repair as per first-in first-out (see also the footnote on p. 479) 

For the solution of the system given by Eq. (6.159), one (arbitrarily chosen) 
equation must be dropped and replaced by Po + PI + Pz + P3 + P4 = 1. The solution 
yields Po through P4 , from which (assuming 2)., < Jl for the last inequality) 

z 
Il Ilv + 21"llllv PAs = AAS = Po + P2 = --:-----'---''-''----'-''-''-----:--

Ilzllv + 2 Allllv + 2 A(Allv + Av Il) + Ilz Av 

z Av A z 2A 
= 11 [1+Av/llv+2 (1.111) I (1+2A/Il)] '" l- Ilv -2("jI) (I-V)' (6.160) 

As for the mean time to failure (Eq. (6.158)), the last part of Eq. (6.160) shows the 
influence of the series element Ev' For the asymptotic & steady-state value of the 
interval reliability one obtains (Table 6.2) 

(6.161) 

Example 6.12 
Give the reliability function and the asymptotic & steady-state value of the point and average 
availability for a l-out-of-2 active redundancy in series with a switching element, as in Fig. 6.15, 
but without repair priority on the switching element. 
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2-out-of-3 active 
(El =E2 =E3 =E) 

6 Reliability and Availability of Repairable Systems 

Figure 6.16 Reliability block diagram and state transition diagram for a 2-out-of-3 majority redun­
dancy (constant failure rates A. for E and A. v for Ev, repair time distributed according to G(x) with 
density g(x), ideal failure detection & switch, one repair crew, no repair priority, no further failures 

at system down, Z2 ,Z3 ,Z4 down states, Zo ,ZI ,Z4 constitute an embedded semi-Markov process) 

Solution 

The diagram of transition probabilities in (t, t +8tl of Fig. 6.15 can be used by changing the 
transition from state Z3 to state q to one from Z3 to ZI and ).Lv in ).L. The reliability function 
is still given by Eq. (6.156), then states ZI' Z3' and Z4 are absorbing states for reliability 
calculations. For the asymptotic & steady-state value of the point and average availability 
PAS = AAs, Eq. (6.159) is modified to 

and the solution yields (considering PI + ... + P4=1 and assuming (3A+Av)< Il for the inequality) 

AV n(A+Av )'1l2 

PAS = AAS = --------2 = 1 -- - --'--'!":"'--'....-

Av _2_A...:..(A_+_Av!:..:)_'..:...Il_ Ilv 1 + (21. + Av )/ Il 
1+-+ 

Ilv 1 + (21. + Av)' Il 

Av 2').? 21. 2AAV 31. + AV AV 
= 1----(1--)---(1----)::; 1--· 

IAv 11 2 Il IA 2 Il Ilv 
(6.162) 

Comparison of Eq. (6.160) with Eq. (6.162) shows the advantage ('" 2AJv / p,2) of 
the repair priority on Evon the availability PAs = AAs. 

As a second example let us consider a 2-out-of-3 majority redundancy (2-out-of-
3 active redundancy in series with a voter Ev) with arbitrary repair rate 
Assumptions (6.1) - (6.7) also hold here, in particular (6.2), i. e. no further failures at 
system down. The system has constant failure rates, A for the three redundant 
elements and Av for the series element Ev' and repair time distributed according to 
G(x) with G(O) = 0 and density g(x). Figure 6.16 shows the corresponding 
reliability diagram and the state transition diagram. Zo and ZI are up states. Zo, ZI 
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and 24 are regeneration states and constitute a semi-Markov process embedded in 
the original process. This property will be used for the investigations. From Fig. 
6.16 and Table 6.2 there follows for the semi-Markov transition probabilities 

Q01 (x), QlO(x), QQ4(x), Q40(x), Ql2l (x), Q134(x) (similar as for Figs.A7.11- A7.13) 

x -3A -A 311.(1- e -(3A+Av)x) 
QQl(x) = Pr{'tOl :O;xn't04 > 'toll = J3Ae Y e vYdy=_:...-____ -'-

o 311. +Av 

xJ -(21..+1.. )y 
QlO(x) = Pr{'rlO :5: x n ('r12 > 'rIO n'r13 > 'rIO)} = g(y)e v dy 

o 
x 

= G(x)e -(21..+Av)X + J (21. + Av)e -(21..+Av )Y G(y)dy 

o 

(6.163) 

Ql2l (x) is used to calculate the point availability. It accounts for the process 
returning from state 22 to state 21 and that 22 is not a regeneration state 
(probability for the transition 21 ~ 22 ~ 21, see also Fig. A 7.11 a), similarly for 
Q134(x). Q~2(X) and Q~3(X) as given in Fig 6.16 are not semi-Markov transition 
probabilities (22 and 23 are not regeneration states). However, 

, x 4A ~ 
Q 12(X) = Pr{'t12 :0; x n ('t13 > 't12 n'tlO > 't12)} = J 2Ae Ye v Y (1- G(y»dy 

o 
, Av ' 

Q 13(X) = Pr{'t13 :0; x n ('t12 > 't13 n'tlO > 't13)} = -Q 12 (x) 
2A 

yields an equivalent Ql(X)=QlO(X)+Q~2(X)+Q~3(X) useful for the calculation of the 
reliability function. Considering that 20 and 21 are up states and regeneration 
states, as well as the above expressions, the following system of integral equations 
can be established for the reliability functions Rso(t) & RSI (t), as per Eq. (A7.172), 

t 
RSO(t) = e-(3A+Av )t + f3Ae-(3A+Av)xRSl(t -x)dx 

o 
t 

R S1 (t) = e-(2A+Av )t (1- G(t» + f g(x) e-(2A+Av)xRsoCt -x) dx. (6.164) 
o 
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The system of equations (6.164) for Rso(t) & RSI (t) has a great intuitive appeal 
and could have been written without the use of Qij (x). Its solution yields 

R- ()_ s+SA+Av -3Ag(s+2A+Av) 
so s -

(s + 21. + Av)[s + Av + 3A.(I- g(s + 21. + Av))] 
(6.165) 

and 

MITF. = SA + Av - 3Ag(2A + Av) 

so (21. + Av)[Av + 3A.(I- g(2A. + Av))] 
(6.166) 

Rso(s) and MITFso could have been obtained as for Eq. (6.157) by setting 
s = s + Av in Eq (6.151). For the point availability, calculation of the transition 
probabilities Pij(t) with Table 6.2 (orEq. (A7.169) andEq. (6.163) leads to 

t t 
Poo(t) = e-(3I..+Av )t + f3Ae-(3I..+A v )xPlO (t-x)dx + fAv e-(3I..+Ay ) X P40 (t-x)dx 

o 0 

t -(21..+1.. )X 
PlO (t) = f g(x)e y Poo(t - x)dx 

o 

t 

P40 (t) = f g(x)Poo(t - x)dx, 

o 

and 

t t 
POI (t) = f 3Ae -(3A+Av)x Pu (t - x)dx + fAv e -(3I..+Av)X P41 (t - x)dx 

o 0 

t 

Pu (t) = e -(21..+Av)t (1- G(t» + f g(x)e -(21..+Ay)x POI (t - x)dx 

o 
t 1 _ 21..+1.. x +f (l-e ( y) )g(x)[2APU (t-X)+AvP41 (t-x)]dx 
02A+Av 

t 

P41 (t) =fg(x)POI(t-x)dx. 
o 

(6.167) 

(6.168) 

From Eqs. (6.167) and (6.168) it follows the point availability PAso(t) = Poo(t) + 
POI (t)and from this (using Laplace transform) the asymptotic & steady-state value 
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2A+AV +A(1-g(2A+Av)) 
%=~= , 

(2 A + Av)[l +(31. + Av)MTTR] + A(AvMTTR -2)(1- g(2 A + Av)) 

(6.169) 

with MTTR as per Eq. (6.111). For the asymptotic & steady-state value of the 
interval reliability, the following approximate expression can be used for practical 
applications (Eq. (6.112» 

IRs(S) '" Po Rso(S) = 
[(2A+Av)-2A(1-g(2A+Av))]Rso(S) . (6.170) 

(2 A+Av)[l +(31. + Av) MTTR] + A(Av MTTR -2)(1- g(2 A + Av)) 

In Eq. (6.170) it holds that Po=limPoo(t), with Poo(t) from Eqs. (6.167). For 
t~= 

g(2A+ Av) '" 1, IRS(S) ",Rso(S) can be used. 

Example 6.13 

(i) Give using Eqs. (6.166) and (6.169) the mean time to failure MTTFSO and the asymptotic & 

steady-state point and average availability PAS'" AAS for the case of a constant repair rate I.l. 
(ii) Compare for the case of constant repair rate the true value of the interval reliability 1Rs(9) 
with the approximate expression given by Eq. (6.170). 

Solution 

(i) With G(x)",I-e-llx it follows that g(2A.+"v) "'1.l/(2A.+"v +I.l)and thus from Eq. (6.166) 

5" + "v + 11 
MTTFso=--------~~----

(31.. + "v )(2A. + "v)+ l1"v "v + 6,,2 1 (SA. + "v + 11) 

and from Eq. (6.169) 

11(31..+"v +11) 
PAs = AAs = --------'-------'----'---------

(31.. + "v + 11)("v + 11) + 31..(2A. + "v ) 

"v 31..(2" + "v) 
"'1---- . 

11 112 

---< --, (6.171) 
"v+6,,2/11 "v 

(6.172) 

(ii) With POO(t) and POI (t) from Eqs. (6.167) & (6.168) it follows for the asymptotic & steady­
state value of the interval reliability (Table 6.2) that 

(6.173) 

The approximate expression according to Eq. (6.170) yields 

i. e., the same value as per Eq. (6.173) for 3,,« I.l and considering RSI (9):::; RSO(9). 
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To give a better feeling for the mutual influence of the different parameters 
involved, Figs. 6.17 and 6.18 compare the mean time to failure MITFso and the 
asymptotic & steady-state unavailability 1- PAs of some basic series - parallel 
structures. The equations are taken from Table 6.10 which summarizes results of 
Sections 6.2 to 6.6 for constant failure and repair rates. Comparison with Figs. 2.8 
& 2.9 (nonrepairable case) confirms that the most important gain is obtained by the 
first step (structure b), and shows that the influence of series elements is much 
greater in the repairable than in the nonrepairable case. Referring to the structures 
a), b), and c) of Figs. 6.17 and 6.18 the following design rule can be formulated: 

The failure rate of the series element in a repairable 1-out-of-2 active 
redundancy should not be greater than 1 % (0.2% for ~!AI > 500) of the 
failure rate of the redundant elements, i. e., with respect to Fig. 6.17, 

1.2 < O.OlA I in general, and 1.2 < 0.0021.1 for ~/A1 > 500. 

6.7 Approximate Expressions for Large 
Series - Parallel Structures 

6.7.1 Introduction 

(6.174) 

Reliability and availability calculation of large series - parallel structures rapidly 
becomes time-consuming, even if constant failure rate Ai and repair rate ~i is 
assumed for each element E j of the reliability block diagram and only mean time to 
failure MITFso or steady-state availability PAs = AAs is required. This is because 
of the large number of states involved, which for a reliability block diagram with n 
elements can reach 1+ L;;l rr:;:_i+l n! L;;oll i ! '" e·n! by n different elements and 
repair as per first-in first-out (see e.g. Notes to Figs. 6.15 and 6.20). 2 n states holds 
for nonrepairable systems or for repairable system with totally independent elements 
(Point 1 below). Use of approximate expressions becomes thus important. Besides 
the assumption of one repair crew and no further failure at system down (Sections 
6.2 - 6.6, partly 6.7 & 6.8), given below as Point 3, further assumptions yielding 
approximate expressions for system reliability and availability are possible for the 
case of constant failure rate Aj and constant repair rate J.l j »Aj for each element E j • 

Here some examples: 

1. Totally independent elements: If each element of the reliability block diagram 
operates independently from every other (active redundancy, independent 
elements, one repair crew for each element), series - parallel structures can be 
reduced to one-item structures, which are themselves successively integrated 
into further series - parallel structures up to the system level. To each of the 
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l-out-of-2 
active (E1, = EI ) 
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1o3c-----__ --~ ____ ~ __ _r------------------~103 M1TF 

I-PA 
Sb 

I-PASa 

.-. 

SOc 

M1TFSOa 

«N 
102 -o 0 

~'" ~'" 

10-1r-----__ --~ ____ ~ __ _r--------------_=~~10-1 I-PA 

I1fA = 50 
I 

IJI\= 2,000 

Sc 
I-PA 

Sa 

225 

Figure 6.17 Comparison between a one-item structure and a l-out-of-2 active redundancy with a 
series element (constant failure & repair rates ("I' "2,11), ideal failure detection & switch, one repair 
crew, repair priority on E2, no further failure at system down, Markov process; "1 remains the 
same in both structures; Eqs. according Table 6.10; on the right, M1TFsocl M1TFSOa and 
(1- PASc )/(1- PASa ) with M1TFsoc and 1- PASc from Fig. 6.18; see also Fig. 2.8) 
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Figure 6.18 Comparison between basic series - parallel structures (active redundancy, constant 
failure & repair rates (AI' A2 ,A3 ,Il), ideal failure detection & switch, one repair crew, repair 
priority on E3, no further failure at system down, Markov process; Al and A2 remain the same in 
both structures; equations according to Table 6.10; see also Fig. 6.17 and Fig. 2.9) 
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one-item structure obtained, the mean time to failure MTTFso and steady-state 
availability PAs, calculated for the underlying series - parallel structure, are 
used to calculate an equivalent MTTRs from PAs = MTTFs I (MTTFs + MTTRs) 

using MTTFS = MTTFSO. To simplify calculations, and considering the com­
ment given to Eq. (6.94), p.197, constant failure rate 'As = 11 MTTFso and con­
stant repair rate Its = 11 MTTRs are assumed for each of the one-item struc­
tures obtained. Table 6.9 (p. 230) summarizes basic series- parallel structures 
based on totally independent elements (see Section 6.7.2 for an example). +) 

2. Macro-structures. A macro-structure is a series, parallel, or simple series -
parallel structure which is considered as a one-item structure for calculations 
at higher levels (integrated into further macro-structures up to system level) 
[6.5 (1991)]. It satisfies Assumptions (6.1) - (6.7), in particular one repair crew 
for each macro-structure and no further failures during a repair at the macro­
structure level. The procedure is similar to that of point 1 above (see also the 
remarks to Eqs. (4.37) and (6.94)). Table 6.10 (p. 231) summarizes basic 
macro-structures (investigated in Sections 6.2- 6.6) useful for practical appli­
cations, see Section 6.7.2 for an example. +) 

3. One repair crew and no further failures at system down: Assumptions (6.3) 
and (6.2), valid for all models investigated in Sections 6.3 - 6.6, applies in 
many practical applications. No further failures at system down means that 
failures during a repair at system level are neglected. This assumption has no 
influence on the reliability function at system level and its influence on the 
availability is limited if 'Ai« Iti can be assumed for each element Ei. 

4. Cutting states: Removing the states with more than k failures from the dia­
gram of transition probabilities in (t, t + ot] (or the state transition diagram) 
produces in general an important reduction of the state diagram. The choice of 
k (often k = 2) is based on the required precision. An upper bound of the error 
for the asymptotic & steady-state value of the point and average availability 
PAs = AAs (based on the mapping of states with k failures at the system level 
in state Zk of a birth & death process and using Eq. (A7.157) <l1c ~ L7=k+ll}) 
has been introduced in [2.50 (1992)]. 

5. Clustering of states: Grouping of elements in the reliability block diagram or 
of states in the diagram of transition probabilities in (t, t + ot] produces in 
general an important reduction of the number of states in the state diagram. 

Combination of the above methods is possible. In any case, series elements must be 
grouped before every analysis (see Section 6.3 and the second row of Table 6.10). 

Considering that the steady-state probability for states with more than one failure 
decreases rapidly as the number of failures increases (- 'Alit for each failure, see e. g. 

+) Methods 1 & 2 apply in particular for const. failure & repair rates for each element, yielding ap­
proximately constant failure & repair rates (AS ,Its) for the reduced structure (Eqs. (6.88), (6.94». 
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Figure 6.19 Basic reliability block diagram for an uninterruptible electrical power supply (UPS) 

pp. 235 and 265 and the corresponding Figs. 6.20 and 6.34), all methods given 
above yield good approximate expressions for MITFso and PAs in practical 
applications. However, referring to the unavailability 1- PAs, method 1 above can 
deliver lower values, for instance a factor 2 with an order of magnitude (AI 1l)2 for a 
l-out-of-2 active redundancy (compare Tables 6.9 & 6.10). Analytical comparison 
of the above methods is difficult, in general. Numerical investigations show a close 
convergence of the results given by the different methods, as illustrated for instance 
in Section 6.7.2 (p. 235) for a practical example with very low values for Il / ').... 

6.7.2 Application to a Practical Example 

To illustrate how methods 1 to 3 of Section 6.7.1 work, let us consider the 
system with a reliability block diagram as in Fig. 6.19, and assume system new at 
t = 0, active redundancy, constant failure rates Al to A3' constant repair rates 
III to 1l3' repair priority EI , E3, E2 [6.5 (1988)]. Except for some series elements 
(to be considered separately in a final step), the reliability block diagram of Fig. 6.19 
describes an uninterruptible power supply (UPS) used for instance to buffer electrical 
power network failures in computer systems (EI being the power network). +) 

Although limited to 4 elements, the stochastic process describing the system of Fig. 
6.19 would contain up to 65 states (pp. 224,233) if the assumption of no further 
failure at system down were dropped. Assuming no further failure at system down, 
the state space is reduced to 12 states (Fig. 6.20, p. 233). In the following, the mean 
time to failure (MITFso) and the asymptotic & steady-state point and average avail­
ability (PAs = AAs) of the system given by Fig. 6.19 is investigated using method 1 
(Table 6.9), method 2 (Table 6.10), and method 3 (Table 6.2) of Section 6.7.1. For a 
numerical comparison, results are given on p. 235 (also for method 4 and for the 
exact solution obtained by dropping the assumption of no further failure at system 
down), showing that all methods used deliver good approximate expressions. 

+) A refinement to include the battery discharge has been investigated recently [6.47 (2002)]. 
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Method 1 of Section 6.7.1 yields, using Table 6.9, 

1.,,1', 

,----1 E, f----, 

System 

From Eqs. (6.175) - (6.177) it follows that 

1.3 2A~ 1.3 1.2 2 
11 MITFso == As '" Al [-+ --+ -+(-) ] 

III III 112 113 112 

and 

Method 2 of Section 6.7.1 yields, using Table 6.10, 

System 
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(6.175) 

(6.176) 

(6.177) 

(6.178) 

(6.179) 
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Table 6.9 Basic structures for the investigation of large series-parallel systems by assuming totally 
independent elements (each element operates and is repaired independently from every other element), 
constant failure & repair rates (A, I!), active redundancy, ideal failure detection & switch, n repair 
crews (one for each element), Markov processes (for rows 1 to 5 see Eqs. (6.48), (2.48) & (6.60), 

(2.48) & (6.99), (2.48) & (6.171) with Av=O, and (2.48) & (6.148), respectively; As = 1/ MTTFSo 
and J.l.s=lI M1TRs '" As I (1- PAs) are used to simplify the notation; approximations valid for 
Ai« J.l.i; PAs = AAs =asymptotic & steady-state point and average availability, often denoted by A) 

l-out-of-2 (active) 

2-out-of-3 active 
(E. =E2 = E3 =E) 

k-out-of-n active 
(E. = ... = En '" E) 

J.l.s = J.l., 

_I.. S PAS -~ 
=> J.l.s - 1 - PA - 1 - PA s s 

J.l.] J.l.. A] An 
PA = PA ... PA = --- ... --- '" 1 - (- + ... + -) 

s ] n J.l.] + A] J.l.n + An J.l.. J.l.n 

As A] + ... + An 

=> J.l.s = I-PAs = 1.../J.l.. + ... + An lJ.l. n 

2 3 3(1../J.l.)2 I.. 2 
PAs =3PA -2PA "'1- =1-3(-) 

1+3/../J.l. J.l. 

5/.. + J.l. J.l. 
Ilt..s .. M1TFso = --2- =-2 

61.. 61.. 

=> 
As 

J.l. ",--=2J.l. 
s I-PA s 

k (n)(I..)n-k+l 
PAS = 1 - n _ k + 1 k 'iL 

1 (J.l.)n-k 
liAs" M1TFso = H (~) 'i 

=> 
As 

J.l.s "'-- '" (n-k+l)J.l. 
1- PAs 

+) Same result using 
Fig. A 74b right hand 
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Table 6.10 Basic macro-structures for the investigation of large series-parallel systems by successive 
building of macro-structures bottom up to system level, const. failure & repair rates (A.,I!), active red., 
ideal failure detection & switch, one repair crew for each macro-structure, repair priority on Ev' no 
further failure at system down, Markov proc. (for rows 1-6 see Eqs. (6.48), (6.65) & (6.60), (6.103) 
& (6.99), (6.160) & (6.158), (6.65) & (6.60) & Tab. 6.8, and as for row 5, resp.; I.. s = 11 M1TFSo and 
IJ.s=lI M1TRs = I.. sl(l- PAs) are used to simplify the notation; approximations valid for "'i« IJ.j) 

l-out-of-2 (active) 

l-out-of-2 active (EI = E2 = E) 

repair priority on Ev 

2-out-of-3 active (EI=E2=E3=E) 

repair priority on Ev 

1/ I.. s '" M1TFIIJ = IJ.IIJ.2 I (1..11.. 2 (IJ.I + 1J.2» 

I.. s IJ.I + 1J.2 
~ IJ.s =~=IJ.IIJ.2-2--2 

- S IJ.I +1J.2 

1 /l.. s '" M1TFso= 1/ (I.. v + 2')..21 (1J.+31..+I.. v»= 1/ (I.. v+21..2/1J.) 

I.. s 
~ IJ.s = I-PAs 
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(6.180) 

From Eqs. (6.180) and (6.181) it follows that 

(6.182) 

and 

(6.183) 

Method 3 of Section 6.7.1 yields, using Table 6.2 and Fig. 6.20, the following 
system of algebraic equations for the mean time to failure (M j = MITFSj ) 

where 

Po Mo = 1 + Al MI + 21..2 M2 + 1..3 M3, 

P2 M2 = 1 + 112 Mo + 1..3 M4 + 1..2 M6 + Al M7 ' 

P4 M4 = 1 + 113 M2 + 1..2 M5, 

P6 M6 = 1+1l2M2 +A3 M5' 

Po = Al +21..2 +1..3' PI = III + 21..2 + 1..3, 

P3 = 113 + 21..2 + Al ' P4 = 113 + 1..2 + AI' 

P6 = 112 + 1..3 + Al ' P7 = III + 1..3 + 1..2 ' 

P9 = Ill' PlO= Ill' 

From Eqs. (6.184) and (6.185) it follows that 

PI MI = 1 + III Mo + 21..2 M7 ' 

P3 M3 = 1 + 113 Mo + 21..2 M4 ' 

P5 M5 = 1 + 113 M6 ' 

(6.184) 

P2 = 112 + Al + 1..2 + 1..3 ' 

P5 = 113 + AI' 

Ps = Ill' 

PH = Ill' (6.185) 

(6.186) 
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with 

1 "2 "3 +PS lit =-+--(l+!-t3 ), 
P4 P4PS PSP6 -"3!-t3 

1 21,.2 
lI:3 = p;-(l +21,.2 lit), a4 =p;-~' 

~= , 
Po - A.3 !-t3 IP3 

2A.2!-t1 
£1<)=-,-' 

PI P7 

"2!-t2 !-t3 !-t3 
~= +-, 

P4(PSP6 -A.3!-t3) P4 

1 + A.3 lI:3 
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(6.187) 

1-out-of-2 active 
(E2, =E2) 

Repair priority: E] • E3 • E2 

PO]=A]; Poz=2A2 ; P03 =A3 ; PlO=I']; p17 =2A2 ; P]1O=A3 ; P20 =l'z; 

P24 =A3 ; P26 =A2 ; P27=\; P30 =1'3; P34=2Az ; P31O = A] ; P42 = 1'3; 

P4S =AZ ; P4S =A]; PS6 =1'3; PS9 =A1 ; P6Z =I'Z; P6S =A3 ; P611=A1; 

Pn =l'l; P78 =A3 ; P711=AZ;PS4=1'1; P9S =1'1; P103 =1'1;P116 =1'1 

Figure 6.20 Reliability block diagram and diagram of transition probabilities in (t, t + ot 1 for the 
system described by Fig. 6.19 (active redundancy, const. failure & repair rates (A. i.!-ti), ideal failure 
detection & switch, one repair crew, repair priority in the sequence EI • E2• E3 , no further failures 
at system down, Z8,Z9,ZIO,Zl1 down states, arbitraryt, otto, Markov process, Pi =Lj Pij) 

Note: The diagram of transition probabilities would have 14 states for Ez ¢ E2 " 16 states for totally in-
dependent elements, and 65 states for Ez ¢ E2 " one repair crew & repair as per first-in first-out 
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Similarly, for the asymptotic & steady-state value of the point and average avail­
ability PAs = AAs the following system of algebraic equations, can be obtained using 
Table 6.2 and Fig. 6.20 

Po Po = Ilili + 112 P2 + 113 P3 ' 

P2 P2 = 2A2 Po + 113 P4 + 112 P6 + III P7 , 

P4 P4 = A3 P2 + 2A2 P3 + III Pg, 

P6 P6 = A2 P2 + 11315 + Ilili 1 ' 

Ps Pg = Al P4 + A3 P7 ' 

PIO lio = A3li + Al P:3, 

PIli = Al Po, 

P3 P3 = A3 Po + Ililio, 

P5 P5 = A2 P4 + A3 P6 + III P9, 

P7 P7 = 2A2li + Al P2, 

P9 P9 = AI P5 , 

P11lil = Al P6 + A2 P7• (6.188) 

with Pj as in Eq. (6.185). One (arbitrarily chosen) of the Eqs. (6.188) must be 
dropped and replaced by Po + li + ... + li 1 = 1. The solution yields Po to li 1 ' 

from which 

with 

and 

11 
Po=1 nl+ Lbj ) 

i=I 

(6.189) 

(6.190) 

An analytical comparison of Eqs. (6.186) with Eqs. (6.178) and (6.182) or of 
Eq. (6.189) with Eqs. (6.179) and (6.183) is time consuming. Numerical evaluation 
yields (A and Il in h -1 , MITF in h) 
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1..1 11100 11100 111,000 111,000 

1..2 111,000 111,000 1110,000 1110,000 

1..3 1110,000 1110,000 11100,000 11100,000 

III 115 115 

112 115 115 115 115 

113 115 115 115 115 

MITFSO (Eq. (6.178), totally IE) 1.575'10+5 9.302'10+4 1.657'10+7 9.926'10+6 

MITFSO (Eq. (6.182), MS) 1.528'10+5 9.136'10+4 1.652.10+7 9.906'10+6 

MITFSO (Eq. (6.186), no FF) 1.589'10+5 9.332'10+4 1.658'10+7 9.927'10+6 

MITFSO (Method 4, Cutting) 1.487'10+5 9.294'10+4 1.645'10+7 9.917'10+6 

MITFSO (only one repair crew) 1.596'10+5 9.327'10+4 1.657'10+7 9.922'10+6 

1- PAS (Eq. (6.179), totally IE) 5.250'10-6 2.625'10-5 5.025'10-8 2.513'10-7 

1- PAS (Eq. (6.183), MS) 2.806'10-5 5.446'10-5 2.621'10-7 5.045'10-7 

1- PAS (Eq. (6.189), no FF) 6.574'10-6 5.598'10-5 6.060'10-8 5.062'10-7 

1- PAS (Method 4, Cutting) 2.995'10-5 5.556'10-5 2.647'10-7 5.059'10-7 

1- PAS (only one repair crew) 6.574'10-6 5.627'10-5 6.061'10-8 5.062'10-7 

Also given in the above numerical comparison are the results obtained by method 4 
of Section 6.7.1 (for a given precision of 10-8 on the unavailability 1- PAs) and 
by dropping the assumption of no further failures at system down in method 3. 
These results confirm that for Ai« I-Li good approximate expressions for practical 
applications can be obtained from all the methods presented in Section 6.7.1. 
The influence of Ai / I-Li appears when comparing column 1 with column 2 and 
column 3 with column 4. The results obtained with method 1 of Section 6.7.1 
(Eqs. (6.178) and (6.179)) give higher values for MITFso and PAs than those 
obtained with method 2 (Eqs. (6.182) and (6.183)), because of the assumption that 
each element has its own repair crew (totally independent elements). Comparing the 
results form Eqs. (6.186) and (6.189) with those for the case in which the 
assumption of no further failures at system down is dropped (only one repair crew), 
shows (for this· example) the small influence of this assumption on final results. 

For indicative purpose and to support the validity of approximate expressions, 
the following are the state probabilities for the numerical example according to the 
first column above, obtained by solving (Eq. (6.188), i.e., with the assumption of 
one repair crew and no further failure at system down as per Fig. 6.20 [6.21]: 

~ ~ ~ ~ ~ 
Po =0.98, fl. =0.98'10, P2 =0.99·lO, P3 =0.49·1O , P4 =0.98·lO, P5 =0.74·lO, 

-4 -3 -6 -9 -5 -6 
P6 =0.50'10, P7 =0.12-10, Ps=0.11-10 , P9 =0.74·lO, fl.o=0.59·lO, fl.l =0.62-10 

(more exactly: Po= 0.976499684018, Po+'" + P7 = 0.9999933933087, P8+ ... + PlI = 0.0000066066913 ). 
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6.8 Systems with Complex Structure 

Structures and models investigated in the previous sections of this chapter were 
based on the existence of a reliability block diagram and on some simplifying as­
sumptions «6.1) - (6.7». In particular, elements with only two states (good/failed) 
and ideal fault coverage & switching. This was, so far, good to understand basic 
investigation methods and tools, see e. g. Figs. 6.9 & 6.10, Examples 6.8 & 6.9, 
Section 6.7.2, Table 6.2. However, in practical applications more complex situa­
tions can arise. This section uses tools developed in Appendix A 7 (summarized in 
Table 6.2 for Markov & semi-Markov processes) to investigate complex fault toler­
ant repairable systems for cases in which a reliability block diagram does not exist 
or can not easily be found. Constant failure and, in general, also constant repair 
rates are assumed. On the basis of practical examples it is shown that working with 
the diagram of transition probabilities or a time schedule, problems occurring in 
practical applications can be solved on a case-by-case basis. To improve reada­
bility, the diagram of transition probabilities in (t,t+ lit] will be replaced in Sections 
6.8 & 6.9 by the diagram of transition rates, which considers transition rates Pij 
only, by omitting 8 t and 1- Pio t. Of course, new systems can provide a starting 
point for new models, and a large number of papers is known on this subject too. 

After some general considerations, Section 6.8.2 deals with aspects of preventive 
maintenance. Sections 6.8.3 & 6.8.4 consider imperfect switching & incomplete 
coverage. Elements with more than two states or one failure mode are discussed in 
Section 6.8.5. Section 6.8.6 investigates fault tolerant reconfigurable systems by 
considering reconfiguration because of mission profile (phased-mission systems) or 
failure. For this last case, reward and frequency / duration aspects are involved in 
the analysis. Section 6.8 7 considers systems with common cause failures. Section 
6.8.8 presents some basic considerations on network reliability, and Section 6.8.9 
summarizes the procedure for modeling systems with complex structure. 
Alternative investigation methods (dynamic FTA, BDD, ETA, Petri nets, computer­
aided analysis) are introduced in Section 6.9 and a Monte Carlo procedure, useful 
for rare events is given. As a general rule, modeling complex systems is a task 
which must be solved in close cooperation between project and reliability engineers. 

6.8.1 General Considerations 

In the context of this book, a structure is complex when the reliability block diagram 
either does not exist or cannot be reduced to a series-parallel structure with inde­
pendent elements (p. 52). If the reliability block diagram exists, but not as series­
parallel structure, reliability and availability analysis can be performed using one or 
more of the following assumptions (as in previous sections,failure-free time is used 
as a synonym for failure-free operating time, repair as a synonym for restoration): 
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1. For each element in the reliability block diagram, failure-free times and 
repair times are statistically independent. 

2. Failure and repair rates of each element are constant (time independent). 

3. Each element in the reliability block diagram has constant failure rate. 
4. The flow of failures is a Poisson process (homogeneous or nonhomogeneous). 
5. No further failures are considered (can occur) at system down (no FF). 
6. Redundant elements are repaired on-line (no interruptions at system level). 
7. After each repair, the repaired element is as-good-as-new. 
8. After each repair, the entire system is as-good-as-new. 
9. Only one repair crew is available, repair is started as soon as the repair crew 

is free (first-in first-out) or according to a given repair priority. 
10. Totally independent elements, i. e., each element operates and is repaired 

independently of every other element (n repair crews for n elements). 
11. Ideal failure detection (in particular no hidden failures or false alarms). 
12. Failure-free & repair times are > 0 and continuous withfinite mean & variance. 
13. For each element, the mean time to repair is much lower than the mean time 

to failure (MITRi « MITFi)' 

14. Switches and switching operations are 100% reliable and have no influence 
on the reliability of the system. 

15. Preventive maintenance is not considered. 

A clear formulation of the assumptions stated is important to fix the validity of the 
results obtained. Often it is tacitly assumed that each element has only 2 states 
(good/failed), onefailure mode (e.g. shorts or opens), and a time invariant required 
function (e.g. continuous operation of all elements). Elements with more than two 
states or one failure mode are discussed in Section 6.8.5 (see also Section 2.3.6 for 
the nonrepairable case). A time dependent operation and/or required function can be 
investigated when constant failure rate is assumed (Section 6.8.6.2). 

The following is a brief discussion of the above assumptions. With assumptions 
1 and 2, the time behavior of the system can be described by a (time-homogeneous) 
Markov process with a finite number of states. Equations can be established using 
the diagram of transition probabilities in (t,t+ ot] and Table 6.2. Difficulties can 
arise because of the large number of states involved. In such cases, a first possibility 
is to limit investigation to the calculation of the mean time to failure MITFso and 
the asymptotic & steady-state value of the point and average availability PAs =AAs, 
i. e., to the solution of algebraic equations. A second possibility is to use approxi­
mate expressions (Section 6.7) or special software tools (Section 6.9.6). Assumption 
3 assures existence of a regenerative process. Assumption 4 often applies to 
systems with a large number of elements. As shown in Sections 6.3 - 6.6, assump­
tion 5 simplifies calculation of the point availability and interval reliability. It has 
no influence on the reliability function and MITFso , and can be used for approxi­
mate expressions when assumption 13 applies (see Section 6.7.2 for an example). 
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Assumption 6 must be met during the system design. If not satisfied, improvements 
given by redundancy are questionable; in such cases, at least fault detection and 
localization should be required and implemented (see Section 6.8.4). Assumptions 
7 and 8 are satisfied if either assumption 2 or 3 holds. Assumption 7 is frequently 
used, its validity must be checked. Assumption 8 is rarely used (only with 2 or 3). 
Assumption 9 simplifies calculation and is useful for deriving approximate 
expressions (especially if assumption 13 holds; together with assumption 3, the 
system behavior can be described by a semi-regenerative process (embedded semi­
Markov proc.). Assumption 3 alone assures that the involved process is regenerative. 
With assumption 10, point availability can be computed using the reliability 
equation for the nonrepairable case (Eqs. (2.47) & (2.48)). This assumption rarely 
applies in practical applications. However, it allows a simple calculation of an 
upper bound for the point availability. Assumption 13 is generally met. It leads to 
approximate expressions, as illustrated e.g. in Section 6.7 or by using asymptotic 
expansions, see e.g. [6.19, A7.26]. As shown in Examples 6.8-6.10, the shape of the 
distribution function of the repair time has small influence on the results at system 
level (MITFso . PAs, IRs(8», if assumption 13 holds. Assumptions 14 and 15 
simplify investigations, they are valid for all models discussed in Sections 6.2-6.7. 

Investigation of large series - parallel structures or of complex structures is in 
general time-consuming and can become mathematically intractable. As a first step 
it is useful to operate with Markov models, refinements can then be considered on a 
case-by-case basis (see Section 6.8.9, pp. 273-275). 

If the reliability block diagram does not exists, stochastic processes and tools 
introduced in Appendix A 7 can be used to investigate reliability and availability of 
fault tolerant systems, on the basis of the diagram of transition rates or a time 
schedule, see Sections 6.8.3 - 6.8.7 for some examples on systems with imperfect 
switching, incomplete coverage, more than two states or one failure mode, reconfi­
gurable structure, and common cause failures. A general procedure for investigating 
complex fault tolerant systems is given in Section 6.8.9. Alternative investigation 
methods (dynamic PTA, BDD, ETA, Petri nets, computer-aided analysis) are intro­
duced in Section 6.9 and a Monte Carlo procedure, useful for rare events is given. 

6.8.2 Preventive Maintenance 

Preventive maintenance is necessary to avoid wearout failures and to identify and 
repair hidden (undetected, latent)failures, i.e., failures of redundant elements which 
cannot be detected during normal operation. This section investigates a one-item 
repairable structure with preventive maintenance at TpM , 2TpM ,.... Results are 
basic for the investigation of more complex structures and will be useful in the 
following sections to investigate fault tolerant repairable systems (Section 6.8.6). 
Further models! strategies for preventive maintenance are possible (see Section 4.6). 
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Figure 6.21 Reliability functions for a one-item structure with preventive maintenance (of negli­
gible duration) at times TpM , 2TpM , ... for two distribution functions F(t) = 1- Rso (t) of the 
failure-free times (item new at t =0. TpM• 2TpM .... ; left strictly increasing. right constant failure rate) 

The item considered is new at t = 0 and has failure-free & repair times distribu­
ted according to F(x) & G(x) with densities f(x) & g(x) (F(O)=G(O)=O). Preven­
tive maintenance is of negligible time duration (specialized personnel, no logistic 
delays) and restores the item to as-good-as-new. If a preventive maintenance is due 
at a time in which the item is under repair, one of the following cases will apply: 

1. Preventive maintenance will not be performed (included in the running 
repair, considering that after each repair the item is as-good-as-new). 

2. Preventive maintenance is performed, i. e., a running repair is terminated 
with the preventive maintenance in a negligible time span (this maintenance 
strategy is known as block replacement policy (Section 4.6». 

Both situations can occur in practical applications. In case 2, times O,TpM ,2TpM , ... 

are renewal points. Case 2 will be considered in the following. 
The reliability function R SOPM (t) for case 2 above can be calculated from 

RSOPM(t) =Rso(t) =1-F(t), for O<tSTpM • RSOPM(O)=RsO(O) =0. 

RSOPM(t)=R;o(TpM)Rso(t-nTpM)' fornTpM <t:S(n+l)TpM, n<::l, (6.192) 

with Rso(x) = 1- F(x) (Eq. (6.14». Figure 6.21 shows the shape of Rso(t) and 
Rso (t) for an item with strictly increasing (left) and constant (right) failure rate. 
Becftfse of the memoryless property of the exponential distribution function, 

RSO (t) = Rso(t) = e-At 
PM 

holds for F(x) = 1- e-A x. (6.193) 

From Eq. (6.192), the mean time to failure with preventive maintenance MTTFsoPM 

is TpM 

MTTFsoPM = f RSOPM(t)dt = [1 + LI R;o(TpM)] f Rso(t)dt 
o n= 0 

TpM TpM 
= fRso(t)dt I [l-Rso(TpM ) = f (1- F(x»dx I FpM(T). (6.194) 

o 0 
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Figure 6.22 Point availability for a repairable one-item structure with preventive maintenance (of ne­
gligible duration) at times TpM , 2TpM , ... (item new at t = 0, TpM , 2TpM , ... and after each repair) 

For F(x)= 1_e-AX, Eq. (6.194) yields MITFsoPM = 11 'A = E[t]. For a strictly increas­
ing failure rate 'A(x) it holds that MITFsoPM > E[t]; the contrary is for strictly 
decreasing 'A(x). To see this, consider that 

TpM 
J Rso(t)dt = JRso( t)dt - f Rso(t) d t = E[t] - Rso(TpM)E [t - TpM I 't>TpM ], 
o 0 TpM 

with t as failure-free time of the item considered and E [t -TpM I t> TpM] as per 
Eq. (A6.28); the rest of the proof follows from remark 2 to Eq. (A6.28). Optimiza­
tion of preventive maintenance period must consider Eq. (6.194) as well as cost, lo­
gistic support, and other relevant aspects (MITFso PM --'> 00 for TpM--'> 0 and f(+O)=O). 

Calculation of the point availability PAsoPM(t) for case 2 above leads to 

for 0:5 t<TpM' PASOPM(t) =PASO(t), 

PASOPM(t) =PASO(t -n TpM ) , for nTpM :5t«n+l)TpM , n~l, (6.195) 

with PAso(t) from Eq. (6.17). Figure 6.22 shows a typical shape of PAsoPM(t). 

If the time duration for the preventive maintenance is not negligible, it is useful 
to define, in addition to the availability introduced in Section 6.2.1, the overall 

(or operational) availability OAs , defined for t ~ 00 as the ratio of the total up time 
in (0, t] to the sum of total up and down time in (0, t]. Defining MITF = mean time 
to failure and MDT = mean down time (with MITR = mean time to repair (restore), 
MIT PM = mean time to carry out preventive maintenance, MW = mean logistic 

delay, and TpM = preventive maintenance period) it follows that (see e. g. p. 122) 

OA = MITF MITF 
S MITF + MDT MITF + MITR + MLD + MIT PM (MITF I TpM ) 

(6.196) 

For MW= 0, the overall availability is often called technical availability. Other 
availability measures are possible, e. g. as in [6.12] for railway applications. 

Further maintenance strategies are investigated in Section 4.6. Distribution and 
mean ofthe undetected (latent)fault time tUFT is considered by Eq. (A6.30). 
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Example 6.14 

Assume a nonrepairable (up to system failure) l-out-of-2 active redundancy with two identical 
elements with constant failure rate A. Give the mean time to failure MTTFs 0 PM by assuming a 
preventive maintenance with period TpM «11 A. The preventive maintenance is performed in a 
negligible time span and restores the 1-out-of-2 active redundancy to as-good-as-new. 

Solution 

For a nonrepairable (up to system failure) l-out-of-2 active redundancy with two identical 
elements with constant failure rate A, the reliability function is given by Eq. (2.21) 

Rso (t)= 2e-f...t _e-nt 

The mean time to failure with preventive maintenance follows from Eq. (6.194) as 

TpM 

f Rso(t)dt 

MTTF = --=..0 __ _ 
SOpM l-~o(TpM) 

TpM 

f (2e-f...t - e-nt)dt 

o 

Using e -x", 1 - x + x2 /2 it follows that 

(=MTBF·MTBFITpM for MTBF=lI')..). (6.197) 

Without preventive maintenance, Eq. (2.21) yields MTTFso =3I2A. Equation (6.197) clearly 
shows the gain given by the preventive maintenance. 

6.8.3 Imperfect Switching 

In practical applications, switching is necessary for powering down failed elements 
and powering up repaired elements. In some cases it is sufficient to locate the 
switching element in series with the redundancy on the reliability block diagram, 
yielding series - parallel structures as investigated in Section 6.6. However, such an 
approach is often too simple to cover real situations. This section shows this on the 
basis of practical examples. Further considerations are given in Section 6.8.4 
dealing with incomplete coverage. 

As a first example, Fig. 6.23 shows a situation in which measurement points Ml 

and M2 , switches SI and S2' as well as a control unit C must be considered. 
To simplify, let us consider only the reliability function in the nonrepairable case 
(up to system failure). From a reliability point of view, switch S i' element E i' and 
measurement point M i in Fig. 6.23 are in series (i = 1, 2). Let 'tbl and 'tb2 be the 
corresponding failure-free times with distribution function Fb(x) and density fb(x). 

't c is the failure-free time of the control device with distribution function Fe (x) and 
density f c(x). Consider first the case of standby redundancy and assume that at t=O 
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Figure 6.23 Functional block diagram for a 1-out-of-2 redundancy with switches SI and S2' 
measurement points Ml and M2, and control device C 

element El is switched on. A system failure in the interval (0, t] occurs with one of 
the following mutually exclusive events 

It is implicitly assumed here that a failure of the control device has no influence on 
the operating element, and does not lead to a commutation to E 2 • A verification of 
these conditions by an FMEA (Section 2.6) is necessary. With these assumptions, 
the reliability function Rso(t) of the system described by Fig. 6.23 is given by 
(nonrepairable case, system new at t = 0) 

t t 

Rso(t) = 1-[f fb(x)(1-Fc(x))Fb(t -x)dx + f fb(x)Fc(x)dx]. 
o 0 

Assuming further fb(x) = Ab e -Abx and fc(x) = Ac e -Acx. Eq. (6.198) yields 

and 

Rso(t) = e -f..b t + (1- e -f..c t) Ab e -f..b t 
Ac 

2Ab + Ac 
MITFso = -----"----"--

Ab(Ab + Ac) 

(6.198) 

(6.199) 

(6.200) 

Ac '" 0 leads to the results of Section 2.3.5 for the 1-out-of-2 standby redundancy 
(Eqs. (2.63), (2.64)). Assuming now an active redundancy (at t = 0, El is put into 
operation and E2 into the reserve state), a system failure occurs in the interval (0, t] 

with one of the following mutually exclusive events 

The reliability function is then given by (nonrepairable case, system new at t = 0) 

t t 

Rso(t) = 1- [Fb(t) f fb(x)(l- Fc(x)) dx + f fb(x) Fc(x) dx] . (6.201) 
o 0 
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From Eq.(6.201) and assuming fb(x) = Ab e -Abx and fc(x) = Ac e -AcX it follows that 

(6.202) 

and 

(6.203) 

Ac == 0 leads to the results of Section 2.2.6.3 for the 1-out-of-2 active redundancy 
(Eq. (2.22». From Eqs. (6.200) and (6.203) one recognizes that for Ac » Ab 

(6.204) 

for both standby and active redundancy, i. e., to a situation as where no redundancy. 
As a second example consider a 1-out-of-2 warm redundancy with constant 

failure rate A, Ar and repair rate fL The switching element can fail with constant 
failure rate Aa and failure mode stuck at the state occupied just before failure. At 
first, let us consider the case in which the failure of the switch can be immediately 
detected and repaired with constant repair rate ).La' Furthermore, assume only one 
repair crew, repair priority on the switch, and no further failure at system down. 
Asked are the mean time to system failure MITFso for system new (state 20) at 
t = 0 and the asymptotic & steady-state (stationary) point and average availability 
PAs = AAs. The involved process is a (time-homogeneous) Markov process. Figure 
6.24 give the diagrams of transition rates for reliability and availability calculation, 
respectively (down states 2 2,22,,22,,), From Fig. 6.24a & Table 6.2 or Eq. (A7.126) 
it follows that MITFso is given as solution of the following system (Mi == MITFsi ) 

POMO = 1+ Aa Mo'+ (A + Ar)Mi , 

Pi Mi = 1+ Aa Mi , +).LMo, 

yielding 

PO,MO' = 1+ ArMi' +).La Mo , 
Pi' Mi, = 1 + ).La Mi ' 

1 + (31.+ I.r+I.O') 1110' + (21.+I.r)/11 

1.1.0'/110'+ I. (I.+I.r )/11 

(6.205) 

(6.206) 

The approximation assumes I.,I.a « 11, l1a' From this approximate expression it 
follows that the effect of impe1ject switching with failure mode stuck at the state 
occupied just before failure, immediately detected and repaired, is minor and 
becomes negligible for (see Eqs. (6.212) and (6.239) for more severe conditions) 

The case Aa =0 implies ).La=O and must be investigated using the exact ex­
pression for MITFso , yielding MITFso= <11+ 21. + I. r ) 11.(1. + I.r ) as per Table 6.6. 
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Zo A + \ ZI 1--........ --( 

J.l J.l 

a) For reliability b) For availability 

POO,=Pll' =Aa; POl=A.+Ar; Po'o=Pl'l=lla ; 
PIO =J.l; Po'!' =Ar; PO'2 =P12 =P1'2 =1. 

Po=A+Ar+Aa ; Po,=A+Ar+J.la 
PI =A+Acr+J.l; PI' = A+lla ; P2= 0 

POO'=Pll'=A.a; POI=A.+A. r; PIO=P21=)J; po,!,=A.r; 
PO'o =Pl'l =P2'2=P2"1= J.la ; PO'2"=PI2= PI'2'=A 

Po= A+A.r+Aa ; Po,=A.+A.r+lla ; PI=I.+A.cr+J.l; 
PI'=A+J.la ; P2=1l; P2'=P2"= Ila 

Figure 6.24 Diagram of transition rates for a repairable l-out-of-2 warm redundancy with constant 
failure & repair rates (A, Ar ,Il), imperfect switching (failure rate Acr , repair rate Ilcr' failure mode 
stuck at the state occupied), ideal failure detection, one repair crew, switch repaired with repair 
priority, no further failure at system down, (Z2' Z2" Z2" down states, Markov process) 

From Fig. 6.24b and Table 6.2 or Eq. (A7.127) it follows that PAs = AAs is given 
as solution of the following system of algebraic equations 

PoPo= j..lcr PO'+ j..lll, PO,PO'=A cr PO' PI ~ =(A+ Ar)PO+ j..lcr 11,+ j..lPz + j..lcr Pz" , 

PI'Il'=ArPo'+ Acr 11, P2Pz = All + j..lcr P2" P2'Pz '=All', P2"Pz"=APO" (6.208) 

One of the Eq. (6.208), arbitrarily chosen, must be replaced by I.P; = 1. The 
asymptotic & steady-state point and average availability follows then from 

PAs = AAs = Po + Po' + 11 + 11' = 

PI,A(A + Ar)(pO + Ilcr ) III + (A III + A/llcr )(IlArAcr + POPO,Acr - A~llcr) + PI,Mcrll/llcr 
l+~----~~~=-~--~--~=-~~~~~~--=-=-~~~~~ 

IlPo 'PI' +!lAcr (PI' + Ar) + (po PO' - Acr Ilcr )(PI' + Acr ) 

== 1- A,(A + Ar+ Acr) " , (6.209) for 1l=lla» "', "'r' "'cr • 
j..l(j..l+A+Ar + Acr) 

The approximation assumes J.l.(J =/L & A ,A"A(J«J.l. and Eq. (6.209) allows same con­
clusions as for Eq. (6.206). Acr =0 implies /Lcr =0 and yields results for ideal switch. 

Further models for imperfect switching are conceivable. For instance, by assum­
ing that for the model of Fig. 6.24 failure of the switch (with stuck at the state 
occupied just before failure and failure rate Acr) can only be detected and repaired at 
system down together with failed elements (one or both) at a repair rate j..lg. This 
situation occurs e. g. in power systems (refuse to start). Figure 6.25 gives the corre­
sponding diagrams of transition rates for reliability and availability calculation, re­
spectively (down state 2 2), Results are given in Example 6.15. A further possibility 
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a) For reliability b) For availability 

poo·= Acr; POI = A + Ar; PIO =!L; PJ2 = PO'2= A 
Po=A+Ar+A cr ; Po,=A; PI=A+!L; P2=O 

Poo'= Acr; P01=A+Ar; PIO=!L; PI2 = PO'2=A; P20=!Lg 
Po=A+Ar+Acr ; Po,=A; PI=A+).1; P2=!Lg 

Figure 6.25 Diagram of transition rates for a repairable l-out-of-2 warm redundancy with const. 
failure & repair rates (A, Ar , 11), imperfect switching (failure rate A(J' failure mode stuck at the 
state occupied), ideal failure detection, failure of the switch repaired only at system down with failed 
elements at a repair rate Ilg' no further failure at system down (Z2 down state, Markov process) 

is to assume no connection as failure mode (Fig. 6.31) or a constant probability c that 
the switch will perform correctly when called to operate (Figs. 6.27,6.28). 

Example 6.15 

Compute the mean time to system failure M1TFs 0 for system new (in Zo) at t= 0 and the steady­
state point and average availability PAs =AAs of the l-out-of-2 warm redundancy as per Fig. 6.25. 

Solution 
From Fig. 6.25a and Table 6.2, M1TFso is given as solution of (with M j '" M1TPSi) 

PO' MO' = I, (6.210) 

yielding 

Po' PI + AO' PI + (A + A r) Po' A (ZA + A r + Jl) + AO' (A + Jl) 
M1TFso = 

Po PO' PI - (A + Ar )JlPo' A 2 (A + Ar) + ..tAO' (A + Jl) (6.211) 

Because of the not detected failure of the switch, the condition on A(J to yield results for ideal 
switching (Table 6.6) is more severe as Eq. (6.207) and is given by (see also Eqs. (6.207), (6.239» 

(6.212) 

From Fig. 6.25b and Table 6.2 or Eq. (A7.127) it follows that PAs =AAs is given as solution of 

POPO=!LP1+!LgP2, Po'Po,=AcrPO' PIll. = (A+A.r)PO• P2P2=API+APO" (6.213) 

One of the Eq. (6.213), arbitrarily chosen, must be replaced by Po + PO' + PI + P2 = 1. The 
asymptotic & steady-state point and average availability follows then from 

1 Ma 
PAs=AAs =Po +Po'+lJ. =----::---------=:: 1----· (6.214) 

1..2 (1.. + Ar + Acr)+!LMcr !Lg(A+Aa) 
1 + ----=------'---"-'---'--"---

).1g (A + ).1)(1.. + Acr) + !LgA(A + Ar ) 

Equation (6.2i4) allows (before the approximation) same conclusions for A(J as for Eq. (6.211). 
If Eq. (6.212) is not satisfied, and in particular for ,uAO' »,1. (A+Ar ), Eq. (6.211) yields 
M1TFso ,,<1/,1.0' + 1/ A (non repairable 1-out-of-2 standby redundancy with ACT & A); and, for 
ACT» A, M1TFso =1/ A and PAs =AAs = 1- A /,ug (repairable one-item). 
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6.8.4 Incomplete Coverage 

Incomplete fault (failure) coverage occurs because oflack or failure in the diagnosis. 
Fault coverage is defined as the proportion offaults of an item that can be detected 
under given conditions. A fault coverage greater as 0.9 is often required for 
complex equipment and systems (see e. g. [A2.5 (61508)]). Lacks in the diagnosis 
lead to hidden (undetected, latent) failures, i. e., failures which are not covered by 
diagnosis and can be detected only during a repair or a preventive maintenance. 
Hidden or latent failures can cause serious reduction of the advantage offered by a 
redundancy (see e.g. Eqs. (6.221) & (6.223». Failure modes of a diagnosis have to 
be investigated on a case-by-case basis, starting often from following two modes 

• false alarm, 
• no alarm emitted (alarm defection). 

Basically, incomplete coverage acts on the switching operation and is often investi­
gated as part of imperfect switching (Section 6.8.3). Following an illustrative exam­
ple, this section discusses some possibilities to investigate incomplete coverage. 
Because of practical difficulties in implementing some models, the use of a majority 
redundancy (e.g. a 2-out-of-3 instead of a l-out-of-2 redundancy) remains often the 
best way to compensate incomplete coverage. In a 2-out-of-3 red., the first failure is 
captured on line, irrespective of coverage, and no switch is necessary (Example 2.5 ). 

Consider first a l-out-of-2 active redundancy with 2 different elements E} &E2 , 

and assume that failures of E} can be detected only at the end of a repair of E2 or 
at a preventive maintenance (hidden failures in E}). Elements E} and E2 have 
constant failure rates °"1,1..2), the repair time of E2 is distributed according to G(x) 
(G(O)=O,density g(x)), and preventive maintenance as well as repair of E} takes a 
negligible time (see Example 6.17 for constant repair rate). +) If no preventive 
maintenance is performed, Fig. 6.26a shows a possible time schedule of the system 
(new at t = 0), yielding for the reliability function 

t t 
Rso(t) ,,;, e-Ol.} +1..2)t + f Al e-1..1 x e-1..2 t dx + f 1..2 e-1..2X e-1..1 t (1- G(t -x» dx 

o 0 
ty 

+ f fAze -.12 x e -AI Y g(y -x)Rso(t - y)dxdy. (6.215) 
00 

The Laplace transform of Rso(t) follows as 

(6.216) 

+) This situation arises, for instance, when for the repair of E2 a travel time is involved (see e. g. pp. 
202, 504). Also, it is tacitly assumed that at each renewal point ( t = 0, end of a repair of E2 or of 
a preventive maintenance (Fig. 6.26b», E2 is put in operation and E[ in reserve state; further­
more, failure detection in E2 and switch to Et are ideal (Fig. 6.26 and graph in Example 6.17). 
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Figure 6.26 Possible time schedules for a repairable l-out-of-2 parallel redundancy with hidden 
(latent) failures in element EI (reliability investigation, new at t = 0, repair times greatly exaggerated) 

and the mean time to failure becomes 

Al (AI + A2) + A~ (1- g(AI» 
MIT~O= 2 

Al A2 (AI + A2) - Al 1.:2 g(AI) 
(6.217) 

Example 6.16 gives a discussion of Eq. (6.217). The point availability PAso(t) is 
investigated in Example 6.17 for the case of constant repair rate 11 (g(x) = f-le - ~x). 
If preventive maintenance is performed at times 0 ,TpM , 2TpM , •.. (independently of 
the state of element £2) and after each preventive maintenance (assumed of negli­
gible duration, also considering a possible repair of £2 and/or £1) the system is as­
good-as-new, then the times 0, TpM , 2 TpM , ... are renewal points for the system. 
The reliability function RSOPM(t) is given by Eq. (6.192) with Rso(t) as per Eq. 
(6.215); similarly for MTTFso (Eq. (6.194». For TpM » MTTR, the approximation 

PM . . . 
PAso (t) '" PAsoCt) '" PAs = AAs can often be used (Example 6.17). OptlmizatIOn 

PM 
of TpM must consider cost and logistic aspects too (MTTFso ~oo for TpMoo70). 

PM 

Example 6.16 
Give approximate expressions for the mean time to failure MITFsO given by Eq. (6.217). 

Solution 
For gO .. 1 ) ~ 1, it follows from Eq. (6.217) that 

MITFso '" 0"1 + 1..2 )1A1 1..2 = 1/ Al + 1/ 1..2 , (6.218) 

A better approximation using g(AI) = 1-1..1 MITR yields (with MITR as per Eq. (6.111» 

(6.219) 
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Equation (6.218) shows that a repairable 1-out-of-2 active redundancy 
with hidden failures in one element behaves like a nonrepairable 1-out-of-2 
standby redundancy; this result bears out, how important it is in the 
presence of redundancy to investigate failure detection and failure modes. 

Example 6.17 
Investigate RSO(t) per Eq. (6.216), MITFSO per Eq. (6.217), MITFsoPM per Eq. (6.194), and 
the asymptotic & steady-state point and average availability PAs = AAs and PASPM = AAS 

-11 x PM 
for the case of constant repair rate Il (i. e. for g(x) = Ile ). 

Solution 

With g(s + AI) = Il/(s + Al + Il) it follows from Eq. (6.216) that 

- (s + Al + A2 )(S + Al + J.1) + A2 (s + A2 ) 
R so (s) = -=------'--...=:..::...'----'----'-'----=--'-----"-'-

(s + AI)(S + A2)(S + Al + A2 + J.1) 
and thus 

Rso(t)=Ae-Alt +Be-A2t +Ce-(AI+A2+J.1)t 

with 

The mean time to failure MITFSO follows from Eq. (6.220) as 
2 

- (A I +A2)(A I +J.1)+A2 
MITFso=Rso(O)= 0 0 0 

Al "'2 ("'] + "'2+ J.1) 

AI+A2 1 1 
",---=-+-. 

A] A2 A] A2 

One recognizes, that 1..[ + 1..2 « Il yields directly to 

Rso(t) '" (1..2 e-A) t - 1..[ e-A,t)/(A2 - A[) and MITFso '" 11 1..[ + 11 \. 

Rso (t) as well as the point availability PAso (t) can be obtained using 
a 4 states Markov process with up states 2 0 ,21 , 2 1, and down state 
22 (22 absorbing for RSO(t)), s.ee graph and the model discussion on 
p. 246). The asymptotic & steady-state point and average availability 

PAs =AAs is obtained by solving (Tab. 6.2) (AI+ A2)PO = 1llJ. +IlP2 , 

A2 Pl'=AIPO' (AI+Il)lJ. =A2 Po, Po+PI+Pl'+P2=I,yielding 

AIA2 
PAs =AAs =Po+lJ. +lJ..= ---------- '" 1---!..-=--

AjA2 (Aj + A2 + 11) J.1(A] + A2 ) 
1+ 2 

11[(A j+ I1)(A j+A2 )+ A21 

(6.220) 

(6.221) 

(6.222) 

(6.223) 

Investigation of PAs 0 (t) (Table 6.2 and above graph) shows that PAso (t) converges rapidly to 
PAs = AAs given by Eq. (6.223) and for AI' 1.. 2« Il the approximation given by Eq. (6.88), 

with PAs and Il per Eq. (6.223), can often be used. 
In the case of preventive maintenance at TpM , 2TpM ,'" (renewal points at t = 0, TpM, 

2 TpM , ... ), Eq. (6.194) with RSO(t) as per Eq. (6.222) yields 

A (1 - e -)" j TpM ) I A - A (1 - e -),,2 TpM ) I A 
M1TF ",2 I I 2 

SOPM A2 (1- e-)"j TpM) _ Aj (1- e-J.. 2 TpM) A] A2 TpM 

2 
(6.224) 

The last part of Eq. (6.224) follows with e-AX ", 1 - AX + (AX)2/2. For TpM » 1I1l = MITR 

PASOPM(t) '" PAso (t) '" PAs =AAs with PAs =AAs per Eq. (6.223) can often be used. 
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-2M 
Ool'(x) = 1- e ; Ql'2(x) = (1- c)u(x); 

It -(A+It)X 
QI'I (x) = cu(x); QlO(x) = -,-(1 - e ). 

,,+ It ' 
A -1tX 

QI2(x) = it QlO(x); Q21 (x) = 1 - e ; 

Qij=Qij(X) 
u(x) = o for x < 0 and 1 forx > 0; o,j(oo)=Pij 

Figure 6.27 State transition diagram for a repairable 1-out-of-2 active redundancy with const. failure 
& repair rates (A, ~), incomplete coverage (detection of the failed element with probability c), one 
repair crew (Z2 down state (absorbing for reI. calculation), semi-Markov process; see also Fig. 6.28) 

A basic possibility to consider incomplete coverage is to assume that a failure 
will be detected (internal BIT) only with a probability c . This will be considered in 
the following for the case of identical elements in a l-out-of-2 active redundancy. 
At a failure, outputs of both elements differ and with probability 1 - c the failed ele­
ment can not be detected and disconnected, yielding a system failure. This case is 
similar to that of imperfect switching mentioned at the end of Section 6.8.3 and is 
known in the literature [6.47 (2001)]. Figure 6.27 gives the state transition diagram 
of the involved semi-Markov process. The transition from state 2 1, occurs instanta­
neously to 21 with probability PI'I = C or to 22 with PI'2 = 1- c. Assuming con­
stant failure and repair rates, the model of Fig. 6.27 can be investigated using a 
Markov process with the diagram of transition rates given in Fig 6.28 (known in 
power systems as redundancy with no start at call, see e. g. [6.34]). Examples 6.18 
and 6.19 investigate the models of Figs. 6.27 and 6.28, showing their equivalence. 

Example 6.18 
Give the mean time to system failure M1TFso (system new, enters Zo, at t=O) and the asymptot­
ic & steady-state point and average availability PAs=Ms of the 1-out-of-2 warm red. as perFig. 
6.27. 

Solution 
From Fig. 6.27 and Table 6,2 or Eq. (A7.173), MTfFSO is given as solution of M I ,= TI ,+ C M I 

Mo=To+MI" MI=T1+ (J.l/(A+ 1l))Mo' with,Mj= M1TFsi' li=~fo(l-o,(x))dx, Qi(X)=Lj '4j(X) 

(Eqs.(A7.166) and (A7.165». Considering Fig. 6.27 it follows that To=I/2J..., TI ,= 0, 

Tt =11 (J... + Il), and T 2=1 III , yielding 

A+ It + 2Ac It 

2A(A+It-ItC) = 21.2 + 2I.It(1-c)' 

From Fig. 6.27 and Table 6,2 or Eq. (A 7.178), PAs = Ms = Po + lJ. ,+ lJ. is given as 

PAS =MS = (Po1O + PI'1J., + PI1J.) I (poTo + PI'1J., + PI1J. + P212)· 

(6.225) 

(6.226) 

Thereby, Pj are the state probabilities of the embedded Markov chain, obtained as solution of 

PO=PI~/(A+~), PI'=PO' PI=PI,C+!l2, !l2=PI,(l-C)+PIA/(A+~) (Table6.2),yielding 
(considering Po+ PI + PI ,+ 1'2 =1) PI= (J...+ Il) I (2 (J...+21l) -IlC), P2= (J...+ Il- 1lC) / (2(J...+ 21l) - IlC) 

!lb = PI' = Il / (2 (J... + 21l) - IlC). From Eq. (6.226) it follows then 

PAS = MS = (1l2+ 2J...).1) / (1l2+ 2J...1l + 21..(1.. + 1l-IlC)) = 1- 2J...(J... + Il-Ilc) / (1l2+ 2AIl). (6.227) 
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POI = 2Ac; 
PI2=I..; 

Po = 21..; 

P02 = 21..(1- c); PJO= It; 

P21 = It (P21 = 0 for reliability) 

PI =1..+1t; P2=1t (P2=0 for reliability) 

Figure 6.28 State transition diagram for a repairable 1-out-of-2 active redundancy with constant 
failure & repair rates (A., I!), incomplete coverage (detection of failed element with probability c, i. e., 
with probability l-c the system goes down because the outputs of both elements differ), one repair 
crew (Z2 down state (absorbing for reliability calculation), Markov process; see also Fig. 6.27) 

Example 6.19 

Give the mean time to system failure MTTFso (system new, in Zo' at t=O) and the asymptotic & 
steady-state point and average availability PAs=AAs of the 1-out-of-2 warm red. as per Fig. 6.28. 

Solution 

From Fig. 6.28 & Table 6.2 or Eq. (A7.126), MITFSO is given as solution of (with M j " MITFsi) 

ZAM 0 = 1 + ZAc MJ and (A. +I!)MJ = 1 + I!M 0 ' yielding 

A. + It + 2k It 
MITFso = ",. (6.228) 

21..(1.. + It - Itc) 21..2 + 2I..1t (1- c) 

From Fig. 6.28 and Table 6.2 or Eq. (A7.127), PAs =AAs is given as solution of 
2A.PO=I!/i, (A+I!) PI =ZAc Po + I!P2 and PO+l}+P2 =1, yielding 

(6.229) 

Comparison of Eqs. (6.225) with (6.228) and (6.227) with (6.229) shows the 
equivalence of the models given by Figs. 6.27 and 6.28 (for constant failure and 
repair rates). For c = I, Eqs. (6.228) & (6.229) yield results of Table 6.6 for a l-out­
of-2 active redundancy. For c= 0, Eqs. (6.228) and (6.229) yield results for a one­
item with failure rate 2 A and repair rate ~ (/1» 2A for PAs =AAs ); most unfavorable 
case, because at the first failure it is not possible to identify the failed element, 
yielding to a system down. Comparison of Eqs. (6.92) with (6.228) and (6.87) with 
(6.229) shows that the effect of incomplete coverage is negligible for 

e. g. 1l(1- c) < O.lA -7 c > 1- O.lA/ Il. (6.230) 

Condition (6.230) applies to MITFSO (Eq. (6.228» and to 1-PAs (Eq. (6.229)). 
It can be hard to realize for complex systems and remains practically the same even 
if in the model of Fig. 6.28, repair of a hidden (latent) failure brings the system to 
state Zo instead of ZI' (Example 6.20). A further possibility is investigated in 
Example 6.21 by assuming that at the occurrence of a hidden failure, one of the two 
elements is selected with probability p to continue operation. However, majority 
redundancy should be preferred for critical applications. 
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Example 6.20 

Investigate MITFSO and PAs = AAs for the model given by Fig. 6.28 by assuming that a repair 
for a hidden (latent) failure (transition 20 ~ 2 2) brings the system to state 20 and not to21. 

Solution 
MITFSO is given by Eqs. (6. 229). The point availability 
PA so (t) can be obtained using a 4 states Markov process 
with up states 20 and 21 and down states 2 1, and 2 2, see 
graph. The asymptotic & steady-state point and average 
availability PAs =AAs is obtained by solving (Table 6.2) 

2APo=IJlI'+I1ll., (A+I1)ll. =2ACPO+I1P2 , 11ll.,=2A(i-C)PO' 
and Po + ll. +ll. ,+ P2 = 1, yielding 

PA =AA = P, +R = '" 1 _ 2A[AC+I1(I-c)]. 
s SOl 2A[AC+ J.I.(1 - c)] 112 

1 + ---''--c-----'-'-------'-''-
J.l.2 + 2AJ.l.C 

Example 6.21 

21.c 

(6.231) 

Investigate MITFSO and PAs =AAs for the model considered in Example 6.20 by assuming 
that at the occurrence of a hidden (latent) failure (outputs of both elements differ and failed 
element can not be detected), one of the two elements is instantaneously selected to continue 
operation and the selected element is with probability p failure-free (safety is not relevant). 

Solution 

Rso (t) and PAso (t) can be obtained using a 5 states 
Markov process with up states 2 0,21,21' and down states 
2 2,22, (22 ,22 , absorbing for RSO(t)), see graph. 
MITFSO is given as solution of (with M j " MITE's; ), 
2AMo= 1+2AcM1+2,1(i-c)p Ml" (,1+,u)M1=1+,uMo, 
(A. +,u)M 1'=1 +,uM 0' yielding 

A +J.I. +2A(C+ (l-c)p) J.I. 
MITFSO=--~--~~--~ 

2A2 + 2AJ.I.(1 - c)(1 - p) 2A2 + 2AJ.I.(1 - c)(l - p) 

I.*=2A(l-c)(l-p) 

(6.232) 

The asymptotic & steady-state point and average availability PAs = AAs is obtained by solving 
(Table 6.2) 2APo =11 (ll. + ll.' + P2 ,), (A +11) ll. = 2A. cPo +AIJ:, (A + 11) ll..' = 2A.(I- c) pPo, 
I1P2 = A(ll. + ll. ,), Po+ll. +ll. ,+ P2 + P2 , = 1, yielding 

PA =AA = P, +R+R, = 1 ",1_ 2A [A+I1(i-C)(i-p)]. 
s SOl 1 2/,.[A+ (J.I. - A)(I- c)(1- p)] 112 

1+~~~~~--~~~ 

J.l.2 + 2AJ.I.[p(1- c)+ c] (6.233) 

Comparison ofEq. (6.232) with (6.228) and Eq. (6.233) with (6.231) shows that 

MITE's 0 p=0.5 '" 2~~ 2A J.I.{I - c):;, 2 and 

MITFsop=o 2A + AJ.I.{I - c) 

(1- PAs )p=O '" AC+ J.I.(I-c) ~ 2. (6.234) 
(1 - PAs) p=0.5 A+ J.I.(1- c)12 

Both ratios are 1 for a coverage probability c= 1 and =2 for c= O. One recognizes 
also that results of Example 6,20 are those of Example 6.21 for p = 0 and that for 
p = 1, Eq. (6.233) yields Eq. (6.87) and Eq. (6.232) yields Eq. (6.92), as for c= 1. 

is given by Eq. (6. 228). The point availability 

μP2,
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POl= ADD; P03= AC; PQ4= ANC; Pos= ADF; 

PI2= A C + ANC = A; P20= P30= P4(J= Pso= )J. 

Po= (AC+ANC)+ (A DF + ADD) = A + AD; 

PI= AC+ANC =A; P2= P3= P4= Ps= )J. 

C = covered. NC = not covered 

DF = false alarm. D D = alarm defection 

Figure 6.29 Diagram of transition rates for a one-item structure with incomplete coverage and 2 
failures modes for the diagnosis (constant failure and repair rates AC' A NC' ADF • ADD.Il, ideal 

failure detection, 2 2 .23 .24 ,25 down states (absorbing forrel. calculation), Markov process) 

Influence of preventive maintenance at TpM • 2TpM , ... (renewal points at t = 0, 
TpM , 2TpM , ... ) can be investigated as discussed Section 6.8.2, on p. 247, and in 
Example 6.17, often using 

RSO(t) =e-tIMITFso and IPAso(t)-PAsl""Cl-PAs)e-f.lt, (6.235) 

or PAso(t) "" PAs = AAs , see Eqs. (6.94) & (6.88) for a deeper investigation (the 
two sided bound can be necessary if PAso(t) oscillate, as often for systems with 
many states). 

Other possibilities to consider for incomplete coverage are conceivable. 
Assuming, for instance, that in a 1-out-of-2 active redundancy at a failure of one 
element (outputs of both elements differ and failed element can not be detected), 
one element is instantaneously selected to continue operation at system level and the 
selected element is failure-free with probability p, leads to the model considered in 
Example 6.20 with c = p. p = 0 yields results for a one-item structure with failure 
rate 2 A and repair rate Il. 

A more elaborated model which considers 2 failure modes for the diagnosis, 
false alarm with failure rate A DF and alarm defection with failure rate A DD has 
been proposed in [6.43]. Figure 6.29 shows this model by considering a repair rate 
Il for all failure modes. Investigation of this model using Fig. 6.29 and Table 6.2 
leads to 

and (6.236) 

A DD= A DF = A D = 0 yields results for a one-item structure with failure rate A 
and repair rate Il. A possible diagram of transition rates for a 1-out-of-2 
active redundancy with 2 repair crews on the basis of Fig. 6.29 is Fig. 3 of [6.43]. 
A further example for a duplex system is Fig. 1 of [1.13]. 

MTTFS0 =
λ + λDD

λ(λ + λD )
  and PAS = AAS =

μ(λ + λDD )

μ(λ + λDD ) + λ(λ + λD )
≈1−

λ(λ + λD )

μ(λ + λDD )
.   (6.236)  
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6.8.5 Elements with more than two States or one Failure Mode 

Elements with more than two states (good I failed for instance) or one failure mode 
(e.g. open or short) often arise in practical applications. Some considerations have 
been given in Sections 2.3.6 and 6.8.4. This section shows, on the basis of practical 
examples, that items with more than two states or one failure mode can often be 
investigated using the diagram of transition rates, see also pp. 262-265. 

As a first example consider an item with the three states good, waiting for repair, 
repair [6.14]. Figure 6.30 shows this model. From Fig. 6.30 & Table 6.2 it holds that 

1 
M1TFso =x and (6.237) 

The item in Fig. 6.30 behaves like a one-item structure with failure rate A and repair 
time Erlang distributed (n=2, Eq. (A6.102)) with mean MTTRtot = 1 Ifl + 1/fl'. More 
complex structures can also be investigated, see e. g. [6.14]. 

As a second example consider a 1-out-of-2 warm redundancy with constant 
failure rate A, Ar and repair rate fl. The switching element can fail with constant 
failure rate AtJ for failure mode stuck at the state occupied just before failure or AO 

for failure mode no connection. Failure of the switch can be immediately detected 
and repaired with constant repair rate fltJ or flo' Furthermore, assume only one 
repair crew, repair priority on the switch, and no further failure at system down 
(also for the switch, no further failure is possible after a failure with one of the two 
possible failure modes). Asked is the mean time to system failure M1TFso for 
system new (in state Zo) at t = O. The involved process is a (time-homogeneous) 
Markov process. Figure 6.31 gives the diagrams of transition rates for reliability 
calculation (see Example 6.22 for availability). Comparing Fig. 6.31 with Fig. 6.24a, 
one recognizes that M1TFso is given by Eq. (6.206) with Po= A +Ar+AtJ +Ao and 

PI = A+Ao+ AtJ +fl (i. e. adding AO to Po and PI)' From this, 

_ 1+ (3A+Ar+Acr)/).tcr+(2A+Ar+Ao)/).t (6238) 
MTTFso - . . 

Ao [1 + (3A+ Ar )/).tcr+ (A+ Ar + Ao)/).t + AAcr/).tcr"-o + A (A+ Ar + Ao )/).tAo 1 

The approximation assumes A,AtJ,"-o«).t,).ttJ. The failure mode no connection (AO) 

acts similarly as the failure mode stuck at the state occupied just before failure (AtJ) 

in Example 6.15 (Eq (6.212)), and the effect of imperfect switching is negligible for 

POI = Po=!..; pll ,= PI = /-I'; PI'O = PI' = /-I 

!.. = failure rate, /-I = repair rate, 

/-1'= failure detection rate (including possible travel time) 

Figure 6.30 Diagram of transition rates for a one-item with 3 states good, waiting for repair, repair 
(constant failure, failure detection & repair rates (A,).t' &).t), ZI' ZI' down states, Markov process) 
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I.. 
a 

I.. + I.. ZI l--__ ---1 
~ , 

Poo,=A,,; POI =1.+1.,; Po'o=!l,,; 

P02=Ao ; Po'I,=A,; Po'2=A; PIO=!l; 

PII , = I.,,; PI2 = I. + 1.0; PI'I = !l,,; PI'2 = I. 

Po = I. + I., + I." + 1. 0 ; 

PI = I. + 1.0 + I." + !l; 

P' =A+A,+!l,,; o 
P , = I. + !l,,; P2 = 0 

I 

Figure 6.31 Diagram of transition rates for reliability calculation of a repairable l-out-of-2 warm 
redundancy with const. failure & repair rates A, Ar , J,l, switch with failure modes stuck at the state 
occupied and no connection with constant failure & repair rates Acr , Ilcr and ;" , flo, respectively 
(ideal failure detection, 1 repair crew, repair priority on switch, Z2 down state, Markov process) 

Condition given by Eq. (6.239) is for 1..0 similar to that given by Eq. (6.212) for Acr . 

Example 6.22 investigates the asymptotic & steady-state point and average availabi­
lity PAs =AAs for the system described by Fig. 6.31 by assuming a repair rate 110 for 
failure mode no connection and Ilcr for failure mode stuck at the state occupied just 
before failure, .one repair crew, and repair priority for switch failures (for the switch 
only a failure mode is possible at a time). From Eq. (6.240) one recognizes that 
imperfect switching acts for PAs =AAs in a similar way as for MTTFso (Eq, (6.239». 

A more complex system is considered in Section 6.8.6.3 (pp. 262- 65). Further 
models for systems with more than two states or one failure mode are conceivable. 

Example 6.22 

Investigates the asymptotic & steady-state point and average availability PAs =AAs for the 
model considered in Fig, 6,31 by assuming no further failures at system down. 

Solution 

PAs =AAs (as well as PAso(t» can be obtained using a 
9 states Markov process with up states Zo' Zo" ZI' Zr and 
down states ZI",ZI,,,,Z2,Z2,,Z2" (absorbing for 
reliability calculation), see graph, by solving (Table 6.2) 

(A+Ar+ Acr+ Ao) Po =).lcr Po'+).lll +J.loP1"" ).loll", = AoPO' 

(A+Ar+).lcr) PO,=AcrPo, (A+).lcr) 11, =ArPo,+Acrll, ).loPr' 
=Aoll, ).lP2 =1..11 + ).lcrP2" ).lcrP2·=All·, ).lcrP2" = A. Po. , and 
Po+ Po '+11 + 11·+ 1I"+ 1I"'+ P2 + P2·+ P2" =1, yielding 

2 2 2 2 
!l !lqAo+!l !loAAcr+ !lq(A+Ar)(!lAo+ !loA) < 1.0 

'" 1 - 2 2 '" 1- -;;-' a=(A+ !lcr)' (6.240) 
!l !lcr!lo "'cr 

Investigation of Eq. (6.240) leads to a condition similar (same for llo=llcr = 11) to Eq. (6.239). 
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6.8.6 Fault Tolerant reconfigurable Systems 

Fault tolerant structures are able to detect and localize faults (failures & defects) and 
reconfigure themselves to continue operation with minimum loss of performance 
and/or safety (graceful degradation). Such a characteristic must be built in during 
design & development. Typical examples of fault tolerant systems are safety 
circuits as well as power and telecommunication networks. Following a short 
discussion on ideal reconfiguration, this section deals with reconfiguration occurring 
at given fixed times or at failure by considering also non ideal conditions, for 
instance imperfect switching in Section 6.8.6.3. Investigation is based on tools 
introduced in Appendix A 7 and summarized in Table 6.2. Constant failure and 
repair rates are assumed, yielding to (time-homogeneous) Markov processes. 
Procedures are illustrated on a case-by-case basis using diagrams of transition rates. 

6.8.6.1 Ideal case 

Each redundant structure belongs to a fault tolerant reconfigurable structure and 
must be validated for this purpose during design & development, for instance with 
an FMEA (Section 2.6). For the redundant structures investigated in Sections 2.2, 
2.3.1- 2.3.5,6.4 - 6.7 and Appendix A7, independent elements (p.52), ideal fault 
coverage, ideal switching, and no reduction of system performance at failure of a 
redundant element was assumed. Because of these assumptions, investigations 
often lead to series - parallel structures (Sections 6.6 & 6.7). Imperfect switching, 
incomplete coverage, and items (systems) with more than two states or failure 
modes are considered in Sections 2.3.6, 6.8.3 - 6.8.5, 6.8.6.3. Sections 6.8.6.2 and 
6.8.6.3 investigate time and failure censored reconfiguration, and Section 6.8.6.4 
considers reward &frequencylduration aspects. In addition, Sections 6.8.7 - 6.8.9 
deal with common cause failures, basic considerations on reliability networks and a 
general procedure for complex repairable systems, and Section 6.9 introduces 
alternative investigation methods for complex systems. 

6.8.6.2 Time Censored Reconfiguration (Phased-Mission Systems) 

In some practical applications, systems are used for different required functions. 
If each required function can be considered separately from one another, inves­
tigation is performed by considering a reliability block diagram (if it exist) for each 
required function (p. 29). Otherwise, if mission phases follow each other, investiga­
tion must consider the system reconfiguration at the end of each phase and one 
define this as a phased-mission system. Investigation of phased-mission systems can 
be more time consuming as stated e. g. in [2.7,2.18,6.24,6.33,6.41], dealing with 
binary state assignment (basically limited to totally independent elements (p. 52», 
considering time dependent failure or repair rates (breaking the Markov property), 
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using semi-Markov processes (of limited validity), or missing Assumption 4 below 
(important when transferring state probabilities at the end of phase k to initial 
probabilities for phase k+ 1). A lower bound Rso/ for the mission reliability Rso is 
obtained by connecting the reliability block diagrams for each phase in series for the 
whole mission duration (Example 2.5). An upper bound for Rso is given by the 
smaller of the reliability for each phase taken separately by assuming that all 
elements involved are as-good-as-new at begin of the phase considered; thus, 

k =!, ... ,n (fornphases). (6.241) 

Examples 6.23 - 6.25 illustrate some general considerations and Example 6.26 gives 
a numerical application of Eq. (6.241). For availability, Eq. (6.246) applies. 

The following practice oriented procedure (Point (ii) below) for reliability and 
availability analysis of repairable phased-mission systems allows, in particular, 
consideration of standby redundancy and arbitrary repair strategy. 

(i) General assumptions: 

1. Failure and repair rates (Ai and !li) of all elements are constant during the 
sojourn time in any state within each phase, but can change (stepwise) at a 
state (or phase) change because of change in configuration, component use, 
stress, repair strategy or other; for all elements it holds that Ai « !li' 

2. At the begin of the mission (phased-mission) all elements are as-good-as-new. 

3. Phase duration TI , ... ,Tn are given (fixed) values, each of them so large that 
asymptotic & steady-state values for availability can be assumed for every 
phase (T1, ... ,Tn» 1 /!li for all elements, see Section 6.2.5 and Table 6.6). 

4. For availability investigation, not used elements in a phase are either as-good­
as-new and put in standby (failure rate A == 0) at begin of the phase or repaired 
(Assumption 3) and then put in standby (repair priority on elements used); 
for reliabiljty investigation, down states at system level are absorbing states 
and the above rule holds for elements which have not caused system down. 

5. The system has only one repair crew and no further failures can occur at sys­
tem down; system down is an absorbing state for reliability; for availability, 
the system is restored to an operating state according to a given repair strategy. 

6. Fault coverage, switch, and logistic support are ideal. 

7. For each phase, a reliability block diagram exists. 

Example 6.23 
A one-item is used in a mission with phase! (duration TI • const. failure rate 1.1), followed by 
phase 2 (duration 72. const. failure rate 1.2 ), Compute the reliability function for item new at t =0. 
Solution 
For the reliability function of the whole mission it holds that (11. T2 given (fixed)) 

Rso =Pr {phase! failure free n phase 2 failure free} = Pr (phase! failure free)· Pr {phase 2 
failure free I phase! failure free} = e -AI TI • e -A2T2 = e -(AI TI + A2T2). (6.242) 

The product rule in Eq. (6.242) holds only because of constant failure rates (see also Eq. (6.27)). 
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Figure 6.32 Diagrams of transition rates for a one-item used in a mission with phase 1 of duration 
TI and constant failure rate AI' followed by phase 2 of duration 72 and constant failure rate A2 

(ZI,I' Z2,1 down states, Markov process) 

Example 6.24 

Show that Eq. (6.242) can be obtained using a Markov approach, i. e., working with two separate 
transition rate diagrams for phase 1 and for phase 2, and setting final state probabilities from 
phase 1 as initial-state probabilities for phase 2. 

Solution 
Figure 6.32 gives the diagrams of transition rates for phase 1 and 2 (separately). For phase 1, 
the state probability Pi 0 (t) follows from P; 0 (t) = - Al P; o(t) (Table 6.2, Eq. (A7,115), yield-
ing Pi,o(t)= e-A1t, for P;,o (0)= I. Thus, ' , 

_' _ -AIT! ' _ -1..111 Rso ('Ii) - PI,O('Ii)- e and PJ,l ('Ii) - 1- e 

Pi,1 (t) follows from Pi,o(t)+Pi,1 (t)= 1 or by solving Pl.! (t)= AIP;,O(t) with P{,I (0)=0. 
Similarly, for phase 2 with t starting at t= 'Ii, 

• . " ·th' . -AI TI P2,o(t-'Ii)=-"'2P2,o(t-'Ii), WI P2, 0 ('Ii) = PI, o('Ii)=e ; 

yielding 

P • (t - 7' ) - -AI TI -A2(t-TI ) 
2,0 'I - e e , 

Example 6.25 

(6.243) 

A one-item system with reliability function Rs 0 (t) is used for a mission of random duration 
tw > 0 distributed according to Fw(t)=Pr{tw :5 t} with Fw (0)=0 and density fw(t). Give 
the reliability, first for the general case and then by assuming constant failure rate A and 
exponentially distributed mission duration (fw (t)= 8e -ot). 

Solution 

As mission duration can take any time between (0,00), reliability takes a constant value given by 

R5\J = J fw (t)R5\J(t)dt, (6.244) 
o 

(see also Eq. (2.76». For fw (t) = 8e -ot and constant failure rate A, Eq. (6.244) yields 

Rso = 8 / (8 + A) '" 1 for 8» A or '" 8 I A for 8 « A. (6.245) 

Supplementary results: In practical application, mission duration is limited to Tw and tw > 0 is 
a truncated random variable with Pr{tw=Tw }=I-Fw(Tw -O); for this 
case, Eq. (6.245) becomes Rso = 01 (1\ + A) + e-(O+A)Tw A/(0 + A). 
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(ii) Procedurefor reliability & availability computation of repairable phased-mission 
systems with fixed phase duration T1 , ... ,Tn' satisfying the general assumptions (i): 

1. Group series elements used in all phases (power supply, cooling, etc.) in one 
elementtobeconsideredinfinalresults(Table6.1O,2ndrow,Eqs.(6.257),(6.258)). 

2. Draw the diagram of transition rates for reliability evaluation, separately for 
each phase (1, ... ,n), beginning by phase 1 with 2 1,0 (1 referring to phase 1 
and 0 being the state in which all elements are as-good-as-new); down states 
at system level are absorbing states; use the same state numbering for the 
same state appearing in successive phases; however, state 2 k , i correspond­
ing to a state 2 c, i in a phase c preceding phase k can also contain as-good-as­
new elements appearing in phase k but not in a pervious phase, or standby 
elements (not used in phase k) with failure rate').. == 0; for k> 1, state 2 k,0 

contains all as-good-as-new elements used in phase k and (as necessary) 
elements not used in phase k which are standby with failure rate ').. == 0 (as­
good-as-new is same as operating or ready to operate, because of Ai const.). 

3. For availability investigation, use results of Table 6.10 (or extend diagrams of 
transition rates, allowing a return to an operating state after system down 
according to a given repair strategy) to compute the asymptotic & steady-state 
availability for each phase separately (PAk,s = AAk, S for phase k), taking care 
of elements which are not used in the phase considered and can act as standby 
redundancy (').. == 0) for working elements; for the whole mission it holds then 

PAS = AAS ~ min (PAk, S = AAk, S), k=l, ... ,n (fornphases). (6.246) 

4. For reliability investigation, compute the reliability function R 1, S 0 (T1) at the 
end of phase 1 starting in state 2 1,0 at t = 0 in the same way as for a one 
mission system (Table 6.2), as well as states probabilities Pi, j (T1 ) for all up 
states 2 1, j; if 2 1, j (possibly with further as-good-as-new elements used in 
phase 2) is an up state in phase 2, Pi, j (T1) becomes the probability Pi, j (0) 
to start phase 2 in 2 2,j; if 21, j is a down state in phase 2, Pi, j (T1) adds to 
the initial probability of starting phase 2 in the down state; if 2 1, j does not 
appear in phase 2, Pi, j (T1) adds to the initial probability in state 2 2,0 to 
give Pi, 0(0) (from rule 2 above and verifying that for each phase the sum of 
all states probabilities is 1); reliability calculation must take care of elements 
which are not used in the phase considered and can act as standby redun­
dancy (').. == 0) for working elements; continuing in this way, following 
equation can be found for the mission reliability Rso starting phase 1 in 2 1,0 

RSO = L P~,j(Tn), Un = set of up states in phase n. (6.247) 
ZjEUn 

To simplify the notation used in Example 6.24, the variable x starting by x = 0 at the 
begin of each phase is used in Rule 4 instead of t (starting by t = 0 with phase 1). 
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Figure 6.33 Reliability block diagrams and diagram of transition rates for reliability calculation of a 
phased-mission system with 3 phases (the diagram of transition rates for phase 2 takes care that one 
element E2 is put in standby with I.z '" 0 as soon as available from phase 1); dashed are indicated to 
which states the final state probabilities of phase 1 and phase 2 are transferred as initial probabilities 
for phase 2 and phase 3, respectively (constant failure and repair rates (At, l1i)' ideal failure detection 
& switch, one repair crew, repair as per first-in first-out, 2 1,1,22,1,23,1 down states, Markov proc.) 

As an example let us consider the phased-mission system with 3 phases of given 
(fixed) duration TI , T2 and T3, described by the 3 reliability block diagrams and the 
corresponding diagrams of transition rates for reliability investigation given in 
Fig. 6.33. The diagram of transition rates for phase 2 considers that in phase 2 only 
one element E2 is used and assumes that the second element E2 is put in standby 
redundancy with failure rate "-2 '" 0 (either from state 2 1,0 or as soon as repaired if 
from state 2 1,2)' Dashed is given to which states the final state probabilities at time 
TI for phase 1 and T2 (TI + T2 with respect to time t) for phase 2 are transferred as 
initial probabilities for the successive phase. Let us first consider the asymptotic & 

steady-state mission availability PA s = AA s. From Tables 6.10 and 6.6, it follows 
for the 3 phases (taken separately) that 

(6.248) 

The 2 nd equation considers that in phase 2 one of the elements E2 acts as 
standby redundancy with failure rate 1.2 '" 0, combining thus results from Table 6.6 
(1- (1.2 I Jl2 /) and Table 6.10 (2nd row). Equation (6.246) yields then 

k = 1,2,3. (6.249) 
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For the mission reliability Rso , starting in state ZI,O (all elements are as-good-as­
new) at t = 0, the diagrams of transition rates of Fig. 6.33 yield for phases 1, 2, 3 to 
following coupled system of differential equations for state probabilities (Table 6.2) 

P;,o= -(AI +2A2)P;,o+ 1l2 P;,2' 

P;,I = AIP;,O + (AI + A2)P'I,2' 

P;,2= - (AI + A2 + 1l2)P;.2 + 2A.2 p;.o' 

with P;,o(O)= I, P;.1(0)=P;.2(0)= 0; 

P~,o= - (A2 + 2A3 )P;.o + 1l2P;,2 + 1l3P;,3' P~,4 = - (1.. 2 + A3 + 1l2)P~,4 + 2A3P~,2' 
P~,2= -(A2 + 2A3 +1l2)P~,2+ A2P~,O+ 1l3P~,S' p~.s= -(A 2 + A3 + 1l3)P~,S+ A2P~,3' 
P~,3=-(A2+A3+h)P;,3 + 2A3P~,O+ 1l2P~,4' P~,I= A2P;,2 +A3P~,3+(A2+A3)(P;,4+P;.S)' 
with P~,o(O)= P;,o(T1 ), P;,2(0)=P;,2(TI ), P;,I(O)=P;,I(TI ), P;,3(0)= P;,4 (0) =P;,s(O) = 0; 

P~,o= - (AI + 21..2 + 2A.3 )P;,o+ 1l2P~,2 + 1l3P;,3' P~,3= - (AI + 21..2 + A3 + 113 )P;,3 + 2A.3P;,O+ 1l2P;,4' 

P~f -(AI + 1..2 + 21..3 + 1l2)P~,2 + 2A2P;.O+ 1l3P;,S' P~,s= - (AI + 1..2 + 1..3 + 1l3)P;,S + 2A2P;,3' 

P ~,4= -(A I+A2+A3+1l2 )P~,4+2A3P;,2' P~,I =Al;,o+ (A I+A 2)P;,2 +(A 1+1.. 3)P;,3+ (A I+A2+A3)(P;,4+ P;,s), 

with p~.o(O)= P~,o(T2)' P~,2(0)= P;,2 (T2), P;,3 (0)= P;,3 (T2), P ;,4(0)= P;,4 (T2), 

P;,s(0)=P;,s(T2), P;,I(O)= P;,I(T2)· (6.250) 

In Eq. (6.250), P ;,j is used instead of Pi:j (x). From Eq. (6,247) it follows then 

RSO = P:,,0(T3) + P:,,2 (T3) + P:',3 (T3) + P:',4 (T3) + P:,,5 (T3)· (6.251) 

Analytical solution of the system given by Eq. (6.250) is possible, but time con­
suming. Numerical solution can be quickly obtained (Example 6.26). A lower 
bound Rso/ for the mission reliability Rso is obtained by connecting the reliability 
block diagrams for each phase in series. For Fig. 6.33, this corresponds (practically) 
to consider phase 3 for a time span TI + T2 + T 3 (in phase 2, for element E2 a second 
element E2 is available in standby redundancy). A good approximation for Rso/ is 

Example 6.26 
Give the numerical solution of E~s. (6.250) and (6.251) for Al = lO-4h -I, 1.2 = 1O-2h-1 

1.3 = 10-3 h -I, III =1l2 =1l3 = 0.5 h -, 1J = 168 h, T2 = 336 h, and T3 = 672 h. 

Solution 
Numerical solution of the 3 coupled systems of differential equations given by Eq. (6.250) yields 

P~,o (T3 ) = 0.598655, P~,2 (73)= 0.023493, P~,3 (T3 )= 0.002388, 

P~,4 (73)= 0.000092, P~,5 (73)= 0.000094, P~,l (T3 )= 0.375278 

(with 6 digits because of P~,4 (T3) and P3,5 (T3 ». Rso follows then from Eq. (6.251) 

(6.252) 

Rso = 1 - P 3, I (T3 ) = 0.625. (6.253) 

Supplementary results: Computing lower and upper bound for Rso as per Eqs. (6.241) and 
(6.254), yields for the above numerical example 0.55::;; Rso ::;;0.71. 
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quickly obtained by computing MITFso using Table 6.10 and setting this in 
Rso{ "" e-(T1 +T2+T3 )1 MTTFso; from this, MTTFso '" 1/0101 + 2A~ 1112 + 21..23 /113) and 

R R -(11+T2+T3)(A1+2A~/112+2A~/113) 
SO> SOL"" e (6.254) 

Eq. (6.241) allows computation of an upper bound for Rso (Example 6.26). 
If the second element E2 were not available in phase 2 as standby redundancy, 

PA2,S "" AA2,S "" 1- A2 I 112 and, from Eq. (6.249), PAs =AAs "" 1- A2 I1l2, since 
Al I III < A2 I 112 can be assumed when considering the reliability block diagram for 
phase 1. Assuming furthermore that the second element E2 would be repaired 
before the end of phase 2, if in a failed state at the end of phase I (Zl,2)' the 
diagram of transition rates for phase 2 would be equal to that for phase I, with 

Al ~A2' A2~A3 ' 1l2~1l3' and Zl,O~ Z2,0' Zl,l ~ Z2,l' Zl,2 ~ Z2,3 with 

P~,o( 0) = P1',0(T1) + P1',2(T1), P~,l (0) = PI', 1 (T1), P~,3(0) = o. (6.255) 

The corresponding initial probabilities for phase 3 would be 

P~,o(O) = P~,0(T2)' P~,l (0) = P~,l (T2), P:i,3(0) = P~,3(T2)' 
P~,2(0) = P~,4(0) = P~,5(0) = O. (6.256) 

If an element Eser where common to all 3 phases in Fig. 6.33 (i.e. in series with 
all 3 reliability block diagrams), Table 6.10 (2nd row) can be used to find 

(6.257) 

(considering Eq. (6.249)) and, with Rso from Eq. 6.251, 

(6.258) 

The above procedure can be extended to consider more than one repair crew 
at system level or any kind of repair (restore) strategy. Other procedures (models) 
are conceivable. For instance, for nonrepairable systems (up to system failure) of 
complex structure, and with independent elements (parallel redundancy), it can be 
useful to number the states using binary considerations. 

For randomly distributed phase duration, Eq. (6.246) can be used for availa­
bility. Reliability can be obtained by expanding results in Examples 6.23 - 6.25. 

An alternative approach for phased-mission systems is to assume that at the 
begin of each mission phase, the system is as-good-as-new with respect to the 
elements used in the mission phase considered (required elements are repaired 
in a negligible time at the begin of the mission phase, if they are in a failed state, 
and not required elements can be repaired during a phase in which they are not 
used). This assumption can be reasonable for some repairable systems and highly 
simplifies investigation. For this case, results developed in Section 6.8.2 for 
preventive maintenance lead to (for phases 1,2, ... ) 
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RS (t) = RS! (t), for 

= RSl C1i*)Rs2 (t -1J.*) , for 

= ~siC1J.·)Rs2 (12* -1J.*)RS3 (t - T2*), for 

for the reliability function, and 

PAs (t) = PASl (t), 

= PAS 2 (t -1J.*), 
= PAS3 (t -12*), 

for 0 S t < 1J. • 
for 1J.* S t < T2* 

for T2* S t < T3* 

OSt<1J.* 

1J.*St<T2* 

12*St<T3* 

(6.259) 

(6.260) 

for the point availability. S i is the state from which the i th mission phase starts; 
0, Tt, T;, ... are the time points on the time axis at which the mission phase 1,2,3, ... 
begin (the mission duration of phase i being here Tt-Ti~1 with To'= 0). 

6.8.6.3 Failure Censored Reconfiguration 

In most applications, reconfiguration occurs at the failure of a redundant element. 
Besides cases with ideal fault coverage, ideal switching, and no system performance 
reduction at failure (Sections 2.2, 2.3, and 6.4-6.7), more complex structures often 
arise in practical applications (see Sections 6.8.3 - 6.8.5 for some examples). 
Such structures must be investigated on a case-by-case basis, and an FMEA I FMECA 
(Section 2.6) is mandatory to validate investigations. Often it is necessary to 
consider that after a reconfiguration, the system performance is reduced, i. e. , 
reward and frequency / duration aspects have to be involved in the analysis. 

A reasonably simple and comprehensive example is a power system substation. 
Figure 6.34 gives the functional block diagram and the diagram of transition rates 
for availability calculation, ~g:; 0 for reliability investigation. Z12 is the down state; 
The substation is powered by a reliable network and consists of: 

• Two branch designated by A1 & A2 and capable of performing 100% load, 
each with HV switch, HV circuit breaker and control elements, transformer, 
measurement & control elements, and LV switch. 

• Two busbars designated by C 1 & C2 and capable of performing 100% load 
(failure rate basically given by double contingency of faults on control elements). 

• A coupler between the busbars, designated by B and capable of peiforming 
100% load; failure modes stuck at the state occupied just beforefailure(does not 
open), failure rate A Bcr' and no connection (does not close), failure rate ABo. 

Load is distributed between C1 and C2 at 50% rate each. The diagram of transition 
rates is based on an extensive FMEA/FMECA [6.20 (2002)] showing in particular the 
key position of the coupler B in the reconfiguration strategy. Coupler B is normally 
open. A failure of B is recognized only at a failure of A or C. From state Zo, Bean 
fail only with failure mode no connection, from Z1 or q only with failure mode 
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(100% load) 

(50% load) (50% load) 

POI = A. AI; P02 = A. A2; POS = A. BO ; P06 = A. CI ; P07 = A. C2 ; P IO = Il A; P13 =A. Ba ; PIS = A. CI ; PI 12 =1,. A2 +A. C2 ; 

P20 =1l A; P24=A. Ba ; P29 =A. C2 ; P2 12 =1,. AI+ A. CI ; P30 =1l A; P3 12=1,. A2+A.C2 + A. CI ; P4 12=1,. AI+A.C1+A.C2 ; 

P40=IlA; PS6=A. C1 ; PS7=A. C2 ; PSIO=A.AI; PSII=A.A2; P60=llc; P6S=A.AI; P6 12=A.A2+A.C2 ; P70=llc; 

P79=A.A2; P7I2=A. AI+A. CI ; PSI=llc; PSI2=A. A2 +A. C2 ; P92=llc; P9 12=1,. AI+A. CI ; PIO 0=1l A; PIO s=A. CI ; 

PI012=A.A2+A. C2 ; Pllo=IlA; PII9=A. C2 ; PII12 =A.AI+A. CI; PI20=llg ; P;=Lj Pij 

Figure 6.34 Functional block diagram and diagram of transition rates for availability calculation of 
a power system substation (active redundancy, constant failure and repair rates A.Al' A.A2' A.BcS'A.Bo' 

A.C1 ' A.C2 ' IlA ,Ilc ,Ilg , imperfect switching of B with failure modes does not open O"Ba' from 
ZI and Z2) or no connection 0 .. Bo' from Zo), failure of B recognized only at failure of A or C, 
ideal failure detection for A and C, one repair crew, repair priority on C, no further failure at system 
down, Z 12 down state, Markov process, Ilg =0 for reliability calculation) 

stuck at the state occupied just before failure. Constant failure rates A AI' A A2. ABa' 

ABo. ACl' AC2 and constant repair rates ~A'~C'~g are assumed. ~Aand~c remain 
the same also if a repair of B is necessary; ~ g is larger than ~ A and ~c. From the 
down state (Zl2) the system returns to state Zoo Furthermore, only one repair crew, 
repair priority on C(followed byC+B,A, A+B), and no further failure at system 
down (50% load is an up state with reduced performance) are assumed. Sought are 
mean time to system failure MITFso for system new (in state Zo) at t = 0 and 
asymptotic & steady-state point and average availability PAs = AAs. The involved 
process is a (time-homogeneous) Markov process. If results are required for 100% 
load, Z6 -Zl1 are down states (see Section 6.8.6.4 for reward considerations). To 
simplify investigation, AAI =AA2= AA and ACl =AC2 = AC are assumed. To increase 
readability, the number of states inFig. 6.34 has been reduced as per Point 2 on p.273. 

From Fig. 6.34 and Table 6.2 or Eq. (A7.126) it follows that MITFso is given 
as solution of the following system of algebraic equations (with M j = MITFSj ) 
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POMO=1+ABoM5+ A A (M I +M2)+ Ac (M6 +M7). P5M 5=1+1.. A (M lO+M ll)+A c (M6+M7)· 

PIMI =1 +I!AMo+A C Mg+ABaM3' P2M2=1+I!AMo+AcM9+ABaM4' P3M3=1WAMO' 

P4M4=1+I!AMO' P6M6=1+A AMg+l!c Mo. P7M7=1+AAM9+llcMo' PgMS =1+l!c MI' 

(6.261) 

Because of AA1=AA2=AA' ACI=AC2 =AC and the symmetry in Fig. 6.34 it follows that 
P2=P1' P4=P3' P7=P6' P9=Pg. Pll=PlO and M2=Ml'M4=M3' M7=M6. M9=Mg. Mll=MlO· 
This has been considered in solving the system of algebraic equations (6.261). 
From Eq. (6.261) it follows that 

MITFSO = 

a1a2 + 2a1a3A A + 2 a2ACPSPIQ(Pg+AA) + 2a3AAAcl!cPSPlQ + ABo (a2a4 + a3a6) 

with (6.262) 

Uj =PSP6PgPIQ. ~=P1P3Pg "i>3Acllc' a4 =P6PgPIQ +2AAP6(Pg+AC )+2ACPIQ (Pg+AA), 

~=Pg(P3+ABa )+P3AC' as = 2A.AIlAP6Pg +2AcllcPgPIQ. ~ =2AA Acllc (P6+ PIQ)' (6.263) 

and 

PO=2AA+2Ac+ABO' PI =P2=AA+2Ac+ABa+IlA' P3=P4=AA+2Ac+IlA' Ps =2(AA+AC)' 

P6=P7 =2A.A +AC+IlC' Pg =P9 =AA+AC+IlC' PIQ=Pll =AA +2A.C+IlA' P12 =Ilg • (6.264) 

MITFSO per Eq. (6.262) can be approximated by 

(6.265) 

yielding MITFso"'1l/2(AA+AC)2 for ABa=ABo=O and IlA=llc=IlC1-out-of-2 active 
redundancy with A and C in series. as per Table 6.10. 2 nd & 3 rd row). 

From Fig. 6.34 and Table 6.2 or Eq. (A7.127) it follows that the asymptotic & 
steady-state point and average availability PAs = AAs is given as solution of 

Po Po =IlA (PI+P2+P3+P4+110+1'l.!)+llc(P6+P7)+llg112' Pill =AA Po+llc Pg. 

P2 P2 = AA Po + Ilc P9 • P3 P3 = ABa 11. P4 P4 = ABa P2• Ps Ps = ABo po. 

P6 P6 = AC (Po +Ps )' P7 P7 = AC (Po +Ps ). Pg Pg = AA P6 +AC (11 +110)' 

P9 P9 = AA P7 +AC(P2 +111)' PIO 110 = AA ps • Pll 111 = AA ps • 

P12 112 = (AA +AC )(11 +P2 + P6 + P7 +Pg +P9 +110 +111) + (AA +2Ac )(P3 +P4 )· (6.266) 

One of the Eq. (6.266) must be dropped and replaced by LPi = 1. The solution yields 

P1=P2=qPO' P3=P4=qPo ABa / PJ. PS=POABO / Ps. PS=P9=i2PO' 

P6=P7=POAC(pS+An~ / PsP6' llo=lh=PoAAABo /PSPlO. 112 = b3PO' (6.267) 
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with 

Po= -------------------------
1 +2 bz +2l7j (1 + ABcr I P3 ) + ABo IPS + 21.. e(PS +ABo) IPSP6 + 2AA ABo I PSPIO + ~ 

~ ~~ 

PSP6PSPlOAA +PtoAAAelle(Ps + ABO )+P6AAAe ABOlle 

17j = PIPSP6PSPIO -PSP6PIOAelle . 

Ae AA Ae (PS + ABO) AA Ae ABO 
bz=l7j-+ +. 

Pg P6PSPS PSPSPIO 

2(AA +Ae) Ae(PS+ABO) AAABO ABcr 
~= [l7j+bz+ +--1+2(AA+ 2Ae)-pp . 

P12 Ps P6 Ps PIO 3 12 
(6.269) 

From Eqs. (6.267) - (6.269) it follows that 

11 

PAs =AAs = L ~ =1-112 =1-b3PO 
i=O 

b 
1 + 3 

1 +2b2 + 2bl (1 + ABcr l P3) + ABO IPs + 2Ae(Ps + ABo) I PSP6 +2AAABo l PSPIO 

6.270) 
PAS =AAs per Eq. (6.270) can be approximated by 

PAs = AAs '" 1-2(AA +Ae )(1.. ellA +Ile (AA +ABcr »+ABo(AAlle+Ae ()lA +lleABcr IABo» . (6.271) 
Ilg [IlAlle +2(AAlle + AellA )(1 + ABo I (A A +Ae »+2AAABcrlle lilA 1 

yielding PAs =AAs ",1- 2«1.. A +AC )/1l)2 for ABcr =ABo =0 and IlA = Ilc = Ilg = Il (l-out­
of-2 active redundancy with A and C in series, as per Table 6.10). Equations (6.265) 
and (6.271) show the small influence of the coupler B. A numerical evaluation with 

A Al = A A2 = A A = 4 .10-6 h -1 ( '" 0.035 expected failures per year) 

ACI =AC2 =AC = 0.12.10-6 h -1 ('" 0.001 expected failures per year) 

ABcr=0.08 .10-6 h -1 ('" 0.0007 expected failures per year) 

ABO = 0.6 . 10-6 h -1 ('" 0.005 expected failures per year) 

IlA =Ile =1/4h, Ilg =1112h 

yields 

MITFso ",7.3610 9h and PAs =AAs ",1-1.63·1O-9 

from Eqs.(6.262) & (6.270), as well as MITFso ",7.3·10 9h and PAs=AAs ",1-0.9.10-9 

from Eqs. (6.265) & (6.271), respectively; moreover, 

Po = 0.932096 , 
-7 

P6 =P7 =4.80·1O , 

Ps =0.067871 , 
-9 P12 = 1.63' 10 . 

Considering the substation as a macro-structure (first row in Table 6.10), it holds 
that PAs = AAs ",I-As IJ.ls and Rs(t) '" e-Ast , with J.ls=J.lg and AS = 11 MITFso· 
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6.8.6.4 Reward and Freqnency I Duration Aspects 

For some applications, e. g. in power and communication systems, it is of impor­
tance to consider system performance also in the presence of failures. Reward 
andfrequencylduratian aspects are of interest to evaluate system perfarmability. 
For constant failure and repair rates (Markov processes), asymptotic & steady-state 
system failure frequency IudS and system mean down time MDTs (mean repair 
(restoration) duration at system level) are given as (Eqs. (A7.143) & (A7.144» 

(6.272) 

and 

MDTS = (1- L Pj ) I fudS=(l-PAs) / fudS' (6.273) 
ZjEU 

respectively (Eq. (6.273) can be heuristically explained, considering that for T ~ 00,. 
(1- PAs)T is the mean down time in (0, T] and T! Iuds the mean number afrepairs 
(and failures) in (O,T]. Similar results hold for semi-Markov processes. U is the 
set of states considered as up states for IudS and MDTs calculation, U is the 
complement to the totality of states considered. lj is the asymptotic & steady-state 
probability of state Zj and Pjj the transition rate from _Zj to Zj. In Eq. (6.272), all 
transition rates Pjj leaving state ~ E U toward ZjE U are considered (cumulated 
states). Example 6.27 gives an application to the substation investigated in Fig. 
6.34. Considering IudS = IduS (Eq. (A7.145», IudS can be replaced by IduS. 

Example 6.27 
Give the failure frequency IudS and the mean failure duration MDTs in steady-state for the 
substation of Fig. 6.34 for failures referred to a load loss of 100% and 50%, respectively. 

Solution 

Forloss of 100% load, Fig. 6.34 with u; {Zo' ... , Zll}, U; {Z12} yields (~ as per Eq. (6.267» 

f udS Ims 100% =2(1l + P6 + Ps + llo )(I'A + Ad + 2P3 (AA + 2Ac)· 

For loss of 50% load, Fig. 6.34 with U={Zo - Zs} and U;{Z6 - Z12} yields 

fudS Ims 50% = Po 2Ac + 211 (AA + 2Ac) + 2P3 (AA + 2Ac) + P5 2(AA + AC) . 

From Eq. (6.273) it follows that 

MDTslosslOO% = 112! fudSlmslOO%' 
and 

MDTS Ims 50% = 1 - (Po + 2P1 + 2P3 + Ps) ! fudS Ims 50% . 

The numerical example on p. 265 yields fudS Ims 100% '" 136.10-12 h·1 (== 10-6 expected failures 
per year), I~dSloss 50% ==783·1O-9h -I (== 8.10-3 expected failures per year), MDTs loss 100% 

==12h, ani MDTs loss50% == 4h. 
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Example 6.28 
Give the expected instantaneous reward rate in steady-state for the substation of Fig. 6.34. 

Solution 
Considering Fig. 6.34 and the numerical example on p. 265 it follows that 

MIRS = I . (Po + 211 + 2P3 + P5 ) + 0.5 . (2P6 + 2Pg + 2110) '" 0.9999984. 

267 

The reward rate '1 takes care of the performance reduction in the state 
considered, (ri = 0 for down states, 0 < ri < 1 for partially down states, and 'i = 1 for 
up states with 100% performance). From this, the expected instantaneous reward 
rate in steady-state or for t ~ 00, MIRs , is given as (Eq. (A7.147)) 

m 

M1Rs = L rjPi , (6.274) 
i=O 

The expected accumulated reward in steady-state (or for t ~ 00) follows as 
MARs(t) = M1Rs· t, see Example 6.28 for an application. l} in Eq. (6.274) is the 
asymptotic & steady-state probability of state Zj, giving also the expected percent­
age oftime the system stays at the performance level specified by Zi (Eq. (A7.132)). 

6.8.7 Systems with Common Cause Failures 

In some practical applications it is necessary to consider that common cause failures 
can occur. Common cause failures (C) are multiple failures resulting from a single 
cause. They must be distinguished from common mode failures, which are multiple 
failures showing the same symptom. Common cause failures can occur in hardware 
as well as in software. Their causes can be quite different. Some possible causes 
for common cause failures in hardware are: 

• overload (electrical, thermal, mechanical), 

• technological weakness (material, design, production), 

• misuse (caused e.g. by operating or maintenance personnel), 

• external event. 

Similar causes can be found for software. 
In the following, a l-out-of-2 active redundancy is used as a basic example for 

investigating effects of common cause failures. Results (Eqs. (6.276) & (6.280)) 
show that common cause failure acts (in general) as a series element in the system's 
reliability structure, with failure rate equal the occurrence rate Oe of the common 
cause failure and repair (restoration) rate equal the remove rate Ile of the common 
cause failure. Graphs given by Figs. 2.8 & 6.17 and rules (2.28) & (6.174) can be 
used to limit effects of common cause failures. 
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A. 

a) C only on working elements, repair for C 
includes that for a failure 

A. 

c) C on elements in working or repair state, 
repair for C includes that for a failure 
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A. 

b) C only on working elements, repair priority 
for C does not include other failures 

A. 

d) C on elements in working or repair state, 
repair as for case b) 

Figure 6.35 Diagram of transition rates of the 1-out-of-2 active redundancy of Fig. 6.36 with 
common cause failures (C) for 4 different basic possibilities (constant failure and repair rates 

(A.,I!, I!c' I!Ci)' ,<onstant occurrence rates for C (B c ' BCi often with BCi =Bc ), ideal failure detection 
and switch, one repair crew, repair priority on C, no further failures at system down (except for 
BC41 ' BC45 ), Zl' Z3' Z4' Z5 down states (absorbing for reliability calculation), Markov processes) 

Figure 6.35 gives the diagrams of transition rates for the repairable 1-out-of-2 
active redundancy of Fig. 6.36 with common cause failures for 4 different basic 
possibilities (C refers to common cause failures, repair priority for C, one repair 
crew, no further failures at system down except for 0C41 ,OC45)' To clarify results, 
occurrence rates 0Ci and repair rates /-lCi for common cause failures are assumed to 
be each other different when moving from one state to the other (for simplicity in 
the final Eqs. (6.276) & (6.280), 0COl =oc and /-lclO =/-l c). The 4 possibilities of 
Fig. 6.35 are resumed in Fig. 6.36 for investigation. From Fig. 6.36 and Table 6.2, 
MITFso is given as solution of the following system of algebraic equations 
(all down states (21,23,24,25) are absorbing for reliability investigation) 

(2A. + Bc) MITFso = 1 + 2A. MITFs 2 ' (A. + BC21 + BC23 + I!)MITFs2 = 1 + I!MITFso' 

(6.275) 
From Eq. (6.275), MITFso follows as (for Dc = OCOI:5: A), 
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).. 

POI = OC; P02= 2A. (A+Ar for warm redundancy); P24 =A; P2J =OC2J; 
P23=OC23; P4J=OC4J; P45=OC45; PJO=/-Ic; P.32=/-IC32; PzO=P42=/-I; 
P54=/-IC54; Pi=:EPij; forRs (I) set PJO=P32 =P41=P42=P45=O 

Figure 6.36 Reliability block diagram and diagram of transition rates for availability calculation of a 
1-out-of-2 active redundancy with common cause failures (C) for different possibilities as per Fig.6.35 

3A.+O C21 +OC23 +J.l 
MTTFso = -----='-'----"=--'---

(2A. + 0C)(A + 0C21 + 0C23) +J.l0c 

1 1 
<-. 

0c + 2A(A + 0C21 + 0C23 - 0c) / (3A +0 C21 + ° C23 +J.l) - 0c 
(6.276) 

Furthermore, from Fig. 6.36 and Table 6.2, the asymptotic & steady-state point and 
average availability PAs = AAs is given as solution of the following system of 
algebraic equations 

(6.277) 

One of the Eq. (6.277) must be dropped and replaced by Po+ ... +Ps =1 (the first 
equation because of the particular cases investigated below). The solution yields 

with 

1+ a2 
PAs=AAs=PO+P2=-----------~~---------

a3 + AC / PI + ala2 A41 / PI + a2 A21 / PI 

a" = AP5 / (P4P5 -OC45J.lc54). liz =2A.P3 / (P2 P3-0 C23J.lc32 -a"J.lP3)' 

~ = 1 + liz (1 + 0C23 I P3)+ a" liz (1 + 0C45 I P5), 

(6.278) 

(6.279) 

and PO=2A+OC' Pl=J.lc' P2=A+OC21+ AC23+J.l. P3=J.lC32' P4=oC41+ oC41+J.l. P5=J.lC54 
(Fig. 6.36, Eq. (A7.103». Considering A «J.l, 0c «J.lc' 0Ci«J.lCi it follows that 

PAs = AAs;; J.lc '" 1 - 0c / Ilc. 
0c +J.lc 

(6.280) 
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Equations (6.276) & (6.278) can be used to investigate Fig. 6.35, yielding (for 0e::; A.) 

a) Common cause failures (C) only on working 
elements, repair for C includes that for failure 

c) C on elements in working or repair state, repair 
for C includes that for failure (B e41 « I-L) 

1 
M1TFSo = <-

II 21..(1..+ liC23 -lic ) - Be 
e+ 

3 A. + liC23 + J.I 

Be 2 A. A. llc23 lic PAs '" 1----- (-+ -- --) 
I-Le 21..+ J.I J.I !tC32 J.lc 

b) C only on working elements, repair priority 
for C does not include other failures 

d) C on elements in working or repair state, 
repair as for case b) 

Often 0C21 =OC23 =OC41 =OC45 =oc and/or f.1C32=f.1C54=f.1C can be assumed. Case b) 
corresponds to a l-out-of-2 active redundancy in series with a switch (Eqs. (6.158), 
(6.160». Further approximations are possible, e.g. using I-PA s=PAs =~+P3+~+Ps. 

Equations (6.276) & (6.280) clearly show the effect (consequence) of a common 
cause failure on a l-out-of-2 active redundancy: 

The common cause failure acts as a series element with failure rate equal 
the occurrence rate 0c of the common cause failure and repair 
(restoration) rate f.1c equal the remove rate of the common cause failure; 
results given by Figs. 6.17 & 6.18 and rule (6.174)) apply. 

The above rule holds quite general if the common cause failure acts at the same time 
on all redundant elements of a redundant structure. From this: 

Good protection against common cause failures can only be given if each 
element of a redundant structure is realized with different technology 
(materials & tools), electrically, mechanically and thermally separated, 
and not designed by the same designer (true also for software). 

Concrete protection against common cause failures must be worked out on a case­
by-case basis, see Example 2.3 for a simple practical situation. In verifying such a 
protection, an FMEAlFMECA (Section 2.6) is mandatory for hardware and software. 
In some applications, common cause failures can occur with a time delay on 
elements of a redundant structure (e.g. because of the drop of a cooling ventilator); 
in this cases, automatic fault detection can avoid multiple failures. Some practical 
considerations on failure rates for common cause failures in electronic equipment 
are in [A2.5 (61508-6)], giving 0e / A. "" 0.005 as achievable value (see rule (6.174». 
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6.8.8 Basic Considerations on Network Reliability 

A network (telecommunication, power, neuronal, or other) can often be regarded, 
for modeling purposes, as a graph with N nodes and up to (~) edges (or links). 
Edges can be directed or bi-directional. Nodes and/or edges can fail, have 2 or more 
states, and for reliability investigations distinction is made between 2-terminal 
and k-terminal (2 < k:5 N) connections. Networks can thus have very complex 
reliability structures, some of which have been investigated since the 1950s, with 
increasing interest in the last years, seee. g. [2.37,6.61-6.80]. 

For the case of only two states for nodes and edges, small networks can be 
investigated with methods introduced in Sections 2.3.1 -2.3.3 (nonrepairabe) or 6.2-
6.8.7 (repairable). For large networks, solutions using minimal path or cut sets 
(i. e. based on Boolean functions, Section 2.3.4) are possible, manually (for instance 
using binary decision diagrams, Section 6.9.3) or with help of dedicated computer 
programs, see e. g. [6.63(2007,2009),6.66,6.68,6.69,6.74]. Multi-states for nodes 
and/or edges have to be considered when dealing with capacity problems, and some 
results for 2-terminal networks are known, see e.g. [6.63 (2009),6.66-6.70,6.74]. 

In the following, two basic network structures are investigated using the key item 
method given in Section 2.3.1 (see also Points 7 &8 of Table 2. 1 for further examples). 

Figure 6.37a shows a network with 3 nodes N l ,N2,N3 and 3 bi-directional edges 
E12, E13, E23' The reliability block diagram (RBD) for connection N l , N 2 is given 
in Fig. 6.37b if only edges can fail and in Fig. 6.37c if nodes and edges can fail. The 
reliability function (nonrepairable) related to Fig. 6.37c follows as for Eq. (2.26) 

RSONI.N2,:,RNJ RNz [RE12 + REl3REZ3RN3 - REJZ REl3 REz3 RN3] , (6.281) 

with RSONI,N2=RsONI,NP), Rj=Rj(t), Rj(O) = 1. Figure 6.37d gives the RBD for 
all-terminal. For this case, all nodes appear in series and the connection N 2 .N3 is 
included in the connections N l ,N2 and«(') N l ,N3. The reliability function (nonre­
pairable) can be computed using the key item method (Eq. (2.29), on Ed. yielding 

~ NI 
a) b) 

N2 £23 N3 

Figure 6.37 a) Network with 3 nodes & bi-directional connection from each node to each other node; 
b) 2-terminal RBD for nodes N J &Nz, 100% reliable nodes; c) 2-terminal RBD for nodes N J &Nz, 
edges and nodes can fail; d) RBD for all-terminal reliability, edges and nodes can fail 
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(6.282) 

with Ri= 1-Ri , RSOall =RSOall(t), Ri=Ri(t), Ri(O) = 1. Substituting in Eqs. (6.281) & 
(6.282) Ri(t) with PAi( t) one obtains the point availability PAso(t) for the case of 
totally independent elements N1,N2,N3,EI 2,E13,E23 (p.52). To compute the relia­
bility for the repairable case or the point availability for non totally independent 
elements, the states space method introduced above in this chapter can be used. 

Figure 6.38a shows a network with 4 nodes N1,N2,N3,N4 and 6 bi-directional 
edges E12, E13, EI4,E 23' E24, E34• Assuming that nodes and edges can fail, the relia­
bility block diagram is given in Fig. 6.37b for connection N1,N2 and Fig. 6.38c for 
all-terminal. Successively use of the key item method (on E12, E34 , N 3' N 4) yields 

RSONt ,N2 = RNIRN2 [REI2+ REI2 {RE34 [RN3 {RN4 (REi; REi"4REI3REI4 )(RE21 REiA RE23RE24) 

+ R R R }+ R R R R ] + R (R R R + R R R - R R R R R R )}] N4 E13E23 N3 N4 EI4E24 E34 N3 E13E23 N4 EI4E24 N3 E13E23N4 EI4E24 ' 

(6.283) 

and RSONI.N2=R~ [R+ 2R2RN - 2R3RN (l-RN )- R~(7R4_7R5+ 2R6 )] for RNj=RN , REij=R. 

Similarly, Fig. 6.38c leads to (key item method on E12 , E13 , E I4 ,E24) 

RSOall = RN IRN2RN3RNJ R12 {RJ3[1-(l-RI4)(1-R24 )(1-R34 )]+ RJ3 [R14 (R23+ R34-~3 R34 ) 

+ RI4 Rb]} + R12 {RJ3 [R14 (R23 + R24-R23 R24 )+ RI4 Rb ]+ RJ3RI4Rb}]' (6.284) 

'h - f hi 4 3 4 5 6 Wit Rb=R24(R23+R34-R23R34)+~4~3R34; rom t s, RSOal/=RN [16R -33R +24R -6R ] 

for RNj=RN , REij=R (see also remarks to Eq. (6.282)). 
Besides deterministic networks, some kinds of stochastic and evolving networks 

have been investigated, for instance by assuming that for bi-directional edges, every 
pair of nodes has a probability p to be connected (Erdos-Renyi) or there is a proba­
bility p(k) that a randomly selected node has kedges (p(k) can be a Poisson dis­
tribution (Erdos-Renyi) or a given power law), see e. g. [6,61-6.65] for greater details. 
However, because of their complexity, investigation of networks is still in progress. 

N'~N' 
EI2 E34 

E23 
NI N, 

a) N2 E24 N4 b) 

Figure 6.38 a) Network with 4 nodes & bi-directional connection from each node to each other node; 
b) 2-terrninal RBD for nodes NI &N2, edges and nodes can fail; c) RBD for all-terminal reliability, 
edges and nodes can fail (RBD = reliability block diagram) 
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6.8.9 General Procedure for Modeling Complex Systems 

On the basis of the tools introduced in Appendix A 7 and results in Sections 6.8.1 -
6.8.8, following procedure can be given for reliability and availability investi­
gation of complex systems, both when a reliability block diagram exists or not 
(for series-parallel structures, Section 6.7 applies, in particular Table 6.10, p. 231). 

1. As a first step operate with (time-homogeneous) Markov processes, i. e., 
assume that failure and repair rates of all elements are constant during the 
stay time in every state, and can change (stepwise) only at state changes, e.g. 
because of change in configuration, component use, stress, repair strategy or 
other (dropping this assumption leads to non markovian processes, as shown 
e.g. in Section 6.4.2, pp. 202-205). In a further step, refinements can be con­
sidered on a case-by-case basis using semi-regenerative processes. 

2. Group series elements and assign to each macro-structure E1, •.. , En a failure 
rate AS=Al+ ... +An and repair (restoration) rate f.ls=As/(Al/f.lI+ ... +An1f.ln} 
(Table 6.10). A further reduction of a diagram of transition rates is possible 
in some cases (see e.g. [6.32,6.40], p. 227, Figs. 6.27 & 6.28,6.30,6.39). 

3. Perform an FMEA (Section 2.6) to fix all relevantfailure modes and to verify 
actual system capability for detection, localization, reconfiguration, graceful 
degradation at failure, and protection against common causelmodefailures. 

4. Draw the diagram of transition rates and verify its correctness (see Fig. 6.20, 
p. 233 & Fig. 6.34, p. 263 for two comprehensive examples); important is the 
identification of up states which have a direct transition to a down state at 
system level (e. g. 21,23 - 27 in Fig. 6.20), i. e. of critical operating states. 

5. Identify the transition rates between each state (combination of failure and 
repair rates), by considering assumed repair (restoration) priorities, retained 
failure modes, and particularities specific to the system considered 
(dependence between elements, sequence of failure or failure modes, etc.). 

6. For reliability calculation, the mean time to systemfailure MTTFsi for system 
entering state 2i at t = 0 is obtained by solving (Eq. (A7.126» 

PiMTTFSi = 1 + L Pij MTTFSj, 
ZjEU,j¢i 

m 

ZjEU, pj=L Pij. 
j=O,j",j 

(6.285) 

Figure 6.39 Example for a reduction of a diagram of transition rates for MTTFso calculation 
(note that 0"0+ 1.. 2 ) I (l + 1..0 ' 1..\) = (I + 1.. 2 ' 1..0 ) 1(111..0+ 11 1..\») 
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Thereby, U is the set of up states, U the set of down states (Uu U = 
{Zo, ... , Zm})' Pij the transition rate from state ZiE U to state Zj E U, and Pi 
the sum of all transition rates leaving state Zj (Table 6.2). The system of 
algebraic equations (6.285) delivers all MITFSi for any ZiE U entered at t=O 
(note that for Markov processes, the condition" Zj is entered at t = 0" can be 
replaced by "system in Zi at t = 0"). At system level, 

Rso(t) '" e- tl MITFso (6.286) 

can often be used (in Zo all elements are operating or ready to operate, i. e., 
as-good-as-new because of the memoryless Markov property). 

7. The asymptotic (t -7 00) & steady-state (stationary) point and average 
availability PAs =AAs is given as (Eq. (A7.134» 

PAs = AAs =L lj (6.287) 
ZjEU 

with lj as solution of (Eq. (A7.127, for irreducible embedded Markov chain) 

m m m 

P jPj =z.Pi Pij' 
i=OJf'j 

with Ppo, L. Pj=l, Pj= L.Pji' j=O, ... ,m (6.288) 
j=O i=O, i#'i 

One equation for Pj ' arbitrarily chosen, must be replaced by Llj =l. Equa­
tion (6.288) states that in steady-state, the probability to live Zj is equal to 
the probability to come to Zj' For further availability figures see pp. 178-180. 

8. Considering the constant failure rate for all elements, the asymptotic & steady­
state interval reliability follows as (Eq. (6.27» 

IRs(t ,t + 9) '" PAs e - 91 MTTFso = (L Pj ) e - 91 MTTFso. (6.289) 
ZjEU 

9. The asymptotic & steady-state system failure frequency IudS and system 
mean up time MUTs are given as (Eqs.(A7.141) & (A7.142» 

IudS = L !jPji = L Pj 0:_ Pji) (6.290) 

and 
ZjEU, ZiEU Zj E U ZiE U 

MUTs = PAs' fudS' (6.291) 

respectively. U is the set of states considered as up states for IudS and MUTs 
calculation, U the complement to the totality of states considered. The 
same is for the system repair (restoration) frequency IduS and the system 
mean down time MDTs , given as (Eqs.(A7.143) & (A7.144» 

fduS= L PiPij = L_Pi(L Pij) (6.292) 

and 

MDTs = (1- PAs)' fduS' (6.293) 
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respectively. MUTs is the mean of the time in which the system is moving in 
the set of up stat~ ~ E U (Zo - Z7 in Fig. 6.20) before a transition in the set of 
down states ZiE U (( Z8 - Zll in Fig. 6.20) occurs, in steady-state or for t~ 00. 

MDTs is the mean repair (restoration) duration at system level. fudS is the 
system failure intensity ZS(t) = ZS, as defined by Eq. (A 7.230), in steady­
state or for t -7 00. It is not difficult to recognize that one has 

fudS = fduS = Zs = 1 / (MUTs + MDTS) , (6.294) 

see example 6.29 for a practical application. Equations (6.291), (6.2.93), 
(6.294) lead to the following important relation 

MDTs = MUTs (1- PAs) I PAs i. e. PAs = MUTs I (MUTs + MDTs). (6.295) 

Considering that the asymptotic & steady-state probability Po is much greater 
than all other Ej, the approximation MUTs '" MTTFso can often be used 
(LPj MTTFSj for MUTs is basically not allowed, see example 6.29). 

ZjEU 

10. The asymptotic & steady-state expected instantaneous reward rate M1Rs is 
given by (Eq. (A7.147)) 

m 

MIRs = L riPi. (6.296) 
i=O 

Thereby, ri = a for down states, 0< 'i < 1 for partially down states, and 'i = 1 
for up states with 100% performance. The asymptotic & steady-state 
expected accumulated reward MARs follows as (Eq. (A7.148)) 

MARS(t)= MIRs ' t. (6.297) 

In some cases it can be useful to operate with a time schedule (e.g. Fig.A7.11). 
Alternative investigation methods are introduced in Section 6.9. Failure-free time 
means failure-free operating time and repair is used as a synonym for restoration. 

Example 6.29 
Investigate MUTS' MDTS' fudS' andfduS for the l-out-of-2 redundancy of Fig. 6.8a. 

Solution 
The solution ofEq. (6.84) with Pi (t) = 0 yields (Eq. (6.87» 

Po = 1-121,[ (A + Ar )(A +1-I)+lh and PI = 1-1<'" + Ar)![(A + Ar)(A + 1-1)+1-12 ]. 

From Fig. 6.8a and Eqs. (6.290)-(6.294) it follows that 

A + Ar + It 
MUTS = , 

A(A + Ar) 

For this example it holds that MUTS = MTTFSI (with MTTFSI as solution of Eq. (6.89) with 
Pi (0) = I or Eq. (6.285), see also Example A7.9), this because the system enters state ZI after 

each system failure; furthermore, MDTS = 1/1-1 because only one repair crew is available. 
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6.9 Alternative Investigation Methods 

The methods given in sections 6.1 to 6.8 are based on Markov, semi-Markov and 
semi-regenerative processes, according to the involved distributions for failure-free 
and repair times. They have the advantage of great flexibility (arbitrary redundancy 
and repair strategy, incomplete coverage or switch, common cause failures, etc.) and 
transparency. Further tools are known to model repairable systems, e. g. based on 
dynamic fault trees or Petri nets. For very large or complex systems, numerical 
solution or Monte Carlo simulation can become necessary. Many of these tools are 
similar in performance and versatility (Petri nets are equivalent to Markov models), 
other have limitations (fault tree analyses are basically limited to totally independent 
elements and Monte Carlo simulations delivers only numerical solutions), so that 
choice of the tool is often related to the personal experience of the analyst (see e. g. 
[A2.5 (61165, 60300-3-1), 6.30, 6.39 (2005)] for comparisons). However, modeling 
large complex systems requires a close cooperation between project and reliability 
engineers. After a recall for systems with totally independent elements, Sections 
6.9.2 to 6.9.5 introduce dynamic fault trees, BDD, event trees, and Petri nets. Section 
6.9.6 considers then basic aspects of numerical solutions and Section 6.9.7 reviews 
some considerations to approximate expressions for large and complex systems. 

6.9.1 Systems with Totally Independent Elements 

Totally independent elements means (pp. 52, 224) that each element operates and, if 
repairable, is repaired independently of any other element in the system considered. 
Elements are boxes in a reliability block diagram (Example 2.1) and, for repairable 
elements, total independence implies that each element has its own repair crew and 
continues operation during the repair of a failed element. This does not imply that 
the (physically) same element cannot appear more times in a reliability block dia­
gram (Example 2.3). The reliability function Rso(t) of nonrepairable (up to system 
failure) systems with totally independent elements has been carefully investigated 
in Chapter 2. As stated with Eq. (2.48), equations for Rso(t) are also validfor the 
point availability PAso(t) of repairable systems, substituting PAi(t) to Ri(t). 

This rule can be used to get an upper bound of PAso(t) for the case in which each 
element does not have its own repair crew. However the reliability function for 
repairable systems can not be computed using Boolean methods. 

6.9.2 Static and Dynamic Fault Trees 

A fault tree (Ff) is a graphical representation of the conditions or other factors 
causing or contributing to the occurrence of a defined undesirable event, referred as 
top event [A2.5 (lEe 61025)]. In its original form, as introduced in Section 2.6 (p.76), 
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a fault tree contains only static gates (essentially AND and OR for coherent systems) 
and is thus termed static fault tree. Such a fault tree can handle combinatorial 
events, qualitatively (similar as for an FMEA, Section 2.6) or quantitatively (as with 
Boolean functions, Section 2.3.4). However, as the top event is in general a failure 
at system level, "0" is used for operating and "1" for failure. This is opposite to the 
notation used in Sections 2.2 and 2.3 for reliability investigations based on the 
reliability block diagram. With this notation OR gates represent in fault trees a 
series structure and AND gates a parallel structure with active redundancy (Figs. 
2.14, 6.40- 6.42). In setting up a fault tree, a reliability block diagram can be useful. 
However, fault trees can also easily consider external events. Figure 6.40 gives two 
examples of reliability structures with corresponding static fault trees (see Table 2.1 
and Example 6.30 for computations based on the reliability block diagram and 
Section 6.9.3 for computations based on binary decision diagrams). 

Static fault trees can be used to compute reliability and availability for the case 
of totally independent elements (active redundancy and each element has its own 
repair crew), see e.g. [A2.5 (IEC 61025)]. Reliability computation for the non­
repairable case (up to system failure) using fault tree analysis (FI'A) leads to 

n n 
1- Rso(t) = 1-IT Rit ) or Rso(t) = 1-IT (1- Rit)), (6.298) 

i=l i=l 

for the series structure with independent elements, and to 

for the k-out-of-n active redundancy with identical and independent elements 
(Eqs. (2.17) and (2.23), Ri(t) = 1- Ri(t) = failure probability). For complex 
structures, computation uses binary decision diagrams (based on the Shannon 
decomposition of the fault tree structure function, see Section 6.9.3) or minimal path 
or cut sets (Eqs. (2.42), (2.44)), often supported by computer programs. 

However, because of their basic structure, static fault trees can not handle states 
or time dependencies (in particular standby redundancy or repair strategy). For 
these cases, it is necessary to extend static fault trees, adding so called dynamic 
gates to obtain dynamic fault trees. Important dynamic gates are [2.85, 6.38, A2.5 
(IEC 61025)]: 

• Priority AND gate (PAND), the output event (failure) occurs only if all input 
events occur and in sequence from left to right. 

• Sequence enforcing gate (SEQ), the output event occurs only if input events 
occur in sequence from left to right and there are more than two input events. 

• Spare gate (SPARE), the output event occurs if the number of spares is less 
than required. 
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2-out-of-3 active 

a) 

b) 

Figure 6.40 a) Reliability block diagram and corresponding static fault tree for a 2-out-of-3 active 
redundancy with switch element; b) Functional block diagram and corresponding static fault tree for 
a redundant computer system [6.30]; Note: "0" holds for operating (up) and "1" for failure (down) 

Further gates (choice gate, redundancy gate, warm spare gate)have been suggested, 
e. g. in [6.38]. All above dynamic gates requires a Markov analysis, i. e., states 
probabilities must be computed by a Markov approach (constant failures & repair 
rates), yielding results used as occurrence probability for the basic event replacing 
the corresponding dynamic gate. Use of dynamic gates in dynamic fault tree 
analysis, with corresponding computer programs, has been carefully investigated, 
e. g. in [2.85, 6.36, 6.38]. 

Fault tree analysis (FT A) is an established methodology for reliability and 
availability analysis (emerging in the nineteen-sixties with investigations on 
nuclear power plants). However, the necessity to use Markov approaches to 
solve dynamic gates can limit its use in practical applications. Moreover, PTA has 
the same limits as those of methods based on binary considerations (fault trees, 
reliability block diagrams (RBD), binary decision diagrams (BDD), etc.). However, 
reliability block diagrams and fault trees are valid support in generating transition 
rates diagrams for Markov analysis. So once more, combination of investigation 
tools is often a good way to solve difficult problems. 
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6.9.3 Binary Decision Diagrams 

A binary decision diagram (BDD) is a directed acyclic graph obtained by successive 
Shannon decomposition (Eq. (2.38» of a Boolean function. It applies in particular 
to the structure functions developed in Section 2.3.4 for coherent systems, using 
minimal path or cut sets. This allows for easy computation of the reliability function 
Rso (t) for the nonrepairable case (Eqs. (2.45), (2.47» or point availability PAso (t) 
for repairable totally independent elements (Eqs. (2.45), (2.48». Frequently, BDDs 
are used to compute Rso (t) or PAso (t) for systems completely described by afault 
tree with corresponding fault tree structure function <PIT (~1 , ... , ~n)' <PIT (~1 , ... , ~n) 
follows from a fault tree, see e.g. Figs. 6.41 & 6.42, or from the corresponding reli­
ability block diagram, considering "0" for operating (up) and "I" for failure (down). 

In relation to fault trees, a BDD is constructed starting from the top event, i. e. from 
<PIT (~1 ""'~n)' down to the sink boxes using the Shannon decomposition (Eq. (2.38» 
of the fault tree structure function at the node considered. Each node refers to a vari­
able of <PIT (~1 ""'~n) and has 2 outgoing edges, O-edge for operating and I-edge for 
failure. Input to a node can be one or more outgoing edges from other nodes. The 
BDD terminates in 2 sink boxes labeled 0 for operating (up), 1 for failure (down). 
Indication 0 or 1 and an arrow help to identify the outgoing edge. Figure 6.41 gives 
two basic reliability block diagrams with corresponding fault trees, <P FT, and BDDs. 
Also given are the reliability functions for the nonrepairable case Rso(t) and Rso(t): 

a) 

b) 

To obtain Rso(t), one moves from the top of the BDD following all possible 
paths down to the sink box "0", taking in a multiplicative way Ri(t) or 
Ri(t) = 1- Ri(t) according to the value 0 or 1 assumed by the variable ~i 
considered (similarly for Rso(t), for PAso(t) consider Eq. (2.48) or (2.45». 

l-out-of-2 
active 

Figure 6.41 Basic reliability block diagrams with corresponding fault trees, <PIT' and binary digital 
diagrams ( I; j refers to Ej ; "0" for operating, "1" for failure; R j = R j (t), R j (0) = 1 ) 
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Example 6.30 

Give the reliability function Rso(t) and the point availability PAs oCt) for the system of Fig. 
6.40b, by assuming totally independent elements and using the reliability block diagram's method, 

for simplicity with RVU=RvJ2=Rv2J=Rv2{'Rv' RMJ=RM2 =RM , RpJ =R p2 =Rp. R, (t)= R, . 

Solution 

The reliability block diagram follows from 
the functional block diagram of Fig. 6.40b 
(Section 2.2.2), or from the corresponding 
fault tree (Fig. 6.40b, considering "0" for 
operating (up) and "1" for failure (down». 
As element M3 appears twice in the reliabi­
lity block diagram, computation of the reliability function make use of the key item method given 
in Section 2.3.1, yielding 

Rso = RM3 {2 [(2Rv-R~)Rpl - [(2Rv-R~)Rp12 }RB 

+ (l-RM3 ){2 [(2Rv-R~)RMRpl- [(2Rv-R~)RMRp12 }RB• 
(6.300) 

with Ri =Ri(t), and Ri(O)= 1. Following the assumed totally independence of the elements 
(each of the 10 elements has its own repair crew). the point availability PAso(t) is also given by 
Eq. (6.300) substituting Ri with PAi(t) (PAi = AAi for steady-state or t ~ 00). 

Figure 6.42 considers the basic structures given in Fig. 6.40. The reliability function 
Rso(t) for the nonrepairable case follows, for the structure of Fig. 6.42b, from 

Rso = RB {RM3 [Rp1 RVll + Rpl RVll RV12 + Rp1 RVll RV12Rp2 (RV21 + RV21 RV22 ) 

+ R p1 Rp2 (RV21 + RV21 RV22 )] 

+ RM3 [RM1 RM2 Rp1 (RVltRvllRvI2)+RM/M2RplRvllRvI2Rp2 (Rv2tRv21Rv22) 

+ RMI RM2 R P1 R~ (RV21 + RV21 RV22 )+RM1 R M2 Rpi (RVll+ RVllRvI2) 

+ RMI RM2R~ (RV21+ RV21 RV22 )])' (6.301) 

with Rso=Rso(t), Rj=Rj(f). Rj=l-Rj(t). Setting RDu=RD12=RD21=RD22=RD' 

RMl=RM2=RM' RPl=RP2=Rp, one obtains Eq. (6.300). Similarly, 

Rso = RB + RB{ RM3 [(Rpl RVll R V12 + R p1 )(R~+ Rp2 RV21 R V22 )] 

+ RM3 [RM1 RM2+RMIRM2 (Rpl+RpIRvllRv12)(R~+ R~Rv21Rv22) 

+ RM1RM2(RPl+RplRvllRv12)+RMI RM2 (R~ +Rp2 RV21Rv22)])' (6.302) 

which verify Rso = 1- Rso. Assuming totally independent elements (Section 6.9.1), 
Eq. (6.301) delivers PAso (t) by substituting Rj with PAj(t). 

Evaluation of binary decision diagrams (and fault trees) is generally supported 
by dedicated computer programs, see e. g. [2.32,2.36,2.37,6.63 (2009),6.66]. For hand 
evaluation (e. g. for a great transparency), it is often more favorable to work directly 
with the key item method introduced in Section 2.3.1 (as in Example 6.30). 
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R so as per Eq. (6.302) 

Figure 6.42 Reliability block diagrams with corresponding fault trees, </lIT' and binary digital 
diagrams (BDDs) for the 2 structures of Fig. 6.40 ( ~ i refers to Ei ; "0" holds for operating and 
"I" forfailure; Rso=Rso (f), Rso (0)=1, Ri=Ri (f), Ri (O)=I) 

To consider "1" for operating (up) and "0" for failure (down), as in Sections 2.2 
and 2.3, it is sufficient to change AND with OR and R j with Rj • 
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6.9.4 Event Trees 

Event trees can be used to support and extend effectiveness of failure modes and 
effects analyses introduced in Section 2.6. Event tree analysis (ETA) is a bottom-up 
(inductive) logic procedure combining advantages ofFMEAI FMECA and FTA. 
It applies, in particular, for risk analysis of large complex systems of any type with 
interacting internal and external factors (technical, environmental, human). 
The basic idea is to give an answer to the question what happens if a given ini­
tiating event occurs? The answer is given by investigating propagation of initiating 
events, in particular efficacy of mitigations (barriers) introduced to limit effects of 
the initiating event considered (column 8 in Table 2.6). An initiating event can be a 
fault or an external event (e. g. loss of power, fire, sabotage). A comprehensive list 
of initiating events must be prepared at the begin of the analysis. 

Figure 6.43 shows the basic structure of an event tree for the case of two coupled 
systems (A and B), each with two mitigating factors (barriers) OJ for the initiating 
event ex considered. Each mitigation is successful with Pr{oj} and unsuccessful 
(failure) with Pr{8i} = 1- Pr{Oj}. The probability for the outcome 00 in Fig. 6.43 is 
computed following the path leading to 00 and is given by (Eq. (A6.12)) 

Pr{w} = Pr{ex (')0 Al (')0 A2 (') BBl (') 0B2} = Pr{a} Pr{o Al I ex} Pr {Ii A2 I (ex nli AI)} 

Pr{8Bl I (a(')oAI (')oA2)}Pr{oB2 I (a(')oAI nOA2 n8Bl )}. (6.303) 

Computation of conditional probabilities can be laborious. Substituting 1..0. to Pr{ex} , 

Eq. (6.303) delivers the failure rate (occurrence frequency) of the outcoming event w. 
As for FMEAlFMECA & FT A, time evolution can not be easily considered in ETA. 

An extension like for dynamic FT (Section 6.9.2) is possible. In particular, Pr{Oj} can 
be issued from the top event of an FT, allowing handling of common cause events. 
A standard on event trees analysis is in preparation as IEC 62502 [A2.5]. 

Initiating event (u) 

Figure 6.43 Basic structure of an event tree 

success 
failure 

Outcome 

r---_ffi 
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6.9.5 Petri Nets 

Petri nets (PN) were introduced 1962 [6.35, 6.6] to investigate in particular 
synchronization, sequentiality, concurrency, and conflict in parallel working digital 
systems. Several extensions have been at the origin of a large literature [6.1,6.6,6.8, 
6.30,6.39 (1999),2.37]. Important for reliability investigations was the possibility to 
create algorithmically the diagram of transition rates belonging to a given Petri net. 
With this, investigation of time behavior on the basis of (time-homogeneous) 
Markov processes was open (stochastic Petri nets). Extension to semi-Markov pro­
cess is straightforward [6.8], but less useful for reliability investigations (Sections 
6.3 & 6.4). This section gives an introduction to Petri nets from a reliability analysis 
point of view. A Petri net (PN) is a directed graph involving 3 kind of elements: 

• Places 1l, ... ,Pn (drawn as circles): A place ~ is an input to a transition Tj if 
an arc exist from ~ to Tj and is an output of a transition Tk and 
input to a place Pz if an arc exist from Tk to Pz; places may con­
tain token (black spots) and a PN with token is a marked PN. 

• Transitions T1, ... ,Tm (drawn as empty rectangles for timed transitions or bars 
for immediate transitions): A transition can fire, taking one token 
from each input place and putting one token in each output place . 

• Directed arcs: An arc connects a place with a transition or vice versa and has 
an arrowhead to indicate the direction; multiple arcs are possible 
and indicate that by firing of the involved transition a 
corresponding number of tokens is taken from the involved input 
place (for input multiple arc) or put in the involved output place 
(for output multiple arc); inhibitor arcs with a circle instead of 
the arrowhead are also possible and indicate that for firing 
condition no token must be contained in the corresponding place. 

Firing rules for a transition are: 

1. A transition is enabled (can fire) only if all places with an input arc to the 
given transition contain at least one token (no token for inhibitor arcs). 

2. Only one transition can fire at a given time; the selection occurs according to 
the embedded Markov chain describing the stochastic behavior of the PN. 

3. Firing of a transition can be immediate or occurs after a time interval 'Cij> 0 
(timed PN); 'Cij> 0 is in general a random variable (stochastic PN) with 
distribution function Fij (x) when firing occurs from transition Tj to place Pj 

(yielding a Markov process for Fij(x) = 1-e-J...(/, i.e. with transition rate 
Aij' or a semi-Markov process for Fij (x) arbitrary, with Fij (0) = 0). 

From rule 3, practically only Markov processes (i.e. constant failure and repair rates) 
will occur in Petri nets for reliability applications (Section 6.4.2). Two further 
concepts useful when dealing with Petri nets are those of marking and reachability: 
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A marking M = {ml' ... ,mn } gives the number mi of token in the place P; at a 
given time point and defines thus the state of the PN; M j is immediately 
reachable from Mi if Mj can be obtained by firing a transition enabled by Mi. 

With Mo as marking at time t = 0, M1, ... ,Mk are all the (different) marking 
reachable from Mo; they define the PN states and give the reachability tree, from 
which, the diagram of transition rates of the corresponding Markov model follows. 
Figure 6,44 gives some examples of reliability structures with corresponding PN. 

6.9.6 Numerical Reliability and Availability Computation 

Investigation of large series - parallel structures or of complex systems (for which a 
reliability block diagram does not exist) is in general time-consuming and can 
become mathematically intractable. A large number of computer programs for 
numerical solution of reliability and availability equations as well as for Monte 
Carlo simulation have been developed. Such a numerical computation can be in 
some cases the only way to get results. Section 6.9.6.1 discusses requirements for a 
versatile program for the numerical solution of reliability and availability equations. 
Section 6.9.6.2 gives basic considerations on Monte Carlo simulation and 
introduces an approach useful for rare events. Although appealing, numerical 
solutions can deliver only case-by-case solutions and can causes problems 
(instabilities in the presence of sparse matrices, prohibitive run times for 
Monte Carlo simulation of rare events or if confidence limits are required). 
As a general rule, analytical solutions (Sections 6.2 - 6-6, 6.8) or approximate 
expressions (Sections 6.7, 6.9.7) should be preferred whenever possible. 

6.9.6.1 Numerical Computation of System's Reliability and Availability 

Analytical solution of algebraic or differential/integral equations for reliability and 
availability computation of large or complex systems can become time-consuming. 
Software tools exist to solve this kind of problems. From such a software package 
one generally expects high completeness, usability, robustness, integrity, and 
portability (Table 5,4). The following is a comprehensive list of requirements: 

General requirements: 

1. Support interface with CAD/CAE and configuration management packages. 

2. Provide a large component data bank with the possibility for manufacturer 
and company-specific labeling, and storage of non application-specific data. 

3. Support different failure rate models [2.21 - 2.30]. 

4. Have flexible output (regarding medium, sorting capability, weighting), 
graphic interface, single & multi-user capability, high usability & integrity. 

5. Be portable to different platforms. 



6.9 Alternative Investigation Methods 

l-out-of-2 warm 

a) 
(El =E2=E) 

A+Ar A 

~ 
c) 

J! 

l-out-of-2 active 
repair priority on Ey 

a) (El = E2 = E) 

J! 

b) 

d) 

~ ~ 

285 

MO={I,O,O) 

tTl 
MI ={O,I,O) 

~ ~ 
MO M2 =(O,O,I) 

tT4 
MI 

MO =( I,O,O,O,O) 

~~ 

Figure 6.44 Top: Reliability block diagram (a), diagram of transition rates (c), Petri net (PN) (b), 
and reachability tree (d) for a repairable l-out-of-2 warm redundancy (two identical elements, const. 
failure (A, Ar) and repair ().L) rates, one repair (restoration) crew, Z2 down state, Markov process) 
Bottom: Reliability block diagram (a), diagram of transition rates (c), Petri net (b), and reachability 
tree (d) for a repairable l-out-of-2 active redundancy with two identical elements and switch in 
series (constant failure (A, Ay ) and repair ().L,).Lv) rates, one repair (restoration) crew, repair priority 
on switch, no further failures at system down, ZI' Z3' Z4 down states, Markov process) 
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Specific for nonrepairable (up to system failure) systems: 

1. Consider reliability block diagrams (RBD) of arbitrary complexity and with 
a large number of elements (;;: 1,000) and levels (;;: 10); possibility for any 
element to appear more than once in the RBD; automatic editing of series 
and parallel models; powerful algorithms to handle complex structures; 
constant or time dependent failure rate for each element; possibility to han­
dle as element macro-structures or items with more than one failure mode. 

2. Easy editing of application-specific data, with user features such as: 

• automatic computation of the ambient temperature at component level 
with freely selectable temperature difference between elements, 

• freely selectable duty cycle from the system level downwards, 
• global change of environmental and quality factors, manual selection of 

stress factors for tradeoff studies or risk assessment, manual introduction 
of field data and of default values for component families or assemblies. 

3. Allow reuse of elements with arbitrary complexity in a RBD (libraries). 

Specific for repairable systems: 

1. Consider elements with constant failure rate and constant or arbitrary repair 
rate, i.e., handle Markov and (as far as possible) semi-regenerative processes. 

2. Have automatic generation of the transition rates Pij for Markov model and 
of the involved semi Markov transition probabilities Qij (x) for systems with 
constant failure rates, one repair crew, and arbitrary repair rate (starting e.g. 
from a given set of successful paths); automatic generation and solution of 
the equations describing the system's behavior. 

3. Allow different repair strategies (first-in first-out, one repair crew or other). 
4. Use sophisticated algorithms for quick inversion of sparse matrices. 

5. Consider at least 20,000 states for the exact solution of the asymptotic & 

steady-state availability PAs = AAs and mean time to system failure MITFsi . 

6. Support investigations yielding approximate expressions (macro-structures, 
totally independent elements, cutting states or other, see Section 6.7.1). 

A scientific software package satisfying many of the above requirements has been 
developed at the Reliability Lab. of the ETH [2.50]. Refinement of the requirements 
is possible. For basic reliability computation, commercial programs are available 
[2.51-2.60]. Specialized programs are e. g. in [2.6, 2.18, 2.59, 2.85, 6.23, 6.24, 6.43]; 
considerations on numerical methods for reliability evaluation are e. g. in [2.56]. 

6.9.6.2 Monte Carlo Simulations 

The Monte Carlo technique is a numerical method based on a probabilistic 
interpretation of quantities obtained from algorithmically generated random 
variables. It was introduced 1949 by N. Metropolis and S. Ulman [6.31]. Since this 
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time, a large amount of literature has been published, see e. g. [6.4, 6.13,6.31, A7.18]. 
This section deals with some basic considerations on Monte Carlo simulation useful 
for reliability analysis and gives an approach for the simulation of rare events which 
avoids the difficulty of time truncation because of amplitude quantization of the 
digital number used. 

For reliability purposes, a Monte Carlo simulation can basically be used to 
estimate a value (e. g. an unknown probability) or simulate (reproduce) the 
stochastic process describing the behavior of a complex system. In this sense, a 
Monte Carlo simulation is useful to achieve results, numerically verify an analytical 
solution, get an idea of the possible time behavior of a complex system or determine 
interaction among variables. Two main problems related to Monte Carlo simulation 
are the generation of uniformly distributed random numbers in the interval (0,1) and 
the transformation of these numbers in random variables with prescribed distribution 
function. A congruential relation 

Sn+l = (aS n + b) mod m, (6.304) 

where mod is used for modulo, is frequently used to generate pseudo-random 
numbers (for simplicity, pseudo will be omitted in the following). Transformation 
to an arbitrary distribution function F(x) is often performed with help of the inverse 
function F -l(x), see Example A6.18. The method of the inverse function is simple 
but not necessarily good enough for critical applications. 

A further question arising with Monte Carlo simulation is that of how many 
repetitions n must be run to have an estimate of the unknown quantity within a 
given interval ± € at a given confidence level y. For the case of an event with 
probability p and assuming n sufficiently large as well as p or (1- p) not very small, 
Eq. (A6.152) yields for p known 

t 
( (i+Y)/2)2 (1 ) n= --e- p -p i.e 

t 
-( (i+y)/2)2" - 0 5 n max - 2e lor p - . , (6.305) 

where t (i+y )/2 is the (l + y)/2 quantile of the standard normal distribution; 
for instance, t(l+Y )/2 = 1.645 for y = 0.9 and 1.96 for y = 0.95 (Appendix A9.1). 
For p totally unknown, the value p = 0.5 has to be taken. Knowing the number of 
realizations k in n trials, Eq. (A8.43) can be used to find confidence limits for p. 

To simulate (reproduce) a (time-homogeneous) Markov process, following 
procedure is useful, starting by a transition in state Zj at the arbitrary time t = 0: 

1. Select the next state Zj to be visited by generating an event with probability 

Pij 
Pi' =-, 

IJ Pi 

m m 

j old (Pii == 0), Pi = L Pij, LPij = I, 
j=O,j.,i j=O,j.,i 

(6.306) 

according to the embedded Markov chain (for uniformly distributed random 
numbers sin (0,1) it holds that pr{S:5 x} =x). 
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Figure 6.45 Block diagram of the programmable generator for renewal processes 

2. Find the stay time (sojourn time) in state Zj up to jump to the next state Zj 

by generating a random variable with distribution function (Example A6.18) 

F· ·(x) = 1- e-PjX IJ· • (6.307) 

3. Jump to state Zj . 

Extension to semi-Markov processes is easy [A7.2 (1974 & 1977)]. For semi regen­
erative processes, states visited during a cycle must be considered (e.g. Fig. A7.11). 
The advantage of this procedure is that transition sequence and stay (sojourn) times 
are generated with only a few random numbers. A disadvantage is that the stay 
times are truncated because of the amplitude quantization of F jj (x). 

To avoid truncation problems, in particular when dealing with rare events distri­
buted on the time axis, an alternative approach implemented as hardware generator 
for semi-Markov processes in [A7.2 (1974 & 1977)] can be used. To illustrate the 
basic idea, Fig. 6.45 shows the structure of the generator for renewal processes. The 
generator is driven by a clock At = Ax and consists of three main elements: 

• a generator for (pseudo-) random numbers ~j uniformly distributed in (0,1); 
• a comparator, comparing at each clock the actual random number ~i with Ak 

and giving an output pulse, marking a renewal point, for ~i< Ak; 
• a function generator creating Ak and starting with Al at each renewal point. 

It can be shown (Ak = Wk in [A7.2 (1974 & 1977)]) that for 

Ak = (F(kilx) - F«k -1)ilx)) / (1- F«k -l)ilx)), k =1,2 •...• (6.308) 

the sequence of output pulses is a realization of an ordinary renewal process with 
distribution function F(kilx) for times between successive renewal points. Ak is the 
failure rate of the arithmetic random variable with distribution function F(kilx). 
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Generated random times are not truncated, since the last part of F(kru:) can be ap­
proximated by a geometric distribution (j"k const., Eq. (A6.132)). A software reali­
zation of the generator of Fig 6.45 is easy, and hardware limitations can be avoided. 

The homogeneous Poisson process (HPP), is a particular renewal process 
(Appendix A7.2.5) and can thus be generated (reproduced) with the generator 
given by Fig. 6.45; Ak is constant, and the generated random time interval have 
a geometric distribution. For a nonhomogeneous Poisson process (NHPP) with 
mean value function M(t) = E [v(t)], generation can be based on the considera­
tions given on pp. 509 - 510 (for fixed t = T, generate k according to a Poisson 
distribution with parameter M(t) (Eq. (A7.190)) and then k random variables 
with density rn( t) / M(T); the ordered values are the k occurrence times of the 
NHPP on (0, T)). 

6.9.7 Approximate Expressions for Large Complex Systems: 
Basic Considerations 

Approximate expressions for the reliability and availability of large series-parallel 
structures, which elements E1, E2 , ... , En have constant failure and repair rates 
Ai' Ili' j = l, .. ,n, have been developed in Section 6.7, in particular using macro­
structures (Table 6.10) or totally independen~ elements (Table 6.9). Thereby, based 
on the results obtained for the repairable 1-out-of-2 redundancy (Eqs. (6.88)&(6.94) 
with A r = A), a series, parallel, or simple series - parallel structure is considered as a 
one-item structure with constant failure and repair rates AS, Ils for calculations, and 
integrated into further macro-structures bottom up to system level. 

Expressions for small complex systems, for which a reliability block diagram 
either does not exist or cannot be reduced to a series-parallel structure with 
independent elements, have been carefully investigated in Sections 6.8.2 - 6.8.7, 
assuming no further failures at system down and taking care of imperfect switching, 
incomplete coverage, more than one failure mode, reconfiguration strategy (time 
censored (phased-mission) or failure censored), and common cause failures. 

Investigation methods and tools for large complex systems are still in progress. 
Clustering of states (p. 227) is often possible by conserving exact results. Cutting 
states with more than one failure (p. 227) is applicable, simplify investigations and 
delivers approximate expressions for reliability and availability often sufficient­
ly good in practical applications (see, for instance, the numerical evaluations on 
pp. 235, 265). State merging in Markov transition diagrams is conceivable, but 
basically limited to the case in which transitions from a block of merged states to an 
unmerged state have the same transition rates [6.40]. Also of limited applicability is 
the exploitation of symmetries in Markov transition diagrams [6.32]. 



290 6 Reliability and Availability of Repairable Systems 

A general procedure delivering often useful upper bounds for the mean time to 
failure MITFso and the asymptotic & steady-state availability PAs = AAs at system 
level can be (for coherent systems): 

1. Assume totally independent elements (Section 6.9.1) El,"" En with constant 
failure rates A i and repair rates J.!i = J.!, i = 1, .. , n . 

2. Compute PAs = AAs as per Eq. (2.48), i. e., substituting in the structure 
function <\>(Sl, ... ,Sn) given by Eqs. (2.42) or (2.44), 

PASi = J.! I (lI.i+ J.!), 

for Si (p. 59 bottom). 

i =1, ... ,n, 

3. Compute MITFso from PAs = MTTFs / (MITE's + MITRs) (Eq. (A7.189)) 

i. e. by assuming 

MITRS '" 1IJ.!. 

(6.309) 

(6.310) 

(6.311) 

On the basis of the results obtained for the 1-out-of-2 redundancy (Eqs. (6.88) and 
(6.94) with Ar =A), 

and PAso(t) '" PAs (6.312) 

can often be assumed at system level. To give a touch for the above approxima­
tions, consider a k-out-of-n active redundancy. Comparison of results in Table 6.9 
(or Eq. (6.148)) for totally independent elements (IE) and in Table 6.10 for macro­
structures (MS) with one repair crew and no further failures at system down, yields 

MITFsOIE / MITFsOMS '" (n-k) ! (6.313) 

and 

(6.314) 

Thus, for weak redundancy levels (small values of n-k), the assumption of totally 
independent elements can yield acceptable upper bounds for the mean time to failure 
MITFso and the asymptotic & steady-state availability PAs = AAs at system level. 
However, exact evaluation of the validity of Eqs. (6.310)- (6.312) can be performed 
only on a case-by-case basis, and for very complex systems a dedicated computer 
program or a Monte Carlo simulation remains often the only practicable way to get 
results. 
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