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Preface 

The International Conference on Intelligent Computing (ICIC) was formed to provide 
an annual forum dedicated to the emerging and challenging topics in artificial intelli-
gence, machine learning, pattern recognition, image processing, bioinformatics, and 
computational biology. It aims to bring together researchers and practitioners from 
both academia and industry to share ideas, problems, and solutions related to the mul-
tifaceted aspects of intelligent computing. 

ICIC 2010, held in Changsha, China, August 18-21, 2010, constituted the 6th In-
ternational Conference on Intelligent Computing. It built upon the success of ICIC 
2009, ICIC 2008, ICIC 2007, ICIC 2006, and ICIC 2005 that were held in Ulsan, 
Korea, Shanghai, Qingdao, Kunming and Hefei, China, respectively. 

This year, the conference concentrated mainly on the theories and methodologies 
as well as the emerging applications of intelligent computing. Its aim was to unify the 
picture of contemporary intelligent computing techniques as an integral concept that 
highlights the trends in advanced computational intelligence and bridges theoretical 
research with applications. Therefore, the theme for this conference was “Advanced 
Intelligent Computing Technology and Applications”. Papers focusing on this theme 
were solicited, addressing theories, methodologies, and applications in science and 
technology. 

ICIC 2010 received 926 submissions from 29 countries and regions. All papers 
went through a rigorous peer review procedure and each paper received at least three 
review reports. Based on the review reports, the Program Committee finally selected 
253 high-quality papers for presentation at ICIC 2010, of which 243 papers are in-
cluded in three volumes of proceedings published by Springer: one volume of Lecture 
Notes in Computer Science (LNCS), one volume of Lecture Notes in Artificial Intelli-
gence (LNAI), and one volume of Communications in Computer and Information 
Science (CCIS). The other 10 papers will be included in Neural Computing & Appli-
cations. 

This volume of Lecture Notes in Computer Science (LNCS) includes 84 papers. 
The organizers of ICIC 2010, including Hunan University, Institute of Intelligent 

Machines of Chinese Academy of Sciences, made an enormous effort to ensure the 
success of ICIC 2010. We hereby would like to thank the members of the Program 
Committee and the referees for their collective effort in reviewing and soliciting the 
papers. We would like to thank Alfred Hofmann from Springer for his frank and help-
ful advice and guidance throughout and for his continuous support in publishing the 
proceedings. In particular, we would like to thank all the authors for contributing their 
papers. Without the high-quality submissions from the authors, the success of the 
conference would not have been possible. Finally, we are especially grateful to the 
IEEE Computational Intelligence Society, the International Neural Network Society, 
and the National Science Foundation of China for their sponsorship. 
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Abstract. This paper describes the design of a six-axis force/torque sensor, the 
purpose of which is to provide decoupled and accurate F/T information for the 
closed-loop control of the manipulator system. Firstly, the manipulator system 
and the adopted measuring principle are introduced. Then, a novel static 
component based on dual annulus diaphragms is presented. At last, the 
calibration and decoupling test based on Neural Network (NN) is carried out. 
The results of calibration test show superiority of the structure of the elastic 
component of the developed sensor and the improvement of the calibration 
method.  

Keywords: F/T sensor, calibration, Neural Network, dexterous manipulation, 
elastic component. 

1   Introduction 

Robot applications are widespread in industry such as material-handling, surveillance, 
surgical operations, rehabilitation and entertainment [1]. Of all robotic manipulators, 
besides their architectures and controls, F/T sensors mounted in the manipulators 
deserve special attention in order to perform dexterous and accurate tasks via 
feedback control. If it is to be autonomous, the manipulator system should have 
several kinds of sensors such as stereo vision, joint angle sensor, distance sensor, F/T 
sensor and tactile sensor. Force feedback and control have been discussed from the 
beginning of the robotics research [2] as its importance. A direct and simple method 
to measure the manipulator force is to place an F/T sensor closed to that, so-called 
wrist F/T sensor. Recently, some researchers set up F/T sensors on the finger tip of 
the manipulators, so-called fingertip F/T sensor, to detect more particular force/torque 
information.  Among the F/T sensors, six-dimensional F/T sensor, with the ability of 
detecting three force components along the axes and three torque components about 
the axes, is one kind of the most important sensor in dexterous manipulators.  
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Force sensing has a long research history as the force control and theoretical and 
experimental investigation of the six-axis F/T sensors have been carried out by many 
scholars and researchers. Liu [3] developed a novel six-component force sensor with 
its force-sensing member in the form of four T-shaped beams, Chao [4] presented a 
six-axis force sensor based on cross beams using shape optimal design and finite-
element method, and Kim [5, 6] designed some kinds of six-axis force/torque sensor 
with interference error of less than 2.85% based on cross beams, Kang [7] developed 
a transducer based on the Stewart platform by a closed-form solution of the forward 
kinematics. In the meantime, several six-axis F/T sensors with acceptable 
performances are commercially available by companies such as ATI, JR3, Kistler and 
Futek etc. A major problem in developing F/T sensor is the design of the elastic 
component, which is a main determinant but dependent on the experience of 
designers. Additionally, the theoretical evaluation of the designed F/T sensors and 
their comparative evaluation have not been done sufficiently [2].  Moreover, as all 
multi-axis F/T sensors have some degree of cross coupling, so the calibration and 
decoupling should be perform individually for each F/T sensor [8], which is 
investigated insufficiently either.  

In response to the above needs, we focus our attention on designing a novel six-axis 
F/T sensor for manipulators to enable them to grasp and manipulate objects 
controllably and dexterously by providing systems F/T information about particular 
processes when manipulators interact with the environment. The sensor was newly 
modeled by the elastic body with two E-type membranes to measure the Fx, Fy, Fz, Mx, 
My and four lamellas to measure the Mz. At last, the calibration based on NN and the 
characteristic tests were carried out, which prove the developed sensor possesses of 
positive characteristics such as strong linearity, weak couplings and high sensitivity. 

2   Description of the Manipulator and the Measuring Principle 

Figure 1 represents a 5-DOF serial manipulator in which the first joint axis points up 
vertically, the second joint axis in perpendicular to the first with a small offset, the 
third and fourth joint axes are both parallel to the second, and the fifth joint axis 
intersects the fourth perpendicularly.  A six-axis wrist F/T sensor is mounted at the 
end of the fifth link, and three four-axis fingertip F/T sensors are set up at the ends of 
fingers of the end-effector.  

In the manipulator system, real-time feedback control loop has been developed to 
make sure that the system performs tasks dexterously and accurately. And the 
architecture of the manipulator control system is shown in Fig. 2. To accomplish the 
complex tasks of manipulation, the control system acts as a closed-loop system based 
on feedback data provided by different sensors. The wrist F/T sensor measures the 
three orthogonal force components along the x-, y- and z-axis, and the torques about 
these axes applied on the end-effector. At the same time, the fingertip F/T sensor 
detects more particular information such as tactile and frictional force/torque.  Then 
this information is fed back to the controller in real time for analyzing and decision-
making.  Obviously, the performance of the system is heavily influenced by the need 
for real-time sensing. Therefore, high accurate F/T sensor is desired. 
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Fig. 1. The serial manipulator system featured by wrist and fingertip F/T sensor 

There are a number of methods of detecting the forces and moments applied to an 
object, and the most common is electric measurement technique with strain gauges, 
whose electrical resistance is proportional to its length.  When the strain gauges 
mounted onto the force-sensing element of sensor, they will undergo the changes of 
resistances as the force-sensing element deforms. Gage factor, a fundamental 
parameter about the sensitivity to strain, is defined as: 

/ /

/F

R R R R
G

L L ε
Δ Δ= =
Δ

 (1) 

where R is the original resistance of the strain gauge, L is the original length, andε is 
the strain that  the strain gauge experience. 

 

Fig. 2. Feedback control architecture of the manipulator system 

A bridge circuit always used to measure such small changes in resistances. Full-
bridge circuits, whose four arms are all active strain gages, increase the sensitivity of 
the circuit further.  And its measurement sensitivity is: 

0 E FV V G ε= − ⋅ Δ  (2) 

where V0 is the output of the circuit, Vε is the voltage excitation source. 
When forces in directions Fx, Fy, Fz and moments around the axis Mx, My, Mz are 

applied to the sensor, the outputs of strain gauges attached at various locations will be 
S(S1, S2, S3, ···). Relationship could be expressed as below using detection matrix T: 
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S TF=  (3) 

So, from the sensor outputs, applied forces and moments could be determined and 
calculated by using the inverse matrix of T: 

1F T S−=  (4) 

Finally, as wrist sensors measure forces and moments equivalent forces acting on 
the wrist which differ from the forces and moments applied on the manipulator’s end. 
It is therefore necessary to transform forces from the sensor frame  fs=[fxs fys fzs]

T and 
moments ms=[mxs mys mzs]

T into the end-effector frame fc=[fxc fyc fzc]
T and moments 

mc=[mxc myc mzc]
T [9]: 

0
( )

c
c s s

c c c
c scs s s

f R f
m mS r R R

⎡ ⎤⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (5) 

which requires knowledge of the position rcs
c of the origin of Frame s with respect to 

Frame c as well as of the orientation Rs
c of Frame s with respect to Frame c. And S(*) 

are the skew-symmetric operator. 

3   Design of the Elastic Component 

The elastic component connects the measured and strain gauges in the form of a sense 
organ, and its performances mainly determine the performance of the sensor. A 
drawback of most existing force/torque sensors is high coupled interference among 
axes, especially between Fx and My, Fy and Mx respectively, which need complicate 
and difficult calibration test to get decoupling matrix [8].  
 

 

Fig. 3. A partially cutaway perspective view of the elastic component structure 

In detail, as shown in Fig. 3, the elastic component consists of a base frame, a 
lower diaphragm, a circular loop, an upper diaphragm, a central cylinder that connects 
the lower diaphragm and the upper diaphragm, and four lamellas that connect the 
central hollow cylinder and the circular loop. The upper diaphragm that serve as an 
active sensing portion is sensitive to the moment about the X-axis and Y-axis (Mx, 
My), and the lower diaphragm that serve as an active sensing portion is sensitive to the 
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normal force (Fz) and both tangential force terms (Fx, Fy). On the other hand, the 
lamellas that serve as active sensing portions are responsive to the moment about the 
normal axis (Mz). Fig. 4 (a) shows the photograph of the prototype of the six-axis F/T 
sensor. The prototype is made of aluminum alloy and total diameter and height of the 
sensor is Φ60mm and 35mm, respectively. Twenty-four pieces of strain gauges are 
bonded onto the active sensing portions of the elastic component and form six full 
Wheatstone electrical bridges. The communication and signal-conditioning circuit 
board based on embedded system is integrated in the sensor, as shown in Fig.4 (b).  

 

 

          (a)                                        (b) 

Fig. 4. (a) Prototype of the six-axis F/T sensor; (b) The integrated circuit board of the sensor 

4   Calibration and Decoupling 

Cross-coupling causes the erroneous measurement of some particular axes as a result 
of an actual force or torque applied to another orthogonal axis [10]. Actually, all 
multi-axis force/torque sensors have some degree of cross coupling between 
components.  

The calibration and decoupling procedure of the sensor was performed as follows.  
 

1. Mount the F/T sensor in the center of the calibration platform horizontally with a 
loading hat bolted on its top, as shown in Fig. 5.  

2. Adjust the zero point of the AMPs of the each component of the F/T sensor.  
3. We applied single component of six components through hanging standard 

weights onto the sensor with a cycle series of values from minimum to 
maximum allowed loads within measurement range.  

4. And perform the loading cycle three times for each component. In the meantime, 
recorded the output voltages of the sensitive bridge circuits as samples.  

5. Train the Neural Network with the samples recorded at step 4, as show in Fig. 6. 
The input vector (S= [SFx SFy SFz SMx SMy SMz]

T) are the output voltages of the 
sensitive bridge circuits, and the output vector(F=[Fx Fy Fz Mx My Mz]

T) are the 
real forces/torques outputs of the sensor after decoupling.  

6. After network training, the weight value (W= [wij], i,j=1,2,…,6) is taken as a 
decoupling matrix. As, F=WS·b (6) 
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Comparing formula (4) with Formula (12),  W=T-1 (7) 

So we can obtain decoupling matrix by neural network. 

 

 

Fig. 5. Calibration schematic diagram 

At last, we get the decoupling matrix as following 

 

Fig. 6. Neural network model for wrist force sensor calibration 

6.2939 0.055 0.0352 0.0348 4.756 0.007
0.0466 6.3283 0.0459 4.5078 0.0557 0.0072
0.0375 0.032 0.9309 0.0136 0.0193 0.0093
0.0598 14.755 0.0521 19.3399 0.3772 0.03

14.7681 0.1232 0.0786 0.2420 20.421 0.0299
0.5449 3.1098

W

− −

− − −
−

−
− −

=
−
0.0069 2.4641 0.328 4.207− −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (8) 
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and the deviation value  b=[-0.3134 -0.3022 0.8675 -1.1652 -0.0311 -1.3375]T (9) 

The experimental results, the output curves of the sensor, are shown in Fig.4. Here 
the X-coordinates and Y-coordinates are respectively the sample points of the data 
acquisition system and output of the A/D converter of the system. And when one 
component of six kinds of load calibrated, the others are set at zero.  

After zero adjustment, the maximum interference errors of the Fx, Fy, Fz, Mx, My 
and Mz measurement are 1.4% F.S., 1.3% F.S., 1.5% F.S. and 1.6% F.S., 1.6% F.S., 
1.0% F.S., respectively. So it could be confirmed that the developed wrist force 
sensor is excellent in the maximum error.   

However, the fabricated sensors have the following disadvantages. First, the 
developed sensor the calibration procedure took too much time as the large sum of the 
sampling is needed.  

 

 
(a)                                                                (b) 

 
(c)                                                         (d) 

Fig. 7. Calibration results of the six-DOF F/T sensor: (a) component Fx (similar with Fy);  
(b) component Fz; (c) component Mx (similar with My); (d) component Mz 

5   Conclusion 

This study has endeavored in designing and fabricating a novel six-dimensional force 
sensor (60mm in diameter and 35mm in height) for manipulators with the elastic 
component based on double annulus diaphragm, as shown in Fig. 7. The novel 
structure of the force-sensing element and the calibration procedure based on NN 
make sure it has a relevant performance, and the experiment results demonstrate 
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maximum interference error and nonlinearity error are 1.6% F.S. and 0.17% F.S., 
respectively, and it has results in terms of the high measurement sensitivity, good 
linearity, and weak couplings between dimensions characteristics.  
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Abstract. Extreme Learning Machine (ELM) is a novel learning al-
gorithm for Neural Networks (NN) much faster than the traditional
gradient-based learning techniques, and many variants, extensions and
applications in the NN field have been appeared in the recent literature.
Among them, an ELM approach has been applied to training Time-
Variant Neural Networks (TV-NN), with the main objective to reduce
the training time. Moreover, interesting approaches have been proposed
to automatically determine the number of hidden nodes, which repre-
sents one of the limitations of original ELM algorithm for NN. In this
paper, we extend the Error Minimized Extreme Learning Machine (EM-
ELM) algorithm along with other two incremental based ELM methods
to the time-variant case study, which is actually missing in the related
literature. Comparative simulation results show the the proposed EM-
ELM-TV is efficient to optimally determine the basic network architec-
ture guaranteeing good generalization performances at the same time.

1 Introduction

A fast learning algorithm called Extreme Learning Machine (ELM) introduced
by Huang et al[1,2], has recently caught much attention within the Neural Net-
work (NN) research community. ELM is designed for single hidden layer feed-
forward neural networks (SLFNs): it randomly chooses hidden nodes and then
determines the output weight analytically. However, one of the open problem of
ELM is how to assign the number of hidden neurons, which is the only factor that
needs to be set by users, usually by trial-and-error. The first hidden nodes incre-
ment algorithm for ELM, referred to as Incremental Extreme Learning Machine
(I-ELM)[3], randomly adds nodes to the hidden layer one by one and freezes the
output weights of the existing hidden nodes when a new hidden node is added.
However, due to the random generation of added hidden nodes, some of which
may play a very minor role in the network output and thus may eventually in-
crease the network complexity. In order to avoid this issue, an Enhanced method
for I-ELM, called EI-ELM[4] have been proposed. At each learning step, several
hidden nodes are randomly generated and the one leading to least error is then
selected and added to the network.

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 9–16, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.a3lab.dibet.univpm.it
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Recently, another ELM-based hidden nodes incremental learning algorithm
referred to as Error Minimized Extreme Learning Machine (EM-ELM)[5] was
proposed. It can also add random hidden nodes to SLFNs one by one or even
group by group, with all the previous output weights updated accordingly at
each step. Compared with I-ELM and EI-ELM which keep the output weights
of existing hidden nodes fixed when adding a new hidden node, EM-ELM attain
a much better generalization performance.

Time-Variant Neural Networks(TV-NN) represent a relevant example in the
field of neural architectures working properly in non-stationary environments.
Such networks have time-variant weights, each being a linear combination of a
certain set of basis functions. Titti et al[6], proposed an extended version of the
Back-Propagation(BP) algorithm to suitably train such networks. An Extreme
Learning Machine approach is also developed for TV-NN(ELM-TV-NN), intro-
duced by Cingolani et al[7], accelerating the training procedure significantly.
However, ELM-TV-NN also has the problem to determine the size of network,
e.g. the number of hidden nodes, as ELM does.

In this paper, we attempt to extend I-ELM, EI-ELM and EM-ELM to time-
variant networks, as well as testing and comparing them in 3 different task
scenarios. We will show that similar behavior to the one achievable in the time-
invariant case can be obtained, proving the effectiveness of the algorithm gener-
alization to the TV-NN case study.

Due to the space constraint, we do not present more details for ELM algorithm
and its three related incremental-based variants I-ELM, EI-ELM and EM-ELM.
Please refer to [2,3,4,5] for more information.

2 The ELM Approach for Time-Variant Neural Networks

The application and extension of ELM to the time-variant case has been studied in
[7]. In a time-variant neural network, the input weights, or output weights, or both
are changing through the training and testing time. Each weight can be expressed
as a linear combination of a certain set of basis functions: w[n] =

∑B
b=1 fb[n] · wb,

in which fb[n] is the known orthogonal function at n-th time instant of b-th order,
wb is the b-th order coefficient of the basic function to construct time-variant
weight wn, while B is the total number of the bases preset by user.

If time-variant input weights are introduced in a SLFN, hidden neuron output
function can be rewritten as: hk[n] = g

(∑I
i=0 xi[n] · wik[n]

)
, where wik[n] =∑B

b=1 fb[n] · wb,ik. Similarly, if time-variant output weights are introduced, the
standard output equation can be rewritten as:

∑K
k=1 hk[n] · βkl[n] = tl[n], where

βkl[n] =
∑B

b=1 fb[n] · βb,kl.
To train a TV-NN, {wb,ik} can be randomly generated and then hidden-

layer output matrix H can be computed. However, the values of a set of out-
put weight parameters {βb,kl} can not be so straightforward calculated. Some
transformations are needed. Let us expand the time-variant output weights
βkl[n] and assume the following notation: f [n] = [f1[n], f2[n], . . . , fB[n]]T ∈ RB,
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h[n] = [h1[n], h2[n], . . . , hK [n]]T ∈ RK , βkl = [β1,kl, β2,kl, . . . , βB,kl]T ∈ RB,
β(l) = [β1l, β2l, . . . , βKl] ∈ RB×K , ω(l) = [βT

1l, β
T
2l, . . . , β

T
Kl]

T ∈ RB·K×1. We
can now state:

tl[n] =
K∑

k=1

hk[n] ·
(

B∑
b=1

fb[n] · βb,kl

)
=

K∑
k=1

f [n]T · βkl · hk[n]

= f [n]T · β(l) · h[n] =
(
h[n]T ⊗ f [n]T

)
· ω(l) (1)

where ⊗ denotes the Kronecker product of h[n]T and f [n]T . The last step consists
in: vec(ABC) = (CT ⊗ A)vec(B), (note that vec(tl[n]) = tl[n].) and ω(l) =
vec(β(l)) is the vectorization of the matrix β(l) formed by stacking the columns
of β(l) into a single column vector.

Moreover, we define: G=H∗F, where H = [h[1],h[2], . . . ,h[N ]]T = {hk[n]} ∈
RN×K , F = [f [1], f [2], . . . , f [N ]]T = {fb[n]} ∈ RN×B, ∗ denotes the Khatri-Rao
product of matrices H and F, with h[n]T and f [n]T as their submatrices, respec-
tively. Further assuming that: T = {tl[n]} ∈ RN×L, Ω = [ω(1), ω(2), . . . , ω(L)] ∈
RB·K×L, we get: G ·Ω = T.

Since F is obtained by the type of the basis function predetermined by the
user; H can be calculated once input weight parameters are randomly generated.
Hence we can get G. Similar to the ELM algorithm described in previous section,
the time-variant output weight matrix Ω can be computed by:

Ω̂ = G† ·T (2)

where G† is the MP inverse of matrix G, and consequently, Ω̂ is a set of optimal
output weight parameters minimizing the training error.

3 Proposed Incremental-Based ELM Algorithms for
TV-NN

3.1 I-ELM-TV and EI-ELM-TV

It is proved in [3] and [4] that for one specific output neuron, when the k-
th hidden neuron is added and βk = h̃T

k ·ẽk−1

h̃T
k ·h̃k

, ‖ẽk‖ = ‖t̃ − (t̃k−1 + βkh̃k)‖
achieves its minimum and the sequence {‖ẽk‖} decreases and converges. Note
that βk = h̃T

k ·ẽk−1

h̃T
k
·h̃k

, is a special case of βk = h̃†
kẽk−1 when ẽk−1 and h̃k are

vectors. Actually, the MP generalized inverse of h̃k is just h̃†
k = (h̃T

k · h̃k)−1h̃T
k

For our time-variant case, this can also be extended to matrix computations.

Let δΩk =

⎡⎣ β1,k1, · · · , β1,kL

· · · , · · · , · · ·
βB,k1, · · · , βB,kL

⎤⎦
B×L

and δGk =

⎡⎣ hk[1] · f [1]T

· · ·
hk[N ] · f [N ]T

⎤⎦
N×B

,

(Note Ω =

⎡⎣ δΩ1
· · ·

δΩK

⎤⎦ and G = [δG1, · · · , δGK ].) Similarly, if δΩk = δG†
k · Ek−1,
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‖Ek‖ = ‖T− (Tk−1 + δGkδΩk)‖ achieve its minimum and the sequence {‖Ek‖}
would decrease and converges.

It is noted in [4] that some newly added hidden nodes may make residual error
reduce less than others. In the Enhanced I-ELM method, at any step, among P
trial of hidden nodes, the hidden nodes with greatest residual error reduction is
chosen and added. This method is also applied in this paper.

Hence, we have our time-variant version of I-ELM and EI-ELM. Assume we
have a set of training data {(x[n], t[n])}N

n=1, the target output matrix T, the
residual matrix E, the maximum number of hidden nodes Kmax, and the ex-
pected learning accuracy ε. We get Algorithm 1.

Algorithm 1. I-ELM-TV(in the case of P = 1) and EI-ELM-TV
1: Let k = 0 and residual error E = T,
2: while k < Kmax and ‖E‖ > ε, do
3: Increase by one the number of hidden nodes: k = k + 1;
4: for p = 1 : P do
5: Assign random input weight and bias {w(p)b,ik} for new hidden node;
6: Calculate the hidden layer output submatrix for new hidden node

δG(p) =

⎡⎣ h(p)k[1] · f [1]T
· · ·

h(p)k[N ] · f [N ]T

⎤⎦
N×B

7: Calculate the output weight δΩ(p) for the new hidden node

δΩ(p) = δG†
(p) · E

8: Calculate the residual error after adding the new hidden node k:

E(p) = E − δG(p) · δΩ(p)

9: end for
10: Let p∗ = {p|min1�p�P ‖E(p)‖}.
11: Set E = E(p∗), {wb,ik = w(p∗)b,ik}, and δΩk = δΩ(p∗).
12: end while

13: The output weight matrix would be Ω =

⎡⎣ δΩ1

· · ·
δΩK

⎤⎦
B·K×L

3.2 EM-ELM-TV

Similarly, with certain transformation, Error Minimized ELM approach can also
be extended in time-variant case. Replace H0, δHk, β with G1,δGk, Ω, respec-
tively, we get our time-variant version of EM-ELM. For the sake of presentation
clarity, we only add hidden nodes one by one in our proposed EM-ELM-TV
algorithm, which can be easily generalized to the group-by-group node addition
means.
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Assume we have a set of training data {(x[n], t[n])}N
n=1, the target matrix T,

the residual matrix Ek = GkG
†
kT −T, the maximum number of hidden nodes

Kmax, and the expected learning accuracy ε. We get Algorithm 2.

Algorithm 2. EM-ELM-TV
1: Randomly generate one hidden node.
2: Calculate the time-variant hidden layer output matrix G1 by (??) and (??):

G1 =

⎡⎣ h1[1] · f [1]T
· · ·

h1[N ] · f [N ]T

⎤⎦
N×B

3: Calculate the output error ‖E1‖ = ‖G1G
†
1T − T‖.

4: Let k = 1
5: while k < Kmax and ‖Ek‖ > ε, do
6: Randomly add another hidden node. The corresponding hidden layer output

matrix becomes Gk+1 = [Gk, δGk], where

δGk =

⎡⎣ hk[1] · f [1]T
· · ·

hk[N ] · f [N ]T

⎤⎦
N×B

7: Update the output weight Ω

Dk = ((I− GkG
†
k)δGk)†

Uk = G†
k − G†

kδGkDk

Ω(k+1) = G†
k+1T =

[
Uk

Dk

]
T

8: k = k + 1
9: end while

4 Simulation Results

In this section, we compare I-ELM-TV, EI-ELM-TV and EM-ELM-TV with
ELM-TV in three identification problems. All the data depicted in figures are the
average values of 10 trials. All the programs are run in MATLAB 7.8.0 environ-
ment with Windows Vista, Intel Core2 Duo CPU P8400 2.26GHz. The number
P of trials of assigning random hidden nodes at each step for EI-ELM-TV, is
set to 10. The chosen basis function type for all these time-variant algorithms is
Prolate [6] and the number of bases have been set to 3. Varying the basis func-
tion type and number leads to different performances, but similar comparative
conclusions as those drawn in following subsections can be done: therefore, for
the sake of conciseness, such results have not been reported here.
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4.1 Time-Variant Perceptron System Identification

In the first case, we construct a simple time-variant system: y[n] = g(w[n] ·x[n]),
where g(x) is a sigmoid activation function g(x) = 1

1+e−x , and w[n] is a single
time-variant coefficient, which is combination of 3 prolate function bases, w[n] =∑3

b=1 fb[n] · wb, with setting wb = 0.5, (b = 1, 2, 3). The inputs are normalized
(within the range [−1, 1]).

In the simulation of single perceptron system, hidden neurons are gradually
increase one by one from 1 to 20. Results show that EM-ELM-TV has similar
performance as ELM-TV in terms of testing accuracy and outperforms over I-
ELM-TV and EI-ELM-TV, but reach its minimum accuracy by only about 17
hidden nodes. Though the training time of EM-ELM-TV is more than ELM-
TV when the number of hidden nodes is small, it only increase slightly when
more hidden nodes are added. On the other hand, EI-ELM-TV achieves better
testing accuracy than I-ELM-TV as expected, at the cost of more training time.
Therefore, the incremental ELM algorithms seem not to be effective w.r.t. the
common ELM. It can be justified saying that the simplicity of the addressed
task do not ask for enough hidden nodes to appreciate the effectiveness of the
EM based approach, as it will occur in next simulations.

4.2 Time-Variant MLP System Identification

The system to be identified here is the same with that in [6] and [7]: a time-
variant IIR-buffered MLP with 11 input lines, one 5 neurons hidden layer, one
neuron output layer. The input weights and output weights are combination
of 3 Chebyshev basis functions; the lengths of the input and output TDLs are
equal to 6 and 5 respectively. Note that the output neuron of this system is
not linear, both the hidden neurons and output neuron use tangent sigmoid
activation function.

A wider range of hidden nodes from 1 to 200 are tested in this scenario. The
accuracy performance of EM-ELM-TV is quite the same with that of ELM-
TV, and as the number of hidden nodes becomes larger, the training time of
EM-ELM-TV is much less than that of ELM-TV.

4.3 Time-Variant Narendra System Identification

The next test identification system is a modified one addressed in [8], adding the
coefficients a[n] and b[n] to form a time-variant system, as done in [6] and [7]:

y[n] = a[n] · y[n− 1] · y[n− 2] · y[n− 3] · x[n− 1] · (y[n− 3]− 1) + x[n]
1 + b[n] · (y[n− 3]2 + y[n− 2]2)

(3)

Simulation results for Narendra system are depicted in Fig 1 and Fig 2. For
I-ELM-TV and EI-ELM-TV, better testing accuracies can be achieved gradually
and smoothly as new hidden nodes are added. However, this is not true for ELM-
TV and EM-ELM-TV. When adding new hidden nodes to EM-ELM-TV, the
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training RMSE does decrease, but the testing RMSE may not. We can conclude
from these that I-ELM-TV and EI-ELM-TV produce more stable results than
ELM-TV and EM-ELM-TV in Narendra system, though they converge much
slower. Again, same behavior as in the time-invariant case is recognized.
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The performance comparison in terms of necessary hidden nodes between
ELM-TV and EM-ELM-TV, has also been conducted in these time-variant sys-
tems. The target training RMSE(dB) ε are set as: -40 for perceptron system, -35
for MLP system and -18 for Narendra system. The optimal number of hidden
nodes for ELM-TV is obtained by trial-and-error. Table 1 displays performance
evaluation between ELM-TV and EM-ELM-TV, since I-ELM-TV and EM-ELM-
TV are not able to reach the training goals of them within 500 nodes. Focusing
on the MLP and Narendra Systems case studies for reasons explained above,
results reported in Table 1 prove that EM-ELM-TV has similar generalization
performance and optimal number of hidden nodes attainable with ELM-TV, but
at reduced training time. Therefore, EM-ELM-TV is able to optimally select the

Table 1. Performance Comparisons for the Number(average of 10 trials) of Hidden
Nodes When the Expected Accuracy is Reached

Systems Algorithms Training Testing Hidden
[stop RMSE(dB)] Time (s) RMSE(dB) Nodes

Perceptron [-40] ELM-TV 0.0775 -41.80 13.7
EM-ELM-TV 0.1166 -41.75 13.2

MLP [-35]
ELM-TV 3.0707 -30.69 197.7

EM-ELM-TV 0.3463 -30.07 203.8

Narendra [-18]
ELM-TV 0.2039 -16.13 48.1

EM-ELM-TV 0.1604 -16.75 49.5
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number of hidden nodes more efficiently than the trial-and-error approach typi-
cally used in common ELM-TV, as well as concluded in the time-invariant case.

5 Conclusions

In this paper, we have proposed three incremental-based Extreme Learning Ma-
chine algorithms for Time-Variant Neural Networks training. They are the ex-
tensions of the corresponding time-invariant counterparts and they have been
addressed as I-ELM-TV, EI-ELM-TV and EM-ELM-TV. The main advantage
of the incremental approach consists in automatically determining the number
of hidden nodes, avoiding to use the trial-and-error method typically adopted in
standard ELM. As it occurs in the time-invariant case, the EM method, in con-
trast to the others, is able to get generalization performances comparable to the
original ELM, also significantly reducing the training time (when large number
of hidden nodes are required). Future works are intended to apply the promising
EM paradigm to the optimal selection of the number of bases functions, which
is still assign by the users before TV-NN training.
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Abstract. Some sufficient conditions ensuring existence, uniqueness for a class 
of interval Hopfield neural networks with unbounded delays and reac-
tion-diffusion terms are proposed in this paper. The obtained conditions includ-
ing reaction-diffusion terms are less conservative than the existing results. The 
application of the conditions in practice is illustrated by an example. 

Keywords: Neural networks, Stability, Reaction-diffusion, Unbounded delays, 
Robust. 

1   Introduction  

Many authors have recently dealt with the questions of the global exponential stability 
of Hopfield neural networks (HNN) [1], due to its potential applications in fields 
ranging from signal processing to optimal control and, meanwhile, the studied models 
have become more involved in order to take into account a wide variety of phenomena 
which occur in practice. Time delays, which may destroy the stability of a system 
giving rise to unstable or chaotic dynamics [2], have been introduced in Hopfield neural 
networks since they are unavoidable in implementations, see [3-7]. While they only 
considered that the neural states varied in time. However, strictly speaking, diffusion 
effect cannot be avoided in the neural networks when electrons are moving in asym-
metric electromagnetic field, which could cause instability of the states [10]. The sta-
bility analysis for delayed neural networks with reaction-diffusion terms becomes 
increasingly significant. Wang [6] considered dynamical behavior of HNN with time 
delays and reaction-diffusion terms, and got the 2L -norm global exponential stability 

of HNN for the first time. Thereafter, numerous papers about neural networks with 
reaction-diffusion terms were studied see [7-12]. With regard to the study of the above 
system, the present research results can be classified into two categories: one category 
[7-10] got the existence, uniqueness and stability conditions for the system, but the 
obtained conditions without reaction-diffusion terms were relatively conservative; the 
other [11-12] proposed the stability conditions containing reaction-diffusion terms, but 
did not discuss the existence and uniqueness of solutions. To the best of our knowledge, 
although lots of papers have studied existence and uniqueness of HNN equilibrium 
point with unbounded delays and reaction-diffusion terms, the obtained conditions did 
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not include reaction-diffusion terms. In this paper, we will study the existence, 
uniqueness and global exponential stability of the equilibrium point of HNN with 
reaction-diffusion terms and unbounded delays.  

2   Model Description 

Assuming that mR∈Ω ( here R  denotes real number ) is a compact set with smooth 

boundary Ω∂ , and 0])([mes 2/1

1

2 >=Ω ∑ =

m

k kx . Let ),( xtui  be the state of neural net-

works, Ω∈x , ni ,...,2,1= . Denote )(2 ΩL  the Lebesgue measurable function spaces, i.e. 

∞<= ∫Ω
2/12 )||(|||| 2 dxuu iLi , ni ,...,2,1= . For matrix nnijaA ×= )( , || A  denotes the abso-

lute-value matrix given by nnijaA ×= |)(||| ; for vector n
n Ruuuu ∈= ),...,,( 21 , |||| u  de-

notes a vector norm defined by 2/1

1

2 )||||(|||| 2∑ =
=

n

i Liuu . 

Hopfield neural networks with unbounded delays and reaction-diffusion terms can 
be described as follows: 

    
∑∑ ==
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∂

∂
∂
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∂
∂ n

j jjijii

m

k
k

i
ik

k

i xtugaxtud
x

xtu
D

xt

u
11

)),(([)),(()
),(

(
   

ijj

t

ijij Jdsxsugstqc +−∫ ∞−
])),(()( , 0≥t , ni ,...,2,1= , Ω∈x ,            (1a) 

0),( =
Ω∂

xtui , ni ,...,2,1= , Ω∈x .                                  (1b) 

Where 2≥n  denotes the number of neurons, ),( xtui  represents the state variable of i-th 

neuron, ni ,...,2,1= . 0),( ≥xtDik  denotes diffusion function and 

let }{supmin ,0
1

ikxt
mk

i DΩ∈≥≤≤
=θ , ni ,...,2,1= . )),(( xtud ii  denotes behaved function, 

nnijaA ×= )( , nnijcC ×= )( , represent the weight matrices of the neurons, 
T

nn ugugugug ))(...,),(),(()( 2211=  corresponds to the activation function of neurons. 

),0[),0[: ∞→∞ijq  is piecewise continuous on ),0[ ∞ , and satisfy  

)()(
0

βκβ
ijij

s dssqe =∫
∞

, nji ,...,2,1, = ,                                   (2) 

where )(βκ ij is continuous function in ],0[ δ , 0>δ , and 1)0( =ijκ . iJ  denotes the 

external input on the i-th neuron, let T
nJJJJ ),...,,( 21= . The initial conditions of (1) are 

of the forms ),(),( xsxsu ii φ= , 0≤s , where iφ  is bounded and continuous on ]0,(−∞ , 

ni ,...,2,1= . 

Define interval matrix: AAAaAA nnijI ≤≤== × :)({ , ..ei  },,...,2,1,, njiaaa ijijij =≤≤
 

                                      
CCCcCC nnijI ≤≤== × :)({  ..ei  },...,2,1,, njiccc ijijij =≤≤ , 

let nnijaA ×= )( 00 , nnijcC ×= )( 00 , where |}||,max{|0
ijijij aaa = , |}||,max{|0

ijijij ccc = , 

nji ,...,2,1, = . Let T
nuuuu ),,,( 21
∗∗∗∗ = h  be the equilibrium point of (1). 
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Definition 1. The equilibrium point of (1) is said to be exponentially robustly  
stable if there exist constant 0>M  and 0>λ  such that for all nRJ ∈ , IAA∈   

and ICC ∈ , tuxsMuxtu λφ −∗∗ −≤− e||),(||||),(||  holds, where 0≥t , Ω∈x , 

∑ =−∞∈

∗ −=−
n

i Lii
s

uxsuxs
1

*

]0,(
2

||),(||sup||),(|| φφ .  

Definition 2. [3] A real matrix nnijaA ×= )(  is said to be a M-matrix if 0≤ija , 

nji ,...,2,1, = , ji ≠ , and all successive principal minors of A  are positive. 

Lemma 1. Let mR∈Ω is a compact set, which has smooth boundary Ω∂ . Let Ω∈x , 

kkx ω≤||  ( mk ,...,2,1= ), and )(xui  be a real-valued function belonging to )(1 ΩC and 

0)( =
Ω∂

xui , then dxuudxum i
T
ii ∫∫ ΩΩ

∇∇≤ 22 π , where k
mk

ωπ
≤≤

=
1
max , ni ,...,2,1= . 

The detail proof of lemma 1 can be found in paper [11].  

Assumption A1. For each function id , ni ,...,2,1= , there exists constant 0>iγ  such 

that for all ii vu ≠ , ))(()()(0 2
iiiiiiiii vuvdudvu −−≤−< γ  . 

Assumption A2. Each function jg : RR → , nj ,...,2,1= , is monotone increasing, i.e. there 

exists constant 0>jL  such that for all jj vu ≠ , 2)())](()([0 jjjjjjjjj vuLvuvgug −≤−−≤ . 

Define )](,),(),([)( 21 uHuHuHuH nh=  is a nonlinear map associated with (1), here 
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11

, ni ,...,2,1= .          (3) 

Lemma 2. [3]. If 0)( CuH ∈ satisfies: (i) )(uH  is injective on nR ; (ii) ∞→||)(|| uH  as 

∞→|||| u , then )(uH  is the homeomorphism of nR .  
In the following section, we will give a theorem ensuring (1) has a unique  

equilibrium point. 

Theorem 1. Suppose that Assumption A1-A2 are satisfied, then (1) has a unique 
equilibrium point *u  if for all IAA∈ , ICC ∈ , nRJ ∈ , matrix P is a M-matrix, here 

jij

n

j ijiiii Lcamp )(5.0/ 0

1

02 +−+= ∑ =
πθγ ; jij

n

j ijij Lcap )(5.0 0

1

0 +−= ∑ =
, ni ...,,2,1= . 

Proof. For all IAA ∈ , ICC ∈ , due to P  is a M-matrix, from the property of M-matrix 

[3], we know that there exists 0>iξ  ( ni ,...,2,1= ) such that  

0)(5.0])(5.0/[
1

000

1

02 >+−+−+ ∑∑ == j

n

j jijijjij

n

j ijiii LcaLcam ξγπθξ , 

then for a sufficient small 0>δ , we have 

0)(5.0])(5.0/[
1

000

1

02 >≥+−+−+ ∑∑ ==
δξγπθξ j

n

j jijijjij

n

j ijiii LcaLcam .            (4) 

Consider the map (3) endowed with the norm ∑ ⋅=⋅ 2/12 )||||(|||| 2L
. It is well known 

that if Eq. (3) is homeomorphism on nR , then (1) has a unique equilibrium point. 
First of all, we demonstrate the injective part.  
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When )()( vHuH = , we get the following equation for :...,,2,1 ni =  
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Multiply both sides of (5) by ii vu −  )...,,2,1( ni =  and considering Assumption A1, 

Assumption A2, we get  
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Integrate both sides of (6) on the domain Ω  with respect to x, and from Lemma 1, 
we get 

dxvu iii∫Ω − 2)(γ  
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22πθ , .,...,2,1 ni =     (7) 

Estimation (7) through the use of the Holder inequality and Young inequality leads to 

dxvu iii

2
||∫Ω −γ +−+−−≤ ∫∑ Ω=

dxvuLcam iijij
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1
dxvuLca jjjij
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Moreover  
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Since P is a M-matrix, from the property of M-matrix [3], it follows that 
0|||| 2

2 =−
Lii vu , namely ii vu = , ni ,...,2,1= . So the map 0)( CuH ∈  is injective on nR . 

Next, we will demonstrate ∞→||)(|| uH  as ∞→|||| u . Let )0()()( iii ΗuΗuH −= , 

where ijij
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j ijii JgcadΗ +++−= ∑ =
)0()()0()0(

1
, ,...,,2,1 ni = ..ei  
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It is suffice to show ∞→||)(|| uH  as ∞→|||| u  in order to demonstrate the property 

∞→||)(|| uH  as ∞→|||| u . Multiply both sides of (8) by iu  and integrate it on the do-

main Ω  with respect to x, we get 
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Considering Assumption 1 and in virtue of the Holder inequality and Young ine-
quality, we have  

∫∑∫ Ω=Ω
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Multiply both sides of (10) by iξ  and consider (4), we get  
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Employing Holder inequality for (11), we obtain  

||||.||)(||}{max|||| 1
2 uuHu ini ξδ ≤≤≤ ,  i.e. ||)(||}{max|||| 1 uHu ini ξδ ≤≤≤ . 

Apparently, ∞→||)(|| uH  as ∞→|||| u , which directly implies that ∞→||)(|| uH  as 

∞→|||| u . It can be concluded that )(uH  is a homeomorphism on nR , namely, system 
(1) has unique equilibrium point.                                                                                    □ 

3   Main Results 

In this section, we will establish a family of conditions ensuring global exponential 
robust stability of (1). 

For convenience, we introduce coordinate translation for (1), let *
iii uuz −= , 

ni ,...,2,1= , the system (1) can be rewritten as follows: 

++−
∂
∂

∂
∂=

∂
∂ ∑∑ ==

)),(([)),((]),([
11

xtzfaxtzh
x

z
xtD

xt

z
jj

n

j ijii
k

i
ik

m

k
k

i  

])),(()( dsxszfstqc jj

t

ijij ∫ ∞−
− , 0≥t , ni ,...,2,1= , Ω∈x ,         (12a) 

0),( =
Ω∂

xtzi , ni ,...,2,1= ,                                     (12b) 

where )()),(()),(( ∗∗ −+= iiiiiii uduxtzdxtzh , )()),(()),(( ∗∗ −+= jjjjjjj uguxtzgxtzf . 

The initial condition of (12) is *),(),( iii uxsxs −= φϕ , 0≤≤ sτ , ni ,...,2,1= . Next, we 

will propose some sufficient conditions for (12). 

Theorem 2. Suppose that Assumption A1 and Assumption A2 are satisfied, then the zero 
solution of (12) is globally exponentially robustly stable if for all IAA∈ , ICC ∈ , matrix P  

is a M-matrix, where ∑ =
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Proof. Firstly, from (4), it can be concluded that  
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iV  along (12), we get 
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By Lemma 1, we have 
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substituting (15) into (14), and from AssumptionsA1-A2, we have 
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By using Holder inequality and Young inequality for (16), we get  
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Defining the curve, }0,:)({ >== χχξχζ iiyy , and the sets },0:{)( ζ∈≤≤=Λ yyzzy . 

Let }{min1min ini ξξ ≤≤= , }{max1max ini ξξ ≤≤= . Taking min
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From Definition 1, the zero solution of (12) is globally exponentially robustly sta-
ble, namely, the equilibrium point of (1) is globally exponentially robustly stable. The 
proof is completed.                                                                                                         □ 

4   Example 

Considering the system as follows: 
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lation, we get 11 =θ , 5.12 =θ , 3=π , 2=m .  

Based on that assumptions and the definition of matrix P in Theorem 2, it can be 
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P . Clearly, from Definition 2, we know that P is a 

M-matrix, so the equilibrium point of system (18) is globally exponentially robustly 

stable under the matrices interval.  
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5   Conclusion 

In this paper, applying vector Lyapunov method and M-matrix theory, the analysis of 
existence, uniqueness and global exponential robust stability of the equilibrium point of 
Hopfield neural networks with unbounded delays and reaction-diffusion terms have 
been researched. The obtained sufficient conditions including reaction-diffusion terms 
are less conservative than the previous results. An example is given at last to illustrate 
the practicability of our results. 
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Abstract. In order to solve the difficulty in complicated system control, a new 
direct inverse model control strategy is proposed based on a new improved 
CMAC (Cerebellar Model Articulation Controller) neural network to control a 
kind of nonlinear system with strong hysteresis i.e. continuous-stirred tank 
reactor (CSTR). The idea of credit is introduced to help design a new Improved 
Credit Assigned CMAC (ICA-CMAC) with fast learning speed, which is helpful 
in real time control of CSTR. Simulation results show that the ICA-CMAC based 
method performs faster than conventional CMAC, and is strong in self-learning 
and helpful for improving the nonlinear control performance. 

Keywords: direct inverse model control, neural network, ICA-CMAC, CSTR. 

1   Introduction 

The continuous-stirred tank reactor (CSTR) is a chemical reactor system with highly 
sensitive and nonlinear behavior. It is widely used in the polymerization industry. The 
hysteresis of CSTR has made it difficult to be mathematical modeled precisely, and the 
lack of well-developed nonlinear control techniques has caused difficulties in 
achieving good control performance of polymerization reactors[1]. However, the 
commonly used PID control can not meet the requirements of high precision and fast 
response[2]. In recent years, direct inverse model control, which uses a controller 
whose transfer characteristic is inverse to the plant to be controlled, has been a novel 
technology to the design of control systems with complex, unknown and uncertain 
dynamics. It has been demonstrated that the inverse model control has great potential in 
                                                           
* This work is supported by Zhejiang Nature Science Foundation under Grant Y1080776 and 

National Science Foundation, China under Grant 60702023.  
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controlling nonlinear systems with flexible dynamics[3]. Consequently, the direct 
inverse model control is selected as the control system of CSTR in this paper. 

Neural network is one of the most applied methods in identification and control of 
the nonlinear systems. Along with the development of artificial neural networks, they 
are applied for inverse control of nonlinear systems in many works[4-7]. Since Albus 
proposed the cerebellar model articulation controller (CMAC) in 1975, it has earned 
widespread interest because of its rapid learning convergence. In CMAC, complicated 
nonlinear functions can be represented by referring to a lookup table. However, it still 
needs several cycles to converge when the conventional CMAC is applied[8-9]. 
Therefore, the conventional CMAC needs to improve its learning accuracy to meet the 
requirements of real-time controls. 

Based on this thought, an improved credit assigned CMAC (ICA-CMAC) is 
designed in this paper to accelerate the learning process of conventional CMAC. 
During the simulation of step signal in section 5, we find that ICA-CMAC performs 
five times faster than conventional CMAC and has a higher control precision in the 
initial stage of learning. 

2   The CSTR System 

The continuous-stirred tank reactor (CSTR) is a reactor widely used in industrial 
polymerization. In the experimental setup of CSTR control system of this paper, 
reactants flow through the reactor in a certain rate controlled by the feed pump, heat 
released from reaction is took away by the loop coolant in reactor, and the materials 
have reacted or partial reacted flow out from the reaction kettle continuously.  

By using differential equations to describe the system, mathematical model is 
established as follows: 
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Where 1x  is the reaction conversion rate, 2x  is the reaction temperature, cu  denotes 

output of the controller. aD  is 3.0, β is 1.5, γ is 22.9, H is 2.55, Fu is 1.0, T is 

0.005625. 
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3   Improved Credit Assigned CMAC 

The basic ideas of CMAC are giving an input in the input space, finding the addresses 
of this input in memory locations, calculating the output by summing up the contents of 
the memory locations corresponding to this input, comparing this response value with 
desired value, and modifying the contents of the enabled memory locations according 
to learning algorithm. The training scheme of conventional CMAC is as follows:  

C

sFf
tWtW d

jj

))((
)()1(

−+=+ α                          (3) 

Where df denotes the desired value, )(sF  is the actual output of CMAC, α is the 

learning rate, C  is the generalization parameter. In conventional CMAC, errors are 
equally distributed into all addressed memory locations. In such an updating algorithm, 
previous learned information may be corrupted due to large error caused by unlearned 
information. As a result, when the conventional CMAC is applied, though it has rapid 
learning convergence, it still needs several cycles to converge. Therefore, the 
conventional CMAC is still unable to meet the needs of real-time applications. 

To improve the learning speed of conventional CMAC, [10] proposed the concept of 
credibility (confidence) of the studied knowledge. In its CA-CMAC learning scheme, 
learned times of the addressed (enabled) memory locations are used as the credibility of 
the learned values and the correcting amounts of errors are distributed into the 
addressed memory locations according to the credibility of learned values. ZHU 
Da-qi[11] presented the concept of balanced learning which tries to find the best 
balance between learning of new knowledge and forgetting of old knowledge based on 
[10]. With the ideas of credibility and balanced learning, the learning speed gets 
improved, what makes the online learning possible. 

Enlightened by these ideas, we ameliorate the conventional CMAC training 
algorithm to improve the learning speed. The improved CMAC training algorithm is as 
follows: 
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Where k is the balanced learning constant defined by ZHU Da-qi, )( jft  is the 

learned time of the j th memory location in the t th updating of weight values. )( jft  

is not cleared until the last cycle’s training of the network is finished. Consequently, 
this algorithm can prevent the corruption produced by adjacent unlearned input not 
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only in the same cycle’s training of the network but also in the next one. The basic idea 
of this algorithm is the same as that of [10]: in the process of updating weights, the more 
the memory location learned, the more knowledge it stored, then the higher credibility 
it has, then the less error correction it gets. In what follows, it can be observed that the 
performance of ICA-CMAC is significantly superior to that of conventional CMAC. 

4   ICA-CMAC Network Inverse Control 

Inverse model control can structure and memorize the model of target system, and then 
the corresponding input value can be gained on the basis of the desired value of the 
target system. According to the analysis in section 2, the CSTR system can be described 
as ( , )X F X U= , where the state TxxX ],[ 21= and the controller output ][ cuU = . 

)(F  is a nonlinear function. The aim of inverse model learning control is to train the 

ICA-CMAC to learn the inverse mechanism of the system so as to find the relationship 

between U  and ( X , X ), i.e. 

1( , )U F X X−=                                                      (5) 

Based on this idea, the ICA-CMAC learning control principle can be depicted as 
Figure 1. 

 

 

Fig. 1. Figure of ICA-CMAC inverse control 

 
From figure 1, we can know that proportional control is inducted as the auxiliary 

controller of ICA-CMAC. In this way, the initial dynamic performance of the system 
can be improved to a certain extent. While the system is entering in or close to 
expectation, due to the absolute value of error e  is less, therefore ICA-CMAC 
controller plays the main role rather than proportional control. 
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In addition, there is an additional extremum controller being used as an assistant 
controller to correct fast when the deviation is large, which is according to the 
principles of optimal control. The role of expert coordinator is to switch controller 
according to the current error signal. The operation is depicted as below: 
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To get the solutions of the differential equations in section 2, the fourth order 
Runge-Kutta method is used in this paper. The formula is as follows: 
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In the simulation, with the state 1x  set of sine wave signal and step signal, 

ICA-CMAC network and conventional CMAC are used to control the actual state to 

track the set value. The desired output state vector ds is defined as 

ded ekxkxs ],[],1[ 21 += , )()1( 11 kxkxe ed −+= , where ]1[1 +kx e  is the next 

desired output value. The current output state vector 0s  is defined as 

1210 ,, dxxxs = , ]1[][][ 111 −−= kxkxkdx . 

5   Simulation Results 

Parameters are selected as follows: the maximum of cu  is 4.87，the minimum of cu  is 

0, +e  is 0.01, T is 0.005625, pK  is 200, )]0(),0([ 21 xx  is [0.94, 2.07]. When the  

state 1x  is set for sine wave signal, simulation result of ICA-CMAC is shown in Figure 

2, and the simulation result of conventional CMAC is shown in Figure 3. According to 
the results of Figure 2 and Figure 3, the learning performance of ICA-CMAC is 
significantly superior to that of conventional CMAC. 
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Fig. 2. Simulation result of ICA-CMAC 

 
Fig. 3. Simulation result of conventional CMAC 

 
When the state 1x  is set for the step signal, simulation result of ICA-CMAC is 

shown in Figure 4, and the simulation result of conventional CMAC is shown in Figure 
5. By comparing Figure 4 with Figure 5, it can be concluded that the adjustment time of 
ICA-CMAC is much shorter than that of conventional CMAC. Consequently, it can be 
conclude that ICA-CMAC performs much faster than conventional CMAC. 



 Direct Inverse Model Control Based on a New Improved CMAC Neural Network 31 

 

 
Fig. 4. Simulation result of ICA-CMAC 

 

Fig. 5. Simulation result of conventional CMAC 

From the simulations of sine wave signal and step signal, it can be seen that 
ICA-CMAC applied in direct inverse model control of CSTR can accelerate the 
convergence to achieve the needs of real-time control. 

6   Conclusions 

Inverse control combined with neural network can achieve the dynamic control of the 
nonlinear system. In this paper, a new Improved Credit Assigned CMAC is designed 
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based on the concept of credit assignment. As a result, the learning speed of 
conventional CMAC is improved. And the ICA-CMAC applied in direct inverse model 
control also improves the response speed, which is, therefore, better to meet the 
requirements of real-time controls. In this paper, ICA-CMAC is used for researching of 
CSTR control issues of a class of complicated nonlinear object. During the simulation, 
the new ICA-CMAC network performs much faster than conventional CMAC. The 
simulation results show that the improved CMAC has a faster learning speed and a 
higher precision in the initial stage of learning. 

References 

1. Xu, L., Jiang, J.-P., Zhu, J.: Supervised Learning Control of a Nonlinear Polymerization 
Reactor Using the CMAC Neural Network for Knowledge Storage. IEE Proc.-Control 
Theory Appl. 141(1), 33–38 (1994) 

2. Ying, L., Wen-qi, G., Shao-Bin, W., Zheng-Ping, X.: Study of Adaptive Inverse Control to 
Stale Platform. In: Proc. 2008 International Conference on Computer Science and Software 
Engineering, pp. 807–810 (2008) 

3. Li, J., Jinshou, Y.: Nonlinear Hybrid Adaptive Inverse Control Using Neural Fuzzy System 
And Its Application To CSTR Systems. In: Proceedings of the 4th World Congress on 
Intelligent Control and Automation, Shanghai, P.R.China, June 10-14, pp. 1896–1900 
(2002) 

4. Nazaruddin, Y.Y., Waluyo, J., Hadisupadmo, S.: Inverse Learning Control Using 
Neuro-Fuzzy Approach for a Process Mini-Plant. In: Proc. Physics and Control, St. 
Petersburg, Russia, vol. 1, pp. 247–252 (2003) 

5. Tao, M., Jie, C., Wenjie, C., Fang, D.: Neural Network Based Inverse Control of Systems 
with Hysteresis. In: Proc. Mechtronic and Embedded Systems and Applications, pp. 
353–356 (2008) 

6. Anuradha, D.B., Reddy, G.P., Murthy, J.S.N.: Direct Inverse Neural Network Control of A 
Continuous Stirred Tank Reactor (CSTR). In: Proceedings of the International Multi 
Conference of Engineers and Computer Scientists 2009 IMECS 2009, Hong Kong, 
P.R.China, March 18-20, vol. II (2009) 

7. Salman, R.: Neural Networks of Adaptive Inverse Control Systems. Applied Mathematics 
and Computation 163(2), 931–939 (2005) 

8. Iiguni, Y.: Hierarchical Image Coding Via Cerebellar Model Arithmetic Computers. IEEE 
Transactions on image processing 5(10), 1393–1401 (1996) 

9. Hong, C.M., Lin, C.H., Tao, T.: Grey-CMAC model. In: Proc. ISTED Int. Conf. High 
Technology Power Industry, San Francisco, pp. 39–44 (1997) 

10. Shun, F.S., Ted, T., Hung, T.H.: Credit Assigned CMAC and Its Application to Online 
Learning Robust Controllers. IEEE Trans. on Systems, Man, and Cybernetics-part B: 
Cybernetics 33(2), 202–213 (2003) 

11. Da-qi, Z., Wei, Z.: Nonlinear Identification Algorithm of the Improved CMAC Based on 
Balanced Learning. In: Proc. Control and Decision, vol. 19(12), pp. 1425–1428 (2004) 

12. Ge, Y., Luo, X., Du., P.: A New Improved CMAC Neural Network. In: Proc. CCDC 2010 
(accepted 2010) 

13. Luo, X., Pang, W., Peng, Y.: A New Control Strategy of Artificial Climate Chest 
Temperature and Humidity on Bi-CMAC. In: Proc. 2009 Chinese Control and Decision 
Conference (CCDC 2009), vol. 17(7), pp. 3220–3223 (2009) 

 



 

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 33–40, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Further Research on Extended Alternating 
Projection Neural Network 

Jingen Wang, Yanfei Wang, and Xunxue Cui 

New Star Research Institute of Applied Technology,  
451 Huangshan Road, Hefei, Anhui, China 

wangjingen@126.com 

Abstract. In order to apply the Extended Alternating Projection Neural Net-
work (EAPNN) better in pattern recognition, signal processing and sensor 
network, the paper makes futher research on the EAPNN and deduces several 
important conclusions from the mathematical expression to the steady state 
value of EAPNN, and strict mathematical proofs to these corollaries are also 
given. In addition, the convergent speed of EAPNN has been discussed and 
analyzed. 

Keywords: Alternating projection, neural network, signal processing, sensor 
network, pattern recognition. 

1   Introduction 

Alternating Projection Neural Network(APNN)[1] is firstly proposed by Marks II etc 
at Washington University in the United States. Marks II etc assume N library patterns 
to be linearly independent before they discuss APNN. Thus the interconnect matrix 
can be obtained by letting TT FFFFT 1)( −= ; But in practice it is very difficult to 

ensure that N library patterns are linearly independent, so FF T  can be singular or ill 
conditioned, the aforementioned method for obtaining T will be invalid. Therefore 
Marks II etc present a practical method which includes the case that N library patterns 
aren't linearly independent. However, APNN's convergent condition and its proofs are 
based on the precondition that N library patterns are linearly independent. Then is the 
interconnect matrix obtained by the practical method possible to ensure that APNN is 
stable? If possible, what is stable convergent condition of network used for CAM? In 
addition, all the researches on APNN have been done in the real domain. In order to 
APNN can be widely applied to signal processing, its application scope needs to be 
expanded from the real domain to the complex domain. Is it possible to directly 
expand? If impossible, how do we modify the network? 

Aiming at the above problems, the literature [2] studies APNN thoroughly and 
proposes a new neural network—Extended Alternating Projection Neural Network 
(EAPNN) which functions in the complex domain. The topology architecture and 
association process of EAPNN are the same as those of APNN. In the literature [2] 
the stability of EAPNN has been studied and strict mathematical proofs to its stability 
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has also been given. The literature [3] obtains the mathematical expression to the 
steady state value of EAPNN and gives the sufficient and necessary condition of 
EAPNN used for CAM. 

EAPNN is prone to parallel computation and VLSI design due to its simplicity, 
consequently has a bright future under the real time processing situations. It has been 
applied to the signal processing such as band-limited signal extrapolation[4], notch 
filters[5] and weak signal seperation[6]. In order to expand its application scope and 
apply it better in other field such as pattern recognition and sensor network, we need 
to make  further research on the EAPNN. 

In the paper we will deduce several important conclusions, which can be helpful to 
EAPNN application, from the mathematical expression to the steady state value of 
EAPNN.In addition, we will discuss and analyze the convergent speed of EAPNN. 

 

 

 

 

 

 

 

Fig. 1. Illustration of EAPNN 

2   Extended Alternating Projection Neural Network (EAPNN) 

EAPNN is full-interconnect neural network and its topology architecture is shown in 
Figure1. Assuming that EAPNN is made up of L neurons, the arbitrary neuron i and 

the neuron j are bidirectional connect. Weight ijt  equals jit . Neurons of EAPNN can 

be classified into clamped neurons or floating neurons according to their states. The 

state )(msi  of arbitrary floating neuron i at time m equals ∑
=

−
L

p
ppi mst

1

)1( , the state 

)(ms j  of arbitrary clamped neuron j at time m is equal to )0()1( jj sms ==− . 

The weight-value of network  can be obtained by the following training method. 

2.1   Training Method 

The library matrix F is equal to [ ]Nfff 21
 which is formed by N complex 

patterns of length L: Nfff ,,, 21 . Then the interconnect matrix, T, of EAPNN can 

be obtained by the following weight-learning method: 

2 

L 

1
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(a) Let the interconnect matrix T equal 0, 1←i ; 

(b) ii fTI )( −=ε , where I  is LL ×  identity matrix, if  is complex pattern  used 

for training the neural network; 

(c) if 
iε =0, then if  is already in the subspace T and jump to (d)� else 

i
H
i

H
iiTT εεεε /+← ; 

(d) 1+←ii , if Ni >  then end, else jump to (b). 

From the literature [2] we can learn that the interconnect matrix T obtained by the 

above method equals +FF , where +F  is pseudoinverse of the matrix F. 

2.2   Stability and Steady State Value 

After EAPNN has been trained, it is time to decide which neurons are clamped neu-
rons and which neurons are floating neurons. We can assume without loss of general-
ity that neurons 1 through P are clamped and the remaining Q=L-P neurons are  
floating. At time m=0 clamped neurons are initialized. If the state vector of EAPNN is 

[ ]T
L msmsmsmS )()()()( 21=  at time m, the state vector of clamped neurons is 

)(mS P  and the state vector of floating neurons is )(mS Q , then the state vector of 

EAPNN at time m+1 is 
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Where T is the interconnect matrix, operator η  clamps the states of clamped neurons 

whose states will be altered by T. Thus the whole operating process of EAPNN is that 
operator T and operator η  function by turns. 

In the literature [2] the stability of EAPNN has been studied and detailed proof 
process has been provided. Its stability can be described by the following theorem 1. 

Theorem 1. Assuming that N complex patterns if  of length L form the matrix 

[ ]NfffF 21= , rank of F equals K, the first P rows of F form the matrix 

PF . We can assume without loss of generality that neurons 1 through P are clamped 

and the remaining Q=L-P neurons are floating. At time m=0, the states of all the neu-

rons form vector )0(s  and the states of all the clamped neurons form vector )0(Ps . 

The interconnect matrix T which is created by F is equal to ⎥
⎦

⎤
⎢
⎣

⎡
=+

43

12

TT

TT
FF , where 

4T  

is QQ ×  matrix, then EAPNN is stable. 

What is its steady state value since EAPNN is stable? In the literature [3] a general 
expression and mathematical proof have been given. It can be denoted by the follow-
ing theorem 2. 
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Theorem 2. The first P elements of inital state vector )0(s  of EAPNN form vector 

)0(Ps , The remaining Q elements form vector )0(Qs , the first P rows of F form the 

matrix 
PF , the remaining Q rows form the matrix QF , )(FRA =  is a subspace en-

closed by all library patterns, B is a set of all vectors whose first P elements form 
)0(Ps , then )(∞s  in the subspace B can be written as follows: 
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3   Several Conclusions of EAPNN 

Theorem 2 obtains a general expression which includes all kinds of situations. From 
the point of view of geometrical relation between two spaces, theorem 2 includes 
three situations, that is:(1) the two spaces don't intersect;(2) the intersection of the two 
spaces results in a linear variety of positive dimension;(3) the two spaces intersect at a 
unique point. From the point of view of rank of library matrix, theorem 2 includes 

)()( FrankFrank P =  and )()( FrankFrank P ≠ . 

By studying the general expression in theorem 2 we can deduce several important 
corollaries as follows: 
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Since 0))((0)( =−⇒=− +++
PPQPPQ FFIFFFIF , we can deduce )(Q

Bs  

)()0( Q
A

P
PQ ssFF , and our proof is complete. 

From the above corollary we can learn that =∞)(Q
As )(∞Q

Bs  is unrelated to 

)0(Qs  while )()( FrankFrank P =  , that is to say, final steady states of the network 

are unrelated to the inital states of the floating neurons. This shows that the steady 
convergent condition of the network used for CAM is to require )()( FrankFrank P = . 

In practice, it is a sufficient and necessary condition according to the conclusions in 
the literature [3].Apparently, when all the rows of F are linearly independent, the 
steady convergent condition of EAPNN agrees with that of APNN. 
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Corollary 3. If )0(s  is linear combination of library patterns, then )0()()( sss BA =∞=∞ .  

Proof. Since )0(s  is linear combination of library patterns, )0(s  can be expressed as 

follows: 

[ ]T
NkkkFkFs 21)0( ⋅=⋅= .Then  kFs P

P ⋅=)0( � kFs Q
Q ⋅=)0( . 

Substitute kFs P
P ⋅=)0(  and kFs Q

Q ⋅=)0(  for the general expression in theorem 2, 

then 

kFFFkFFFkFFFIFFFIFss PPQPPQQPPQPPQ
Q
B

Q
A ⋅+⋅−⋅−−=∞=∞ +++++ )())()(()()(                    

kFFFkFFIFFFIFFFIF PPQPPQPPQPPQ ⋅+⋅−−−= +++++ ))(())()((                    

kFkFFFkFFIF QPPQPPQ ⋅=⋅+⋅−= ++ )(  

)()0()( ∞==⋅=⋅=∞ + P
B

P
PPPP

P
A sskFkFFFs  

Thus )0()()( sss BA =∞=∞ , and our proof is complete. 

Corollary 4. +++

∞→

∞ −−== ))()((lim 44 PPQPPQ
n

n
FFIFFFIFTT . If )()( FrankFrank P = , then 

04 =∞T . 

Proof. From theorem 2, we obtain 

)0())0()0(())()(()( P
PQ

P
PQ

Q
PPQPPQ

Q
B sFFsFFsFFIFFFIFs +++++ +−−−=∞  (6) 
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According to the association process of EAPNN, the state vector of its floating 
neurons can be written as follows after n times association: 

)0()0()( 43

1

0
4

QnP
n

i

iQ
B sTsTTns +=∑

−

=

  (Here define IT =0
4 ) 

Due to randomicity of )0(Ps , we might as well let )0(Ps =0 ， then 

)0()( 4
QnQ

B sTns =     

Thus 

)0()0(lim)( 44
QQn

n

Q
B sTsTs ∞

∞→
==∞  (7) 

Considering (6), (7) and randomicity of )0(Qs , we obtain 

+++

∞→

∞ −−== ))()((lim 44 PPQPPQ
n

n
FFIFFFIFTT  (8) 

Especially if )()( FrankFrank P = , we have 0)( =− +
PPQ FFIF  and   

++− ))(( PPQ FFIF =0, according to the proof process of the corollary 1. Thereby 

04 =∞T , and our proof is complete. 

Suppose that, eigenvalues of the matrix 4T  satisfy 
Qλλλ ≥≥≥ 21

 and 

1)()( +−= PFrankFrankl . According to our research, we conclude that the l-th 

eigenvalue of 4T  must be less than one and the speed of network reaching stable 

solution is related to magnitude of the l-th eigenvalue, more fast the network reach 
stable solution more larger magnitude of the eigenvalue is. When the network is ap-
plied to CAM, we have l=1 due to )()( FrankFrank P = , that is to say, speed of 

network reaching stable solution is related to spectral radius )( 4Tρ  of 4T . Suppose 

that the first P neurons of EAPNN are always clamped neurons, and the remaining Q 
neurons are floating , then )( 4Tρ  is related to P� or related to Q� . )( 4Tρ  decreases 

with the increase of P� or with the decrease of Q� . This conclusion can be theoreti-
cally proved. 

Theorem 3. Suppose that EAPNN have L neurons (L is changeless), and have learned 
a group of library patterns. Assuming that the first P  neurons are clamped and the 
remaining PLQ −=  neurons are floating. Let 4T  denote the interconnect matrix 

formed by weights of all floating neurons, then the spectral radius, )( 4Tρ , of 4T  will 

decrease with increase of P . 
In order to prove the theorem, a definition and a theorem—Courant maximin theo-

rem need to be introduced. 

Definition 1. n

H

H

CX
XX

AXX
XR ∈≠∀= )0(,)(   is called Rayleigh  quotient of the 

matrix A. 
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Courant maximin theorem[7]. Let nλλλ ≥≥≥ 21  be the eigenvalues of an 

nn×  Hermite matrix A .Then  for nk ≤ , )}(max{min
1dim

XR
SXknS

k ∈+−=
=λ  or 

)}(min{max
dim

XR
SXkS

k ∈=
=λ . 

Proof of theorem 5  

when nP =  ( 11 −≤≤ Ln ), let ⎥
⎦

⎤
⎢
⎣

⎡
==

BD

Ct
AT4

, where t  is a real num-

ber, )1(1 −−×∈ nLCC , 1)1( ×−−∈ nLCD , )1()1( −−×−−∈ nLnLCB , then while 

1+= nP , we have BT =4
. Since 44 TT H = , then HCD = (or HDC = ). Accord-

ing to our research eigenvalues of A,B are real number lying in the interval [0,1]. 
Suppose that, eigenvalues of A satisfy nL−≥≥≥ λλλ 21 , eigenvalues of B satisfy 

121 −−≥≥≥ nLμμμ , then 
1)( λρ =A , 1)( μρ =B . Due to randomicity of  n  we only 

need prove 11 )()( μρλρ =≥= BA . 

Suppose that, nLm −=  and 
1−mX  is 1−m  dimensional column vector, mark 

Rayleigh quotient of A and B as )(1 XR  and )( 12 −mXR  respectively,let m dimensional 

column vector ⎥
⎦

⎤
⎢
⎣

⎡
=

−1

0

mX
Y , Thus 

[ ]

[ ]

[ ]
)(

0

0
0

0
0

)( 12
11

11

11

1

1
1

1
1

1
1

1 −
−−

−−

−−

−

−
−

−
−

−
−

=
⋅

=
⋅

⎥
⎦

⎤
⎢
⎣

⎡
⋅

=

⎥
⎦

⎤
⎢
⎣

⎡
⋅

⎥
⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡
⋅

== m
m

H
m

m
H
m

m
H
m

m

mH
m

m

H
m

m
H

H
m

H

H

XR
XX

BXX

XX

BX

CX
X

X
X

XBC

Ct
X

YY

AYY
YR

 
(9) 

Let 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∈∀⎥
⎦

⎤
⎢
⎣

⎡
== −

−
−

1
1

1

0 m
m

m

CX
X

YW , 
1W  is one dimensional subspace of W, 

1S  is one dimensional subspace of mC , 2S  is one dimensional subspace of 1−mC . 

Since }{ }{ 1dim1dim 1111 =⊂= SSWW , then 

)}(min{max)}(min{max 1
1dim

1
1dim 1111

XRXR
WXWSXS ∈=∈=

≥  (10) 

According to defines of 
21, SW  and formula (10) we obtain 

1WX ∈∀ , 2 S∃ , 21 SXm ∈− , )()( 121 −= mXRXR , and 21 SX m ∈∀ − , 1 W∃ , 1WX ∈ , 

)()( 112 XRXR m =− , So right hand side of formula (10) equals  

)}(min{max 12
1dim 212

−∈= −
m

SXS
XR

m

 (11) 

Left hand side of formula 6) equals 1λ , formula (7) equals
1μ , from courant 

maximin theorem, we have 
11 μλ ≥ , namely )()( BA ρρ ≥ , and our proof is complete. 
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4   Peroration 

EAPNN is prone to parallel computation and VLSI design due to its simplicity, 
consequently has a bright future under the real time processing situations. It has been 
applied to the signal processing such as band-limited signal extrapolation, notch 
filters and weak signal seperation. In order to expand its application scope and apply 
it better in other field such as pattern recognition and sensor network, the paper makes  
further research on the EAPNN, deduces several important conclusions, which can be 
helpful to EAPNN application, from the mathematical expression to the steady state 
value of EAPNN,discusses and analyzes the convergent speed of EAPNN. All the 
conclusions are obtained by strict mathematical deduction. 
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Global Synchronization in an Array of Hybrid
Coupling Neural Networks with Multiple

Time-Delay Components
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School of Information Science and Engineering, Northeastern University,
Shenyang 110004, China

fjneu@163.com

Abstract. In this paper, synchronization problem is investigated for a
new array of coupled neural networks with multiple time-delay compo-
nents. The considered system is more general than those basic mathe-
matical model with single delay. Based on a novel Lyapunov-Krasovskii
functional and the Kronecker product technique, a delay-dependent cri-
terion is derived to ensure the global synchronization. The criteria is
expressed within the framework of linear matrix inequalities, which can
be easily computed and checked. Finally, a typical example with chaotic
nodes is given to illustrate the effectiveness of the proposed result.

Keywords: Global synchronization, Multiple time-delay components,
Kronecker product, Hybrid coupling, Linear matrix inequalities.

1 Introduction

In recent years, there exists much increasing in the study of recurrent neural
networks (NNs) due to its potential applications in various fields. Such as online
optimization, static images processing, pattern recognition, signal processing,
and associative memories. Most of the previous studies have been applied to the
stability analysis, periodic oscillations and dissipativity of such kind of neural
networks [1-4].

However, in such networks, there also exists more complicated dynamics. For
example, the chaotic behavior has been found and investigated in [5-6]. Among all
the issues of such networks, arrays of coupled network may play a crucial role in
the emergence of synchronization phenomena in various fields. For example, they
can be utilized in secure communication, chaos generators design and harmonic
oscillation generation [7-8]. So it is necessary to give the further research on the
arrays of coupled systems, and the synchronization of coupled systems have been
attracted much attention to many researchers.

Meanwhile, time delays inevitably occur in the signal communication among
the neurons, which may lead to the oscillation phenomenon or instability of the
networks. Therefore, the study on the dynamical behavior of the delayed neural
networks is attractive both in theory and in practice. On the other hand, in

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 41–48, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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practical situations, signals transmitted from one point to another may experi-
ence a few network segments, which can possibly induce successive delays due
to variable network transmission conditions. In [9-10], some sufficient conditions
have been proposed to ensure the asymptotic stability of such neural networks.
However, to the best of the author’s knowledge, there is no progress toward solv-
ing the synchronization problems arising from array of coupled networks with
successive delay components.

Motivated by the above discussions, a new model for an array of coupled
neural networks with successive time-varying delays is proposed. By construct-
ing a special L-K functional, we obtain some novel sufficient conditions, which
are expressed in terms of linear matrix inequality. Finally, our main results are
illustrated through some numerical simulation examples.

Notations: Rn is the n-dimensional Euclidean space; Rm×n denotes the set
of m × n real matrices. In represents the n-dimensional identity matrix. The
superscript ”T ” denotes the transpose and the notation X ≥ 0 (respectively,
X > 0 ) means that X is positive semidefinite (respectively, positive definite).
The notation A⊗B stands for the Kronecker product of matrices A and B.

2 Preliminaries

In this paper, the problem of delay-dependent technique for the synchronization
of coupled neural networks with a new delay system is proposed. Consider the
following successive time-delay neural networks:

ẋi(t) =− Cxi(t) + Af(xi(t) + Bf(xi(t− d1(t)− d2(t)))

+ I(t) +
N∑

j=1

L
(1)
ij Γ1xj(t) +

N∑
j=1

L
(2)
ij Γ2xj(t− d1(t)− d2(t)) (1)

where xi(t) = (xi1 (t) , xi2 (t) , · · · , xin (t))T ∈ Rn is the neuron state vector of
the ith network at time t. f(xi(t)) = (f1(xi1(t)), f2(xi2(t)), · · · , fn(xin(t)))T ,
C = diag(c1, c2, . . . , cn) > 0 is the state feedback coefficient, matrix A , B repre-
sent the connection weight matrix. I(t) = (IT

1 (t), IT
2 (t), · · · , IT

n (t))T ∈ Rn is an
external input vector, L(1) = (L(1)

ij )N×N , L(2) = (L(2)
ij )N×N represent the cou-

pling connections, Γ1, Γ2 ∈ Rn×n represent the linking matrix and the discrete-
delay linking matrix. The time delays d1(t) and d2(t) are time-varying differen-
tiable functions which satisfy:

0 ≤ d1(t) ≤ d̄1 < ∞, ḋ1(t) ≤ μ1 < ∞

0 ≤ d2(t) ≤ d̄2 < ∞, ḋ2(t) ≤ μ2 < ∞

and we denote

d(t) = d1(t) + d2(t), d̄ = d̄1 + d̄2, μ = μ1 + μ2
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For simplicity, let x(t) = (xT
1 (t), xT

2 (t), · · · , xT
N (t))T , I(t) = (IT (t), IT (t), · · · ,

IT (t))T , F (x(t)) = (fT (x1(t)), fT (x2(t)), · · · , fT (xN (t)))T , combining with the
signal ⊗ of Kronecker product, model (1) can be rewritten as:

ẋ(t) =− (IN ⊗ C)x(t) + (IN ⊗A)F (x(t) + (IN ⊗B)F (x(t − d1(t)− d2(t)))

+ I(t) + (L(1) ⊗ Γ1)x(t) + (L(2) ⊗ Γ2)x(t− d1(t)− d2(t)) (2)

In the following, some elementary situations are introduced, which play an
important role in the proof of the main result.

Throughout this letter, the following assumptions are needed.

Assumption (H1): the outer-coupling configuration matrices of the neural net-
works satisfy: ⎧⎪⎨⎪⎩

L
(q)
ij = L

(q)
ji ≥ 0, i �= j, q = 1, 2, 3

L
(q)
ii = −

N∑
j=1,j �=i

L
(q)
ij , i, j = 1, 2, · · · , N

Assumption(H2): for any constants σ−
i , σ+

i , the functions are bounded and
satisfy:

σ−
r ≤

fr(xi)− fr(xj)
xi − yj

≤ σ+
r , r = 1, 2, · · · , n

We denote

Δ1 = diag(σ+
1 σ−

1 , · · · , σ+
n σ−

n ), Δ2 = diag(
σ+

1 + σ−
1

2
, · · · , σ+

n + σ−
n

2
)

Next, we give some useful definitions and lemmas.
Definition 1. Model (2) is said to be globally synchronized if the following
holds:

||xi(t)− xj(t)|| = 0, i, j = 1, 2, · · · , N

Lemma 1. For any constant matrix 	 ∈ Rn×n,	T = 	 > 0, scalar ρ > 0 and
vector function 	 : [0, ρ]→ Rn , one has:

ρ

ρ∫
0

	T (s)		(s)ds ≥ (

ρ∫
0

	ds)T	(

ρ∫
0

	ds)

Lemma 2. Let ⊗ denote the notation of Kronecker product. Then, the following
relationships hold:

(1) (αA) ⊗B = A⊗ (αB)
(2) (A + B)⊗ C = A⊗ C + B ⊗ C
(3) (A⊗B)(C ⊗D) = (AC)⊗ (BD)

Lemma 3 [14]: let Ũ = (αij)N×N , P ∈ Rn×n, x = (xT
1 , xT

2 , · · · , xT
N )T , and

y = (yT
1 , yT

2 , · · · , yT
N)T with xk, yk ∈ Rn, (k = 1, 2, · · · , N). If Ũ = ŨT , and each

row sum is zero, then

xT (Ũ ⊗ P )y = −
N∑

1≤i<j

aij(xi − xj)
T
P (yi − yj)
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3 Main Results

In this section, we are in the position to present our main results for synchro-
nization criteria.

Theorem 1: Under assumptions H1,H2, system (2) is globally synchronized if
there exist positive definite matrices Pi > 0(i = 1, 2, 3, 4, 5), Si(i = 1, 2, 3, 4),
three positive definite diagonal matrix J, V, R, such that the following linear
matrix inequalities hold for all 1 ≤ i < j ≤ N :

Ωij =

⎡⎢⎢⎢⎢⎢⎢⎣
Ξ11 0 −NL

(2)
ij P1Γ2 P1A + JΔ2 0 P1B

∗ Ξ22 0 0 V Δ2 0
∗ ∗ −(1− μ)P4 −RΔ1 0 0 RΔ2
∗ ∗ ∗ Ξ44 0 0
∗ ∗ ∗ ∗ Ξ55 0
∗ ∗ ∗ ∗ ∗ −(1− μ)P5 −R

⎤⎥⎥⎥⎥⎥⎥⎦ < 0

(3)

where

Ξ11 = −2P1C − 2NL
(1)
ij P1Γ1 + P2 + d̄1S1 + d̄2S2 − JΔ1

Ξ22 = −(1− μ1)P2 + (1− μ1)P4 − V Δ1

Ξ44 = P3 + d̄1S3 + d̄2S4 − J

Ξ55 = −(1− μ1)P3 + (1− μ1)P5 − V

Proof. Let e = (1, 1, . . . , 1)T , EN = eeT , and U = NIN −EN . We introduce the
following new Lyapunov functional for the coupled complex system:

V (t) = V1(t) + V2(t) + V3(t) + V4(t) (4)

V1(t) = xT (t)(U ⊗ P1)x(t) (5)

V2(t) =

t∫
t−d1(t)

xT (s)(U ⊗ P2)x(s)ds +

t∫
t−d1(t)

FT (x(s))(U ⊗ P3)F (x(s))ds

+

t−d1(t)∫
t−d(t)

xT (s)(U ⊗ P4)x(s)ds +

t−d1(t)∫
t−d(t)

FT (x(s))(U ⊗ P5)F (x(s))ds (6)

V3(t) =

t∫
t−d̄1

t∫
θ

xT (s)(U ⊗ S1)x(s)dsdθ +

t−d̄1∫
t−d̄

t∫
θ

xT (s)(U ⊗ S2)x(s)dsdθ (7)

V4(t) =

t∫
t−d̄1

t∫
θ

F T (x(s))(U ⊗ S3)F (x(s))dsdθ +

t−d̄1∫
t−d̄

t∫
θ

F T (x(s))(U ⊗ S4)F (x(s))dsdθ

(8)
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Calculating the time derivative of V (t) along the trajectories of (2), and noting
that (U ⊗ P1)I(t) = 0, by using Lemma (3), one has:

V̇1(t) =2xT (t)(U ⊗ P1)ẋ(t)

=2
N−1∑
i=1

N∑
j=i+1

{(xi(t)− xj(t))T × [((−P1C −NL
(1)
ij P1Γ1)(xi(t)− xj(t)))

+ P1A(f(xi(t))− f(xj(t))) + P1B(f(xi(t− d(t))) − f(xj(t− d(t))))

−NL
(2)
ij P1Γ2(xi(t− d(t))− xj(t− d(t)))]} (9)

Similarly, calculating the time derivative of V2(t) along the system (2), then
one obtains:

V̇2(t) =
N−1∑
i=1

N∑
j=i+1

[(xi(t)− xj(t))T P2(xi(t)− xj(t))− (1 − μ1)

× (xi(t− d1(t))− xj(t− d1(t)))T P2(xi(t− d1(t))− xj(t− d1(t)))

+ (f(xi(t))− f(xj(t)))T P3(f(xi(t))− f(xj(t))) − (1− μ1)(f(xi(t− d1(t)))

− f(xj(t− d1(t))))T P3(f(xi(t− d1(t)))− f(xj(t− d1(t))))

+ (1− μ1)(xi(t− d1(t))− xj(t− d1(t)))T P4(xi(t− d1(t)) − xj(t− d1(t)))

− (1− μ)(xi(t− d(t)) − xj(t− d(t)))T P4(xi(t− d(t)) − xj(t− d(t)))

+ (1− μ1)(f(xi(t− d1(t)))− f(xj(t− d1(t))))T P5(f(xi(t− d1(t)))

− f(xj(t− d1(t)))) − (1− μ)(f(xi(t− d(t)))− f(xj(t− d(t))))T

× P5(f(xi(t− d(t))) − f(xj(t− d(t))))] (10)

Calculating the time derivative of V3(t), V4(t) along the trajectories of system
(2), with Lemma 1, one has

V̇3(t) ≤
N−1∑
i=1

N∑
j=i+1

[(xi(t)−xj(t))T (d̄1S1)(xi(t)−xj(t)) − (

t∫
t−d̄1

(xi(s)− xj(s))ds)T

× (
1
d̄1

S1)(

t∫
t−d̄1

(xi(s)− xj(s))ds) + d̄2(xi(t)− xj(t))T S2(xi(t)− xj(t))

− (

t−d̄1∫
t−d̄

(xi(s)− xj(s))ds)T (
1
d̄2

S2)(

t−d̄1∫
t−d̄

(xi(s)− xj(s))ds)] (11)

V̇4(t) ≤
N−1∑
i=1

N∑
j=i+1

[(f(xi(t)) − f(xj(t)))T × (d̄1S3)(f(xi(t)) − f(xj(t)))
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− (

t∫
t−d̄1

(f(xi(s))− f(xj(s)))ds)T × (
1
d̄1

S3)(

t∫
t−d̄1

(f(xi(s))− f(xj(s)))ds)

+ (f(xi(t))− f(xj(t)))T × d̄2S4(f(xi(t))− f(xj(t)))

− (

t−d̄1∫
t−d̄

(f(xi(s))− f(xj(s)))ds)T × (
1
d̄2

S4)(

t−d̄1∫
t−d̄

(f(xi(s))− f(xj(s)))ds)] (12)

From the assumption (H2) and reference [11], there exists positive definite
diagonal matrix J, V, R, for any 1 ≤ i < j ≤ N , the following equations are
feasible:[

xi(t)− xj(t)
f(xi(t))− f(xj(t))

]T [
−JΔ1 JΔ2
JΔ2 −J

] [
xi(t)− xj(t)

f(xi(t)) − f(xj(t))

]
+

[
xi(t− d1(t))− xj(d1(t))

f(xi(d1(t)))− f(xj(d1(t)))

]T [
−V Δ1 V Δ2
V Δ2 −V

] [
xi(d1(t))− xj(d1(t))

f(xi(d1(t))) − f(xj(d1(t)))

]

+
[

xi(t− d(t)) − xj(d(t))
f(xi(d(t))) − f(xj(d(t)))

]T [
−RΔ1 RΔ2
RΔ2 −R

] [
xi(d(t)) − xj(d(t))

f(xi(d(t))) − f(xj(d(t)))

]
≤ 0

(13)

From (9)-(13), Let ξij(t) = ((xi(t) − xj(t))T , (xi(t− d1(t)) − xj(t− d1(t)))T ,
(xi(t− d(t))− xj(t− d(t)))T , (f(xi(t))− f(xj(t)))T ,(f(xi(t− d1(t)))− f(xj(t−
d1(t))))T ,(f(xi(t− d(t))) − f(xj(t− d(t))))T )T , then we have

V̇ (t) ≤ ∑N−1
i=1

∑N
j=i+1{(ξij(t))T Ωij(ξij(t))− S1

d̄1
(

t∫
t−d̄1

(xi(s)−xj(s))ds)T (
t∫

t−d̄1

(xi(s)−

xj(s))ds) − S2
d̄2

(
t−d̄1∫
t−d̄

(xi(s) − xj(s))ds)T (
t−d̄1∫
t−d̄

(xi(s) − xj(s))ds) − S1
d̄1

(
t∫

t−d̄1

(f(xi(s)) −

f(xj(s)))T (
t∫

t−d̄1

(f(xi(s))−f(xj(s)))− S2
d̄2

(
t−d̄1∫
t−d̄

(f(xi(s))−f(xj(s)))ds)T (
t−d̄1∫
t−d̄

(f(xi(s))−
f(xj(s)))ds)}
where Ωij is defined as (3), According to Definition 1, it is easily seen that system
(2) is global synchronized. Then the proof is completed.

4 Numerical Examples

In this section, the given results are illustrated by a typical chaotic CNN.

4.1 Chaotic Dynamical Behavior

Consider an 2-dimensional neural network with delay presented in (2):

V̇ (t) = −Cy(t) + Af(y(t)) + Bf(y(t− d1(t)− d2(t))) + I(t) (14)
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where y(t) = (y1(t), y2(t))T ∈ R2 is the state vector of the network, the activa-
tion function f(y(t)) = (f1(y1(t)), f2(y2(t)))T with fi(yi) = 0.2(|yi + 1| − |yi −
1|)(i = 1, 2), obviously, the external input vector I(t) = (0, 0)T ; and the other
matrices are as follows:

C =
[
1 0
0 1

]
, A =

[
1.78 20
0.1 1.78

]
, B =

[
−1.8 0.1
0.1 −1.43

]
,

μ1 = 0.6, μ2 = 0.32, d̄1 = 1, d̄2 = 1, the dynamical chaotic behavior with initial
conditions y1(s) = 0.1, y2(s) = 0.1 is shown in Fig.1.
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Fig. 1. The chaotic trajectory of model (14)
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Fig. 2. Synchronization errors of e1(t)

4.2 The Global Synchronization of Complex System

Now, consider the dynamical system consisting of hybrid coupling model (2),
Choose the following matrix:

L(1) =

⎡⎣−4 2 2
2 −4 2
2 2 −4

⎤⎦ , L(2) =

⎡⎣−2 1 1
1 −2 1
1 1 −2

⎤⎦ , Γ1 =
[
2 0
0 2

]
, Γ2 =

[
1 0
0 1

]
By applying the MATLAB LMI Control Toolbox, the feasible solutions can be
solved as:

P1 =
[

0.0503 −0.0209
−0.0209 1.0491

]
, P2 =

[
0.5680 −0.2930
−0.2930 11.7822

]
, P3 =

[
0.2086 −0.5280
−0.5280 2.0533

]
,

P4 =
[

0.5390 −0.2230
−0.2230 11.0337

]
, P5 =

[
0.1524 −0.2908
−0.2908 1.9874

]
, S1 =

[
0.0179 −0.0790
−0.0790 0.5684

]
,

S2 =
[

0.0170 −0.0790
−0.0790 0.5484

]
, S3 =

[
0.1089 −0.2963
−0.2963 1.3770

]
, S4 =

[
0.1080 −0.2963
−0.2963 1.3670

]
,

According to Theorem 1, the system (2) can achieve global synchronization.
And the synchronization error is illustrated in Fig.2, where ej(t) = (xij(t) −
x1j(t)), i = 2, 3.
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5 Conclusion

In this paper, the coupled neural networks with successive time-delay compo-
nents is proposed. Based on the Lyapunov functional method and Kronecker
product properties, a new criterion has been developed to ensure the dynamical
networks of global synchronization. The derived result, which in term of linear
matrix inequalities, can be easily checked. Finally, a typical chaotic CNN is given
to show the effectiveness of the proposed result.
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Abstract. The human visual system demonstrates powerful image processing 
functionalities. Inspired by the visual system, a spiking neural network is pro-
posed to segment visual images. The network is constructed in the two parts. 
The first part is a spiking neural network which is composed of photon recep-
tors, cone and rod cells, and ON/OFF ganglion cells.  Colour features can be ex-
tracted and passed through different ON/OFF pathways. The second part is a 
BP neural network which is trained to recognize the colour features and seg-
ment the visual image. The network has been successfully applied to segment 
leukocytes from blood smeared images.  

Keywords: Spiking neural networks, image segmentation, visual system, visual 
image.  

1   Introduction 

The human visual system demonstrates powerful image processing functionalities. 
The retina contains complex circuits of neurons that extract salient information from 
visual inputs. Signals from photoreceptors are processed by retinal interneurons, inte-
grated by retinal ganglion cells and sent to the brain by axons of retinal ganglion cells. 
Different cells respond to different visual features, such as light intensity, colour or 
moving objects [1–5]. Mammalian retinas contain approximately 55 distinct cell 
types, each with a different function [1]. Biological evidence shows that the retina 
contains two forms of photosensitive neurons, i.e. rods and cones [6]. Rod cells are 
highly sensitive to light and respond in dim light and dark conditions. Three types of 
cones have primary sensitivity of red, green, and blue lights. Inspired by the roles of 
rods and cones in retina, a spiking neural network model is proposed to separate 
colour images into different colour features which are provided through different 
ON/OFF pathways. An error back-propagation (BP) neural network is trained to 
segment the visual image.  

The remainder of this paper is organized as follows. In Section 2, the architecture of 
the neural network is proposed to extract colour features and a BP neural network is 
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used to identify the colour features and segment the visual image. The spiking neural 
network model is based on simplified conductance-based integrate-and-fire neurons. 
The behaviours of the neural network are governed by a set of equations discussed in 
Section 3. Segmentation algorithms are introduced in Section 4. Experimental results 
are presented in Section 5. Section 6 gives a conclusion and a topic for further study. 

2   Spiking Neural Network Model to Extract Colour Features 

The human visual system performs feature extraction very efficiently. Neuroscientists 
have found that there are various receptive fields from simple cells in the striate cor-
tex to those of the retina and lateral geniculate nucleus [6]. Inspired by the roles of 
rods and cones in retina, a spiking neural network is proposed to extract colour fea-
tures and a colour image is separated by eight ON/OFF pathways. The eight features 
are then used to segment a colour image based on a BP neural network. The architec-
ture of the spiking neural network is shown as in Fig.1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 1. Spiking neural network for eight ON/OFF pathways and BP neural network 

Let the input image dimension be P×Q. A colour pixel in the image is labeled as 
P(x,y), where x=1,2,…,P, y=1,2,…,Q. The output layer is feature classification neu-
rons with the same dimension as input image. The output value of neuron O(x,y) is 
determined by the BP neural network according to outputs of eight ON/OFF ganglion 
cell pathways with receptive fields centred at P(x,y) in the input image. Since biologi-
cal cones have small receptive fields and have high spatial resolution, the small recep-
tive field RCx,y is designed for three types of cones corresponding to three colours R, 
G, and B. Three types of receptive fields for cones are labeled with R, G, and B, 
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which form six ON/OFF pathways. The R receptive field responds to red light. The G 
receptive field responds to green light. The B receptive field responds to blue light. 
Biological rods with large receptive field are sensitive to brightness instead of col-
ours. The N receptive field is designed to simulate rods which respond to gray scale in 
the large receptive field RNx,y and forms two ON/OFF pathways. The eight features 
from the eight ON/OFF pathways are used to train the BP neural network. After train-
ing, the segmentation of the colour image can be drawn in the output image O(x,y). 
Therefore, the neural network can identify specific areas in the colour image. The 
algorithm is detailed in the next sections. 

3   Spiking Neuron Model and Simulation Algorithms 

Considering computational cost, a simplified conductance-based integrate-and-fire 
neuron model is used to simulate the network. Suppose that Px,y(t) represents the 
strength of red light from an image pixel at a point (x, y) at time t. Let Rx,y(t) represent 
the normalized strength i.e. Rx,y(t) = Px,y(t)/Pmax. Suppose that each red photon recep-
tor transfers the red-light strength to a synapse current IR_ON(x,y)(t). The synapse current 
can be represented as follows: 

_ ( , ) , ( )R ON x y x yI R tα=  (1) 

where α is a constant for transformation from the red-light strength to current. For the 
OFF pathway, the synapse current can be represented as follows: 

_ ( , ) ,(1 ( ))R OFF x y x yI R tβ= −  (2) 

where β is a constant for transformation for the OFF pathway. According to the inte-
grate-and-fire neuron model [7-13], the potential of an ON neuron R_ON(x, y) is gov-
erned by the following equation: 

,

,

_ ( , )
_ ( , ) ', ' _ ( ', ')

( ', ')

lateral _ ( *, *) 0
( *, *) *

( )
( ( )) ( )

( ) ,

x y

x y

R ON x y
l l R ON x y x y R ON x y

x y RC

R ON x y
x y RF

dv t
c g E v t w I t

dt

w S t I

∈

∈

= − +

+

∑

∑
 (3) 

where lg is the membrane conductance, El is the reverse potential, _ ( , ) ( )R ON x yv t is the 

membrane potential of the neuron R_ON(x, y), c represents the capacitance of the 
membrane, I0 is simulated by an average current produced by background noise, wlat-

eral is the synapse strength of lateral connections from the neghbourhood neurons, 
RF*

x,y is a set of neighborhood neurons, and _ ( *, *) ( )R ON x yS t is a spike train from 

neighborhood neurons. Wx’,y’ is used to simulate the centre-ON and surround-OFF 
receptive field, which is represented by the following expression. 

2 2 22 2

2 2

( ( ') ( ') )( ') ( ')

', ' 0 1

x x y yx x y y

x yw w e w eδ δ
− + − −Δ− + −− −

= −  
(4) 
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where w0 and  w1 are used to determine the maximal value of the weight distribution, 
δ is a decay constant for the distribution away from the centre point (x,y), Δ is corre-
sponds to the radius of the OFF surround circle.  

If the membrane potential passes a threshold vth, then the neuron generates a spike. 
Let SR_ON(x,y)(t) represent the spike train generated by the neuron such as that: 

( )_ , y

1 _ ( , ) .
( )

0 _ ( , ) .R ON x

if neuron R ON x y fires at time t
S t

if neuron R ON x y does not fire at time t

⎧
= ⎨
⎩

 (5) 

Similar representation is used to SR_OFF(x,Y)(t) for The firing rate for the neuron 
FR_ON(x,y) is calculated by the following expression: 

_ ( , ) _ ( , )
1

( ) ( )
t T

R ON x y R ON x y
t

F t S t
T

+
= ∑  (6) 

By analogy, using synapse current, a firing rate of R_OFF neuron can be obtained. 

_ ( , ) _ ( , )
1

( ) ( )
t T

R OFF x y R OFF x y
t

F t S t
T

+
= ∑  (7) 

For colour green and blue, we can have 

_ ( , ) _ ( , )
1

( ) ( )
t T

G ON x y G ON x y
t

F t S t
T

+
= ∑  (8) 

_ ( , ) _ ( , )
1

( ) ( )
t T

G OFF x y G OFF x y
t

F t S t
T

+
= ∑  (9) 

_ ( , ) _ ( , )
1

( ) ( )
t T

B ON x y B ON x y
t

F t S t
T

+
= ∑  (10) 

_ ( , ) _ ( , )
1

( ) ( )
t T

B OFF x y B OFF x y
t

F t S t
T

+
= ∑  (11) 

Let Nx,y(t) represent the normalized value of the gray scale image at the point (x, y) at 
time t. For neuron N_ON(x,y), we have 

_ ( , ) , ( ).N ON x y x yI N tα=  (12) 
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( )_ , y

1 _ ( , ) .
( )

0 _ ( , ) .N ON x

if neuron N ON x y fires at time t
S t

if neuron N ON x y does not fire at time t

⎧
= ⎨
⎩

 (14) 

The firing rate for the neuron FN_ON (x,y) is calculated by the following expression: 

_ ( , ) _ ( , )
1

( ) ( )
t T

N ON x y N ON x y
t

F t S t
T

+
= ∑  (15) 

Using the synapse current in the OFF pathway, 

_ ( , ) ,(1 ( )).N OFF x y x yI N tβ= −  (16) 

By analog, firing rate of N_OFF neuron can be obtained as follows.   

_ ( , ) _ ( , )
1

( ) ( )
t T

N OFF x y N OFF x y
t

F t S t
T

+
= ∑  (17) 

4.  Segmentation Algorithms 

Suppose O(x,y) is an output of the  BP neural network. Let (FR_ON(x,y), FR_OFF(x,y), 
FG_ON(x,y), FG_OFF(x,y), FB_ON(x,y), FB_OFF(x,y), FN_ON(x,y), FN_OFF(x,y)) represent the input 
vectors of the network. The network is represented by the following expression. 

_ ( , ) _ ( , ) _ ( , ) _ ( , )

_ ( , ) _ ( , ) _ ( , ) _ ( , )

( , ) ( , ,  , ,  

, ,  , )

R ON x y R OFF x y G ON x y G OFF x y

B ON x y B OFF x y N ON x y N OFF x y

O x y NET F F F F

F F F F

=
 (18) 

O(x,y) can be defined as a classification label for a segmentation area. For exam-
ple, this approach is applied to segment leukocytes from a blood smeared image. Four 
label numbers {0, 1, 2, 3} are defined.  “0” represents background in a smear image. 
“1” represents erythrocyte. “2” represents cytoplasm of leukocytes. “3” represents 
nucleus of leukocytes. Biological rods have larger receptive fields than cones. In the 
experiments, the dimension of receptive field RCx,y is set to 5×5 and dimension of 
receptive field RNx,y is 7×7.  These receptive fields can be adjusted according to dif-
ferent images. The larger the receptive fields, the more immune to noise, with trade 
off, loss of sharpness at the border of the leukocytes. In order to train the network, a 
training data set is sampled from four areas i.e. background, erythrocyte, cytoplasm, 
and nucleus areas, and at the same time a classification number for the corresponding 
area is assigned to each sample in the training set. If the network is trained with the 
training data set, the network can identify which area the image pixel belongs to. A 
set of masks is obtained in the output layer. The algorithm for segmentation of leuko-
cytes is as follows. 
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Algorithm 1. Segmentation of leukocytes 
 

1. Load a colour image 
2. For x=3 to P-2 
3.     For y=3 to Q-2 
4.          Calculate eight firing rates. 
5.          Calculate _ ( , ) _ ( , ) _ ( , ) _ ( , )( , ) ( , ,  , ,R ON x y R OFF x y G ON x y G OFF x yO x y NET F F F F=  

             _ ( , ) _ ( , ) _ ( , ) _ ( , ), ,  , )B ON x y B OFF x y N ON x y N OFF x yF F F F . 

6.           Case= (O(x,y)); switch to Case 1 Mask1(x,y)=1; Case 2 Mask2(x,y)=1; 
             case 3 Mask3(x,y)=1; Otherwise Mask0(x,y)=1. 
7.       End for  
8.  End for 

This algorithm gives four Masks corresponding to background, erythrocyte, cyto-
plasm, and nucleus areas. In order to remove noise, the objects with area less than a 
minimum size threshold (e.g. 200 pixels) are removed from Mask0, Mask1, Mask2, 
and Mask3 respectively. Using the following algorithm, four areas can be separated in 
different images. Finally the algorithm 2 is used to obtain four separate areas. 

Algorithm 2. Separate four images 
 

1. Load original image P(x,y) 
2. For x=1 to P 
3.    For y=1 to Q 
4.      P_background(x,y)= Mask0(x,y)* P(x,y). 
5.      P_erythrocyte (x,y)= Mask1(x,y)* P(x,y). 
6.      P_ cytoplasm (x,y)= Mask2(x,y)* P(x,y). 
7.      P_ nucleus (x,y)= Mask3(x,y)* P(x,y). 
8.    End for  
9.  End for 

5    Experimental Results 

The spiking neural network is simulated in Matlab using the Euler method with a time 
step of 0.1 ms. Corresponding to biological neurons [10], the following parameters for 
the network were used in the experiments. vth = -60 mv. El= -70 mv. gl =1.0 μs/mm2. 
c=8 nF/mm2. τ = 4ms. T=400ms. These parameters can be adjusted to get a good 
quality output image. α=4.8. β=11.2. I0=7µA. wLateral=0.01. w0=1. w1=1/3. Δ=1.5. 
δ=1.5. These parameters can be determined by trial/error method according to single 
neuron behaviours. A blood smeared image, which is shown in the left of Fig. 2, pre-
sents to the spiking neural network. Eight images are obtained corresponding to the 
eight ON/OFF pathways as shown in the right of Fig. 2. It can be seen that different 
ON/OFF pathways separate different areas. For example, erythrocytes and cytoplasm  
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areas are difficult to identify in a gray scale image (see White_ON), but they are easly 
identified in both the Red_on and Green_on images. 

Each colour pixel in the input image can be separated into eight values correspond-
ing to eight ON/OFF pathways. The BP network is defined as eight inputs, 6 hidden 
neurons and one output neuron.  Sampling points are obtained as shown in Fig. 3, and 
used to train the BP neural network. The stars indicate sample points for background 
and the target output value of the network is set to ‘0’.  The squares indicate the sam-
ple points for erythrocytes, and the target output value of the network is set to ‘1’. By 
analogy, crosses indicate cytoplasm, and the target output value of the network is set 
to ‘2’. Circles indicate the sample points for nucleus of leukocytes and the target out-
put value of the network is set to ‘3’. A training set is obtained by sampling about 20 
points in each area. The Levenberg-Marquardt optimization is used as the training 
algorithm in this paper. Changes of error rate are shown in the right panel of Fig. 3.  

 

 

Fig. 2. Original smeared image and eight images in the eight ON/OFF pathways 

 

Fig. 3. Sampling points and errors in the training process 

The trained network is applied in algorithm 1 to obtain to obtain Mask0, Mask1, 
Mask2, and Mask3. Mask0 corresponds to background. Using the Matlab function e.g. 
bwareaopen (Mask1, 200), the objects with area less than 200 pixels are regarded as 
noise to be removed from Mask0, Mask1, Mask2, and Mask3. Clear masks are ob-
tained in the left panel of Fig. 4. Applying algorithm 2, the separated images are ob-
tained in the right panel of Fig. 4. 
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   (a) Four masks                               (b) Segmentation                                    

Fig. 4. Results of segmentation 

6   Conclusion and Further Work 

Using eight ON/OFF pathways inspired by the visual system, a spiking neural net-
work is proposed to extract colour features from a visual image. An integrate-and-fire 
spiking neuron model is used to construct and simulate the spiking neural network. As 
multiple colour ON/OFF pathways have been used, it is possible to separate some 
areas with some gray scale values. Owing to the incorporation of lateral connections 
from neighborhood neurons, the network enables feature binding to form similar 
firing patterns. The eight ON/OFF colour values provide specific features to the BP 
neural network to allow it to identify areas. Results show that the approach can be 
successfully applied to segment leukocytes from a blood smeared image. Additionally 
other interesting features such as texture and shape can be easily identified by the 
visual system. Further research will be conducted into developing networks to effi-
ciently extract these features, using the biological retina model as inspiration.  
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Abstract. Hopfield neural network (HNN) is an efficient optimization model, 
but it easily produces random noise. White noise is an ideal model and is more 
convenient in the mathematical analysis. This paper presents a new model of 
Hopfield neural network which is called White Noise Hopfield Neural Network. 
By introducing the white noise to the Hopfield neural network, we analyze the 
impact of noise on the neural network. The examples of the functional optimi-
zation and the traveling salesman problem (TSP) show as long as the appropri-
ate adjustment Signal Noise Ratio (SNR), the performance of Hopfield network 
model for optimization has been greatly improved. 

Keywords: White Noise; Hopfield Neural Network; Optimization Problems. 

1   Introduction 

Many optimization problems arising from science and technology are often difficult 
to solve entirely. Hopfield and Tank first applied the continuous-time, continuous-
output Hopfield neural network (HNN) to solve TSP, thereby initiating a new  
approach to optimization problems. The Hopfield neural network [1], one of the well-
known models of this type, converges to a stable equilibrium point due to its gradient 
decent dynamics; however, it causes sever local-minimum problems whenever it is 
applied to optimization problems [2-6]. In real applications, the Hopfield neural net-
work so easily produces random noise because of its physical characteristics. Based 
on this common phenomenon in real applications, this paper introduces the white 
noise into the Hopfield neural network to simulate the actual application of the noise. 
White noise is the power spectral density in the entire frequency domain uniformly 
distributed noise. Strictly speaking, White noise is an ideal model, since the actual 
noise power spectral density can not have infinitely wide bandwidth, otherwise its 
average power will be infinite, which is physically unattainable. However, the white 
noise is more convenient in the mathematical analysis, so it is a powerful tool for 
system analysis. By means of adjusting the Signal Noise Ratio, this paper analyzes the 
noise impact on system and applies the model to optimization problems. Simulation 
results show that as long as the Signal Noise Ratio under certain range, the system 
still has a good optimization performance. 
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2   The Hopfield Neural Networks with White Noise 

In this paper, the model of the Hopfield Neural Networks with White Noise is de-
scribed as follows. 

( )wU Gn U=  (1) 

01/ 2(1 tanh( / ))wV U U= +  (2) 

( )wV Gn V=  (3) 

Gn( ) AWGN( ,SNR)ξ ξ=  (4) 

where U ，V  is the input and output of the Hopfield Neural Networks respectively, 
wU ， wV  is the input and output which has been interfered by the White Noise, Gn  is 

the function which generates the Gauss White Noise, V  is generated by the nonlinear 
function. In this model, the input and output of the neural networks has been inter-
fered by the Gauss White Noise, the purpose is to study the white noise impact on the 
optimization performance of the Hopfield Neural Networks. 

3   Application in Optimization Problems 

Optimization problem is divided into functional optimization and combinatorial opti-
mization, many practical problems can be converted into one of them to be solved. 
The objects of functional optimization are continuous variables within a certain range, 
while the objects of combinatorial optimization are discrete states in the solution 
space. In order to verify the Hopfield neural network with white noise is effective, it 
will be applied to functional optimization and combinatorial optimization problems 
respectively. 

When using the Hopfield neural networks solve the optimization problems, the first 
should map the problems into a certain states of a kind of neural networks, these 
states may be the solution of the optimization problems; and then construct an Energy 
function E which is suited to the optimization problem. This E should be proportional 
to the cost function of the optimization problem. The general process of the Hopfield 
neural network for solving optimization is as follows: 

 

1. For the unknown problem, select an appropriate representation make the neural 
network output correspond to the solution of the problem. 

2. Construct energy function of the neural network, the minimum value is corre-
sponding to the optimal solution. 

3. From the energy function, we infer the neural network structure, that is, the 
weights of neurons and the bias input. 

4. Establish the networks based on the network structure, the steady state is the opti-
mal solution under certain conditions. 
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3.1   Continuous Function Optimization 

We will use the Hopfield neural network with white noise in functional optimization 
to calculate the following function. The nonlinear optimization problem is as follows: 

2 2 2 2
1 2 1 2 2 1( , ) ( 0.7) [( 0.6) 0.1] ( 0.5) [( 0.4) 0.15]f x x x x x x= − + + + − + +  (5) 

The minimum of the function is 0, which is the global minimum of the objective 
function, and the corresponding coordinates are (0.7, 0.5). There are three local mini-
mums: (0.6, 0.4), (0.6, 0.5) and (0.7, 0.4). 

When the model proposed in this paper to solve the function, the parameters of the 
function to be optimized are set as follows: time step 0.1tΔ = , 1,2 (1) 0.283y = . De-

pending on the Signal Noise Ratio, the time evolution figures of the energy function 
and 1x , 2x  changes are shown as below: 

 

 
(a) 

 
(b) 

Fig. 1. (a) Evolutionary figure of state x1 and state x2 without noisy; (b) Evolutionary figure of 
energy function without noisy 
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From the time evolution of the function, we can see that the network first searches 
from a unstable state, and then begins to search with gradient descent. Finally, the 
network gradually reaches a steady state. The global minimum point is (0.7, 0.5) and 
the minimum value is 0. 

 
(a) 

 
(b) 

Fig. 2. (a) Evolutionary figure of state x1 and state x2 with noisy of SNR=30; (b) Evolutionary 
figure of energy function with noisy of SNR=30 

The global minimum point is (0.7766, 0.4478) and the minimum value is 0.0112. 
 
From the above experimental results, it can be concluded that the noise will cause 

the instability of the network model, and have an impact on the optimal performance. 
Especially when the SNR is less than 50, the noise has a great impact on solving abil-
ity. When the SNR is greater than 90, the noise has little impact on the network 
model, the optimal performance of the network model is close to the ideal environ-
ment without noise. 
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3.2   Application in Combinatorial Optimization 

This paper applies the Hopfield neural network with white noise to 10-city traveling 
salesman problem (TSP). Traveling salesman problem is described as follows: Given 
n cities and the distance between each other, we seek the shortest route through them, 
visiting each once and only once and return the starting point.  
 

 
(a) 

 
(b) 

Fig. 3. (a) Evolutionary figure of state x1 and state x2 with noisy of SNR=50; (b) Evolutionary 
figure of energy function with noisy of SNR=50 

The global minimum point is (0.6983, 0.4990) and the minimum value is 
5.3560e-006. 

An energy function reaching and satisfying all the constraints can be described 
as the following formula [7]. In the formula: xiV represents the x th city will be 
visited after the other ( 1)i −  cities have been visited. xyd is the distance between 

city x and y. Therefore, the global minimum value of E represents a shortest effec-
tive path. 
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Fig. 4. Evolutionary figure of state x1 and state x2 with noisy of SNR=90 

The global minimum point is (0.7000, 0.5000) and the minimum value is 6.2693e-010. 

2 2

, 1
1 1 1 1 1 1 1

1 1
2 2 2

n n n n n n n

xi xi xy xi y i
x i x i x y i

A B D
E V V d V V +

= = = = = = =

⎛ ⎞ ⎛ ⎞= − + − +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑ ∑ ∑ ∑ ∑∑∑  (6) 

This paper adopts the following 10-city unitary coordinates: 
(0.4, 0.4439),(0.2439, 0.1463),(0.1707, 0.2293),(0.2293, 0.716),(0.5171,0.9414), 

(0.8732,0.6536),(0.6878,0.5219),( 0.8488,0.3609),( 0.6683,0.2536),( 0.6195,0.2634). 
The shortest distance of the 10-city is 2.6776, as is seen in Fig.5. 

 

 
Fig. 5. The optimal solution of 10-city TSP 
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Solving the TSP problem with this model, the initialization parameters take the fol-
lowing values: 1A B= = , 1D = , 0 0.02U = , the computer randomly initializes U . 

In the simulation experiment we use different SNR to solve the problem, and then 
summarize the experimental results. The results are shown in the following Table1. 
(VN= valid number; GN= global number; VP= valid percent; GP=global percent.) 

As seen from Table 1, in the ideal case without noise, Hopfield neural network for 
solving TSP problems is easy to get a large number of invalid solution, and when 
introduce the appropriate noise, the capacity of Hopfield neural network to solve TSP 
problems has been improved, particularly control the SNR greater than 80, its optimal 
capabilities is obviously improved, and we also find when the SNR reaches a certain 
level, the optimal performance is not increasing as the SNR, but stable in a range. As 
the SNR is less than 50, the ability of the network model to solve the TSP declines. 
These data indicates that not all of the noise signal is useful, and can not to arbitrarily 
increase or decrease the noise, but should control the noise in a certain range. In prac-
tice, the noise signal should be controlled within a reasonable range, and by adjusting 
other parameters in order to make the network model has the strongest optimal  
performance. 

Table 1. Results of 200 different initial conditions for different SNR on 10-city TSP 

SNR VN GN VP GP 
Non-noise 135 97 67.5% 48.5% 

30 19 1 9.5% 0.5% 
40 84 13 42% 6.5% 
50 126 64 63% 32% 
60 144 92 72% 46% 
70 145 94 72.5% 47% 
80 160 112 80% 56% 
90 151 106 75.5% 53% 

120 149 103 74.5% 51.5% 
150 149 104 74.5% 52% 
180 152 103 76% 51.5% 

4   Conclusions 

In real applications, Hopfield neural network so easily produces noise, and thus affect 
the capacity of the system in different degrees. This paper introduces the white noise 
in the simulation to analyze the white noise impact on the Hopfield neural network. 
By using the Hopfield neural network with white noise in functional optimization and 
combinatorial optimization, we can find the appropriate noise to improve the optimi-
zation ability of Hopfield network is a great help. At the same time, different SNR has 
different effects on the optimal performance of the model. Finding the optimal SNR 
in order to optimize the model's ability to achieve the maximum will be our future 
research directions. 
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Abstract. Virtual Organization File System (VOFS) allows users from different 
virtual organizations sharing and accessing files through the Internet. It is a dy-
namic file sharing system and quite different from conventional file sharing so-
lutions. However, All peers in VOFS are global aware. For maintaining this 
global aware, peers of VOFS need abundant bandwidth and storage space. This 
paper tries to build a new version of VOFS based on DHT to overcome the old 
one’s shortage. Since global aware costs a lot of resources, peers in the new 
DHT-based version of VOFS will not be global aware, each peer just knows part 
of entire namespace. This new version can help VOFS to reduce communication 
burden and balance requirement of storage space and can be tested in actual grid 
system effectively. 

Keywords: Grid, Distributed Hash Table (DHT), Chord, Virtual Organization 
File System(VOFS), P2P network, Peer.  

1   Introduction 
Grid is a base architecture and a burgeoning conception which is developing rapidly in 
modern communication technology. It is defined as relative problems-solving and 
resource-sharing on dynamic virtual organization [1]. For it always faces problems in 
distributed and heterogeneous environment, grid system sets up a virtual lamellate 
layer on the available systems to shield the difference in understratum systems and 
provides the end user a sheer entire namespace [2]. So in distributed Virtual Organi-
zation File System(VOFS), all VO-members know and maintain entire namespace and 
other peers’ status. This duplicated data can accelerates file accessing operation; but 
disk space requirement will be a problem when the file tree grows huge. And com-
munication burden and synchronizing between peers are also problems. Once the 
VOFS file tree is changed, all peers of VOFS have to be notified. In a Distributed 
VOFS which has N peers, an expose operation needs more than 2N messages [3]. It is 
heavy burden for the peer who actives the expose operation, the peer might runs out of 
its bandwidth in short time for sending those notifications. Building a DHT-based 
VOFS can solves these problems mentioned above.  

Distributed Hash Table [4] is a powerful tool, its ring structure with topologies fits 
for files sharing and flow-media transferring very well [5].It is popularly used in P2P 
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networks. By applying DHT, VOFS can splits file tree into parts, and allocates these 
fragments to different peers. Each peer of VOFS keeps part of whole file tree; it can 
balance the space cost and lower the disk space requirement of being a VO-member of 
VOFS. DHT-based VOFS doesn’t like Distributed VOFS, each resource has some 
specific peers to maintain its status, not all peers. By using uniform algorithm, peers in 
VOFS can easily locate the peers who maintain the target resource’s status. If VOFS 
tree map is changed, only peers who related with changed part should be notified and 
update the status. It saves abundant of communication inside VOFS.  

2   Conceiving and Realization of DHT-Based VOFS  

VO-members of DHT-based VOFS share resource with others. There is a hierarchical 
virtual file tree in this system[6], members can expose or unexpose resource into this 
tree, only VO-members has the right to access the tree and exposed resource in this tree. 
One major purpose of building DHT-based VOFS is balancing disk cost of VOFS 
system, two kinds of data in VOFS which consume disk space can be hashed: metadata 
and file resource. We choose only using metadata as DHT’s value. No peer knows 
entire namespace, each peer keeps part of VOFS file tree map.  

Strategy of resource storage is no different with Distributed VOFS. Peers only have 
right to expose and unexpose the resource they own. And the peer who exposes a re-
source has the responsibility of providing access service of this resource. It doesn’t like 
conventional P2P file sharing system which split resource file into parts and distributes 
these parts around whole network[7]-[11].  

2.1  Chord Ring Management  

Chord is a distributed lookup protocol. The main purpose of Chord is providing a ser-
vice that locates target node by a given key. For Chord, consistent hashing is heart. 
Each node in Chord is assigned a key by consistent hash function, consistent hash 
function uses base hash algorithm, e.g. SHA-1, to get the key. Normally, Chord 
chooses hashing node’s IP address to generate the key for a node, each node in Chord 
has its own unique key. Chord makes all nodes into a ring by the numeric order of their 
keys. Node with bigger key is successor of the node with smaller key, and the smaller 
node is its predecessor. 
 

 
Fig. 1. Fingers for nodes 
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To speed up lookup operation, each node in Chord maintains a routing table called 
finger table. The entry with index i in node N’s finger table, it keeps the location of 
node N.successor(2i-1). Figure 1 shows an example of finger table of simple ring.  

DHT-based VOFS utilizes Chord as lookup function. Each peer has its own unique 
ID to identify itself. This ID is generated by hashing peer’s IP address including port 
number, which guarantees no two IDs are the same. Depending on different hash al-
gorithms, the IDs might be geographic related or not. In DHT-based VOFS, we just 
utilize the simple algorithm to generate those IDs, so peers have similar IP addresses 
will be granted close IDs, that means these IDs are geographic related.  

2.2   Storage of VOFS Path  

VOFS path is used to indicate and locate the position of resource in VOFS file tree, and 
also is used to record and generate VO file tree map. There are two database files re-
cording resource location information: local.db and dht.db. 
 

(1) local.db  

Each peer who used exposed resource has this file. It is the connection between prac-
tical resource and VOFS path. The content of this file is a hash map, each entry of this 
hash map has two tuples: local path and VOFS path. Local path represents the location 
of exposed resource in local file system.  

(2) dht.db  

This file is the connection between exposed resource and its host. The content of this 
file is also a hash map. The key of this map is VOFS path of a kind of resource, and the 
DHT_ENTRY is the value. Some information of resource is encapsulated in 
DHT_ENTRY, e.g. host address, resource type (directory or file). 

Peers are completely free to modify the local.db, once a peer exposes or unexposes a 
resource in its local disk; it just adds or removes an entry from the local.db locally. But 
operating dht.db is much more complicated. Unlike local.db, the peer takes responsi-
bility of maintaining the entry of dht.db that represents an exposed resource might not 
be the same peer that exposed the resource. 

Table 1. Metadata table view 

local.db dht.db 

<VOFS_PATH, LOCAL_PATH> <VOFS_PATH, DHT_ENTRY> 

 
Peer maintains DHT entry of a resource is selected by utilizing the same hash algo-

rithm which used to generate peers’ IDs. When a resource is exposed, system grants a 
Resource ID (RID) to it, this RID is generated by hashing resource’s VOFS path. Then 
the DHT entry about this resource is sent to the peer whose ID is bigger and closest to 
this RID. And some replicas of this entry will be sent to the target peer’s successors, 
these replicas are used to improve VOFS’s reliability.  
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When peer joins or leaves, those related DHT entries should be allocated to new 
appropriate peers. New peers for Chord ring don’t actively try to get those DHT entries 
that should be reallocated. When a new peer comes online and joins Chord ring, its 
closest successor browses its dht.db to see whether there are entries should be transmit 
to this new predecessor or not. If these entries exist, successor will transmit these DHT 
entries to the new peer. When peer leaves, it should send all DHT entries stored in it to 
its closest successor before it get offline. And DHT-based VOFS utilizes replicas of 
VOFS path entries to solve peer’s crash, even if a peer crashes, other peers can still find 
DHT entries from its successors.  

2.3   VOFS File Tree Browsing  

We used a new solution to solve tree browsing problem. The main idea of this solution 
is maintaining separate sub-path metadata in VOFS, and using this metadata to provide 
fast and accurate browse service.  

There is a file sub_path.db for storing sub-path metadata; the content of sub_path.db 
is hash map. The key of an entry of sub-path hash map is VOFS path of a resource, and 
the value is that key’s parent path. Table 2 shows an example of sub_path.db.  

There is a strict rule for allocating this sub-path metadata, not any peer can stores 
this kind of metadata. The peer who stores an entry of sub-path metadata is decided by 
the same hash algorithm that is used to generate peer ID and RID. Sub-path metadata is 
created and stored when peer exposes new resource. When a peer tries to expose a new 
resource, VOFS decomposes this new resource’s VOFS path, finds all parent-children 
relationships in this VOFS path, and then allocate these sub-path metadata to corre-
sponding peers. 

For illustrating this solution, here is an example of creating and allocating sub-path 
metadata of a new resource with VOFS path “/user_1/home/a.txt”, and the Chord ring is 
showed in Figure 2. Assumes that peer with ID 100 tries to expose this resource, there 
are three levels hypotaxis in this resource’s VOFS path, and Table 3 shows them. VOFS 
hashes the first sub-path “/user_1/home/a.txt”, and get the RID 9 for this sub-path. From 
Figure 2, we can see peer who has bigger and the closest ID with RID 9 is Peer 12, so 
system allocates the top entry of Table 3 in Peer 12. And similar storing for the left two 
pairs, the peers who store these three path pairs might be same one or not, it depends on 
the hash algorithm. Like other metadata, sub-path metadata also be replicated to enhance 
its reliability, its replicas are allocated to several successors of the host of sub-path 
metadata. Figure 2 gives an illustration of this simple sub-path disposal.  

Table 2. Example of subpath.db        Table 3.  Hypotaxis pairs of “/ user_1/home/a.txt” 

Key Value 

/user_1/home/a.txt /user_1/home 

/user_1/home/picture /user_1/home 

Sub-path Parent Path 

/user_1/home/a.txt /user_1/home 

/user_1/home /user_1 

/user_1 / 
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When a peer tries to observe a directory, like “/user_1”, it sends a query to the peer 
who has the closest and bigger peer ID to the path “/user_1”’s resource ID. Once a peer 
receives the query, it observes its sub_path.db to see whether it has queried metadata of 
path “/user_1” or not, and sends the result back to the requester. 
 

 
Fig. 2. Example of disposal subpath metadata 

2.4   File Storage and Access  

File Storage is completely borrowed from the Distributed VOFS. Only the peer who 
owns the resource has right to expose or unexpose the resource. The exposed resource 
is not copied to other peers in VOFS during the exposing process, it only be cached 
when a peer of VOFS tries to get it.  

DHT-based VOFS file accessing is just like Distributed VOFS, the only thing that is 
modified is the way how to locate the peer who hosts target resource. In DHT-based 
VOFS, most of time peers have to query other peers to get metadata of target resource, 
and then use this metadata to locate the host of target resource and access the file. Since 
communication between requester and the metadata host peers costs time, file access of 
DHT-based VOFS is not as efficient as Distributed VOFS’s.  

3   Concluding Remarks  

Both P2P network and grid are rapidly developing technologies in large-scale distrib-
uted systems. Though having different background and technological routes, these two 
aim similarly and tend to inter-gradate gradually. This paper provides the ideation and 
realization by applying DHT technology which is used popularly in P2P network to 
solve the problems in Virtual Organization File System for grid. By doing this can bring 
good features of P2P into grid system: taking the best use of self-organizing character-
istic of P2P network, reducing management and allocation work efficiently, avoiding 
people’s interference, etc. All these result in the flexibility of grid system which corre-
spond with the spirit of the development of networks. On the other hand, P2P network 
and grid have different technological advantages and do little cooperation nowadays, so 
it is necessary to test the method which provided by the paper in practical grid envi-
ronment. Further more, there are some alternatives in the realization of DHT technology, 
so it is also very important to select one which fits the actual grid environment best.  
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Abstract. Based on subpopulation parallel computing，a novel quantum genetic 
algorithm (NQGA) is presented. In the algorithm, each axis of solution is divided 
into k parts, so m dimensional space is partitioned km subspaces, the individual 
(or chromosome) from different subspace code differently. Finally, NQGA and 
the classical quantum genetic algorithm (QGA) are applied to parameter 
optimization of PID controller, simulation results show that NQGA performs 
better than QGA on running speed and optimizing capability. 
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1   Introduction  

The description of quantum mechanical computers was formalized in the late 1980s [1]. 
And many efforts on quantum computers have progressed actively since the early 1990s 
because these computers were shown to be more powerful than classical computers on 
various specialized problems. And quantum genetic algorithm is a novel inter-discipline 
that includes quantum mechanics and genetic algorithm, researching on which has been 
started since late 1990s. In 1996, Ajit Narayanan, Mark Moore firstly introduced 
quantum multi-universe into genetic algorithm, and compared traditional evolutionary 
algorithm and quantum inspired genetic algorithm about a well-known mathematic 
problem of traveling salesperson problem (TSP), which found a precedent of combining 
quantum computing with evolutionary algorithm [2]. In the following years, many 
scholars research QGA and make lots of improvements, Jun-an YANG first proposed a 
novel Multi-universe Parallel Quantum Genetic Algorithm (MPQGA) and put forward a 
new blind source separation method based on the combination of MPQGA and 
independent component analysis In 2003 [3]. In the same year, Zexiang ZHANG 
advanced a novel parallel quantum genetic algorithm applying Q-bit phase comparison 
approach and hierarchical ring model, which is characterized by rapid convergence, 
good global search capability [4]. In 2004, Hui Chen et al raised a novel Q-gate updating 
algorithm called Chaos Updating Rotated Gates Quantum-inspired Genetic Algorithm, 
and this novel algorithm is more powerful in convergence speed [5]. In 2005 Ling Wang 
et al proposed a hybrid genetic algorithm to achieve better optimization performances by 
                                                           
* Corresponding author. 
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reasonably combining the Q-bit search of quantum algorithm in micro-space and classic 
genetic search of real-coded GA in macro-space [6]. 

2   Quantum Computing  

Quantum theory is to reveal the motion law of atomic-scale, subatom-scale micro 
particles. The state of a quantum system is composed with a variety of particle’s position, 
momentum, polarization, spin etc., and evolves over time. The process follows 
SchrÖdinger equation, while the state itself is full described by the vector in Hilbert space. 

2.1   State-Space  

Q-bit is the basic unit of quantum computation and quantum information, and a Q-bit 

can be viewed as a vector in two-dimensional Hilbert state space. Set 0  and 1  as a 

standard orthogonal basis of the state space, then any state ϕ  of this space can be 

expressed as: 

10 βαϕ +=  (1) 

whereα , β  is the complex, and 122 =+ βα . In a sense, the quantum states exist 

simultaneously in the ground state of the space, ϕ  corrects to 0  with the 

probability of 2α , and to 1  with the probability of 2β . 

2.2   Quantum Evolutions  

A closed quantum system’s evolution can be characterized absolutely  by a unitary 

transformation, that is, if the system’s state is ϕ  at time t1, and ϕ′  at time t2, then 

these two states contact depending only on the unitary operator U: ϕϕ U=′ . There 

is a major unitary operator in this paper: 

⎥
⎦

⎤
⎢
⎣

⎡
=

θθ
θθ

coss

sin-cos

in
U  (2) 

Quantum Evolutions could be characterized by SchrÖdinger education: 

ϕ
ϕ

H
dt

d
i =  (3) 

where is Planck constant ascertained by experiments, H is Hermite operator. 
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3   A Novel Quantum Genetic Algorithm 

3.1   Quantum Chromosome Redefining and Space Division 

Q-bit is the smallest unit of information which could be expressed in the other form as 

follows: 

cos 0 sin 1ϕ θ θ= +  (4) 

2cos θ gives the probability that the Q-bit will be found in the “0” state and 
2sin θ gives the probability that the Q-bit will be found in the “1” state. So a Q-bit can 

be coded as
cos

sin

θ
θ

⎡ ⎤
⎢ ⎥
⎣ ⎦

, and a chromosome as a string of m Q-bits can be expressed as: 

1 2

1 2

cos cos ... cos

sin sin ... sin
m

m

θ θ θ
θ θ θ

⎡ ⎤
⎢ ⎥
⎣ ⎦

 (5) 

Where cosθ or sinθ  just represent a probability amplitude, but in this 

paper cosθ and sinθ are given a new meaning. For unit space [ 1,1]m mI = − , each 

Q-bit individual is regarded as two genes chains, that is, cosθ and sinθ are no longer 
probability amplitude but a certain value in a chromosome with two genes chains. The 
redefined quantum chromosome is vividly shown in Fig.1 as follows: 
 

 

Fig. 1. Redefined chromosome 

Because cosθ or sinθ  all values among (-1, 1), redefined quantum chromosome 
is just for unit space. However, most realistic problems are not simple as unit space, so a 
method of dividing basis of solution space into k parts is proposed in NQGA.  

Let us divide each basis of solution space into k subsets, that is, (a, b) is divided into k 
equal subsets and the subsets could be wrote as: 

( ( ), ( 1)( ))
b a b a

a s a s
k k

− −+ + +  (6) 
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Where s represents s-th subset, therefore m-dimensional solution space is divided mk  
subspaces. In the step of population initialization, we select individuals from all the 
subspaces, and individuals in different subspace are coded differently. Suppose every 
Q-bit of a chromosome belong to s-th subset, which could be coded as follows: 
 

1

1

((2 1) cos ),..., ((2 1) cos )
2 2

((2 1) sin ),..., ((2 1) sin )
2 2

m

m

b a b a
a s a s

k k
b a b a

a s a s
k k

θ θ

θ θ

− −⎡ ⎤+ − + + − +⎢ ⎥
⎢ ⎥

− −⎢ ⎥+ − + + − +⎢ ⎥⎣ ⎦

And this chromosome can be 

expressed as Fig.2. 

 

Fig. 2. Chromosome in subspace 

3.2   The Procedure of NQGA 

The following is the procedure of NQGA. 

Step 1. In the step of “initialize P(t)”, )1,0(*2
0

rand
t

t
ji πθ =

=
 

Step 2. Each chain of 
0

t
j t

p
=

 is evaluated to give its fitness, and 
0

t
j t

p
=

has a pair of 

fitness. The initialized best individual is selected among this )0(P , and is stored 

in )0(B , },...,,{)0( 00
2

0
1 mk

bbbB =  where ),...,2,1(0 m
j kjb =  is the same as 0

jp . 

Select the maximum among )0(B , which is stored in b. If the maximum b doesn’t 

reach our required accuracy, population will be updated. 
Step 3. In the while loop, )(tp  are got by updating )1( −tp  with the quantum gate U. 
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And evaluate )(tp  as in step 2. 

Step 4. The best solutions among )(tp and )1( −tB  are selected and stored 

into )(tB , and if the best solution of )(tB  is fitter than the current b, the stored best 

solution will be instead by the new one. 
Step 5. If the maximum b doesn’t reach our required accuracy, the algorithm switches to 

step 3 to continue running. 
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4   Simulations 

QGA and NQGA are applied to PID controller problem for verifying the feasibility and 
superiority of NQGA. 

PID control is widely applied in industrial fabrication, and in order to obtain the good 
effect, the action of Proportional Integral Differential should interact closely in the 
process of forming controlled variable. Fig.3 shows a closed-loop system with a PID 
controller and we have: 

dttektdektektu dip ∫++= )()()()(  (7) 

Where pk , ik and dk are parameters which will be optimized by NQGA and QGA. 

 

Fig. 3. A PID controller system 

, ,P I DK K K could be regarded as the solution in three dimension space, and solution 

space is partitioned into 27 subspaces. The step response of PID control optimized by 
three algorithms is show as Fig.4. It is obvious that PID controller optimized by NQGA 
is better than the classical QGA on overshoot, rise time and stability. 
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Fig. 4. Step response curve optimized by two algorithms 

5   Conclusions 

Based on quantum genetic algorithm, this paper proposes a novel quantum genetic 
algorithm by dividing each axis of solution space into k parts. We apply this novel 
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algorithm into PID controller. Through a comparison between    simulation results of 
NQGA and QGA, it is obviously shown that the algorithm proposed in this paper 
performs better on running speed and optimizing capability. 
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Abstract. This paper proposes an orthogonal mutation technology, which com-
bines the orthogonal initialization technology and the orthogonal crossover 
technique. They are called the orthogonal processing technologies. The fusion 
of the differential evolution algorithm, the GuoTao operator and the orthogonal 
processing technology has formed several different hybrid evolutionary algo-
rithms. The experimental results show that these new algorithms display the 
good performance in the solution precision, the stability and the convergence. 

Keywords: Differential evolution algorithm; GuoTao operator; orthogonal de-
sign; orthogonal crossover; orthogonal mutation; hybrid evolutionary algorithm. 

1   Introduction 

How to design effective evolutionary algorithm is one of basic questions which need 
to be solved in the evolutionary computation research area [1][2]. The fusion of the 
existing evolutionary algorithm and other algorithms makes a new evolutionary algo-
rithm (hybrid evolutionary algorithm), which is one of the basic ways to solve this 
problem [3][4]. As for this research, it can trace back to the combination of the ge-
netic algorithm and the local search [4], at present it has already developed into the 
Memetic Algorithm[5][6]. For other fusion, such as the fusion of the evolutionary 
algorithm and the simulated annealing algorithm [7][15], the evolutionary algorithm 
and the genetic algorithm [7][11][13], and so on. 

At present, the differential evolution algorithm (DE) [8] and the GuoTao algo-
rithm[9][10] are two famous algorithms. In order to further enhance two algorithms’ 
efficiency, the DE, particle swarm optimization [12], distributed evaluation algo-
rithm[14] and ant colony algorithm[16] fuse to be a new algorithm[15]; moreover, the 
GuoTao algorithm, gene expression programming [17] and particle swarm optimiza-
tion [18] fuse to be a new evolutionary algorithm. Inspired by the fusion of algorithms 
mentioned above, in this paper we will integrate DE, GuoTao operator and Orthogonal 



 Research on Hybrid Evolutionary Algorithms with Differential Evolution 79 

 

design [19][20][21] to form a kind of hybrid evolutionary algorithms in different 
styles. The experimental results indicate that each algorithm of this kind has its own 
advantages, and is better than the evolutionary algorithm given in [22]. 

The remainder of this paper is organized as follows. In Section II we introduce DE 
and GuoTao operator. Section III is the discussion of orthogonal hybrid evolutionary 
algorithms. The simulation experiments and results analysis are presented in Section 
IV. Finally, Section V concludes this paper. 

2   Differential Evolution Algorithm and GuoTao Operator 

The differential evolution algorithm (DE) was introduced by Rainer Storn and Ken-
neth Price in 1995. For more details, please see [8]. 

The DE selects offspring with mechanism for the survival of the fittest, its search 
capability is powerful in early period, convergence speed becomes slow in later pe-
riod, it can also easily be trapped in a local optimum. Therefore, we propose an im-
proved DE in this paper. The basic idea is: First, DE generates many children in the 
crossover operation; then the GuoTao operator generates one child; lastly, offspring is 
generated by competition among all the children. The improved DE can greatly im-
prove the global search capability and non-convex search capability. 

The GuoTao algorithm is also called the Multi-Parent Crossover evolutionary algo-
rithm. The details of the algorithm are given in [9]. In this paper, we regard Multi-
Parent Crossover as an operator, which is GuoTao operator. In order to enhance the 
search efficiency, we apply subspace shrinking technology [10] to algorithm. 

3   Hybrid Evolutionary Algorithms with DE and GuoTao 
Operator Based on Orthogonal Design 

In this paper, we apply orthogonal initialization technology, the details are given in 
[19]. We apply orthogonal crossover technology, the details are given in [21]. 

3.1   Orthogonal Mutation Operator 

In this paper, we integrate orthogonal design into the mutation, the basic idea of the 
orthogonal mutation is: one parent individual is selected at random, a perturbation is 
added to some genes by the difference vector. The parent individual can generate 
many new individuals according to the orthogonal array, which generates an orthogo-
nal mutation sub-population. We select the best individual that inherits a great many 
best genes of the parent individual. 

We have selected the orthogonal array with two levels per factor. The individual V 
is current parent individual, V= (v11,v12,…,v1N ), X1 and X2 are selected randomly to 
generate difference vector, X1=(x11,x12,…, x1N ), X2=(x21,x22,…,x2N). This individual 
V generates an mutation sub-population according to orthogonal array L[M][N]. 
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Algorithm 1. Generate orthogonal mutation sub-population V(M, N). 
 

for i= 1 to M do 
for j= 1 to N do 
    k= L[i][j]  
    if k = 1 then 
       V[i][j]=Vij + F(x1j-x2j)  
    End if 
    If k = 2 then 
       V[i][j]= Vij 
    End if 
 End 
End 

3.2   Hybrid Algorithm with DE and GuoTao Operator Based on Orthogonal 
Design 

The Idea of Hybrid Algorithm and the Framework of Orthogonal Hybrid 
Algorithm 
The basic idea of the hybrid algorithm is: first, the DE generates five new individuals, 
we select the best individual, the DE model is DE/rand/1/bin; Afterwards, the GuoTao 
operator generates one new individual; lastly, the two new individuals compete with 
the parent individual, we select the best individual as an offspring. In addition, we use 
the subspace shrinking technology. The algorithm 2 is as follows: 

 
Algorithm 2: Hybrid algorithm of the DE and GuoTao operator 
 

For i=1 to PopulationSize do 
   The DE generates five new individuals, we select the best individual as A; 
   The GuoTao operator generates one new individual B; 
   A and B compete with the parent, we select the best individual as offspring; 
End 
 

The basic idea of orthogonal Hybrid Algorithm is: Introducing the orthogonal de-
sign technology into the hybrid algorithm and putting the orthogonal initialization, the 
orthogonal mutation and the orthogonal crossover into the beginning, middle and end 
of the hybrid algorithm separately, we confirm the orthogonal technology’s influence 
on the algorithm in the 3 different positions. 

Hybrid Algorithm with Orthogonal Initialization (OIDE) 
We place orthogonal initialization in front of hybrid algorithm� the detail is as follows: 

 
Algorithm 3: Hybrid Algorithm with orthogonal initialization 
 

Step 1: Construct the suitable orthogonal array;  
Step 2: Generate the orthogonal initial population;  
Step 3: Calculating the fitness, find out the current best and worst individual;  
Step 4: While (stopping condition is not met) 
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        Execute Algorithm 2 to generate new population; 
        Find out the best and worst individual in current population; 
        The subspace shrink; 
      End 
Step 5: Output computation result. 

Hybrid Algorithm with Orthogonal Crossover (OCDE) 
We place orthogonal crossover the end of hybrid algorithm. The detail is as follows: 

 

Algorithm 4: Hybrid Algorithm with orthogonal crossover 
 

Step 1: Generate the initial population at random; 
Step 2: Find out the best and worst individual in current population;  
Step 3: Construct suitable orthogonal array; 
Step 4: While (stopping condition is not met) 
        Execute Algorithm 2 to generate new population; 

Find out the best and worst individual in current population;  
Execute orthogonal crossover operator, then select the best individual to 
replace the worst individual in current population;  
The subspace shrink; 

        End 
Step 5: Output computation result. 

Hybrid Algorithm with Orthogonal Mutation (OMDE) 
We insert the orthogonal mutation algorithm between the DE and GuoTao operator.  

 

Algorithm 5: Insert orthogonal mutation between the DE and GuoTao operator 
For i=1 to PopulationSize do 
  The DE generates five new individuals, we select the best individual as A; 
  Execute Algorithm 1 , select the best individual B from mutation sub-population; 
  The GuoTao operator generates one new individual C; 
  A, B and C compete with the parent individual, we select the best individual; 
End 
 

Algorithm 6: Hybrid Algorithm with orthogonal mutation 
 

Step 1: Generate the initial population at random; 
Step 2: Find out the best and worst individual in current population;  
Step 3: Construct suitable orthogonal array; 
Step 4: While (stopping condition is not met) 
        Execute Algorithm 5 to generate new population; 

Find out the best and worst individual in current population;  
The subspace shrink; 

        End 
Step 5: Output computation result. 

Hybrid Algorithm with Several Orthogonal Technologies 
We fix the position of the orthogonal initialization, the orthogonal mutation and the 
orthogonal crossover into the beginning, middle and end of the hybrid algorithm sepa-
rately. The combinations of these three technologies examine many kinds of orthogo-
nal technology’s influence on the algorithm. 
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Algorithm 7: Hybrid Algorithm with the orthogonal initialization and orthogonal 
crossover (OICDE)  

Step 1: Construct suitable orthogonal array; 
Step 2: Generate the orthogonal initial population; 
Step 3: While (stopping condition is not met) 
                Execute Algorithm 2 to generate new population; 

Find out the best and worst individual in current population;  
Execute orthogonal crossover operator, then select the best individual to 
replace the worst individual in current population;  
The subspace shrink; 

            End 
Step 4: Output computation result. 
 

Algorithm 8: Hybrid Algorithm with the orthogonal mutation and orthogonal 
crossover (OMCDE)  

Step 1: Generate the initial population at random; 
Step 2: Find out the best and worst individual;  
Step 3: Construct suitable orthogonal array; 
Step 4: While (stopping condition is not met) 
                Execute Algorithm 5 to generate new population; 

Find out the best and worst individual in current population;  
Execute orthogonal crossover operator, then select the best individual to 
replace the worst individual in current population;  
The subspace shrink; 

        End 
Step 5: Output computation result. 

Algorithm 9: Hybrid Algorithm with the orthogonal initialization, the orthogonal 
mutation and orthogonal crossover (OICMDE). 

Step 1: Construct suitable orthogonal array; 
Step 2: Generate the orthogonal initial population; 
Step 3: While (stopping condition is not met) 

Execute Algorithm 5 to generate new population; 
Find out the best and worst individual in current population;  
Execute orthogonal crossover operator, then select the best individual to 
replace the worst individual in current population;  
The subspace shrink; 

End 
Step 4: Output computation result. 

4   Simulation Experiments and Results Analysis 

In this paper the operating environment is Windows XP operating system, Intel P4 
Dual Core CPU with 2GB of RAM, 3GHz. The development environment is Visual 
C++ 6. The crossover constant is set CR=0.3, the scaling factor is set F=0.9, and the 
size of population is set PopulationSize=100. 

In this paper, there are six hybrid evolutionary algorithms: OIDE, OCDE, OMDE, 
OMCDE, OICDE, OICMDE. We performed 50 independent runs for each algorithm 
on each test function and recorded. 
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The maximum evolutionary generation: Generation; The mean function value: 
Mean Best; The standard deviation of the function values: Std-dev. We have tested 18 
functions which are given in [22], the optimal values of all function are given in [22], 
“F ” denotes function in table. The detail of the comparison is as follows: 

Table 1. Comparison with OIDE, OCDE, OMDE and boDE[22] 

F
Generation MMean Best Std--Dev

boDE OIDE OCDE OMDE bboDE OOIDE OCDE OOMDE boDE OOIDE OCDE OOMDE

F01 1500 4000 4000 4000 1.7E-61 0 0 0 1.6E-61 0 0 0

F02 2000 6000 3500 6000 6.2E-48 0 0 0 4.5E-48 0 0 0

F03 5000 5000 5000 5000 4.6E-15 1.3E-45 8.6E-237 9.1E-196 8E-15 4.7E-45 6.8E-237 1.4E-197

F04 5000 5000 5000 5000 0 4.57 7.7E-267 4.4E-8 0 0.58 5.1E-267 2.4E-8

F05 20000 20000 20000 3000 0 1.1E-6 0 0 0 1.5E-6 0 0

F06 1500 500 500 500 0 0 0 0 0 0 0 0

F07 3000 3000 1000 3000 1.8E-3 1.8E-3 1.2E-3 1.7E-2 4.7E-4 6.8E-4 5.6E-4 1.5E-3

F08 9000 1000 1000 1000 -12569.48 -12569.49 -12569.49 -12569.49 7.3E-12 0 0 0

F09 5000 1500 500 1500 1.31 0 0 0 1.0 0 0 0

F10 1500 500 500 500 4.6E-15 4.4E-15 5.9E-16 4.14E-15 1.36E-15 1.0E-15 0 0

F11 2000 500 400 500 0 0 0 0 0 0 0 0

F12 1500 500 500 500 1.57E-32 1.78E-32 1.57E-32 1.57E-32 8.2E-48 2.6E-32 0 0

F13 1500 800 800 600 1.3E-32 1.3E-32 1.3E-32 1.3E-32 1.09E-47 0 0 0

F14 100 50 50 50 0.9980038 1.031138 0.9980038 0.9980038 7.69E-17 0.18 0 0

F15 4000 300 300 300 3.07E-4 3.0748E-4 3.0748E-4 3.1205E-4 2.76E-10 0 0 2.5E-5

F16 100 50 50 50 -1.031628 -1.031628 -1.031628 -1.031628 4.44E-16 0 0 0

F17 100 100 100 100 0.397887 0.397887 0.397887 0.397887 3.58E-16 0 0 0

F18 100 50 50 50 3 3 3 3 3.52E-15 0 0 0
 

Table 2. Comparison with OICDE, OMCDE, OICMDE and boDE[22] 

F
Generation Mean Best Std-Dev

boDDE OICDE OMCDE OICMDE boDDE OICDE OMCDE OICMDE bboDE OICDE OMCDE OICMDE

F01 1500 3000 4000 3000 1.7E-61 0 0 0 1.6E-61 0 0 0
F02 2000 4000 6000 4000 6.2E-48 0 0 0 4.5E-48 0 0 0
F03 5000 5000 5000 4000 4.6E-15 2.24E-200 0 0 8.0E-15 7.3E-200 0 0
F04 5000 5000 5000 5000 0 5.7E-4 1.9E-300 7.7E-320 0 9.8E-5 4.5E-300 3.7E-320
F05 20000 20000 2000 2000 0 5.63E-101 0 0 0 3.5E-101 0 0
F06 1500 500 500 500 0 0 0 0 0 0 0 0
F07 3000 3000 3000 3000 1.8E-3 1.7E-3 1.0E-3 4.6E-2 4.7E-4 5.0E-4 8.1E-4 3.5E-3
F08 9000 1000 1000 1000 -12569.48 -12569.49 -12569.49 -12569.49 7.3E-12 0 0 0
F09 5000 500 500 500 1.31 0 0 0 1.0 0 0 0
F10 1500 1000 500 500 4.6E-15 5.9E-16 5.9E-16 5.9E-16 1.36E-15 0 0 0
F11 2000 500 500 500 0 0 0 0 0 0 0 0
F12 1500 800 500 500 1.57E-32 1.57E-32 1.57E-32 1.57E-32 8.2E-48 0 0 0
F13 1500 800 500 500 1.3E-32 1.3E-32 1.3E-32 1.3E-32 1.09E-47 0 0 0
F14 100 50 50 50 0.9980038 1.0641405 0.9980038 1.1302772 7.69E-17 0.36 0 0.5
F15 4000 300 300 300 3.07E-4 3.0748E-4 3.1097E-4 3.0748E-4 2.76E-10 0 1.7E-5 0
F16 100 50 50 50 -1.031628 -1.031628 -1.031628 -1.031628 4.44E-16 0 0 0
F17 100 100 100 100 0.397887 0.397887 0.397887 0.397887 3.58E-16 0 0 0
F18 100 50 50 50 3 3 3 3 3.52E-15 0 0 0
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Firstly, the precision analysis: The six orthogonal hybrid algorithms are better than 
boDE for f1-f3, f9-f10. For f6-f8, f11-f18, applying the six orthogonal hybrid algo-
rithms and boDE to solve them, the precision of solutions are the same. Three or-
thogonal hybrid algorithms and boDE algorithm obtain the same precision for f4. 
Four orthogonal hybrid algorithms and boDE can obtain the same precision for f5. 

Secondly, the convergence speed analysis: For 16 test functions among 18 test 
functions, the six algorithms display the better performance than boDE. 

Thirdly, the solution stability analysis: For most of the test functions, the six or-
thogonal hybrid algorithms are obviously better than boDE. 

In conclusion, three orthogonal design technologies have their own respective 
characteristics and advantages. The orthogonal initialization may produce the initial 
population of high quality, which can enhance the quality and speed of the solution; 
The orthogonal crossover adopt a strategy: maintain stability and survival of the fit-
test, it can not only guarantee population's multiplicity, and also speed up population's 
convergence speed. When guaranteeing population multiple, the orthogonal mutation 
chooses the best individual which retains the outstanding genes of parent individual at 
maximum. For the most of test function, the orthogonal combinational algorithms 
enhance distinctly the convergence speed. The disadvantage of these algorithms is: 
for the function with extra dimensions, if the function dimensions are 100, orthogonal 
array can expand rapidly, which will greatly affect the solution quality and the speed. 

5   Conclusion 

In this paper, the DE, the GuoTao operator and the orthogonal technology are fused 
to form 6 different algorithms. Particularly, this paper brings forth an innovation, 
that is, the thought of orthogonal mutation and several different hybrid algorithms 
coming from the combination of orthogonal initialization, the orthogonal crossover 
and the orthogonal mutation. The simulation experiment indicated that these new 
algorithms display better performance than the existing algorithm in the solution 
precision, the stability and the convergence. It is a powerful explanation that the 
fusion of the orthogonal technology and evolutionary computation is one of the 
basic ways to enhance the evolutionary performance. It is the further research direc-
tion that the fusion of the orthogonal technology and evolutionary algorithm to 
solve the constrained function optimization and the multi-objective function  
optimization. 
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Abstract. This paper proposes an improved evolution strategy with crossover 
operator (ESCO for short) to tackle a combinatorial optimization problem, i.e., 
constrained circle packing problem. The proposed ESCO extend a canonical ES 
to deal with combinatorial optimization by employing the crossover operator 
from genetic algorithm, aiming to exchange the location of circles for obtaining 
a better packing scheme. The experimental results showed the effectiveness of 
ESCO compared with genetic algorithm and canonical evolution strategy. 

Keywords: evolution strategy, combinatorial optimization, genetic algorithm, 
circle packing. 

1   Introduction 

Evolution strategy (ES) is an optimization technique based on ideas of adaptation and 
evolution[1]. This technique belongs to a class of evolutionary computation or artifi-
cial evolution, which was created in the early 1960s and developed further along the 
1970s and later by Ingo Rechenberg, Hans-Paul Schwefel and et al. The canonical ES 
employs a simple procedure for selecting individuals, and often uses mutation as the 
search operator. The state-of-the-art of ES is CMA-ES[1] for difficult non-linear non-
convex optimization problems in continuous domain. However, there is little report in 
the available literature on employing ES to tackle combinatorial optimization problem 
or discontinuous domain. For the discontinuous domain, e.g., circle packing problems 
in industrial application[2], 3D component layout[3],where the search space is dis-
crete, non-linear and multi-modal, the canonical ES had to be improved or modified 
to search such problem space. This study attempts to extend ES to deal with such 
problems by employing crossover operator from genetic algorithm.  

This paper aims to solve circle packing problem, which attempt to obtain a better ar-
rangement of N arbitrary sized circles inside a container (e.g., a rectangle or a circle) 
such that no two circles overlap. We often measure the quality of the packing by (1) 
the size of the container, (2) the weighted average pair-wise distance between the cen-
ters of the circles, or (3) a linear combination of criteria (1) and (2). The constrained 
circle packing in this study can be formulated as simplification of layout design of a 
satellite module, which considers how to place the given apparatuses and equipment 
(component) in the limited space of the satellite module[4]. This placement must  
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satisfy various behavioral constraints of the interior and exterior environment. Addi-
tionally, circle packing problem can be applied to the other industry areas including 
circular cutting problems, communication networks, facility location, dashboard layout 
and etc.  

As we know, heuristic solution strategies appear to be preferred when dealing with 
larger problem instances. These heuristic solution strategies included simulated an-
nealing, genetic algorithm, and etc[2]. However, because of various requirements in 
the engineering, finding more alternative solutions was always welcome for solving 
this problem. Until now, there is little work on this problem using evolution strategy-
based solvers. This study attempted to tackle the circle packing problems with con-
strains using the improving version of evolution strategy with crossover operator. 

2   A Brief Introduction to Evolution Strategy 

Together with genetic algorithm and evolutionary programming, evolution strategies 
form the class of evolutionary algorithms. The canonical ES use natural problem-
dependent representations, and primarily mutation and selection as search operators. 
Like genetic algorithm, the operators are applied in an iterative process, which called 
a generation. The sequence of generations is continued until a termination criterion is 
met. The important features separate ES from genetic algorithm as follows. Firstly, 
ES uses a real coding of the decision vector, and model the organic evolution at the 
level of individual's phenotypes. Secondly, ES depends on deterministic selection of 
the individuals to the next generation, and the search is mainly driven by a high muta-
tion rate. We take an individual in ES as a pair of real vectors, ( , )v x σ= . The vector 
x  represents a point in the search space (solution) and consists of a number of real-
valued variables. The vector σ  represents strategy parameters, called by the step size 
or mutation strength (i.e. the standard deviation of the normal distribution). Mutation 
is normally performed by adding a normally distributed random value (0, )N σ  to 
each vector component x . Individual step sizes for each coordinate or correlations 
between coordinates are either governed by self-adaptation or by covariance matrix 
adaptation (CMA-ES) [1]. Thirdly, the selection in evolution strategies is determinis-
tic and only based on the fitness rankings, not on the actual fitness values. Note that 
ES does not use crossover operator as search operators. 

The evolution strategies can be categorized according to the population size ( μ ) 

and the number of offspring (λ ) created in each generation ( 1λ μ> >  ). The sim-

plest ES operates on a population of size two: the current point (parent) and the result 
of its mutation. Only if the mutant's fitness is at least as good as the parent one, it 
becomes the parent of the next generation. Otherwise the mutant is disregarded. This 
is a (1 1)ES+ . More generally, λ  mutants can be generated and compete with the 

parent, called(1 )ESλ+ . Thus, the common ( )ESμ λ+  denotes an ES that generates 

λ  offspring from μ  parents and selects the best μ  individuals from the ( )μ λ+  

individuals (parents and offspring) in total. This generation is believed to make them 
less prone to get stuck in local optima. In this study, we employ ( )ESμ λ+ with 

crossover operator for constrained circle packing. 
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3   The Proposed Evolution Strategy with Crossover Operator 

The previous studies have shown that ES has the characteristic for solving a variety of 
complex continuous and non-convex function[1]. For circle packing problem, the 
search space is discrete, non-linear and multi-modal. The basic ES only employs 
mutation operator, which is good at continuous domain. To solve circle packing  
problem, ES still needs special optimization operator for the combinatorial problem. 
To find special optimization operator for ES, we firstly review the optimization opera-
tor from genetic algorithm in the literature. The optimization operators herein mean 
selection operator, crossover operator, and mutation operator. These operators from 
genetic algorithm for component layout design[4] included single-point crossover, 
two-point crossover, uniform crossover, etc. They were useful for obtaining a good 
packing topology by changing or swapping the location of component. These are the  
 
 

 

Fig. 1. Computational flowchart of ESCO 
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reasons why these operators performed well in GA for solving layout optimization 
design problem. We borrowed the ideas from the aforementioned operators, and made 
an initial test to them in ES. Then we found that two-point crossover operator play an 
important role on location adjustment of circle packing. 

Fig.1 shows the computational flowchart of the proposed ESCO. In ESCO, we 
initialize a population P of λ number of individuals, generated randomly. After the 
best individual Best is initialized, the process of ESCO is iterated as follows. Firstly, 
the fitness of all the individuals is evaluated. Thus, Best individual is assigned by 
fitness ranking. Secondly, we select µ fittest individuals as Q. Moreover, we perform 
crossover operator (n-point) for each individual Qj from Q, then mutation operator. 
The join operation is simple: the children just replace the parents. The iteration con-
tinues anew. The crossover operator can be seen in Fig. 2. For two-point crossover,  
like genetic algorithm, two parents are chosen and two crossover points, k1 and k2, 
are selected, typically uniformly across the components. Two offspring are created 
by interchanging the segments defined by the points k1 and k2. That is, two offspring 
are generated by interchanging circles’ locations of two parents in circle packing 
problem.   

 

 

Fig. 2. Crossover operator (n-point) used in ESCO 

The mutation of ESCO can be formulated as  

(0, )i i iX X N σ= + . (1) 

where iσ  is the variance of the normal distribution, i.e., mutation rate. The mutation 

can be considered as micro-adjustment of location of circles. Note that online adjust-
ment of iσ  could provide better performance. This online adjustment is known as the 

one-fifth success rule, which states that around 1/5 of the mutations should be suc-
cessful. If the actual number of successful mutations is greater than 1/5, increase the 
variance. If the number is less than 1/5, decrease the variance. 

The proposed evolution strategy with crossover operator may be more exploitative 
than canonical ES because employing mutation only may causes the entire population 
to prematurely converge to some parent, at which point the whole population has been 
trapped in the local optimum surrounding the parent, especially for non-linear and 
multi-modal search space, e.g., circle packing problem.  
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4   Constrained Circle Packing Problems 

The constrained circle packing problems in this study can be simplification of opti-
mal layout problem of a simplified satellite module[4]. We describe it as follows. A 
total number of N  components (circles) must be located within a cylindrical satellite 
module. The module rotates around axis z  at an angular velocity. The bearing plate 
in the middle of the module, a vertical plane of axis z , is used to fix all the compo-
nents. All the components are simplified as cuboids or cylinders in this study and 
regarded as rigid bodies with uniform mass distribution. The design target here is to 
optimize the inertia performance of whole module, subjected to following con-
straints: (1) All the components should be contained within the module, with no 
overlap among the objects and no clash between the module wall and each object; 
(2) Position error of the centroid of whole system should not exceed an allowable 
value, as small as possible; (3) Equilibrium error of the system should be permissible 
and, of course, the smaller the better.  

Only cylinder components (circles) will be located within the module in this study. 
In this study, R  denotes the radius of the bearing plate and ω  denotes the angular 
velocity of module. The i th object can be denoted by ( , , ), 1,2,...,i i i iX O r m i N= , 

where ( , )i i iO x y=  is the center of the object iX , and ir , im  is the radius and mass of 

iX  respectively. Then the mathematical model of above problem can be formulated 

as follows. To find a layout scheme { }| 1, 2,...,iX X i N= = , such that 

{ }{ }2 2min ( ) min max , 1,2,..., ,i i if X x y r i N= + + =  (2) 

subject to 

1

1 1 1

( ) 0,
N N N

ij i
i j i i

h X S S
−

= = + =

′= Δ + Δ =∑ ∑ ∑  (3) 

2 2

1 1

( ) ,
N N

i i i i J
i i

g X m x m y δ
= =

⎛ ⎞ ⎛ ⎞= + ≤⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
∑ ∑  (4) 

where ( )f X  denotes the maximum envelop radius of all the objects, ( )h X  denotes the 

total overlap area among the objects and between the module wall and each object, 

ijSΔ denotes the overlap area between iX  and jX , iS ′Δ  denotes the overlap area be-

tween the module wall and iX , ( )g X  is the distance between the centroid of the whole 

system and axis z , Jδ  is the allowable error of the system should be permissible.  

Here, the constrained circle packing problem was converted to an optimization 
problem using punishment coefficients method. The fitness function was used to 
evaluate the layout scheme and can be described as  
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1 1 2 2( ) ( ) max(0, ( )) ( ) ,F X f x w g X w h Xλ λ= + +  (5) 

where ( 1,2)i iλ =  are the normalization factors of each sub objective functions; 

( 1,2)iw i =  are the weight factors of each sub objective functions. 

5   Experimental Study 

To evaluate the proposed algorithms, we used the case study introduced by Qian[5], 
where there were 7 cylinder objects that will be located on the 1 bearing surfaces in 
the simplified satellite’s module. Table 1 listed their dimensions and masses. The 
equilibrium error of the system should be smaller than a permissible value 
( 3.4J kg mmδ = ⋅ ). The radius of satellite module R was set to be 50mm . 

Table 1. The components’ geometry and dimension and mass 

No radius(mm) mass(kg) 
1 10.0 100.0 
2 11.0 121.0 
3 12.0 144.0 
4 11.5 132.25 
5 9.5 90.25 
6 8.5 72.25 
7 10.5 110.25 

5.1   Experiment Setup 

A fair time measure must be used to compare the different optimizers. Considering 
that the number of function evaluations has a strong relationship with cost time, we 
used the number of function evaluations as a fair time measure in this study. All ex-
periments were run for 3*105 fitness function evaluations. And each of experiments 
was run 30 times with different random seeds. The reported results are the averages 
calculated from these 30 runs. Table 2 showed details of the experiment setup from 
ESCO, ES and GA, which were implement using Python. 

Table 2. The experiment setup of ENCO, ES and GA 

 ESCO ES GA 
Selection Operator all individuals are selected all individuals are selected fitness proportionate selection 
Crossover Operator 1-point crossover  1-point crossover 
Mutation Operator Gaussian mutation Gaussian mutation Gaussian mutation 

Mutation Rate 0.25 0.25 0.25 

5.2   Experimental Results and Discussion 

The experimental results are shown in Fig. 3, Table 3 and Table 4. Table 3 shows the 
statistic results, including the fitness values and the computing time cost of each algo-
rithm. Table 4 lists the statistic results of performance, including the maximum envel-
oped radius, overlap area and static non-equilibrium. Fig. 3 shows the comparative  
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Fig. 3. The comparative result of ESCO, GA, and ES on circle packing problem 

Table 3. The comparative results of ESCO, ES and GA 

Fitness values Computing time   
Mean SD Best Worst Mean SD Best Worst 

ESCO 34.18 0.95 33.07 37.09 24.87 0.45 23.77 26.33 
ES 40.25 14.18 33.34 94.10 24.86 0.43 24.34 26.55 
GA 34.58 1.59 33.20 40.65 27.06 1.04 25.73 29.31 

Table 4. The comparative performance results of ESCO, ES and GA 

maximum envelop radius  Overlap area static non-equilibrium  
Mean SD Best Worst Mean SD Mean SD Best Worst 

ESCO 33.80 0.27 33.06 34.09 0.06 0.13 0.84 1.60 0.00 7.69 
ES 33.86 0.31 33.16 34.69 1.20 2.75 4.52 4.06 0.00 13.37 
GA 33.83 0.26 33.20 34.16 0.12 0.27 1.75 2.20 0.00 9.85 

 
results on average fitness from ESCO, ES and GA. Note that static non-equilibrium in 
Table 4. shows dimensionless number, just for comparative study. 

Table 3 and Table 4 showed that ESCO outperformed canonical ES on all of the 
packing performance, where the mean fitness value of ESCO decreased by 15.08% 
than that of ES. That is, ESCO can find better circle packing scheme then ES. The n-
point crossover operator in ESCO exchanges the circles’ location continually, thus the 
trend to good packing pattern can be kept. Using the same crossover, the mean fitness 
value of ESCO (34.18) is approximately equal to the one acquired from that of GA 
(34.58), but ESCO take less computing time then GA (decreased 2.19 seconds).  

From Table 3, we can see that ESCO and GA were able to search feasible layout 
scheme, that is, overlap area come near to 0 through 3*105 times or less evaluation of 
fitness function, but the proposed ESCO show the smallest mean overlap area.  
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Besides, the average static non-equilibrium of ESCO shows the best performance than 
ES and GA. Fig. 3 also showed ESCO outperformed ES and GA on convergence rate. 
That is, ESCO can obtain optimum faster than ES and GA. Note that the mentioned-
above algorithm implement by Python language needs more time to run than that 
implement by C language.  

6   Conclusion 

We improve the basic ES with crossover for constrained circle packing with engineer-
ing background of satellite module, aiming at obtaining a better solution-scheme. The 
problem in this study is very difficult to solve in polynomial time [5] when the 
amount of circles increase. There was still no perfect solution-scheme in previous 
studies. We proposed the ESCO for a helpful exploration of this problem. The ex-
perimental results showed the effectiveness of ESCO compared with genetic algo-
rithm and canonical evolution strategy. Moreover, the further study will employ the 
CMA-ES[1] for better performance. 
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Abstract. This paper presented a novel approach to solving the problem of  ro-
bot path planning.  A Learning Classifier System is an accuracy-based machine 
learning system that combines covering operator and genetic algorithm. The 
covering operator is responsible for adjusting precision and large search space 
according to some reward obtained from the environment. The genetic algo-
rithm acts as an innovation discovery component which is responsible for dis-
covering new better path planning rules. The advantages of this approach are its 
accuracy-based representation that can easily reduce learning space, improve 
online learning ability, robustness due to the use of genetic algorithm. 

Keywords: Avoidance collision Planning, Multi-robot, Accuracy-based learn-
ing classifier system (XCS). 

1   Introduction 

Path planning is one of the most important topics in robotics research that aims to find 
a suitable collision-free path for a mobile robot to move from a start position to a 
target position. Path planning has been extensively explored for many years and many 
different methods varying degrees of success in a variety of conditions of motion and 
environments have been developed [1]. Path planning based on genetic algorithm in 
dynamic environments is still among the most difficult and important problems in 
mobile robotics. Despite successes of GA in robot path planning. GA has some com-
mon shortcomings. One is the computational time required when dealing with a large 
population, and the other is premature convergence. In addition, because GA is essen-
tially applying discrete random sampling over the solution space, there is a balance 
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between the accuracy of location of the global optimum and the computational re-
sources require [2-4].  

That is, in order to improve precision, large search space and premature conver-
gence, this paper presented a novel approach to solving the problem of robot  path 
planning. A Learning Classifier System is an accuracy-based machine learning system 
that combines covering operator and genetic algorithm. The covering operator is re-
sponsible for adjusting precision and large search space according to some reward 
obtained from the environment. The genetic algorithm acts as an innovation discovery 
component which is responsible for discovering new better path planning rules. The 
advantages of this approach are its accuracy-based representation, that can be easily 
reduce learning space, improve online learning ability, robustness due to the use of 
genetic algorithm. 

The rest of this paper is organized as follows. Section 2 we provides a short review 
of XCS classifier system. Section 3 we describes our proposed framework. The ex-
perimental design and results are described in Section 4.Finally, conclusion and future 
works are given in Section 5. 

2   Accuracy-Based Learning Classifier System  

The XCS [5-8] classifier system is an LCS that evolves its classifier by an accuracy-
based fitness approach. Each XCS classifier contains the usual condition, action, and 
reward prediction parts. Complementary, XCS contains a prediction error estimate 
and a fitness estimate, which represents the relative accuracy of a classifier. 

2.1   Implementation Component 

The initial classifier set is randomly generated, each classifier is represented as the 

state, action pair in P . According to the environmental input, the match set M   is 

formed from the population P , and then action sets A composed of classifier’s 

action is generated .The final, an action based on the classifier probability is choosed. 

The prediction array ( )iP a  of each action ia is calculated by the following equation: 

( ) k i k k
i

k i k

cl M a P F
P a

cl M a F

∈ ×
=

∈
∑
∑

                                           (1) 

2.2   Reinforcement Component 

Each classifier in the process of implementation component will obtain a reward from 
the environment and the reward prediction, classifier fitness strength will be updated 
as follows:  

max ( )
a

P R P aγ← +                                             (2) 

Where 0 1γ≤ ≤  learning rate, R serves as the reward from the environment. 
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Where 0ε （ 0 0ε > ） Control prediction errors redundancy, (0 1)α α< < and 

( 0)ν ν >  denote constant, which  control decline of accuracy k  rate  When 
0ε  is 

exceeded. In action set the absolute accuracy value k is converted to a relative accu-

racy value 'k . XCS fitness value is to be updated based on the relative precision of 
the value: 

*( ' )j j j jF F k Fγ← + −                                          (7) 

2.2.1   Rule Discovery System 
The task of rule discovery system is to generate new classifiers by using covering 

operator and genetic algorithm. If the match set M is empty, covering operator 

will generate new classifier whose condition part will be matched with the envi-
ronmental message / input message and this new classifier will be added to the 
classifier store by replacing the worst classifier in order to keep the fixed size of 
the classifier store.  

After reaching timed interval, XCS will select two classifiers from action set A  

by using roulette wheel of fitness for running genetic operators. To sum up, XCS can 
evaluate the exiting rules and discover high performance rules by using covering 
operator and genetic algorithm. So its capabilities of implicit parallelism, robust and 
potential self-adaptive learning will benefit avoidance collision planning.ï

3   Avoidance Collision Planning Design  

3.1   Encoding of Operating Message and Rules 

Assume that robot sensors detect area is a fan-shaped region, the robot has 16 sonar 
that can sense the obstacles and obstructions distance in every area. Robot has three 
action effectors, with 6-bit binary code, which four of them are for steering angles, 
one is for speed control, one endnotes forward or backwards. Thus, the rule can be 
used 22 binary encoding, the format is as fellows: 
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<Condition>::={0,1,#}16                                                              (8) 

<Action>::={0,1}6                                                                                       (9) 

Encoding format of environmental information as follows: 
 

<Condition>::={0,1}16.                                               (10) 

3.2   Fitness Function Design 

We think it as the main elements of reinforcement learning that robot can avoid ob-
stacles in dynamic or static. So we design the fitness function by whether robot is 
within safety limits and the robot strength. 

3.2.1   Whether within the Security 
We considered all obstacles as particles, each obstacle has a safe radius, if the dis-
tance between robot and obstacle is greater than the safety radius, then considered to 
be safe; if it is less than the safety radius, then that is not safe. Relationship between 
the radius R and distance d as follows: 

0    d R
1

-1   d  
fit

R

≥⎧
= ⎨ ≤⎩

                                     (11) 

where d = 2 2( ) ( )o r o rx x y y− + − , Obstacle coordinates(xo , yo) , robot current 

coordinates( x r   ,yr). 1fit value indicates the robot particle and obstacles are in a safe 

distance , then its fitness is 0, if the robot particle and obstacles are not  in a safe dis-
tance, then the fitness is -1. 

3.2.2   The Fitness Function for Robot Strength   

2 ( 1)ifit S t= +                                               (12) 

Taking these factors, the integration fitness function of robot reinforcement learning 
as follows:      

(1 1)* 2f fit fit= +                                                       (13) 

3.3   Basic Behavioral Design 

Robot behaviors that must execute in the simulated environment consist of three basic 
behaviors, these behaviors are: move to goal, avoiding collision, negotiation behavior. 

3.3.1   Move to Goal 

goalV = max [ ]
( )2 ( )2

g r

g r

x x

y y

g r g r

v

x x y y

−
−∗

− + −
                           (14) 
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where maxv denote robot's maximum speed, goalV  server as a velocity vector, goal coor-

dinates (xg,yg), robot current coordinates( x r, yr). 

3.3.2   Avoiding Collision 

cos sin
[ ]

sin cos
T

col goal d dV V x y
ϕ ϕ
ϕ ϕ

−⎡ ⎤
= ⎢ ⎥

⎣ ⎦
                                (15) 

where[ ]T
d dx y denote robot current direction，ϕ  denote robot on its own axis of 

rotation center point of view, counter-clockwise is positive; colV  servers as a velocity 

vector.  

3.3.3   Negotiation Behavior 
It is closely related that robot collision avoidance behavior and real-time access to 
sensor information. Suppose information a robot get from environmental can be at-
tributed to a series of a certain set of rules  
 

{ }1 2, , , nM M M M= ⋅⋅⋅                                              (16) 

{ }1 2 8, , ,A A A A= ⋅⋅⋅                                                (17) 

where, M denote robot's sensor information total set� iM （1 i n≤ ≤ ）denote the 

robot subset of sensor information, A server as total set of  robot actions, iA  denote 

the robot subset of actions. 
A robot with other robots consultation process is as follows: 

 

①  Establish an information list based on sensor information. 

②  LCS release own information through the broadcasting operation to other ro-
bots, while accepting other LCS information. 

③  Establishing every robot LCS rules set, and sharing best path planning gener-
ated by the other LCS rules to avoid conflicts each other. 

④  Producing their own path planning rules, and generating the entire multi-
robot collision avoidance planning by using covering operator and genetic  
algorithm. otherwise returns to ②. 

4   Experiments and Simulation 

Suppose the activities region of the robot is a rectangular area, O1-O3 are three 
dynamic obstacles, the rest is static obstacles in the region. Fig.1 shows the robot 
reinforcement learning in a static environment. Fig.2 shows robot reinforcement 
learning in a dynamic environment, effectively improving the learning conver-
gence speed. 
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Fig. 1. The robot avoidance collision in a static environment based on GA or LCS 

 

Fig. 2. The robot avoidance collision in a dynamic environment based on LCS 

Fig.3 is the convergence curves in the static environment based on LCS or GA, ro-
bots have made a better learning convergence. Fig.4 is the convergence curves of the 
dynamic environment GA-based, robot have not made a better learning effect, due to 
the phenomenon of jumping behavior. Figure 5 shows convergence curve in a dynamic 
environment based on LCS, although the initial stage of learning turbulence, but with 
the increase in the number of iterations, the robot finally have achieved a good conver-
gence, no convergence of the local minimum or local hopping phenomenon. 
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Fig. 3. Learn convergence curve in the dynamic environment based on LCS or GA 
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Fig. 4. Learn convergence curve under the dynamic environment based on GA 
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Fig. 5. Learn convergence curve under the dynamic environment based on LCS 
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5   Conclusions 

This paper presented a novel approach to solving the problem of robot path planning.  
A Learning Classifier System is an accuracy-based machine learning system that 
combines covering operator and genetic algorithm. The covering operator  is respon-
sible for adjusting precision and large search space according to some reward ob-
tained  from the environment. The genetic algorithm acts as an innovation discovery 
component which is responsible for discovering new better path planning rules. The 
advantages of this approach are its accuracy-based representation, that can be easily 
reduce learning space, online learning ability, robustness due to the use of genetic 
algorithm. Simulation indicated that the accuracy-based learning classifier system 
used in the multi-robot's avoidance collision planning is effective. 
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Abstract. To construct a compact fuzzy neural model with an appro-
priate number of inputs and rules is still a challenging problem. To re-
duce the number of basis vectors most existing methods select significant
terms from the rule consequents, regardless of the structure and parame-
ters in the premise. In this paper, a new integrated method for structure
selection and parameter learning algorithm is proposed. The selection
takes into account both the premise and consequent structures, thereby
achieving simultaneously a more effective reduction in local model inputs
relating to each rule, the total number of fuzzy rules, and the whole net-
work inputs. Simulation results are presented which confirm the efficacy
and superiority of the proposed method over some existing approaches.

Keywords: Compact fuzzy neural models, Rule consequents and
premises, Structure selection and parameter learning, Local model inputs.

1 Introduction

The fuzzy inference system, which is based on the concepts of fuzzy sets, if-then
rules, and fuzzy reasoning, has been successfully used in many engineering appli-
cations due to its transparence, interpretability and ability to incorporate expert
knowledge. Moreover, fuzzy neural networks (FNNs) are fuzzy inference systems
that are implemented as neural nets. They aim to combine the learning capabil-
ity of neural networks with the transparency and interpretability of rule-based
fuzzy systems. This paper will focus on Takagi-Sugeno fuzzy neural modelling
of nonlinear dynamic systems. The most well-known architecture for this kind
of networks is the adaptive network-based fuzzy inference system (ANFIS) [1]
[2]. Determining a fuzzy neural network representation of a dynamical system
requires structural optimization plus estimation of the parameters.

The Takagi-Sugeno fuzzy model has proved to be a very good representation
of a certain class of nonlinear dynamic systems. However, the resulting network
complexity can be extremely high. The challenge then is to construct a useful
model consisting of the smallest possible network based on the parsimonious

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 102–109, 2010.
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principle. To tackle this problem, a number of FNN construction methods have
been proposed in the literature either to determine the number of inputs, the
number of terms, or the number of rules. Given some fuzzy model construction
criterion, this can be achieved by an exhaustive search of all possible combi-
nations of regression terms using the least-squares method. To reduce compu-
tational demand, orthogonal least squares (OLS) and its variants are the most
popular approaches for solve a model with redundancy in model terms [3][4].

To further decrease the computational complexity, Li et al [5] proposed a fast
recursive algorithm (FRA) which avoids any matrix decomposition. This has also
been used for rule selection in the context of FNNs [6] [7]. The main limitation of
most of these approaches is that they assume a linear-in-the-parameters model.
More specifically, these methods mainly deal with the rule consequents, therefore
failing to explore the full potential of the optimal structure and parameters in the
premise thus theoptimal localmodels relating to the corresponding linguistics. Fur-
ther, input selection is often been performed prior to rule selection, leading to a less
compact fuzzy neural model since input selection is closely related to rule selection.
In this paper,anewintegratedmethod for combined structure selectionandparam-
eter learning is used to simultaneously select themost significant localmodel inputs
related to each rule, the total number of fuzzy rules, and all the network inputs to
produce a model for entire system, thus leading to a more compact FNN.

2 Preliminaries

Consider a wide class of nonlinear dynamic systems with multiple inputs uj ,
j = 1, . . . , n and an output y that can be represented using a discrete-time
input/output NARX model (nonlinear autoregressive with exogenous input):

y(t) =g(u1(t− 1), . . . , u1(t− nu), . . . , un(t− 1), . . . ,
un(t− nu), y(t− 1), . . . , y(t− ny)) + ε(t)

(1)

where y(t) is the system output at the time instant t (t = 1, . . . , N), g(·) is some
unknown nonlinear function comprised of a finite number of the past inputs and
outputs (nu and ny are the input and output dynamic orders of the system), and
ε(t) represents the model residual which is an uncorrelated white noise sequence.

Typically, model (1) can be approximated using a set of local models based
on the corresponding interpretable rules of the following form:

Ri : IF x1(t) = Ai1 AND . . .AND xn(t) = Ain THEN y(t) = fi(x(t)) (2)

where x(t) = [x1(t), . . . , xn(t)] ∈ 	n represents n inputs for the fuzzy system,
y(t) is the system output realized using a local model fi(·), i is the rule index, Aij

denotes the fuzzy sets under rule i with regard to input xj . Assuming Gaussian
membership functions and first-order polynomials are used, the fuzzy inference
mechanism can then be employed to calculate the model output as follows:

ŷ(t) =
Nr∑
i=1

fi(x(t),wi)μi(x(t), ci, σi)

/
Nr∑
i=1

μi(x(t), ci, σi) =
Nr∑
i=1

vi(t)fi(x(t),wi) (3)

where μi(x(t), ci, σi) represents each individual rule defined as:
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μi(x(t), ci, σi) =
n∏

j=1

μij(xj(t), cij , σij) =
n∏

j=1

exp

{
−1

2

(
xj(t)− cij

σij

)2
}

(4)

where Nr is the total number of fuzzy rules, cij and σij denote the centre and
standard deviation of the ith membership function with regard to the jth input.
Also vi(t) is the validity function which determines the valid region for each rule
defined as:

vi(t) = μi(x(t), ci, σi)

/
Nr∑
i=1

μi(x(t), ci, σi) (5)

fi(x(t),wi) = wi0 +
n∑

j=1

wijxj(t) (6)

Further fi(x(t),wi) is the ith local linear model given by (6) where wi =
[wi0 wi1 · · ·win]T ∈ 	n+1 denotes the associated coefficient parameters. Assum-
ing a set of observed data {x(t) ∈ 	n, y(t) ∈ 	}, (t = 1, . . . , N), substituting (3)
into (1), gives:

y = ΦW + Ξ (7)

where y = [y(1), . . . , y(N)]T ∈ 	N is the output vector, W = [w10, . . . , w1n, . . . ,
wNr0, . . . , wNrn]T ∈ 	(n+1)Nr is the linear parameter vector associated with the
rule consequent, Ξ = [ε(1), . . . , ε(N)]T ∈ 	N is the residual vector, and Φ is
the regression matrix defined in (8) with φi(t) = [vi(t), . . . , vi(t)xn(t)]T ∈ 	n+1,
i = 1, . . . , Nr, as the basis vectors.

Φ = [φ1, φ2, . . . , φNr ], φi = [φi(1), φi(2), . . . , φi(N)]T (8)

3 Integrated Method for Structure Selection and
Parameter Learning

The proposed integrated method for structure selection and parameter learning
consists of the following steps. 1) Initial model construction; 2) Premise parame-
ter optimization; 3) Consequent structure selection. In order to obtain the initial
fuzzy rules to define approximate operating regions for the underlying system,
Chiu’s subtractive clustering method [8] can be applied. The following procedure
is thus used on this initial model.

3.1 Premise Parameter Optimization

Consider the Takagi-Sugeno type fuzzy system described in Eqs. (2)-(8), assume
a set of observed data {x(t) ∈ 	n, y(t) ∈ 	}, (t = 1, . . . , N), and define the
following loss function:

E =
1
2

N∑
t=1

(y(t)− ŷ(t))2 =
1
2
eT e (9)
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where e = [e(1), e(2), . . . , e(N)]T ∈ 	N , e(t) = y(t)− ŷ(t) , for t = 1, . . . , N . The
gradients of e(t) with respect to the nonlinear parameters are computed using
Eqs. (10)-(11).

∂e(t)
∂cij

= −fi(x(t), wi)− ŷ(t)
Nr∑
i=1

μi(x(t), ci, σi)
μi(x(t), ci, σi)

xj(t)− cij

σ2
ij

(10)

∂e(t)
∂σij

= −fi(x(t), wi)− ŷ(t)
Nr∑
i=1

μi(x(t), ci, σi)
μi(x(t), ci, σi)

(xj(t)− cij)2

σ3
ij

(11)

Suppose Ji(t) =
[

∂e(t)
∂ci1

∂e(t)
∂σi1

∂e(t)
∂ci2

∂e(t)
∂σi2

· · · ∂e(t)
∂cini

∂e(t)
∂σini

]T

, i = 1, . . . , N l
r, where

ni represents the number of inputs under the ith rule. The Jocobian matrix is
then defined by (12) with N l

r denotes the number of fuzzy rules at iteration l.

Jl) = [J1, J2, . . . , JN l
r
], Ji = [Ji(1), Ji(2), . . . , Ji(N)]T (12)

The Levenberg-Marquardt method is then applied to optimize the nonlinear
parameters of centres and widths in the rule premise defined by (13), where
Θl) =

[
θ1, θ2, . . . , θN l

r

]T and θi = [ci1, σi1, . . . , cini , σini ] ∈ 	2ni .

Θl+1) = Θl) −
(
(Jl))T Jl) + γI

)−1
(Jl))T el) (13)

In (13), γ is the regularization factor, and Φl) are given by (14) with ϕi(t) =
[vi(t), vi(t)x1(t), · · · , vi(t)xni (t)]T ∈ 	ni+1.

Φl) =
[
ϕ1, ϕ2, . . . , ϕN l

r

]
, ϕi = [ϕi(1), ϕi(2), . . . , ϕi(N)]T (14)

3.2 Structure Selection Procedure

To improve the model compactness, the FRA [5] from our previous work within
the context of fuzzy basis vectors defined by premise parameters can be applied.
The structure selection procedure can be roughly described as follows. 1) In
order to select the basis vectors, the net contribution of each candidate vector
to the cost function is first computed. 2) The basis vector giving the maximal
reduction in the cost function will then be added in the model. 3) The first two
steps continue, until a stopping criteria is met, thus achieving a compact model.

The procedure starts by setting the number of selected basis vectors as k = 0,
and initializing other intermediate matrices and vectors: Sl)

k is the selected pool
including all selected vectors at step k initialized with an empty matrix at the
beginning of the lth iteration, Cl)

k denotes the candidate pool at step k for the lth

iteration including all the remaining basis vectors, and Cl)
0 = Φl), s

l)
k,m and c

l)
k,j

represent candidate basis vectors from Cl)
k−1 and Cl)

k , where m = 1, . . . , n−k+1.
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With these definitions it is obvious that: Sl)
k,m � [Sl)

k−1] + [sl)
k,m], Cl)

k,m � [Φl)]−
[Sl)

k,m], Now defining a recursive matrix Rl)
k−1

Rl)
k−1 � I− Sl)

k−1

((
Sl)

k−1

)T

Sl)
k−1

)−1 (
Sl)

k−1

)T

∈ 	N×N (15)

then Rl)
k,m is associated with a single new candidate vector selected from Cl)

k−1.
According to [5], the following properties hold:(

Rl)
k−1

)T

= Rl)
k−1,

(
Rl)

k−1

)2
= Rl)

k−1 (16)

Rl)
k,m = Rl)

k−1 − Rl)
k−1s

l)
k,m

(
s

l)
k,m

)T (
Rl)

k−1

)T
/((

s
l)
k,m

)T

Rl)
k−1s

l)
k,m

)
(17)

Further defining s
l),k−1)
k,i = Rl)

k−1s
l)
k,i, i = 1, . . . , n− k + 1, according to (16) and

(17), the net contribution of s
l)
k,m to the cost function is given as:

δEl)
k,m = yT

(
Rl)

k−1 −Rl)
k,m

)
y =

(
yT s

l),k−1)
k,m

)2
/((

s
l),k−1)
k,m

)T

s
l),k−1)
k,m

)
(18)

To simplify the computation of δEl)
k,m, [al)

r,c]k ∈ 	k×n are defined with the first

k columns computed as (19), and then define [al)
r ]k ∈ 	k according to (20).

[
al)

r,c

]
k,m

�

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, c < r[
a

l)
r,c

]
k−1

, r ≤ c < k[
a

l)
r,k+m−1

]
k−1

, c = k, r < k(
s

l),k−1)
k,m

)T

s
l),k−1)
k,m , c = k, r = k

(19)

[
al)

r

]
k,m

�

⎧⎨⎩
[
a

l)
r

]
k−1

, 1 ≤ r < k(
s

l),k−1)
k,m

)T

y, r = k
(20)

FRA accordingly used for updating these quantities recursively as:

(
s

l),k−1)
k,m

)T

s
l),k−1)
k,m =

(
s

l)
k,m

)T

s
l)
k,m −

k−1∑
j=1

([
a

l)
j,k

]2

k,m

/[
a

l)
j,j

]
k,m

)
(21)

(
s

l),k−1)
k,m

)T

y =
(
s

l)
k,m

)T

y −
k−1∑
j=1

([
a

l)
j,k

]
k,m

[
a

l)
j

]
k,m

/[
a

l)
j,j

]
k,m

)
(22)
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Finally the required value for δEl)
k,m easily follows from:

δEl)
k,m =

([
a

l)
k

]T

k,m

)2
/[

a
l)
k,k

]
k,m

(23)

The value of δEl)
k,m is calculated for m=1, . . . , n−k+1, then s

l)
k = arg max δEl)

k,m,
the following quantities are updated (’←’ means the value has been determined):

R
l)
k = R

l)
k,m{sl)

k ← s
l)
k,m}, δEl)

k = δE
l)
k,m{sl)

k ← s
l)
k,m}, sl),k−1)

k = s
l),k−1)
k,m {sl)

k ← s
l)
k,m}

and thus the full n columns of [al)
r,c]k and [al)

r ]k can be computed as:

[
al)

r,c

]
k

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, c < r[
a

l)
r,c

]
k−1

, r ≤ c < k[
a

l)
r,k+m−1

]
k−1

, c = k, r < k[
a

l)
r,k

]
k−1

, c = k + m− 1, c < k(
s

l),k−1)
k

)T

s
l),k−1)
k , c = k, r = k(

s
l),k−1)
k

)T

Rl)
k−1c

l)
k,c−k, c > k, r = k

(24)

(
s

l),k−1)
k

)T

Rl)
k−1c

l)
k,c−k =

(
s

l)
k

)T

c
l)
k,c−k −

k−1∑
j=1

([
a

l)
j,k

]
k

[
a

l)
j,c

]
k

/[
a

l)
j,j

]
k

)
(25)

[
al)

r

]
k

=

⎧⎨⎩
[
a

l)
r

]
k−1

, 1 ≤ r < k(
s

l),k−1)
k

)T

y, r = k
(26)

The result is now that a new basis vector is added to the selected pool Sl)
k =

[Sl)
k−1] + [sl)

k ], and thus the candidate pool in turn changes to Cl)
k = [Φl)]− [Sl)

k ].
Since the training error will fall rapidly at the start of the selection procedure,
but the improvement will then decrease with time and excessive terms may be
included to the model. In this paper, the error reduction ratio (ERR) [3] is mod-
ified to be the SSE (sum of squared error) ratio defined of two successive selected
models. If ERR is greater than a predetermined threshold, then the procedure
continues, otherwise it stops. Through the procedure, some fuzzy basis vectors
and their associated input vectors will be eliminated from the corresponding
local models. Thus the scope and characteristics of a local region are only deter-
mined by the most relevant local inputs. Moreover, at the end of each iteration,
a local model that has insignificant terms will be removed together with its cor-
responding rule. Meantime, an input that is not included in any of the rules or is
only expressed in a very small number of rules will be removed, which implement
the required input selection.
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4 Simulation Example

The proposed algorithm from section 3 is now applied to the modelling of the
following nonlinear system [4].

y(t) =
2.5y(t− 1)y(t− 2)

1 + y2(t− 1) + y2(t− 2)
+0.3 cos(0.5(y(t−1)+y(t−2)))+1.2u(t−1)+e(t)

where the system input and noise sequences are given by:

u(t) = (1/2) (sin(πt/20) + sin(πt/50)) , e(t) � N(0, 0.052)

A data sequence of 1000 samples was generated. The first 500 samples were used
for modelling, while the remaining were used for validation. The full input set
was initially set as

X = [u(t− 1), u(t− 2), y(t− 1), y(t− 2), y(t− 3)], (nu = 2, ny = 3)

Chiu’s subtractive clustering method [8] was first applied to generate an ini-
tial structure (the cluster radius is defined as 0.3), then the integrated method
for structure selection and parameter learning algorithm was applied with five
different ERR values tested separately. The results are summarized in Table 1.

Table 1. The results of proposed method with different ERR

ERR Training SSE Testing SSE Selected Inputs Number of Rules

1.000 1.0206 1.8208 1,2,3,4,5 9
1.001 1.0373 1.7621 1,2,3,4,5 9
1.002 1.0746 1.6103 1,2,3,4,5 8
1.003 1.2098 1.5249 1,3,4 6
1.004 1.7753 2.0394 1,3,4 4

The regularization factor γ in (13) was chosen as 0.5. According to Table 1, as
the ERR value increases, the SSE in the modelling dataset increases, while the
SSE on the validation dataset decreases for the first four cases while it increases

Table 2. The proposed method compared with different models/Algorithms

Model/Algorithm Number of Rules Training SSE Testing SSE Inputs

RBF [9] 20 1.67 1.86 1,2,3,4,5
ANFIS [1] 32 0.98 1.78 1,2,3,4,5

DENFIS [10] 14 1.29 1.59 1,2,3,4,5
FRSA [7]1 19 1.24 1.77 1,3,4

The Proposed Method 6 1.21 1.52 1,3,4
1 It is assumed that the inputs are known firstly as y(t-1), y(t-2), u(t-1).
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for others. It can be seen that the best fuzzy neural model is the fourth one with
six rules and three inputs. The proposed new technique is then compared with
four other models/algorithms produced by terms of rules (nodes), testing error
and system inputs. Table 2 shows that the proposed method outperforms the
alternatives in terms of model compactness and performance.

5 Conclusion

A new integrated method for structure selection and parameter learning algo-
rithm has been introduced for the construction of compact fuzzy neural network
models. The most significant basis vectors are selected based on both the premise
structure and consequent structure, thereby achieving effective reduction in local
model inputs, fuzzy rules, and system inputs simultaneously. The effectiveness
of the method has been confirmed in a simulation example.
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Abstract. This paper presents a method to transform Fuzzy Markov chains into
Crisp Markov chains by means of an equivalence matrix derived from the concept
of Scalar cardinality of a fuzzy set. This proposal is a linear transformation of the
fuzzy space into a probability space.

In this paper, a finite-state Fuzzy Markov Chain is transformed into a crisp
Markov chain by a linear operator. It is a projection of the fuzzy space into a
probability space which allows to compare them one another.

1 Introduction and Motivation

Markov chains is an important stochastic process studied by many staticians on a prob-
abilistic context. Its application to many problems with successful results is wide. An
appropriate treatment of this topic is given by Grimmet & Strizaker in [1], Ross in [2],
Gordon in [3] and Stewart in [4].

The Fuzzy Markov chain (FM) stochastic process has been treated by Sanchez in [5]
and [6], Avrachenkov and Sanchez in [7] and Araiza, et. al. in [8] defining algorithms,
fuzzy relations and compositions to compute its stationary distribution.

The theoretical distinction between the FM and the CM lies in the functional form
that represents the conditional statement given by the Markovian property. Even so,
some similarity measures can be defined in that context, as the presented one.

This paper is divided into six sections. Section 1 is an Introductory section. In Sec-
tion 2 some concepts of Type-1 Fuzzy Markov Chains (FM) are defined. Section 3
presents definitions about the Cumulative Membership Function. In Section 4 a linear
transformation of the FM into a CM is defined. In Section 5 some application examples
are provided, and finally the Section 6 presents the concluding remarks of the paper.
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2 Basic Definitions of Fuzzy Markov Chains

Such as in the classical Markov processes analysis, the definition of a Fuzzy Markov
Chain is based on a squared relational matrix that represents the possibility that a dis-
crete state at instant t becomes into any state at next instant t + 1 as follows:

P (X(t) = s | X(t−1) = x(t−1)) (1)

Here, P (X(t)) is a fuzzy distribution of the process characterized by a membership
function. In this paper, we use the definition of fuzzy randomness given by Yian-Kui
Liu & Baoding Liu in [9].

Definition 1. Let S = {1, 2, · · · , n}. A finite fuzzy set for a fuzzy distribution on S is
defined by a mapping x from S to [0, 1] represented by a vector x = {x1, x2, · · · , xn},
with 0 � xi � 1, i ∈ S.

In this definition, xi is the membership degree1 that a state i has regarding a fuzzy set
S, i ∈ S with cardinality m, C(S) = m. All relations and compositions are defined by
fuzzy sets theory since are useful tools to find a fuzzy stationary distribution.

Now, a fuzzy relational matrix P is defined in a metric space S × S by a matrix
{pij}m

i,j=1 with 0 � pij � 1, i, j ∈ S. The complete set of all fuzzy sets is denoted by
F(s) where C(S) = m.

This fuzzy matrix P allows to define all relations among the m states of the fuzzy
Markov Chain at each time instant t, as follows.

Definition 2. At each instant t, t = 1, 2, · · · , n, the state of system is described by the
fuzzy set2 x(t) ∈ F(S). The transition law of a fuzzy Markov chain is given by the fuzzy
relational matrix P at instant t, T = 1, 2, · · · , n, as follows:

x
(t+1)
j = max

i∈S
{x(t)

j ∧ pij}, j ∈ S. (2)

x(t+1) = x(t) ◦ P (3)

Where i and j, i, j = 1, 2, · · · , m are the initial and final states of the transition and
x(0) is the Initial Distribution of the process.

Thomason in [10] shows that the powers of a fuzzy matrix are stable if it is used the
max-min operator. For further information about powers of a fuzzy matrix, see Sanchez
in [5] and [6]. Now a Stationary Distribution of a fuzzy matrix is defined.

Definition 3 (Stationary Distribution). Let the powers of the fuzzy transition matrix
P converge in τ steps to a non-periodic solution, then the associated fuzzy Markov
chain is called Aperiodic Fuzzy Markov Chain and P ∗ = P τ is its Stationary Fuzzy
Transition Matrix.

Definition 4 (Ergodicity). A fuzzy Markov chain is called Ergodic if is aperiodic and
its stationary distribution matrix has identical rows.

Some Fuzzy matrices exhibit a periodical behavior. These cases are treated by
Martin Gavalec in [11], [12] and [13] and these results can be applied to identify the
1 Also known as α − cut.
2 This matrix is also known as the Fuzzy Distribution of x.
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period of a fuzzy Markov chain. In a complementary way, it is possible to define two
concepts of Markov processes in a fuzzy environment:

Definition 5 (Strong Ergodicity for Markov Chains). A fuzzy Markov chain is called
Strong Ergodic if it is aperiodic and its stationary transition matrix has identical rows.

Definition 6 (Weak Ergodicity for Markov Chains). A fuzzy Markov chain is called
Weakly Ergodic if it is aperiodic and its stationary transition matrix is stable with no
identical rows.

Now, if the stationary distribution of P is given by P ∗ = P τ where lim
n→τ

Pn = P ∗,

then P becomes an idempotent matrix. Sánchez in [6], [5] & [14] defined its stationary
distribution by its Eigen Fuzzy Set which is defined next:

Definition 7. Let P be a fuzzy relation in a given matrix form. Then x is called an
Eigen Fuzzy set of P , iff:

x ◦ P = x (4)

Definition 8. The Fuzzy set x ∈ F(S) is contained in the fuzzy set y ∈ F(S), this is,
(x ⊆ y), iff xi � yi for all i ∈ S.

Definition 9. Let X be the set of eigen fuzzy sets of the fuzzy relation P . Namely:

X �
= {x ∈ F(S) | x ◦ P = x} (5)

The elements of (X) are invariants of P according to the ◦− (max−min) composition.

Then, if there exists
∨
x ∈ F(S) such that x ⊆ ∨

x for any x ∈ (X), it is called the Greatest
Eigen Fuzzy Set of the relation P.

We use the Method III proposed by Sánchez in [14], [6] and [5], which obtains
∨
x. If P

is a Strong Ergodic fuzzy Markov chain, then its greatest eigen fuzzy set converges to
an idempotent matrix P τ with equal rows at any n � τ .

Now, the scalar cardinality and the Cumulative Membership function of a fuzzy set
is used to define a transformation of a FM into a CM.

3 Scalar Cardinality of a Type-1 Fuzzy Set

The well known Scalar Cardinality of a fuzzy set namely |S| is a measure of amount
and represents the total size of the membership function of S. |S| is defined by crisp
operations on S and gives the total area of μS . Its definition is presented next:

|S| =
∫ ∞

−∞
μS(x) dx, x ∈ R (6)

3.1 Cumulative Membership Function ψS(x)

The probability cumulative function F (x) used in many statistical approaches is:

F (x) =
∫ x

−∞
f(t) dt (7)

Where x ∈ S, t ∈ X . The associated fuzzy definition is the following.
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Definition 10 (CMF Function). Consider a fuzzy number defined on a specific fuzzy
set S with known bounds a and b and a central interval c ∈ [ c1, c2 ] that satisfies
μS(c) = 1 ∀ c. By taking advantage from the l(x), c(x), r(x) decomposition of a
membership function, the cumulative membership function (CMF) is defined as:

ψS(x) =
∫ x

−∞
μA(t) dt (8)

This definition represents the possibility that all elements of S equal or less than a x
value has into a set S, PsS(X � x)3. Note that in the probabilistic case F (∞) = 1
while in the possibilistic case 1 < ψ(∞) < Λ, where Λ is a finite value defined itself
as the Total Area of μS(x) namely Λ = |S| and defined by(6).

Note that μS(∞) > 1 is an important issue to be solved. This is an interpretation
problem since the definition of a normalized fuzzy set determines that sup

x∈S
μS(x) =

1 and the above definition does not have this property. To solve it, an easy way to
normalize ψS(x) is dividing it by Λ, obtaining the following definition:

ψS(x) =
1
Λ

∫ x

−∞
μS(t) dt (9)

Remark 1 (Relation between ψS(x) and |S|). Recall that ψS(∞) = |S|, that is Λ =
|S| so the notation Λ is used either to refer ψS(∞) or |S|.

4 Transforming a Fuzzy Markov Chain into a Crisp Markov
Chain

Now, the main idea is to obtain an easy way to project a fuzzy Markov chain into a crisp
Markov chain, that is, find a method for projecting all the embedded conditional fuzzy
sets of P̆ , into a probability space. To do so, the following proposition is useful.

Proposition 2. Consider a fuzzy transition matrix P̆ whose elements p̆ij denotes the
conditional statement of going from the ith state to the jth state. If P̆ is a stochastic
fuzzy Markov chain, then there exists a function that projects Sij into a crisp Markov
chain denoted by f{xj|xi} = pij .

When a fuzzy Markov chain is defined, it is possible to obtain its cumulative member-
ship function ψSij and it is easy to show that ψSim = 1, i ∈ Nm can be normalized
ψSmj , by dividing it into Λ.

This is an useful reasoning to project Sij into a normalized fuzzy set ψSim = 1
which agrees with all crisp laws, that is, the projection of Sij into a new set obtained by
dividing all their elements by Λ gets a crisp stochastic set. It results in the next theorem.

Theorem 3. Let P̆ a Type-1 fuzzy Markov chain with elements p̆ij = μSij , then P̆
can be transformed into a crisp Markov chain namely P by using the following linear
transformation:

P = Λ−1P̆ (10)

3 This expression denotes a fuzzy measurement of an event occurs treated as a Possibility (Ps).
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Where Λ is a diagonal squared matrix whose components are the scalar cardinality of
each set |Si| by row, denoted by Λi, i ∈ m.

Proof. First, the scalar cardinality of Si, |S1| defined as Λi, i ∈ m is obtained as:

Λi =
m∑

j=1

μSij , i ∈ m. (11)

So, Λ, Λ−1 and P̆ are defined as:

Λ =

⎡⎢⎢⎢⎣
Λ1

Λ2
. . .

Λm

⎤⎥⎥⎥⎦ ; Λ−1 =

⎡⎢⎢⎢⎣
Λ−1

1
Λ−1

2
. . .

Λ−1
m

⎤⎥⎥⎥⎦ ; P̆ =

⎡⎢⎢⎢⎣
μS11 μS12 · · · μS1m

μS21 μS22 · · · μS2m

...
...

. . .
...

μSm1 μSm2 · · · μSmm

⎤⎥⎥⎥⎦
And finally we have:

P =

⎡⎢⎢⎢⎣
Λ−1

1
Λ−1

2
. . .

Λ−1
m

⎤⎥⎥⎥⎦ ∗
⎡⎢⎢⎢⎣

μS11 μS21 · · · μSm1

μS12 μS22 · · · μSm2

...
...

. . .
...

μS1m μS2m · · · μSmm

⎤⎥⎥⎥⎦
Which is P = Λ−1P̆ . Now, all their components result in the following matrix:

P =

⎡⎢⎢⎢⎢⎢⎢⎣

μS11

Λ1

μS12

Λ1
· · · μS1m

Λ1μS21

Λ2

μS22

Λ2
· · · μS2m

Λ2
...

...
. . .

...
μSm1

Λm

μSm2

Λm
· · · μSmm

Λm

⎤⎥⎥⎥⎥⎥⎥⎦
This transformation obtains a matrix P whose elements satisfy all basic properties of a
stochastic crisp distribution function, i.e.

i) 0 � p(xij) � 1

ii)
∞∑

j∈S

p(xij) = 1, i ∈ S

iii) P (X � xij) =
∑
i�S

p(xij) = F (x), i ∈ S

In this way, it is possible to show that all elements of P obtained from P̆ by using
P = Λ−1P̆ conforms a crisp distribution function, agree to the Markovian property of
a stochastic transition matrix. To that effect, their properties are shown next.

The property presented in i) refers to the domain of pij , and as μSij < Λi, i, j ∈ m,

then it asserts that
μSij

Λi
< 1, i, j ∈ m.
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The second statement ii) refers to the density of pij which should be 1 by row or
column, now, the following calculation from P = Λ−1P̆ is true:

μSi1

Λi
+

μSi2

Λi
+ · · ·+ μSim

Λi
=

Λi

Λi
= 1, ∀ i (12)

It shows that P is a row Markovian stochastic matrix (See [1], [2], [3] and [4] for further
information).

And finally the third statement refers to the cumulative probability function of pij ,
which is obtained from P̆ by using the fuzzy approach defined in (9). Its adaptation to
the conditional statement i → j is:

ψSi =
1
Λi

x∑
j=1

μSij , i ∈ m (13)

This yields in 0 � ψSi � 1 and iii) is satisfied by all elements of P = Λ−1P̆ .
Now, as all elements of P = Λ−1P̆ are agree with the probability function laws and

the definitions of Crisp Markov chains presented in Section 4, then P = Λ−1P̆ is a
crisp Markov chain and the proof is complete.

The Theorem 3 reveals an easy and efficient way to transform a fuzzy Markov chain into
a crisp Markov chain defined on a probabilistic environment. To illustrate this result, in
next section some application examples are given.

5 Application Examples

In this section, two introductory examples are presented. Both are FMs which have a
size of 5×5 and are transformed into CM by using the results of the Theorem 3.

5.1 First Example: Strong Ergodic P̆

Let P̆ has the following transition matrix:

P̆ =

⎡⎢⎢⎢⎢⎣
0.721 0.569 0.438 0.025 0.241
0.342 0.020 0.452 0.824 0.915
0.529 0.060 0.289 0.774 0.057
0.746 0.013 0.385 0.015 0.008
0.746 0.490 0.459 0.356 0.521

⎤⎥⎥⎥⎥⎦
So Λ and P = Λ−1P̆ are:

Λ =

⎡⎢⎢⎢⎢⎣
1.994

2.553
1.709

1.167
2.572

⎤⎥⎥⎥⎥⎦ ; P =

⎡⎢⎢⎢⎢⎣
0.362 0.285 0.220 0.013 0.121
0.134 0.008 0.177 0.323 0.358
0.310 0.035 0.169 0.453 0.033
0.639 0.011 0.330 0.013 0.007
0.290 0.191 0.178 0.138 0.203

⎤⎥⎥⎥⎥⎦
By using the Method III proposed by Sánchez, the stationary distribution of P̆ converges

to its greatest eigen fuzzy set
∨
xj which is:

∨
x = [ 0.721 0.569 0.459 0.569 0.569 ]



116 D. Kalenatic, J.C. Figueroa-Garcı́a, and C.A. Lopez

This stationary fuzzy matrix is Weak Ergodic according to the Definition 6. It means

that both P̆ τ and
∨
x have equal rows. The crisp stationary distribution of P is:

π = [ 0.356 0.136 0.216 0.166 0.126 ]

Note that the first state is the most probable and the most possible at once. It means that

both approaches maintain the statement max
xj∈S

{∨xj} = max
xj∈S

{πj}.

5.2 Second Example: Weak Ergodic P̆

Let P̆ has the following transition matrix:

P =

⎡⎢⎢⎢⎢⎣
0.07 0.876 0.970 0.827 0.151

0.084 0.472 0.849 0.361 0.607
0.183 0.147 0.687 0.022 0.303
0.522 0.832 0.988 0.056 0.697
0.288 0.225 0.931 0.914 0.934

⎤⎥⎥⎥⎥⎦
So Λ and P = Λ−1P̆ are:

Λ =

⎡⎢⎢⎢⎢⎣
2.894

2.373
1.342

3.094
3.291

⎤⎥⎥⎥⎥⎦ , P =

⎡⎢⎢⎢⎢⎣
0.024 0.303 0.335 0.286 0.052
0.035 0.199 0.358 0.152 0.256
0.136 0.109 0.512 0.017 0.226
0.169 0.269 0.319 0.018 0.225
0.087 0.068 0.283 0.278 0.284

⎤⎥⎥⎥⎥⎦
The fuzzy stationary matrix of P̆ τ is:

P̆ τ =

⎡⎢⎢⎢⎢⎣
0.586 0, 586 0, 481 0, 481 0, 481
0, 706 0, 832 0, 481 0, 481 0, 481
0, 686 0, 686 0, 861 0, 784 0, 686
0, 686 0, 686 0, 760 0, 840 0, 686
0, 706 0, 812 0, 481 0, 481 0, 521

⎤⎥⎥⎥⎥⎦
This stationary fuzzy matrix is Weak Ergodic, it means that P̆ τ does not agree with

∨
x

since P̆ τ has no equal rows, according to the Definition 6. Now, Which of the stationary
row vectors is the correct projection of the steady state of P̆ ? Indeed, any of the 5 row
vectors can be used for. A natural choice is to select a stationary distribution by using
∨
x. In this way, the greatest eigen fuzzy set of P̆ ,

∨
xj is:

∨
x = [ 0.706 0.832 0.861 0.840 0.686 ]

The crisp stationary distribution of P is:

π = [ 0.102 0.153 0.395 0.124 0.226 ]

In this case the third state is the most probable and the most possible at once. As in

Example 1, both approaches maintain the statement max
xj∈S

{∨xj} = max
xj∈S

{πj}.
While the FM does not have a Strong Ergodic behavior, its projection matrix P

achieves an ergodic behavior with a single steady state. It means that it has no periodic
oscillations.
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6 Concluding Remarks

Some conclusions and recommendations can be suggested:

1. A linear transformation of a FM into a CM is presented and some of their properties
are described. This leads to define a new Theorem (See Theorem 3).

2. This transformation is an easy way to scalarize a FM into a CM to analyze their
properties under both theoretical focuses: Fuzzy and Algebraic.

3. The concept of Cardinality and Cumulative membership function of a fuzzy set are
applied to obtain a crisp projection of the fuzzy space of the FM into a probability
space of a CM.

4. In the fuzzy Markov chains case, it is possible to transform the FM into a CM and
analyze them by using both fuzzy and classical stochastic theory. In cases where
P̆ is Weak Ergodic, their projection P can be useful to analyze their stationary
distribution.

Finally, this work lets view an important relation between ψS(x) and F (x). It means
that any fuzzy set can be transformed into a probability distribution function by using
the presented results.
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Abstract. In this paper, a new method is proposed to measure the performance
of service composition. Due to the nondeterministic response in the Internet, we
model service composition by a group of fuzzy differential equations, where each
equation describes the state change of the service composition. By using RKF
method, approximate reasoning rules, and fuzzy simulation principle, we obtain
the the numerical solutions. Our performance analysis is based on the solutions
of the these equations. Three measure indexes have been considered: response
time, throughput and resource utilization rate. A case study demonstrates the
advantages.

Keywords: Service composition, performance analysis, fuzzy Petri net, fuzzy
differential equation.

1 Introduction

Different approaches have been proposed in the literature for system performance anal-
ysis. Most of them exploit analytical models whose analysis is based on Petri net and
Markov Theory. Stochastic Petri Nets (SPN) [2] are among the most popular modeling
formalisms that have been used in the past decade. However, SPN has its limitations in
modeling some real time systems, such as service compositions, because of the random
waiting time, or non-deterministic response time in the Internet[7].

This paper presents a new method for performance analysis of service composition.
The analytical model is based on relaxation idea proposed by David and Alla[4] for
Continuous Petri nets. We introduce fuzzy execution rates to the transitions of Petri
nets, and we get a new type of fuzzy Petri nets(FPN) by applying relaxation technique.
The semantics of Fuzzy Petri net is defined by a set of fuzzy differential equations
(FDEs). Hence, a service composition can be described by a group of fuzzy differential
equations, where each equation describes a state change of the service. A state can
be measured by a fuzzy number, called State Measure, indicating how much the state
can be reached while the service is in execution. This information can help us to do
performance analysis such as response time, throughput and resource utilization rate.

By using RKF method, approximate reasoning rules, and fuzzy simulation princi-
ple, we obtain the the numerical solutions. Thus we can make performance analysis in
practice.
� This work is partially supported by NSF(No. 90818013) and Zhejiang NSF(No.Z1090357).
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2 Modeling Service Composition with FDEs

A Web service behavior is basically a partially ordered set of operations. Therefore, it
is straightforward to map it into a Petri net. Operations are modeled by transitions and
the state of the service is modeled by places. The arrows between places and transitions
are used to specify causal relations. The initial marking indicates the start state. Service
composition can be described by many languages, such as BPEL, Petri net, etc. In this
paper, we use Petri net to describe service composition.

In the system modeling, we need to describe its start time, end time and execution
time if we describe an event. Since execution rate is the reciprocal of the execution time,
an event p may has three cases for its execution rate: the smallest execution rate a, the
biggest execution rate c, and the most probabilistic execution rate b. We use triangle
fuzzy number to describe such nondeterministic rates.

Definition 1. A Fuzzy Petri Net is a tuple FPN=<P, T, A, M0, d̃ >, where (P, T, A,
M0) is a underlying untimed Petri net: P = {p1, p2, . . . , pn} is the set of places,
T = {t1, t2, . . . , tm} is the set of transitions, A ⊂ (P × T ) ∪ (T × P ) is the set
of arcs, and M0 is the initial marking. d̃ = {d̃1, d̃2, . . . , d̃m} is a set of triangle fuzzy
numbers representing firing rates of transitions.

Definition 2. Let I = [0,∞) be the time interval and let mi : I → E, i = 1, 2, . . . , n
be a set of mappings that associated with place pi. A marking of a Fuzzy Petri Net
FPN =< P, T, A, M0, d̃ > is a mapping

m : I → En, m(τ) = (m1(τ), m2(τ), . . . , mn(τ)).

Definition 3. (State Measure) Given any time moment t ∈ [0,∞), the marking value in
a place is called the State Measure of this place, denoted as m(t). State measures take
fuzzy numbers as their values.

A transition is enabled if all the input places have nonzero fuzzy number markings.
Only enabled transitions can be fired. So, if some marking is moved into a place, we
say that the state measure in this place is increasing; if some marking is moved out
from a place, we say that the state measure in this place is decreasing. The change rate
of state measure can be calculated as the following.

Let p1 and p2 be the input places of a transition t and their markings are m1(τ) and
m2(τ), respectively. Let d̃t be the firing rate associated with t, then the marking moving
out from p1 and p2 is defined by d̃t ×min{m1(τ), m2(τ)}. If t has only one input p1,
then marking d̃t × m1(τ) will be moved out from p1. This definition is actually an
extension of the semantics of Continuous Petri net defined by David and Alla [4].

Based on the above semantics, the state measure at each place can be calculated from
an fuzzy differential equation. For example, the net with an input as shown in Fig. 1.
Place p will get marking from place p1 and p2. Let the markings at place p1, p2 and p
be m1, m2 and m, respectively. Assume that the firing rates at transition t1 and t are d̃1
and d̃, respectively. Then the state measure m can be represented as

m′(τ) = d̃1min{m1(τ), m2(τ)} − d̃m(τ).

If t1 is not enabled, then m1(τ) = 0̃ or/and m2(τ) = 0̃. If t is not enabled, then
m(τ) = 0̃. Hence the above equation also covers these situations.
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Fig. 1. Two places to one place model

3 Solutions of Fuzzy Differential Equations

From the last section, we will get a set of fuzzy differential equations:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

x′
1 = f1(t, x1, x2, . . . , xn, d̃1, d̃2, . . . , d̃m)

x′
2 = f2(t, x1, x2, . . . , xn, d̃1, d̃2, . . . , d̃m)

...

x′
n = fn(t, x1, x2, . . . , xn, d̃1, d̃2, . . . , d̃m)

x1(0) = x10, x2(0) = x20, . . . , xn(0) = xn0.

where d̃i are triangle fuzzy numbers. This is equivalent to the fuzzy initial value problem:

(∗) X ′ = F (t, X, d̃), X(0) = X0.

We can imitate[5] to prove the existence of the solutions of (*). The details are omitted
here. We will focus on how to find the solutions of (*).

It is hard to get the analytical solutions for (*), thus we will find numerical solution
instead. Our method is based on RKF method[1] to find the numerical solutions for the
non-fuzzy initial value problem, then apply approximate reasoning rules[6], and fuzzy
simulation principle, to get fuzzy numerical solution.

STEP 1. Find numerical solutions of non-fuzzy initial value problem. Let d =
(d1, d2, . . . , dm) ∈ Rm be a vector, and f : [0,∞) × Rn × Rm → Rn is a map-
ping. Consider the normal initial value problem:

x′ = f(t, x, d), t ≥ 0, x(0) = x0,

or ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

x′
1 = f1(t, x1, x2, . . . , xn, d1, d2, . . . , dm)

x′
2 = f2(t, x1, x2, . . . , xn, d1, d2, . . . , dm)

...

x′
n = fn(t, x1, x2, . . . , xn, d1, d2, . . . , dm)

x1(0) = x10, x2(0) = x20, . . . , xn(0) = xn0.



Applying Fuzzy Differential Equations to the Performance Analysis 121

Its numerical solution by Runge-Kutta-Fehlberg (RKF) method is

(∗∗)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x1,k+1 = x1,k + h( 16

135K11 + 6656
12825K13 + 28561

56430K14 − 9
50K15 + 2

55K16)
x2,k+1 = x2,k + h( 16

135K21 + 6656
12825K23 + 28561

56430K24 − 9
50K25 + 2

55K26)
...

xn,k+1 = xn,k + h( 16
135Kn1 + 6656

12825Kn3 + 28561
56430Kn4 − 9

50Kn5 + 2
55Kn6)

In the above expressions, h is the step size. RKF is a variable step size single step
method, which has the global truncation error o(h5).

STEP 2. Find the numerical solutions of fuzzy initial problem. From the solution
(**), we see that it characters the approximate relation between two sequential time
moments of the system. So it is basically an approximate reasoning. Hence, for fuzzy
number di, we may use fuzzy relations to replace function relations. Next we use fuzzy
language to describe fuzzy relation R.

Let d̃i, i = 1, 2, . . . , m be the triangular fuzzy numbers on universe of discourse.
Ui0 = {ui0|di(ui0) > 0, ui0 ∈ U} is called effective universe of discourse of d̃i.
Denote Ui1 = {ui1|d̃i(ui1) = ui1(1, ui0), ui0 ∈ Ui0}. For any (ui0, ui1) ∈ Ui0 × Ui1,
let

r
(i)
0 (ui0, ui1) =

{
1 if ui1 = ui1(1, ui0),
0 else.

then Ri
0 = {r(i)

0 (ui0, ui1)|(ui0, ui1) ∈ Ui0 × Ui1} is a fuzzy relation on Ui0 × Ui1.
Assume that Uik = {uik} is known, then based on the fuzzy approximate reasoning
rules, we can rewrite (**) as

Ui,k+1 = {ui,k+1|ui,k+1 = ui,k + h(
16
135

Ki1

+
6656
12825

Ki3 +
28561
56430

Ki4 −
9
50

Ki5 +
2
55

Ki6)},

where i = 1, 2, . . . , n, k = 0, . . . , n−1, and Ki1, Ki2, . . . , Ki6 are the same as in (**).
If we define

r
(i)
k (uik, uik+1) =

⎧⎪⎪⎨⎪⎪⎩
1, if u,k+1 = ui,k + h( 16

135Ki1
+ 6656

12825Ki3 + 28561
56430Ki4

− 9
50Ki5 + 2

55Ki6),
0, else.

then we call ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
R(1) = {r(1)

k |r(1)
k = r

(1)
k (u1k, u1,k+1)}

R(2) = {r(2)
k |r(2)

k = r
(2)
k (u2k, u2,k+1)}

...

R(n) = {r(n)
k |r(n)

k = r
(n)
k (unk, un,k+1)}

the RKF based fuzzy relations. If xik = Xik, i = 1, 2, . . . , n is a fuzzy set, then the
fuzzy state at the next time moment will be
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Xi,k+1(ui,k+1)

= supuik∈Uik
{Xik(uik) ∧ r

(i)
k (uik, ui,k+1)},

i = 1, 2, . . . , n, k = 0, 1, . . . , n− 1.

The above numerical method is denoted as RKF .
So far our solution calculating is for the case that the fuzzy equation group has one

fuzzy number d̃i and all others d̃i are real numbers. If i goes through 1, 2, . . . , n, then
we will have n values for variable X . The arithmetic average of these n values will be
regarded as the numerical solution to this fuzzy variable X .

4 Performance Analysis with FDEs

We consider three performance indexes in this paper: response time, throughput, and
resource utilization rate.

(1) Response Time: Response time is the time that cost in the process, which is
from the beginning that the customers request to the end that the system responses to
the customer. Thus the response time is actually a response between customers and a
subsystem. We consider the problem to calculate response time as a queuing theory
problem, and then we could calculate it using Little Rule and Flow Balance Principle.
Thus the response time is the sum of all the average number of state measures in the
subsystem (queue) divided by the average marking flow velocity of the subsystem. In
Fig.2, the queue is m6 + m7 + · · · + m14, and the velocity is d4min{m4, m6}. Thus
the response time T = (m6 + m7 + · · ·+ m14)/(d4min{m4, m6}).

(2) Throughput: Throughput is the number of customer requests that the subsystem
can accept or deal with in a given time period.

(3) Resource utilization rate: Resource utilization rate is the extension of resource
utilization, which can be explained based on the state measure of FPN. In the Petri net
model, based on the state descriptions, we need to select a place as the measuring place.
Using the state measure of this place, we can analyze the efficiency of the system.

5 Case Study

For example, we consider Online Shop from IBM web site1. The system works as fol-
lows: First, a customer sends an order to the manufacturer. The manufacturer receivers
the order, and then sends the customer’s information to the bank to determine whether
the account is in good standing. Bank will check the customer and then send the re-
sult to the manufacturer.The manufacturer receives the result, sends a message to the
customer to notify him whether the order is accept.

The Petri net description of Online Shop is shown in Fig. 2. It has three services, Cus-
tomer (Input to the system), manufacturer (ProcessOrder), and Bank (CustomerCheck).

1 http://www.ibm.com/developerworks/websphere/techjournal/0603 gregory/0603 gregory.html.
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Fig. 2. Petri net representation of online shop

The fuzzy differential equation model is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m′
1 = d̃3 ∗ m3 − d̃1 ∗ m1

m′
2 = d̃1 ∗ m1 − d̃2 ∗ min(m2, m5)

m′
3 = d̃2 ∗ min(m2, m5) − d̃3 ∗ m3

m′
4 = d̃1 ∗ m1 − d̃4 ∗ min(m4, m6)

m′
5 = d̃6 ∗ min(m8, m11) − d̃2 ∗ min(m2, m5)

m′
6 = d̃7 ∗ m9 − d̃4 ∗ min(m4, m6)

m′
7 = d̃4 ∗ min(m4, m6) − d̃5 ∗ m7

m′
8 = d̃5 ∗ m7 − d̃6 ∗ min(m8, m11)

m′
9 = d̃6 ∗ min(m8, m11) − d̃7 ∗ m9

m′
10 = d̃5 ∗ m7 − d̃8 ∗ min(m10, m12)

m′
11 = d̃9 ∗ m13 − d̃6 ∗ min(m8, m11)

m′
12 = d̃10 ∗ m14 − d̃8 ∗ min(m10, m12)

m′
13 = d̃8 ∗ min(m10, m12) − d̃9 ∗ m13

m′
14 = d̃9 ∗ m13 − d̃10 ∗ m14

with the initial values: m1(0) = m6(0) = m12(0) = 1, all other are 0.
At the beginning, we suppose d6 is a fuzzy number. With some simulation data, in the

most possible case, we get d1 = 6, d2 = 3, d3 = 6, d4 = 12, d5 = 10, d7 = 18, d8 =
8, d9 = 12, and d10 = 18. We also assume that the average number of orders from cus-
tomers is 6/minute. From the experiment data, we find that d̃6 is located in the interval
(0, 20]. We partition (0, 20] into four small intervals: (0, 5], (5, 10], (10, 15], (15, 20].
Let d̃6 pick the values 1, 5, 10, 15 and 20, and other d̃i take the most possible val-
ues. Then we will obtain five non-fuzzy differential equations. By calling the function
ODE45(with algorithm RKF) in Matlab, we can solve all the state measures mi.

Since we have ten fuzzy firing rates, after changing the position of fuzzy numbers,
we will get ten values for each mi. Table 1 shows the arithmetic average values of mi

of ten cases. Each row will give us a time dependent fuzzy number.
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Table 1. Average values of mi

di = 1, t = 20 di = 5, t = 40 di = 10, t = 60 di = 15, t = 80 di = 20, t = 100
m1 0.1271 0.1320 0.1324 0.1326 0.1327
m2 0.7458 0.7361 0.7352 0.7348 0.7346
m3 0.1271 0.1320 0.1324 0.1326 0.1327
m4 0.1067 0.0732 0.0703 0.0693 0.0687
m5 0.2092 0.2469 0.2533 0.2556 0.2568
m6 0.4530 0.5027 0.5389 0.5421 0.5437
m7 0.0941 0.0850 0.0828 0.0820 0.0816
m8 0.3358 0.3311 0.3288 0.3280 0.3275
m9 0.0884 0.0546 0.0496 0.0480 0.0472
m10 0.1065 0.1026 0.1015 0.1011 0.1008
m11 0.1436 0.1552 0.1570 0.1576 0.1580
m12 0.8101 0.8722 0.8802 0.8828 0.8841
m13 0.0858 0.0726 0.0703 0.0693 0.0687
m14 0.1041 0.0546 0.0495 0.0480 0.0472

Based on the above data, we give the performance analysis of Online Shop system:
Response time: The response time is a time dependent fuzzy number. We regard the

manufacturer and the bank as the subsystems. The queue length of the task is the sum of
the average number of marking in each place in the subsystem. We have the following
calculation result in Table 2. Based on the data in the table and the fitting method in [3],
we get plot the response time as shown in Fig. 3(a).

Table 2. Values for Response Time and Throughput

t = 20 t = 40 t = 60 t = 80 t = 100
Resp 17.702 3.4223 1.7054 1.1355 0.8511

Throughput 0.1271 0.6597 1.3243 1.9892 2.6543

Throughput: It is also a time dependent fuzzy number. We have the following calcu-
lation result in Table 2. Based on the table and the fitting method in [3], we get plot the
throughput as shown in Fig. 3(b). From Fig. 3, we see that as the firing rates increase,

(a) (b)

Fig. 3. (a) Response time for online shop; (b) Throughput for online shop



Applying Fuzzy Differential Equations to the Performance Analysis 125

the response time decreases and the throughput increases, which is consistent with the
real situation.

Resource utilization rate: State m2 stands for ’customer waiting for response’. We
may choose m2 as the measuring place. From Table 1 we see that the values of m2 are
mainly distributed between 0.73 and 0.75, so we can imply that most of the customers
are waiting for the response. Thus, the resource utilization rate in the given time period
is about (1 − 0.74) = 26%, which is bad. From the further data analysis, we find the
reason is that very small customer orders (m4 is about 0.07) have been sent out to the
manufacturer, and very little customer information(m10 is about 0.10) has been sent out
for checking.

6 Conclusion and Discussion

We studied the performance analysis of service composition based on fuzzy differential
equations. Three indexes have been used to measure the performance: response time,
throughput and resource utilization rate. With our method we can avoid the state explo-
sion problem. The reason is that we do not check the reachable state space, instead we
solve a set of fuzzy differential equations.
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Abstract. In this paper, we study the algebraic structures of fuzzy soft
sets. Some operations on fuzzy soft sets are introduced and several related
properties are investigated. Furthermore, two lattice structures of fuzzy
soft sets are established. It is proved that certain De Morgan’s laws hold
in fuzzy soft set theory.

1 Introduction

To solve complicated problems in economics, engineering, environmental science
and social science, methods in classical mathematics are not always successful
because of various types of uncertainties present in these problems. While prob-
ability theory, fuzzy set theory [12], rough set theory [8], and other mathemati-
cal tools are well-known and often useful approaches to describing uncertainty,
each of these theories has its inherent difficulties as pointed out in [7]. In 1992,
Molodtsov [7] introduced the concept of soft sets, which can be seen as a new
mathematical tool for dealing with uncertainties. This so-called soft set theory
is free from the difficulties affecting existing methods.

Presently, works on soft set theory are progressing rapidly. Maji et al.[6] de-
fined several operations on soft sets and made a theoretical study on the theory
of soft sets. Aktas and Cagman [1] compared soft sets to the related concepts
of fuzzy sets and rough sets. They also defined the notion of soft groups and
derived some related properties. Jun [3] introduced the notion of soft BCK/BCI-
algebras. Jun and Park [4] discussed the applications of soft sets in ideal theory
of BCK/BCI-algebras. Furthermore, based on [6] , Ali et al.[2] introduced some
new operations on soft sets and improved the notion of complement of soft set.
They proved that certain De Morgan’s laws hold in soft set theory.

In soft set theory, we observe that in most cases the parameters are vague
words or sentences involving vague words. Considering this point, Maji et al.[5]
introduced the notion of fuzzy soft sets by combining fuzzy sets and soft sets. Roy
et al.[9] presented a fuzzy soft set theoretic approach towards a decision making
problem. Xiao et al.[10] proposed a combined forecasting approach based on
fuzzy soft set theory. Yang et al.[11] introduced the concept of interval-valued
fuzzy soft set and a decision making problem is analyzed by the interval-valued
fuzzy soft set.
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Algebraic structures play a fundamental role in many fields of mathematics.
In this paper, we deal with the algebraic structures of fuzzy soft sets. Some
operations on fuzzy soft sets are introduced. Two lattice structures of fuzzy
soft sets are established and several related properties are investigated. It is
proved that the set of all fuzzy soft sets over a definite universe forms bounded
distributive lattices. Furthermore, certain De Morgan’s laws in fuzzy soft set
theory are proved.

2 Preliminaries

This section presents a review of some fundamental notions of soft sets and fuzzy
soft set. We refer to [5,7] for details.

Let U be an initial universe set and E the set of all possible parameters under
consideration with respect to U . The power set of U (i.e., the set of all subsets
of U) is denoted by P (U). Usually, parameters are attributes, characteristics,
or properties of objects in U . Molodtsov defined the notion of a soft set in the
following way:

Definition 1. [7] A pair (F, A) is called a soft set over U , where A ⊆ E and F
is a mapping given by F : A→ P (U).

In other words, a soft set over U is a parameterized family of subsets of U . For
e ∈ A, F (e) may be considered as the set of e−approximate elements of the soft
set (F, A). For illustration, Molodtsov considered several examples in [7].

Example 1. [7] Suppose that there are six houses in the universe U given by
U = {h1, h2, h3, h4, h5, h6} and E = {e1, e2, e3, e4, e5} is the set of parameters.
Where e1 stands for the parameter ‘expensive’, e2 stands for the parameter
‘beautiful’, e3 stands for the parameter ‘wooden’, e4 stands for the parameter
‘cheap’ and e5 stands for the parameter ‘in the green surroundings’.

In this case, to define a soft set means to point out expensive houses, beautiful
houses, and so on. The soft set (F, E) may describe the ‘attractiveness of the
houses’ which Mr.X is going to buy. Suppose that F (e1) = {h2, h4}, F (e2) =
{h1, h3}, F (e3) = {h3, h4, h5}, F (e4) = {h1, h3, h5}, F (e5) = {h1}. Then the
soft set (F, E) is a parameterized family {F (ei); 1 ≤ i ≤ 5} of subsets of U and
give us a collection of approximate descriptions of an object. F (e1) = {h2, h4}
means ‘houses h2 and h4’ are ‘expensive’.

It is worth noticing that as set-valued mappings, different soft set may have
different domains. So, nested fuzzy set is a special case of soft set. In[5], Maji et
al. introduced the concept of fuzzy soft set by combining soft set and fuzzy set.

Definition 2. [5] A pair (F, A) is called a fuzzy soft set over U , where A ⊆ E
and F is a mapping given by F : A → F (U), F (U) is the set of all fuzzy subsets
on U .

Clearly, the notion of fuzzy soft set is a generalization of that of soft set.
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3 The Properties of Operations in Fuzzy Soft Set Theory

Based on the operations on soft sets [2], in this section, we introduce some
operations on fuzzy soft sets and investigate their related properties.

Definition 3. The extended intersection of two fuzzy soft sets (F, A) and (G, B)
over a common universe U , denoted by (F, A) �ε (G, B), is the fuzzy soft set
(H, C), where C = A ∪ B, and ∀e ∈ C, if e ∈ A − B, then H(e) = F (e); if
e ∈ B −A, then H(e) = G(e); if e ∈ A ∩B, then H(e) = F (e) ∩G(e).

Definition 4. The restricted intersection of two fuzzy soft sets (F, A) and
(G, B) over a common universe U , denoted by (F, A) � (G, B), is the fuzzy soft
set (H, C), where C = A ∩B, and ∀e ∈ C, H(e) = F (e) ∩G(e).

Definition 5. The union of two fuzzy soft sets (F, A) and (G, B) over a common
universe U , denoted by (F, A)∪̃(G, B), is the fuzzy soft set (H, C), where C =
A ∪ B, and ∀e ∈ C, if e ∈ A − B, then H(e) = F (e); if e ∈ B − A, then
H(e) = G(e); if e ∈ A ∩B, then H(e) = F (e) ∪G(e).

Definition 6. The restricted union of two fuzzy soft sets (F, A) and (G, B) over
a common universe U , denoted by (F, A)∪� (G, B), is the fuzzy soft set (H, C),
where C = A ∩B, and ∀e ∈ C, H(e) = F (e) ∪G(e).

Definition 7. (a) (F, A) is called a relative null soft set(with respect to the
parameter set A), denoted by ∅A, if F (e) = ∅ for all e ∈ A.

(b) (G, A) is called a relative whole soft set(with respect to the parameter set
A), denoted by UA, if F (e) = U for all e ∈ A.

Definition 8. The relative complement of a soft sets (F, A) is denoted by
(F, A)r and is defined by (F, A)r = (F r, A) where F r : A → F (U) is a mapping
given by F r(e) =∼ F (e) for all e ∈ A and ∼ F (e) is the complement of F (e).

Clearly, ((F, A)r)r = (F, A) and ((F, A)c)c = (F, A) hold.

Theorem 1. Let (F, A), (G, B) and (H, C) be fuzzy soft sets over the same
universe U . Then

(1)(F, A)∪̃(F, A) = (F, A),
(2)(F, A)∪̃(G, B) = (G, B)∪̃(F, A),
(3)((F, A)∪̃(G, B))∪̃(H, C) = (F, A)∪̃((G, B)∪̃(H, C)).

Proof. (1) and (2) are trivial. We only prove (3). Suppose that

((F, A)∪̃(G, B))∪̃(H, C) = (K, A ∪B ∪ C),

(F, A)∪̃((G, B)∪̃(H, C)) = (L, A ∪B ∪ C).

For all e ∈ A ∪B ∪ C, it follows that e ∈ A, or e ∈ B, or e ∈ C. Without losing
of generality, we suppose that e ∈ C.
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(a) If e /∈ A and e /∈ B, then K(e) = H(e) = L(e);
(b) If e ∈ A and e /∈ B, then K(e) = F (e) ∪H(e) = L(e);
(c) If e /∈ A and e ∈ B, then K(e) = G(e) ∪H(e) = L(e);
(d) If e ∈ A and e ∈ B, then K(e) = (F (e) ∪ G(e)) ∪H(e) = F (e) ∪ (G(e) ∪

H(e)) = L(e).
Since K and L are indeed the same set-valued mappings, we conclude that

((F, A)∪̃(G, B))∪̃(H, C) = (F, A)∪̃((G, B)∪̃(H, C)) as required.

This theorem shows that the operation ∪̃ is idempotent, associative and com-
mutative. The following three theorems can be proved similarly:

Theorem 2. Let (F, A), (G, B) and (H, C) be fuzzy soft sets over the same
universe U . Then

(1) (F, A) �ε (F, A) = (F, A),
(2) (F, A) �ε (G, B) = (G, B) �ε (F, A),
(3) ((F, A) �ε (G, B)) �ε (H, C) = (F, A) �ε ((G, B) �ε (H, C)).

Theorem 3. Let (F, A), (G, B) and (H, C) be fuzzy soft sets over the same
universe U . Then

(1) (F, A) ∪� (F, A) = (F, A),
(2) (F, A) ∪� (G, B) = (G, B) ∪� (F, A),
(3) ((F, A) ∪� (G, B)) ∪� (H, C) = (F, A) ∪� ((G, B) ∪� (H, C)).

Theorem 4. Let (F, A), (G, B) and (H, C) be fuzzy soft sets over the same
universe U . Then

(1) (F, A) � (F, A) = (F, A),
(2) (F, A) � (G, B) = (G, B) � (F, A),
(3) ((F, A) � (G, B)) � (H, C) = (F, A) � ((G, B) � (H, C)).

The following types of De Morgan’s laws hold in soft set theory.

Theorem 5. Let (F, A) and (G, B) be two fuzzy soft sets over the same universe
U . Then

(1) ((F, A)∪̃(G, B))r = (F, A)r �ε (G, B)r ,
(2) ((F, A) �ε (G, B))r = (F, A)r∪̃(G, B)r .

4 The Lattice Structures of Fuzzy Soft Sets

In this section, we establish the lattice structures of fuzzy soft sets. The following
theorem shows that the absorption law with respect to operations ∪̃ and � holds.

Theorem 6. Let (F, A) and (G, B) be fuzzy two soft sets over the same universe
U . Then

(1) ((F, A)∪̃(G, B)) � (F, A) = (F, A),
(2) ((F, A) � (G, B))∪̃(F, A) = (F, A).
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Proof. (1) Suppose that (F, A)∪̃(G, B) = (H, A ∪ B) and ((F, A)∪̃(G, B)) �
(F, A) = (K, (A ∪B) ∩A) = (K, A). For all e ∈ A,

(a) if e ∈ B, then K(e) = H(e) ∩ F (e) = (F (e) ∪G(e)) ∩ F (e) = F (e);
(b) if e /∈ B, then K(e) = H(e) ∩ F (e) = F (e) ∩ F (e) = F (e).
Hence ((F, A)∪̃(G, B)) � (F, A) = (F, A).
(2) Suppose that (F, A)� (G, B) = (H, A∩B) and ((F, A)� (G, B))∪̃(F, A) =

(K, (A ∩B) ∪A) = (K, A). For all e ∈ A,
(a) if e ∈ B, then K(e) = H(e) ∪ F (e) = (F (e) ∩G(e)) ∪ F (e) = F (e);
(b) if e /∈ B, then e /∈ A ∩B. It follows that K(e) = F (e).
Hence ((F, A) � (G, B))∪̃(F, A) = (F, A).

We denote by S(U, E) the set of all fuzzy soft sets over the universe U and the
parameter set E, that is

S(U, E) = {(F, A); A ⊆ E, F : A → F (U)}.

Theorem 7. (1) (S(U, E), ∪̃, �) is a lattice.
(2) Let ≤1 be the ordering relation in lattice (S(U, E), ∪̃, �) and

(F, A), (G, B) ∈ S(U, E). (F, A) ≤1 (G, B) if and only if: A ⊆ B and F (e) ⊆
G(e) for all e ∈ A.

Clearly, (S(U, E), ∪̃, �) is a bounded lattice, UE and ∅∅ are the upper bound and
lower bound respectively.

Theorem 8. (S(U, E), ∪̃, �) is a distributive lattice.

We consider fuzzy soft sets over a definite parameter set. Let A ⊆ E and

SA = {(F, A); F : A→ F (U)}

be the set of soft sets over the universe U and the parameter set A. It is trivial
to verify that (F, A)∪̃(G, A), (F, A) � (G, A) ∈ SA for all (F, A), (G, A) ∈ SA.
That is to say

Corollary 1. SA is a sublattice of (S(U, E), ∪̃, �).

In (SA, ∪̃, �),UA and ∅A are the greatest element and the least element respec-
tively.

In what follows, we consider another lattice structure of soft sets.

Theorem 9. Let (F, A) and (G, B) be two fuzzy soft sets over the same universe
U . Then

(1)((F, A) ∪� (G, B)) �ε (F, A) = (F, A),
(2)((F, A) �ε (G, B)) ∪� (F, A) = (F, A).

Proof. (1) Suppose that (F, A)∪� (G, B) = (H, A∩B) and ((F, A)∪� (G, B))�ε

(F, A) = (K, (A ∩B) ∪A) = (K, A). For all e ∈ A,
(a) if e ∈ B, then e ∈ A∩B and K(e) = H(e)∩F (e) = (F (e)∪G(e))∩F (e) =

F (e);
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(b) if e /∈ B, then e /∈ A ∩B and K(e) = F (e).
Hence ((F, A) ∪� (G, B)) �ε (F, A) = (F, A).
(2) Suppose that (F, A)�ε(G, B) = (H,∪B) and ((F, A)�ε(G, B))∪� (F, A) =

(K, (A ∪B) ∩A) = (K, A). For all e ∈ A,
(a) if e ∈ B, then e ∈ A∩B and K(e) = H(e)∪F (e) = (F (e)∩G(e))∪F (e) =

F (e);
(b) if e /∈ B, then K(e) = H(e) ∪ F (e) = F (e) ∪ F (e) = F (e).
Hence ((F, A) �ε (G, B)) ∪� (F, A) = (F, A).

Theorem 10. For all (F, A), (G, B), (H, C) ∈ S(U, E),

(F, A) ∪� ((G, B) �ε (H, C)) = ((F, A) ∪� (G, B)) �ε ((F, A) ∪� (H, C)).

Proof. Suppose that

(F, A) ∪� ((G, B) �ε (H, C)) = (K, A ∩ (B ∪C)),

((F, A)∪� (G, B))�ε((F, A)∪� (H, C)) = (L, (A∩B)∪(A∩C)) = (L, A∩(B∪C)).

For each e ∈ A ∩ (B ∪ C), it follows that e ∈ A and e ∈ B ∪ C.
(a) if e ∈ A, e /∈ B, e ∈ C, then K(e) = F (e) ∪H(e) = L(e);
(b) if e ∈ A, e ∈ B, e /∈ C, then K(e) = F (e) ∪G(e) = L(e);
(c) if e ∈ A, e ∈ B, e ∈ C, then K(e) = F (e) ∪ (G(e) ∩ H(e)) = (F (e) ∪

G(e)) ∩ (F (e) ∪H(e)) = L(e).
Hence (F, A)∪� ((G, B)�ε (H, C)) = ((F, A)∪� (G, B))�ε ((F, A)∪� (H, C)).

Theorem 11. (1) (S(U, E),∪�,�ε) is a distributive lattice.
(2) Let ≤2 be the ordering relation in lattice (S(U, E),∪�,�ε) and

(F, A), (G, B) ∈ S(U, E). (F, A) ≤2 (G, B) if and only if: B ⊆ A and for all
e ∈ B, F (e) ⊆ G(e).

Proof. (1) This can be deduced from Theorem2, Theorem3, Theorem9 and The-
orem10.

(2) Suppose that (F, A) ≤2 (G, B). Then (F, A) ∪� (G, B) = (G, B). By
definition, A ∩B = B and hence B ⊆ A. For all e ∈ B, by F (e) ∪ G(e) = G(e),
it follows that F (e) ⊆ G(e).

Conversely, suppose that B ⊆ A and F (e) ⊆ G(e) for all e ∈ B. It is trivial
to verify that (F, A) ∪� (G, B) = (G, B) and hence (F, A) ≤2 (G, B).

We notice that the lattice structure (S(U, E), ∪̃, �) is different from that of
(S(U, E),∪�,�ε).

Corollary 2. SA is a sublattice of (S(U, E),∪�,�ε).

Theorem 12. Let (F, A) and (G, B) be two fuzzy soft sets over the same uni-
verse U . Then

(1) ((F, A)∪̃(G, B)) �ε (F, A) = ((F, A) �ε (G, B))∪̃(F, A),
(2) ((F, A) ∪� (G, B)) � (F, A) = ((F, A) � (G, B)) ∪� (F, A).
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Proof. (1) Suppose that ((F, A)∪̃(G, B)) �ε (F, A) = (H, A ∪ B) and ((F, A) �ε

(G, B))∪̃(F, A) = (K, A ∪B). For all e ∈ A ∪B,
(a) if e ∈ A and e ∈ B, then H(e) = (F (e) ∪G(e)) ∩ F (e) = F (e) = ((F, e) ∩

G(e)) ∪ F (e) = K(e);
(b) if e ∈ A and e /∈ B, then H(e) = F (e)∩F (e) = F (e) = F (e)∪F (e) = K(e);
(c) if e /∈ A and e ∈ B, then H(e) = G(e) = K(e).
Hence ((F, A)∪̃(G, B)) �ε (F, A) = ((F, A) �ε (G, B))∪̃(F, A).
(2) Suppose that ((F, A) ∪� (G, B)) � (F, A) = (H, A ∩ B) and ((F, A) �

(G, B)) ∪� (F, A) = (K, A ∩B). For all e ∈ A ∩B, we have e ∈ A and e ∈ B. It
follows that

H(e) = (F (e) ∪G(e)) ∩ F (e) = F (e) = (F (e) ∩G(e)) ∪ F (e) = K(e).

Hence ((F, A) � (G, B))∪̃(F, A) = (F, A).

The absorption laws with respect to operations ∪̃ and �ε, ∪� and � may not
necessarily hold. That is to say:

(1) ((F, A)∪̃(G, B)) �ε (F, A) = (F, A),
(2) ((F, A) ∪� (G, B)) � (F, A) = (F, A),
do not hold in general.

Example 2. Suppose that the universe U = {h1, h2, h3, h4, h5, h6} and E =
{e1, e2, e3, e4} is the set of parameters. Let (F, A) and (G, B) be two soft
sets over U , where A = {e1, e2}, B = {e2, e3}, F (e1) = {h1, h2}, F (e2) =
{h2, h4}, G(e2) = {h1, h3}, G(e3) = {h2, h3, h4}. By the definitions, we have
((F, A)∪̃(G, B)) �ε (F, A) = (H, {e1, e2, e3), ((F, A) ∪� (G, B)) � (F, A) =
(K, {e2}). Where H(e1) = {h1, h2}, H(e2) = {h2, h4}, H(e3) = {h2, h3, h4},
K(e2) = {h2, h4}.

Hence ((F, A)∪̃(G, B)) �ε (F, A) �= (F, A) and ((F, A) ∪� (G, B)) � (F, A) �=
(F, A).

5 Conclusions

In this paper, we study the algebraic structures of fuzzy soft sets. Two lattice
structures of fuzzy soft sets are established and several related properties are
investigated. It has been proved that certain De Morgan’s laws hold in soft set
theory. Based on these results, we can further prove the relationship among fuzzy
soft sets, fuzzy sets and fuzzy rough set. The topological structure of fuzzy soft
sets is another important and interesting issue to be addressed.
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Abstract. The propositional calculus formal deductive system UL�
h∈(0,1]

for 0-level universal AND operator with projection operator has been built
up. In this paper, according to the propositional system, a predicate cal-
culus formal deductive system ∀UL�

h∈(0,1] for 0-level universal AND op-
erator with projection operator is built up. The soundness theorem and
deduction theorem of system ∀UL�

h∈(0,1] are given.

Keywords: Universal logic; Fuzzy logic; Predicate calculus; Axiomati-
zation.

1 Introduction

How to deal with various uncertainties and evolution problems have been critical
issues for further development of AI. The well-developed mathematical logic is
too rigid and it can only solve certainty problems. It is the new challenge for logics
to make mathematical logic more flexible and to contain various uncertainties
and evolution. Therefore, non-classical logic and modern logic develop rapidly,
for example fuzzy logic and universal logic.

In recent years considerable progress has been made in logical foundations
of fuzzy logic, especially for the logic based on t-norm and its residua (See
[1-11]). Some well-known logic systems have been built up, such as the basic
logic (BL)[1, 3] introduced by Hajek; the monoidal t-norm based logic (MTL)[2]
introduced by Esteva and Godo; a formal deductive system L∗ introduced by
Wang (see [7-11]), and so on. Moreover the completeness of the above logical
systems have been proven.

Universal logic[12] was proposed by Huacan He, which thinks that all things in
the world are correlative, that is, they are either mutually exclusive or mutually
consistent, and we call this kind of relation generalized correlation. Any two
propositions have generalized correlation. The degree of general correlation can
be described quantitatively by the coefficient of the generalized correlation h ∈
[0, 1]: If we define the h of operator T (a, b) as the ratio between the volume of
T (a, b) and the volume of maximal operator , then h = 1 means the maximal
attractive state; h = 0.75 means independency correlative state; h = 0.5 means
neutral state; h = 0 means maximal exclusive state. The 0-level universal AND
operators and 0-level universal IMPLICATION operators are defined as:

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 134–141, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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0-level universal AND operators are mapping T : [0, 1] × [0, 1] → [0, 1],
T (x, y, h) = Γ 1[(xm + ym − 1)1/m], which is usually denoted by ∧h; the real
number m has relation with the coefficient of generalized correlation h as:

m = (3− 4h)/(4h(1− h)) (1)

h ∈ [0, 1], m ∈ R. And Γ 1[x] denotes x is restricted in [0, 1], if x > 1 then its
value will be 1, if x < 0, its value will be 0. Four basic operators can be obtained
through specifying the parameter h:

T (x, y, 1) = min(x, y); T (x, y, 0.75) = xy;
T (x, y, 0.5) = max(0, x + y − 1); T (x, y, 0) = ite{min(x, y)|max(x, y) = 1; 0}.
In the above the ite{a|b; c} denotes that the value is a if b is true, otherwise c.
0-level universal IMPLICATION operators are mapping I : [0, 1] × [0, 1] →

[0, 1], I(x, y, h) = ite{1|x ≤ y; 0|m ≤ 0 and y = 0; Γ 1[(1− xm + ym)1/m]}, which
is usually denoted by⇒h. In the above the equation with m and h is the same as
(1). Four basic operators can be obtained through specifying the parameter h:

I(x, y, 1) = ite{1|x ≤ y, y}; I(x, y, 0.75) = min(1, y/x);
I(x, y, 0.5) = min(1, 1− x + y); I(x, y, 0) = ite{y|x = 1, 1}
The formal systems of propositional universal logic have been studied in [13-

17], the predicate calculus formal deductive systems of universal logic have not
been studied. In this paper, we focus on the formal system of universal logic
according the propositional system UL�

h∈(0,1][15] for 0-level universal AND op-

erator with projection operator. We build predicate formal system ∀UL�
h∈(0,1],

and its soundness and deduction theorem are given.
The paper is organized as follows. After this introduction, Section 2 we will

build the predicate calculus formal deductive system ∀UL�
h∈(0,1] for 0-level uni-

versal AND operator with projection operator. In Section 3 the soundness of
system ∀UL�

h∈(0,1] will be proved, moreover, the deduction theorem will given.
The final section offers the conclusion.

2 Predicate Formal System ∀UL�
h∈(0,1]

In order to build first-order predicate formal deductive system based on 0-level
universal AND operator with projection operator, we give the first-order predi-
cate language as following:

First-order language J consists of symbols set and generation rules:
The symbols set of J consist of as following:

(1) Object variables: x, y, z, x1, y1, z1, x2, y2, z2, · · ·;
(2) Object constants: a, b, c, a1, b1, c1,, Truth constants: 0, 1;
(3) Predicate symbols: P, Q, R, P1, Q1, R1, · · ·;
(4) Connectives: &,→,�;
(5) Quantifiers: ∀(universal quantifier), ∃(existential quantifier);
(6) Auxiliary symbols: (, ), ,.
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The symbols in (1)-(3) are called non-logical symbols of language J . The
object variables and object constants of J are called terms. The set of all object
constants is denoted by Var(J), The set of all object variables is denoted by
Const(J), The set of all terms is denoted by Term(J). If P is n-ary predicate
symbol, t1, t2, · · · , tn are terms, then P (t1, t2, · · · , tn) is called atomic formula.

The formula set of J is generated by the following three rules in finite times:

(i) If P is atomic formula, then P ∈ J ;
(ii) If P, Q ∈ J , then P&Q, P → Q,�P ∈ J ;
(iii) If P ∈ J , and x ∈ Var(J), then (∀x)P, (∃x)P ∈ J .

The formulas of J can be denoted by ϕ, φ, ψ, ϕ1, φ1, ψ1, · · ·. Further connec-
tives are defined as following:

ϕ ∧ ψ is ϕ&(ϕ → ψ), ϕ ∨ ψ is ((ϕ → ψ) → ψ) ∧ (ψ → ϕ) → ϕ),
¬ϕ is ϕ → 0, ϕ ≡ ψ is (ϕ → ψ)&(ψ → ϕ).

Definition 1. The axioms and deduction rules of predicate formal system
∀UL�

h∈(0,1] as following:

(i)The following formulas are axioms of ∀UL�
h∈(0,1]:

(U1) (ϕ → ψ)→ ((ψ → χ)(ϕ → χ))
(U2) (ϕ&ψ) → ϕ
(U3) (ϕ&ψ) → (ψ&ϕ)
(U4) ϕ&(ϕ → ψ)→ (ψ&(ψ → ϕ))
(U5) (ϕ → (ψ → χ)) → ((ϕ&ψ) → χ)
(U6) ((ϕ&ψ) → χ)→ (ϕ→ (ψ → χ))
(U7) ((ϕ → ψ) → χ)→ (((ψ → ϕ) → χ)→ χ)
(U8) 0 → ϕ
(U9) (ϕ → ϕ&ψ)→ ((ϕ → 0) ∨ ψ ∨ ((ϕ → ϕ&ϕ) ∧ (ψ → ψ&ψ)))

(U10) �ϕ ∨ ¬�ϕ
(U11) �(ϕ ∨ ψ)→ (�ϕ ∨�ψ)
(U12) �ϕ→ ϕ
(U13) �ϕ→��ϕ
(U14) �(ϕ → ψ)→ (�ϕ →�ψ)
(U15) (∀x)ϕ(x) → ϕ(t) (t substitutable for x in ϕ(x))
(U16) ϕ(t) → (∃x)ϕ(x)(t substitutable for x in ϕ(x))
(U17) (∀x)(χ → ϕ)→ (χ → (∀x)ϕ)(x is not free in χ)
(U18) (∀x)(ϕ → χ)→ ((∃x)ϕ → χ)(x is not free in χ)
(U19) (∀x)(ϕ ∨ χ) → ((∀x)ϕ ∨ χ)(x is not free in χ)

Deduction rules of ∀UL�
h∈(0,1] are three rules. They are:

Modus Ponens(MP):from ϕ, ϕ → ψ infer ψ;
Necessitation: from ϕ infer �ϕ;
Generalization: from ϕ infer (∀x)ϕ.

The meaning of “t substitutable for x in ϕ(x)” and “x is not free in χ” in the
above definition have the same meaning in the classical first-order predicate logic,
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moreover, we can define the concepts such as proof, theorem, theory, deduction
from a theory T , T -consequence in the system ∀UL�

h∈(0,1]. T � ϕ denotes that ϕ is

provable in the theory T . � ϕ denotes that ϕ is a theorem of system ∀UL�
h∈(0,1].

Let Thm(∀UL�
h∈(0,1]) = {ϕ ∈ J | � ϕ}, Ded(T ) = {ϕ ∈ J |T � ϕ}. Being the

axioms of propositional system UL�
h∈(0,1] are in predicate system ∀UL�

h∈(0,1],
then the theorems in ULh∈(0,1] are theorems in ∀ULh∈(0,1]. According the similar
proof in [1,15,16] we can get the following lemmas.

Lemma 1. The hypothetical syllogism holds in ∀UL�
h∈(0,1], i.e. let Γ = {ϕ →

ψ, ψ → χ}, then Γ � ϕ→ χ.

Lemma 2. ∀UL�
h∈(0,1] proves:

(1) ϕ → ϕ; (2) ϕ→ (ψ → ϕ); (3) (ϕ → ψ) → ((ϕ → γ)→ (ψ → γ));
(4)(ϕ&(ϕ → ψ))→ ψ; (5) Δϕ ≡ Δϕ&Δϕ.

Lemma 3. If T = {ϕ→ ψ, χ→ γ}, then T � (ϕ&χ)→ (ψ&γ).

In order to prove the soundness of predicate system ∀UL�
h∈(0,1], we should in-

troduce the following definitions.

Definition 2. [1] A BL-algebra is an algebra L = (L,∩,∪, ∗,⇒, 0, 1) with four
binary operations and two constants such that

1. (L,∩,∪, 0, 1) is a lattice with the greatest element 1 and the least element 0
(with respect to the lattice ordering ≤),

2. (L, ∗, 1) is a commutative semigroup with the unit element 1, i.e. ∗ is com-
mutative, associative and 1 ∗ x = x for all x,

3. the following conditions hold for all x, y, z:
(i) z ≤ (x ⇒ y) iff x ∗ z ≤ y
(ii) x ∩ y = x ∗ (x ⇒ y)
(iii) (x ⇒ y) ∪ (y ⇒ x) = 1.

Definition 3. [16] A �LΠG algebra is a BL-algebra in which the identity (x ⇒
x ∗ y)⇒ ((x ⇒ 0) ∪ y ∪ ((x ⇒ x ∗ x) ∩ (y ⇒ y ∗ y))) = 1 is valid.

Definition 4. [15] A �LΠG�-algebra is a structure L =< L, ∗,⇒,∩,∪, 0, 1,� >
which is a �LΠG-algebra expanded by an unary operation � in which the following
formulas are true:
�x ∪ (�x⇒ 0) = 1
�(x ∪ y) ≤ �x ∪�y
�x ≤ x
�x ≤ ��x
(�x) ∗ (�(x⇒ y)) ≤ �y
�1 = 1

Let J is first-order predicate language, L is linearly ordered �LΠG� algebra,
M = (M, (rP )P , (mc)c) is called a L-evaluation for first-order predicate language
J , which M is non-empty domain, according to each n-ary predicate P and object
constant c, rP is L-fuzzy n-ary relation: rP : Mn → L, mc is an element of M.
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Definition 5. Let J be predicate language, M is L-evaluation of J , x is object
variable, P ∈ J .

(i) A mapping V : Term(J) →M is called M-evaluation, if for each c ∈Const
(J), v(c) = mc;

(ii)Two M-evaluation v, v′ are called equal denoted by v ≡x v′ if for each
y ∈ Var(J)\{x}, there is v(y) = v′(y).

(iii) The value of a term given by M, v is defined by: ‖x‖M,v = v(x); ‖c‖M,v

= mc. We define the truth value ‖ϕ‖LM,v of a formula ϕ as following. Clearly,
∗,⇒,� denote the operations of L.
‖P (t1, t2, · · · , tn)‖LM,v = rP (‖t1‖M,v , · · · , ‖tn‖M,v)
‖ϕ→ ψ‖LM,v = ‖ϕ‖LM,v ⇒ ‖ψ‖LM,v

‖ϕ&ψ‖LM,v = ‖ϕ‖LM,v ∗ ‖ψ‖
L
M,v∥∥0

∥∥L
M,v

= 0;
∥∥1

∥∥L
M,v

= 1

‖Δϕ‖LM,v = Δ ‖ϕ‖LM,v

‖(∀x)ϕ‖LM,v = inf{‖ϕ‖LM,v′ | v ≡x v′}
‖(∃x)ϕ‖LM,v = sup{‖ϕ‖LM,v′ | v ≡x v′}

In order to the above definitions are reasonable, the infimum/supremum should
exist in the sense of L. So the structure M is L-safe if all the needed infima and
suprema exist, i.e. ‖ϕ‖LM,v is defined for all ϕ, v.

Definition 6. Let ϕ ∈ J , M be a safe L-structure for J .
(i) The truth value of ϕ in M is ‖ϕ‖LM = inf{‖ϕ‖LM,v | v M− evaluation}.
(ii) A formula ϕ of a language J is an L-tautology if ‖ϕ‖LM = 1L for each

safe L-structure M. i.e. ‖ϕ‖LM,v = 1 for each safe L-structure M and each
M-valuation of object variables.

Remark 1. For each h ∈ (0, 1], ([0, 1],∧h,⇒h, min, max, 0, 1,�) is a linearly or-
dered �LΠG�-algebra. So the predicate system ∀UL�

h∈(0,1] can be considered the
axiomatization for 0-level universal AND operator with projection operator.

3 Soundness of System ∀UL�
h∈(0,1]

Definition 7. A logic system is soundness if for its each theorem ϕ, we can get
ϕ is a tautology.

Theorem 1. (Soundness of axioms) The axioms of ∀UL�
h∈(0,1] are L-tautologies

for each linearly ordered �LΠG�-algebra L.

Proof. The axioms of (U1)-(U14) are L-tautologies can be get as in propositional
calculus. We verify (U15)-(U19)

To verify (U15), (U16), let y is substitutable for x to ϕ, when v′′ ≡x v

and v′′(x) = v(y), there is ‖ϕ(y)‖LM,v = ‖ϕ(x)‖LM,v′′ . So, ‖(∀x)ϕ(x)‖LM,v =
infv′≡v ‖ϕ(x)‖LM,v′ ≤ ‖ϕ(y)‖LM,v′′ ≤ supv′ ‖ϕ(x)‖LM,v′ = ‖(∃x)ϕ(x)‖LM,v, then
‖(∀x)ϕ(x) → ϕ(y)‖M,v = ‖(∀x)ϕ(x)‖M,v → ‖ϕ(y)‖M,v = 1.
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For (U17), let x not free in χ, then for each M-valuation w, when w ≡x v,
we have ‖v‖LM,w = ‖ϕ(x)‖LM,v. We have to show infw(‖v‖LM,w ⇒ ‖ϕ‖LM,w) ≤
(‖v‖LM,v ⇒ infw ‖ϕ‖LM,w). Let ‖v‖LM,v = ‖v‖LM,w = a, ‖ϕ‖LM,w = bw, thus we must
prove infw(a ⇒ bw) ≤ (a ⇒ infw bw). On the one hand, infw bw ≤ bw, thus
a ⇒ bw ≥ (a ⇒ infw bw) for each w, thus infw(a ⇒ bw) ≥ (a ⇒ infw bw). On the
other hand if z ≤ (a ⇒ bw) for each w, then z∗a ≤ bw for each w, z∗a ≤ infw bw,
z ≤ (a ⇒ infw bw). Thus (a ⇒ infw bw) is the infimum of all (a ⇒ bw). So (U17)
holds.

For (U18), we need to verify infw(aw ⇒ bw) = (supw aw ⇒ b). Indeed, supw ≥
aw, thus (supw aw ⇒ b) ≤ (aw ⇒ b), hence (supw aw ⇒ b) ≤ infw(aw ⇒ b), If
z ≤ aw ⇒ b for all w, then aw ≤ (z ⇒ b) for all w, then supw aw ≤ (z ⇒ b),
z ≤ (supw aw ⇒ b), so supw aw ⇒ b is the infimum. So (U18) holds.

Finally we verify (U20), we need to verify infw(a∨ bw) = a∨ infw bw. Indeed,
a ≤ a ∨ bw, thus a ≤ infw(a ∨ bw); similarly, infw bw ≤ infw(a ∨ bw), thus
a ∨ infw bw ≤ infw(a ∨ b). Conversely, let z ≤ a ∨ bw for all w, we prove z ≤
a ∨ infw bw.

Case 1: Let a ≤ infw bw. Then z ≤ bw for each w, z ≤ infw bw and z ≤
a ∨ infw bw.

Case 2: Let a ≥ infw bw. Then for some w0, a ≥ bw0 , thus z ≤ a and z ≤
a ∨ infw bw.

So we prove the soundness of axioms.

Theorem 2. (Soundness of deduction rules) (1) For arbitrary formulas ϕ, ψ,
safe-structure M and evaluation v, ‖ψ‖LM,v ≥ ‖ϕ‖

L
M,v ∗ ‖ϕ → ψ‖LM,v. In partic-

ular, if ‖ϕ‖LM,v = ‖ϕ → ψ‖LM,v = 1L then ‖ψ‖LM,v = 1L.
(2) Consequently, ‖ψ‖LM ≥ ‖ϕ‖LM ∗ ‖ϕ→ ψ‖LM, thus if ϕ, ϕ → ψ are then ψ is

1L-true in M.
(3) If ϕ is 1L-true in M then �ϕ is 1L-true in M.
(4) If ϕ is 1L-true in M then (∀x)ϕ is 1L-true in M.

Proof. (1) is just as in propositional calculus(from the basic property of residu-
ation).

To prove (2) put ‖ϕ‖w = aw, ‖ψ‖w = bw, infw aw = a. We have to prove
infw(aw ⇒ bw) ≤ infw aw ⇒ infw bw. Observe the following: inf(aw ⇒ bw) ≤
(aw ⇒ bw) ≤ (a ⇒ bw), thus infw(aw ⇒ bw) ≤ infw(a ⇒ bw). It remains to
prove infw(a ⇒ bw) ≤ a ⇒ infw bw, this is holds from Theorem 1.

(3) If ϕ is 1L-true in M then ‖ϕ‖L
M = 1L, so ‖Δϕ‖LM,v = Δ ‖ϕ‖LM,v = 1L. Then

(3) holds.
(4) Being ‖ϕ‖LM = inf{‖ϕ‖LM,v | v M− evaluation} ≤ inf{‖ϕ‖M,v′|v′ ≡ v} =

‖(∀x)ϕ‖LM. So (4) holds.
So we can get the following soundness theorem.

Theorem 3. (Soundness ) Let L is linearly ordered �LΠG�-algebra and ϕ is a
formula in J , if � ϕ, then ϕ is L-tautology, i.e. ‖ϕ‖LM = 1L.

Similarly, we can get the following strong soundness theorem.
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Definition 8. Let T be a theory, L be a linearly ordered �LΠG�-algebra and M
a safe L-structure for the language of T . M is an L-model of T if all axioms
of T are 1L−true in M, i.e. ‖ϕ‖ = 1L in each ϕ ∈ T .

Theorem 4. (Strong Soundness ) Let T be a theory, L is linearly ordered �LΠG�-
algebra and ϕ is a formula in J , if T � ϕ (ϕ is provable in T ), then ‖ϕ‖LM = 1L for
each linearly ordered �LΠG�-algebra L and each L-model M of T .

Proof. In fact, from the proof of theorem 1, for each L-model M of T , the
axioms are true, and the formulas in T are true, from the proof of theorem 2,
the deduction rules preserve true. So the theorem holds.

Theorem 5. (Deduction Theorem) Let T be a theory, ϕ, ψ are closed formulas.
Then (T ∪ {ϕ}) � ψ iff T � Δϕ → ψ.

Proof. Sufficiency: Let T � Δϕ → ψ, from ϕ(ϕ ∈ (T ∪ {ϕ}) ), then Δϕ by
necessitation, so we can get ψ by MP rules.

Necessity: Let m is the proof length from T ∪{ϕ} to ψ, we prove by induction
for the length m.

When m = 1, ψ ∈ T∪{ϕ}∪Axm(C∀), if ψ = ϕ, The result holds. If ψ ∈ T or ψ
is axiom, from Lemma2(2), we have ψ → (Δϕ→ ψ), then by ψ, ψ → (Δϕ → ψ),
we get Δϕ → ψ, thus T � Δϕ → ψ.

Assume that the result holds when m ≤ k, i.e. we get γ at k step, then
T � Δϕ→ γ. Now Let m = k + 1.

If ψ is obtained from MP rule by the above results γ, γ → ψ in the proof
sequence, then by induction hypothesis, we get T � Δϕ → γ, T � Δϕ → (γ →
ψ). From Lemma 3, we can get T � (Δϕ&Δϕ) → (γ&(γ → ψ)). Being T �
(Δϕ)&(Δϕ) ≡ Δϕ, so T � Δϕ → (γ&(γ → ψ)). From lemma 2(4) we have
(γ&(γ → ψ) → ψ, so we get T � Δϕ → ψ by the hypothetical syllogism.

If ψ is obtained from necessitation rule by the above step γ in the proof
sequence, i.e. Δγ = ψ, then by induction hypothesis, we get T � Δϕ → γ.
T � Δ(Δϕ → γ), from (U14) we can get T � ΔΔϕ → Δγ, from (U13) we can
get Δϕ → ΔΔϕ, thus by the hypothetical syllogism we can get T � Δϕ → Δγ,
i.e. T � Δϕ→ ψ.

If ψ is obtained from generalization rule by the above step γ in the proof
sequence, i.e. (∀x)γ = ψ, then by induction hypothesis, we get T � Δϕ → γ,
From generalization rule we can get T � (∀x)(Δϕ → γ), being Δϕ, γ are closed
formula and from (U17), we can get T � Δϕ→ (∀x)γ, i.e. T � Δϕ → ψ.

So the theorem holds.

4 Conclusion

In this paper a predicate calculus formal deductive system ∀UL�
h∈(0,1] according

to the propositional system UL�
h∈(0,1] for 0-level universal AND operator with

projection operator is built up. We prove the system ∀UL�
h∈(0,1] is sound. The

deduction theorem are also given. Based on the paper’s work, the Completeness
of ∀UL�

h∈(0,1] will be discussed in other papers.
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A Neuro-Evolutive Interval Type-2 TSK Fuzzy System
for Volatile Weather Forecasting

Dusko Kalenatic�, Juan C. Figueroa-Garcı́a��, and Cesar Amilcar Lopez���

Universidad de La Sabana, Chia - Colombia
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Abstract. This paper presents an hybrid Neuro-Evolutive algorithm for a First-
order Interval Type-2 TSK Fuzzy Logic System applied to a volatile weather
forecasting case. All results are tested by statistical tests as Goldfeld-Quant, Ljung-
Box, ARCH, Runs, Turning Points, Bayesian, Akaike and Hannan-Quin criteria.
Some methodological aspects about a hybrid implementation among ANFIS, an
Evolutive Optimizer and a First order Interval Type-2 TSK FLS are presented.
The selected type-reduction algorithm is the IASCO algorithm proposed by Mel-
garejo in [1] since it presents better computing properties than other algorithms.

1 Introduction and Motivation

Volatile Time Series have become as a complex problem for identification and predic-
tion, so the application of computational intelligence techniques is useful in those cases.
A first approach to Interval Type-2 Takagi-Sugeno Fuzzy Logic System (IT2FSK) was
given by Mendez & Castillo in [2] and Figueroa in [3].

This paper shows an strategy between an Artificial Neural-Based Fuzzy Inference
System (ANFIS) and an Evolutionary optimizer to synchronize a First-order IT2TSK
for volatile weather time series forecasting in Bogotá-Colombia, using the results of
Figueroa in [4] and Figueroa in [3]. Some important aspects about the design of Type-2
fuzzy input sets, TSK outputs, rule base and inference process are described.study case.

The paper is organized as follows: Section I presents the introduction, Section 2
presents the case study. In Section 3 we briefly introduce an IT2TSK system, Section 4
presents the Neuro-Evolutive IT2TSK algorithm. Section 5 presents the obtained results
and its analysis and Section 6 presents the concluding remarks.

2 Bogotá Weather Time Series

Colombia is a tropical country with a nonlinear weather, so its forecasting is highly
encouraged to be accurate. Its capital city is Bogotá, it is 2600m above sea level and it
has a changing weather, so the more complex problem for flower-growers in the region.
is the minimum temperature because it is the most dangerous point for the flower-farms.
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Particularly, this time series presents deviations from linearity and a volatile behav-
ior. It has no constant mean and variance, therefore we apply a differentiation operator
(1−B)xt = xt − xt−1 to get a constant mean process as is shown in the Figure 1.
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Fig. 1. Daily Variation of the Minimum Temperature in Bogotá-Colombia

Clearly, the structure of the variance of this time series is not constant and non-linear
for which we perform three heteroscedasticity tests: The Golfeld-Quant [5], and the
Ljung-Box tests [6] which are summarized in the Tables 1 and 2 respectively.

Table 1. Goldfeld-Quant Results

Training Data sets F-test p-value
1-1224; 2448-3572 1.244 0.0001

Table 2. Ljung-Box Test Results

Lag L-B Stat Test Stat p-value
20 61.33 31.41 ≈ 0
25 76.26 37.65 0.01596

These tests suggest that the series is not stationary neither it has a suitable structure
for linear modelling, other tests on normality and randomness are shown in Table 3.

Table 3. Randomness and Normality Tests

Test Stat Test Stat p-value
Randomness Tests

Runs Test 16.47 1.9599 ≈ 0
Turning Points 5.70 1.9599 ≈ 0

Normality Tests
Shapiro-Wilks Test 0.990 0.854 ≈ 0

Kolmogorov-Smirnov Test 0.0646 0.0224 ≈ 0
Anderson - Darling Test 12.3 2.49 ≈ 0

In Tables 1 to 3, Stat is the statistic value, Test Stat is its critical value and the p-
value is the probability of fulfillment of each test. All these tests suggest that the series
is deviated from randomness and normality. It is a correct since weather is influenced
by hundreds of environmental and unknown variables, being a clear sign of volatility.
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2.1 Training and Testing Data

The training data set is defined as follows: Minimum temperature in Bogotá measured
in 3676 days from 01/01/2000 to 31/01/2010. A test data set is defined on 15 days to
test the generalization capability of the model. We use only 15 days due to weather
time series has high sensibility regarding to ergodicity, that is, older than 30 days has
no significant information about the present day.

Figueroa and Soriano in [4] show that ARIMA models have worst results than com-
putational intelligence techniques as ANFIS, DBR or ANN. Given that antecedent,
ARIMA or any linear model is not evaluated in this paper.

3 Interval Type-2 Fuzzy Logic System Design Methodology

The classical Time series model is General Linear Model:

xt = x̂t + et (1)

Where xt is an observation of the process {X̂t} in the time instant “t”, x̂t is an Estima-
tion of xt and et is the model residual or residual estimation of x̂t.

Box & Jenkins in [7] are focused on a statistical point of view. In this paper, x̂t is
obtained by using a Neuro-Evolutive IT2TSK, so its goodness of fit is based on classical
residual analysis theory. General facts about the proposed fuzzy inference engine are:

– Fuzzy input sets are interval Type-2 fuzzy sets and Outputs are TSK sets.
– Both upper and lower membership functions have the same rule base.
– Operators: and: min, or: max, Aggregation: max.
– Type reduction: IASCO algorithm proposed by Melgarejo in [1] and Mendel en [8].

Now, we use 6 input vectors with 2 sigmoidal IT2 Fuzzy sets per input which result
on 64 rules and 64 TSK output sets with 7 parameters (An intercept and one weight
per input). By using the autocorrelation function, we selected the following 6 inputs:
xt−1, xt−2, xt−3, zt−1, zt−2 and zt−3 so the jth TSK output Y j is defined as:

Y j = aj
0 + aj

1xt−1 + aj
2xt−2 + aj

3xt−3 + aj
4zt−1 + aj

5zt−2 + aj
6zt−3 (2)

Here, xt−h is the hth lagged value of xt and zt−p is the pth moving average of xt. For
each input, we use two linguistic variables: Positive variation (p), and Negative Varia-
tion (n) each one associated to an IT2FS. The lower and upper membership functions
of each p̃(xt) and ñ(xt) fuzzy set are μp̃(xt), μp̃

(xt), μñ(xt) and μ
ñ
(xt).

We use quadratic membership functions for each μp̃(xt), μp̃
(xt), μñ(xt) and μ

ñ
(xt)

set as is shown in the Figure 3. In this way, each rule Rj can be represented as:

Rj = IF xt−1 is ñj
t−1 and · · · and zt−3 is p̃j

t−5,

Then Y j = aj
0 + aj

1xt−1 + aj
2xt−2 + · · ·+ aj

6zt−3 (3)

This configuration of IT2FS, rules and TSK outputs yield on 48 parameters for the
input sets and 448 parameters for the TSK outputs which will define the size of each
individual and its number of genes. The Figure 2 shows the used methodology.
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Fig. 2. Evolutive Type-2 TSK FLS design methodology

4 Neuro-Evolutive Optimizer

The selected strategy to synchronize the IT2TSK system is an Evolutionary Optimizer.
Some of most important issues of the designed algorithm are described next.

4.1 Fitness Function Operator

The fitness function F tries to minimize the Mean Squared Error (MSE) between the
original series and the output of the IT2TSK after Type-reduction and deffuzification,
as follows:

F =
n∑

i=1

(xt − x̂t)2

n− 1
(4)

Where x̂t is the estimate of xt through the IT2TSK. Thus, the main goal is to find an
evolutionary estimate of the parameters of the IT2 fuzzy input sets and the parameters
of the TSK output sets which minimizes F .

4.2 Random Number Generator, Individuals, Population Size and Number of
Generations

The selected Random Generator Rj is the uniform generator defined as Rj(a, b) =
a+rj(b−a)I[0,1](rj), since it presents better practical properties than other generators.
a, b are its lower and upper bounds.

An Individual is defined as a chromosome of size m = 496, where each gen or cell
is a set of parameters of the IT2TSK system: The first 48 genes are the parameters of
the IT2 fuzzy input sets and the other 448 are the parameters of the TSK output sets.
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The size of the population is defined by two values: The m parameters and a pre-
selected k number of individuals, creating a matrix called P g

k,m where g is the Genera-
tion index. It is defined that m = 496 and k = 100.

The generation index g is a genetic operator which is used as stop criterion. In this
paper, the maximum number of generations is defined as G = 1500.

4.3 Initial Population: ANFIS Generator

ANFIS is a specialized neural net which synchronizes a Type-1 fuzzy logic system by
using derivable membership functions and a complete specification of all rules for each
fuzzy set. It is important to recall that ANFIS is only applied to Type-1 TSK systems,
so we use it as starting point of the evolutive algorithm.

The designed ANFIS structure synchronizes twelve Type-1 FS combined on 64 rules,
getting 64 outputs Y j , similar to the defined in the Section 3 and (2). The main goal for
ANFIS learning is to minimize an error measurement Et =

∑J
j=1(xt − Y j)2. Where

j is the jth rule and J is the maximum number of rules.
Now, the initial population P 1

k,m of the evolutive algorithm is summarized next:

1. The first individual is composed as: p1,24 are the final parameters of ANFIS, p1,48 =
p1,24 +�1,24 the next 224 genes are the final TSK outputs of ANFIS, and the last
224 genes are defined by a random generator.

2. The second individual is composed as: p2,48 are the final parameters of ANFIS,
p2,24 = p2,48 −�2,24 the next 224 genes are defined by a random generator, and
the last 224 genes are the final TSK outputs of ANFIS.

3. The following 48 individuals are generated by using the same procedure of the first
and second individuals.

4. The final 50 individuals are defined by Rj .

Given an initial population, the evolutionary algorithm has a good starting point to apply
mutation and crossover operators, which are described as follows.

4.4 Mutation and Crossover Operators

– The selected Mutation strategy is described below:
1. Select a random position for each orderly individual in P g

k,m by F .
2. Replace the selected position with a new individual by using Rj .
3. Repeat Step 3 for the c1 better individuals of each population P g

k,m.

– The selected Crossover strategy is described below:
1. Select the c2 first individuals in the orderly Population P g

k,m by F .
2. Generate a new individual by replacing all even genes with its respective even

gene located in the next individual.
3. Generate a new individual by replacing all odd genes with its respective odd

gene located in the next individual for each one.
4. Repeat Step 3 for the c2 better individuals of each population P g

k,m.

To complete the population, an additional set of individuals is generated by replacing
worst individuals with new ones, trying an exhaustive search. First, the best four indi-
viduals are preserved for the next generation and later a complementary population of
size {k − 4− c1 − c2 ×m} is obtained by using Rj .
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4.5 Finalization and Stopping Strategy

Two stopping criterions are used to stop the algorithm: A first one is by defining a
maximum number of iterations called G, that is g → G, and the second one stops when
F has no significant improvement through a specific number of iterations. Finally, the
best individual is selected by F and it is used to generate an IT2TSK, whose outputs
Y j are deffuzified to obtain an estimation x̂t.

5 Neuro-Evolutive Interval Type-2 Fuzzy Logic System Results

After the implementation of the Neuro-Evolutive IT2TSK, we obtain successful results
ofF and the properties of the residual of the model, improving the results of the Type-1
ANFIS model. The obtained residuals are shown in the Figure 4.

−5 −4 −3 −2 −1 0 1 2 3 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Interval Type-2 Fuzzy set of xt−1

M
em

be
rs

hi
p

D
eg

re
e

μ
n
(x̂t−1)

μn(x̂t−1) μp(x̂t−1)

μ
p
(x̂t−1)

p̃(xt−1)ñ(xt−1)
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Fig. 4. Residuals of ANFIS and the Neuro-Evolutive IT2TSK models

5.1 Residual Analysis

The residual analysis is focused on et in (1), based on statistics as the Akaike In-
formation criteria and Schwarz Information criteria (See [9]) and the Hannan-Quinn
(HQC) information criterion (See [10]) which estimates the dimension of the model.
The Ljung-Box and Goldfeld-Quant tests [11] are used to verify if the residuals are
correlated. All these tests are shown in the Tables 4, 5 and 6.
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Table 4. Residual Analysis

ANFIS Tests on Randomness.
Test Stat p-value

Runs Test 4.258 ≈ 0
Turning points 0.117 0.906

Model Adequation.
AIC Criteria = -25388
BIC Criteria = 2.050

HQC Criteria = -24398
MSE = 0.000778 ; SSE = 2.8593

IT2TSK Tests on Randomness.
Test Stat p-value

Runs Test 0.099 0.92
Turning points 0.261 0.793

Model Adequation.
AIC Criteria = -37967
BIC Criteria = -1.3737
HQC Criteria = -36965

MSE = 0.0000253 ; SSE = 0.093

Table 5. Goldfeld-Quant Results

ANFIS Data sets F-test p-value
1-1224; 2448-3572 0.9355 0.2435

IT2TSK Data sets F-test p-value
1-1224; 2448-3572 1.0384 0.5048

Table 6. ARCH and Ljung-Box Tests Results

ANFIS ARCH Results.
Lag ARCH Stat Test Stat p-value

1 10.932 3.84 0.0009
2 14.367 5.99 0.0008
3 15.191 7.81 0.0017

ANFIS Ljung-Box Results.
Lag L-B Stat Test Stat p-value
20 21.01 31.41 0.3965
25 25.096 37.65 0.1505

IT2TSK ARCH Results.
Lag ARCH Stat Test Stat p-value

1 0.2326 3.84 0.6296
2 0.5606 5.99 0.7556
3 1.5876 7.81 0.6622

IT2TSK Ljung-Box Results.
Lag L-B Stat Test Stat p-value
20 28.18 31.41 0.3504
25 23.40 37.65 0.5518

Randomness tests suggest that residuals are independent from X̂ . The Ljung-Box
and Goldfeld-Quant tests confirm the idea that ANFIS and IT2TSK are good methods.
The ARCH test does not present correlation on errors or effect of heteroscedasticity, but
ANFIS residuals shows that it has heteroscedasticity and correlation.

Goldfeld-Quant and Ljung-Box Tests confirm that the idea that there are no serial
correlation among residuals. AIC, BIC, HQC and MSE criteria lead us to think that the
Neuro-Evolutive IT2TSK model is better than ANFIS.

Based on that statistical evidence, the Neuro-Evolutive IT2TSK model is a bet-
ter choice than ANFIS since it has independent, normal distributed, uncorrelated and
smaller residuals than other methods, so it is a good forecaster.

6 Concluding Remarks

The proposed model obtains successful results for volatile weather forecasting in Bo-
gotá-Colombia. Their residuals show good properties, improving its applicability. The
validation data shows small differences regarding original data.
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The proposed Neuro-Genetic structure is computationally expensive, even using the
IASCO Type-reduction algorithm proposed by Melgarejo in [1], so the design of more
efficient structures is a challenge for upcoming fuzzy models.

The analyst must consider the computing cost of finding solutions by using ANFIS
and an evolutive structures. In addition to, Type-reduction process increases the com-
puting time since it is an iterative process of an Interval Type-2 fuzzy set, so it is an
interesting study field, furthermore if the main focus is optimize a fuzzy system.

Finally, the IT2TSK model outperforms classical techniques, obtaining good results
for volatile weather time series forecasting. In fact, the presented algorithm got a suc-
cessful IT2TSK for volatile weather forecasting.

References

1. Melgarejo, M., Bernal, H., Duran, K.: Improved iterative algorithm for computing the gener-
alized centroid of an interval type-2 fuzzy set. In: 2008 Annual Meeting of the North Amer-
ican Fuzzy Information Processing Society (NAFIPS), vol. 27, pp. 1–6. IEEE, Los Alamitos
(2008)

2. Mendez, G., Castillo, O.: Interval type-2 tsk fuzzy logic systems using hybrid learning algo-
rithm. In: Proceedings of IEEE FUZZ Conference, vol. 27, pp. 230–235. IEEE, Los Alamitos
(2005)

3. Figueroa, J.C.: An evolutive interval type-2 TSK fuzzy logic system for volatile time series
identification. In: 2009 Conference on Systems, Man and Cybernetics, pp. 1–6. IEEE, Los
Alamitos (2009)

4. Figueroa, J.C., Soriano, J.J.: A comparison of ANFIS, ANN and DBR systems on volatile
time series identification. In: IEEE (ed.) 2007 Annual Meeting of the North American Fuzzy
Information Processing Society, vol. 26, pp. 321–326. IEEE, Los Alamitos (2007)

5. Goldfeld, S., Quandt, R.: Nonlinear Methods in Econometrics. North Holland, Amsterdam
(1972)

6. Brockwell, P., Davis, R.: Time Series: Theory and Methods. Springer, Heidelberg (1998)
7. Box, G., Jenkins, G.: Time Series Analysis: Forecasting and Control. Holden Day Publishing

(1970)
8. Mendel, J.: Uncertain Rule-Based Fuzzy Logic Systems: Introduction and New Directions.

Prentice Hall, Englewood Cliffs (1994)
9. Ljung, G.M., Box, G.E.P.: Information theory and the extension of the maximum likelihood

principle. Biometrika 65, 553–564 (1978)
10. Hannan, E.J.: The estimation of the order of an arma process. Annals of Statistics 8, 1071–

1081 (1981)
11. Ljung, G.M., Box, G.E.P.: On a measure of lack of fit in time series models. Biometrika 65,

297 (1978)



 

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 150–157, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

A Soft Computing Approach for Obtaining Transition 
Regions in Satellite Images  

Jorge Morales1,2, Jesus A. Gonzalez1,2,  
Carlos A. Reyes-Garcia1, and Leopoldo Altamirano1,2 

1 INAOE (Coordination of Computer Science), A. P. 72840, Tonantzintla, Puebla, México 
2 Regional Centre of Science and Technology Education for Latin America and the aribbean,  

A. P. 72840, Tonantzintla, Puebla, México 
{jorgemorales,jagonzalez,kargaxxi,robles}@ccc.inaoep.mx 

Abstract. Most of the current satellite image classification methods consider 
rough boundaries among homogeneous regions. However; real images contain 
transition regions where pixels belong, at different degrees, to different classes. 
With this motivation, in this paper we propose a satellite image classification 
method that allows the identification of transition regions among homogeneous 
regions. Our solution is based on Soft Computing because of its ability to han-
dle the uncertainties present in nature. We present our method as well as pre-
liminary results that show how our method is able to solve real world problems. 

Keywords: transition regions, soft computing, satellite image, uncertainties. 

1   Introduction 

The classification of satellite images is part of the process followed for the creation of 
thematic maps from remotely sensed images. The classification process usually in-
volves three major steps: a) Segmentation, b) Feature Extraction, and c) Classification. 

Traditional classifiers, known as hard classifiers, produce a hard decision about the 
identity of each pixel. The classification of each pixel of the image is done by assign-
ing a single class, which is determined through a mechanism that measures the major 
relationship presented with the assigned class. 

In nature, there are non homogeneous (or transition) areas in which land cover 
gradually changes from one class to another. For example, moving from an urban area 
to a vegetation one does not happen abruptly, but gradually. A disadvantage of hard 
classifiers is that they assign transition pixels to a single class when they actually be-
long to more than one class. 

Soft classifiers appeared as an option to overcome the limitations of hard classifiers 
to get a more accurate classification and to solve ambiguity problems generated by the 
image acquisition [1]. 

Soft Classifiers are able express the degree to which a pixel belongs to each of the 
classes under consideration. For example, instead of deciding that a pixel represents a 
forest of coniferous or caduceus leaves, it may indicate that it belongs in a degree of 
0.43 to the caduceus leaves class and in 0.57 to the conifers class (in this case, a hard 
classifier would conclude that the pixel belongs to the coniferous class). 
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Soft classifiers give us more information about the composition of a pixel within a 
satellite image. Using soft classifiers we are able to (1) determine the mixture of 
classes in the ground, (2) measure and report the strength of evidence in support to the 
best conclusion that can be obtained, and (3) use GIS data layers (Geographic Infor-
mation Systems) and other models to complement the information considered to gen-
erate the final decision [2]. 

Our work attempts to determine the transition regions formed by land cover in na-
ture. To accomplish this, we have implemented a segmentation algorithm based on 
information at both, the pixel and region levels. We use the segmentation algorithm to 
find the homogeneous coverages to then determine the location of the transition re-
gions. After that, we use a fuzzy logic approach (our evaluation function) to evaluate 
the transition region. 

The paper is organized as follows: Section 2 presents the related work to obtain 
transition regions. Section 3 presents the proposed method. In Section 4, experiments 
and results are shown, and finally in Section 5 the conclusions are presented. 

2   Related Work 

Gutierrez Gutierrez and Jegat presented in [3] a work where fuzzy logic was used for 
classification of satellite images. In this paper they considered transition regions or 
mixed areas (either man made or commonly found in nature). The developed work 
consists in the use of two types of supervised classification of an urban area in the city 
of Merida in Venezuela. The first classification approach is based on a traditional 
hard classification algorithm (where pixels are considered as well-defined, belonging 
to a unique class) and the second one uses a Fuzzy Logic or soft approach (where 
pixels may belong to more than one class with different membership degrees to each 
of them). They used the IDRISI Andes software. 

Schiewe and colleagues in 2009 presented in [1] a work that focuses on the model-
ing of undetermined transition regions and the description of their uncertainties. The 
evaluation of these transition regions is modeled through fuzzy sets using the con-
cepts of degrees of memberships to different basic categories in a satellite image. 
Based on the problem described above, their overall contribution is the definition of 
an extended quality or uncertainty measure able to consider the uncertainty, the transi-
tion area, and undetermined zones in both the reference image and the classification 
result. Other works proposed for acquisition and analysis of transition regions are: a 
pixel exchange algorithm [4], a mixed linear model [5], a mixed pixels algorithm [6], 
a method using neural networks [7], and others. 

3   Proposed Method 

The work presented in this paper attempts to determine the transition regions found 
among homogeneous coverages present in a satellite image. Once we identify these 
transition regions we evaluate them using fuzzy theory. Fig. 1 shows the blocks dia-
gram of the proposed method. 

The main blocks of this diagram describe, in general terms, the proposed classifica-
tion process. 
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Fig. 1. Proposed method for the soft classification of satellite images 

Segmentation. In this step we determine homogeneous land covers (e.g. forest, grass-
land, bare soil, urban, water, etc.) in order to identify them as homogeneous classes 
basically composed by a single land cover. These classes are the basic categories 
(hard classes) used to obtain the transition region. In order to determine these homo-
geneous classes we use the segmentation algorithm described in section 3.1. 

Obtaining Mixed Regions. Once we determine the homogeneous covers, we use 
them to create the boundaries of the transition regions. For example, between a forest 
and a bare ground coverage, there exists a transition zone in which we gradually find 
a land cover change from forest to bare soil. In this work we only consider transition 
regions between two homogeneous regions but we can apply the same type of analy-
sis to more than two coverages. 

Transition Regions Evaluation. We evaluate the transition regions in order to de-
termine the composition of each pixel with respect to homogeneous classes. At this 
point we use a fuzzy evaluation to establish the distance of each pixel to the homoge-
neous classes that are close to them. Our results are shown with the classification of 
an image. We also show each pixel composition with respect to the different homoge-
neous classes. 

 

As mentioned at the beginning of this section, the aim of this paper is to report the 
identification of the transition regions from the segmentation of satellite images, as 
described in the following section.  

3.1   Segmentation Algorithm  

The image segmentation process separates an image into its meaningful units so that 
we can recognize objects located in the image. The main objective of our work is to 
find the transition regions through the identification of basic categories (homogeneous 
regions) through a segmentation algorithm. Our segmentation algorithm allows: 
 

i. The identification of homogeneous coverages present in a satellite image. 

ii. Controls the homogeneity level between pixels that belong to the same coverage. 

iii. Once we have found the homogeneous regions, we identify the transition regions 
through a difference operation between the original and the image containing 
only the homogeneous regions. 
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Based on the above mentioned conditions we chose a region growing segmentation 
algorithm. This is a local technique in which we take a pixel or set of pixels as an ini-
tial region (called the seed) and create larger regions by making the seeds grow. For 
this, we add pixels to the region we are growing according to a similarity measure 
(and a similarity threshold). Currently, the seeds selection process is performed  
manually, in other words, the user indicates their location from the homogeneous re-
gions of the image. 

Segmenting a satellite image using only the pixels gray levels can be very inaccu-
rate. This is the reason why we also take into account the relationship that each pixel 
keeps with its neighbors. We overcome this limitation using a texture based segmen-
tation technique proposed by Ojala and colleagues in [8]. This method recognizes 
how certain local binary patterns, termed “uniform”, are fundamental properties of 
local image texture and their frequency histogram is proven to be a very powerful 
texture feature. They proposed a generalized gray-scale representation and a rotation 
invariant operator that allows detecting “uniform” patterns from any quantization of 
the angular space and for any spatial resolution. They also present a method that com-
bines multiple operators for multi-resolution analysis [8]. 

3.2   Transition Regions Evaluation  

The strategy used in this study for the evaluation of transition regions, is an extension 
of the work shown in [9] by Amr and colleagues. This technique is based on the con-
cept of fuzzy connectivity, which is used as a tool for segmenting objects with unde-
fined or fuzzy boundaries. It uses the idea of "hanging together" between pixels of the 
image or SPatial ELements of the image (SPEL). Thus, it is possible to calculate a 
strength bond based on a fuzzy SPEL affinity. The fuzzy connectivity between any 
pair of pixels in the image is determined by the strongest connection chain among 
them. In their work, Amr and colleagues calculated the fuzzy connectivity between a 
seed pixel and each pixel in the image. The seed pixel is part of the objects of interest 
to segment. 

We take advantage from the work by Amr and colleagues by modifying it to use 
the homogeneous coverages as seeds. From these homogeneous regions, we obtain 
their statistical values such as their mean (μ) and standard deviation (σ) of the gray 
levels of the pixels contained in each of those regions. 

In this way, once we located the transition region, we evaluate each of its pixels 
with respect to each of the homogeneous regions. In order to evaluate the transition 
region pixels we calculate their fuzzy affinity through equation 1. 

 
(1) 

where x refers to the gray level of the transition region pixel being evaluated . 
We calculate an affinity fuzzy value for each pixel from the region of transition in 

each of the four spectral bands of a Quick Bird image. We combine the results of the 
four bands through the MAX operation to take the maximum value as the value of 
fuzzy pixel affinity. 
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4   Experiments 

For the experiments we used a Quick Bird satellite image of the zone of Puebla, Mex-
ico. The analyzed coverages are vegetation and bare soil. Fig. 2a shows this area. Fig. 
2b shows our image segmentation method using a region growing approach with in-
formation at both, pixel (thresholding) and region levels (local binary patterns). Fig. 3 
shows the location of the transition region generated by these two coverages in sev-
eral sub images. 
 
 
 
 
 
 
 
 
 
  
 

                                (a)                                                                (b) 

Fig. 2. (a) Original satellite image, (b) Segmented image using region growing 

                          (a)                                           (b)                                      (c) 

Fig. 3. Transition regions (in original image color) generated for the vegetation and bare soil 
coverage 

The results of the classification of the transition region shown in fig. 3a are pre-
sented in Figs. 4a and 4b. Pixels colors represent the membership degree that each 
pixel keeps with respect to the seed region (homogeneous land coverages). The bright 
pixels represent a 100% ownership of the particular class. The dark pixels represent a 
0% ownership of the particular class. 

To compare the results of the proposed method, we used the soft classifiers imple-
mented in IDRISI TAIGA. The classifiers used were: Bayesian (BAYCLASS), Fuzzy 
(FUZCLASS) and Nearest Neighbor (KNN). We selected three training sets for 
classes: vegetation, bare soil, and transition region. Table 1 shows the accuracy ob-
tained for the classification of the sub image of fig. 2a using IDRISI TAIGA classifi-
ers and the proposed method. 
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         (a)                                                           (b) 

Fig. 4. Evaluation of the transition region: (a) with respect to the vegetation land cover and (b) 
with respect to the bare soil land cover 

Table 1. Accuracy obtained in the classification of the sub image of Fig. 2a 
 

Class No. 
pixels 

FUZCLASS BAYCLASS KNN PROPOSED 

Vegetation 50 86 % 84 % 68 % 100 % 
Bare soil 32 62.5 % 81.2 % 62.5 % 90.6 % 
Transition 
region 

18 89 % 94.4 % 94.4 % 89 % 

Average 
Accuracy 

 79.1 % 86.5 % 75 % 93.13 % 

 
These results show that the proposed method has a higher average accuracy for the 

three given classes. BAYCLASS and KNN are slightly better than FUZCLASS and 
the proposed method for class Transition region. 

In order to analyze the soft classification of the transition region shown if fig. 3a 
using the proposed method, 10 sampled pixels were selected by a domain expert, who 
determined the degree of membership in each class. This is shown in Table 2. 

 
Table 2. Results of the membership degree of 10 sampled pixels selected from Fig. 3a 

 
The domain expert Proposed method  No. 

pixel % Vegetation 
membership 

% Bare soil 
membership 

% Vegetation 
membership 

% Bare soil 
membership 

1 25 75 18 82 
2 30 70 32 68 
3 30 70 24 76 
4 25 75 36 64 
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Table 2. (continued) 
 

5 20 80 17 83 
6 95 5 100 0 
7 10 90 12 88 
8 60 40 67 33 
9 50 50 57 43 

10 95 5 97 3 
 

Schiewe and Kinkeldey in [10] proposed a class-specific fuzzy certainty measure 
(CFCM), which is obtained through equation 2: 
 

 

(2) 

µREF(c): corresponds to the class membership value of a pixel / area for class c in the 
reference data (domain expert). 
µCLASS(c): class membership value of a pixel / area for class c in classification data. 
n: number of pixels / areas under examination. 

The results obtained by applying CFCM are as shown in Table 3. 
 

Table 3. CFCM value for the vegetation and bare soil classes of table 2 
 

 Vegetation Bare soil 
CFCM 94.8 % 94.8% 

5   Conclusions 

Our method is able to locate land cover transition regions in satellite images from the 
identification of homogeneous land cover regions through a region growing segmen-
tation approach. Finding accurate homogeneous regions is an important step of our 
method in order to avoid errors while locating the boundaries of transition regions. 
Our results to locate transition regions are really encouraging because we were able to 
find the transition regions between vegetation and bare soil regions. We were also 
able to determine the membership degree of each pixel to each of the homogeneous 
regions. With the use of fuzzy theory we are able to handle the uncertainties and am-
biguities present in the transition regions of a satellite image. We are currently work-
ing with four spectral bands. 

We thank Christina Connolly for providing us with a trial license of the IDRISI-
TAIGA software used for the experiments. 
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Abstract. This paper constructs a new class of two-stage fuzzy general-
ized assignment problems, in which the resource amounts consumed are
uncertain and assumed to be characterized by fuzzy variables with known
possibility distributions. Motivated by the definitions of the positive part
and negative part, we can transform the second-stage programming to
its equivalent one. To calculate the expected value in the objective func-
tion, an approximation approach (AA) is employed to turn the fuzzy
GAP model into an approximating one. Since the approximating GAP
model is neither linear nor convex, traditional optimization methods can-
not be used to solve it. To overcome this difficulty, we design a hybrid
algorithm integrating the approximation approach and particle swarm
optimization (PSO) to solve the approximating two-stage GAP model.
Finally, one numerical example with six tasks and three agents is pre-
sented to illustrate the effectiveness of the designed hybrid algorithm.

Keywords: Generalized assignment problem; Two-stage fuzzy pro-
gramming; Approximation approach; Particle swarm algorithm.

1 Introduction

The generalized assignment problem (GAP) appears as a subproblem in im-
portant real-life applications such as resource scheduling, vehicle routing and
distribution, plant location and flexible manufacturing systems, and attracts
more and more researchers’ attention [3,4,5,15,16]. As we know, the majority of
its applications [1,20] have a stochastic nature. Stochasticity occurs when the
actual capacity of the agents or the amount of resource needed to process the
tasks is not known in advance. For example, Toktas et al. [17] focused on GAP
with stochastic capacities.

With the presentation of fuzzy set theory [18] and the concept of possibility
measure [19] introduced by Zadeh, some scholars employed these theories to re-
flect the vagueness and ambiguity of the resource amount in GAP. For instance,
Chang et al. [2] generalized fuzzy rules of a fuzzy modeling method and evolved
the fuzzy modeling method for due-date assignment problem in manufacturing
by a genetic algorithm. Majumdar and Bhunia [14] considered to solve a gener-
alized assignment problem with imprecise cost(s)/time(s) instead of precise one
by elitist genetic algorithm.
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c© Springer-Verlag Berlin Heidelberg 2010



PSO for Two-Stage Fuzzy Generalized Assignment Problem 159

Recently, Liu and Liu [9] presented the credibility measure instead of possibil-
ity measure in the fuzzy decision system. Based on credibility theory [8,12,13], a
two-stage fuzzy programming problem was studied in [10]. The purpose of this
paper is to construct a class of two-stage fuzzy generalized assignment problems.
In the proposed fuzzy GAP model, the resource consumed by agent i to perform
task j is characterized by fuzzy variable with known possibility distribution, and
the objective is to formulate an optimization problem via expectation criteria.
It is assumed that some decisions must be taken before the outcome of fuzzy
parameters is revealed and thus be based on the knowledge of the distribution
of the parameters only. This is referred to as the first stage. In the second stage,
outcomes of all fuzzy parameters have been observed and some recourse actions
may be taken.

The rest of this paper is organized as follows. In Section 2 we propose two-
stage fuzzy generalized assignment problem. In Section 3 we employ the AA
[11] to approximate the objective function of the original generalized assignment
problem model and the convergent result is also discussed. A hybrid algorithm
incorporating AA and PSO is designed to solve the proposed model. One nu-
merical example is given to illustrate the effectiveness of the designed algorithm
in Section 4. Finally, Section 5 summarizes the main results.

2 Formulation of Fuzzy GAP Model

In this section, we employ fuzzy optimization methods to model generalized
assignment problem from a new point of view. For the sake of simplicity of
presentation, we adopt the notations listed in Table 1.

Table 1. List of notations

Notations Definitions
i index of agents, i = 1, 2, · · · , n
j index of tasks, j = 1, 2, · · · , m
cij qualification of processing task j by agent i
xij binary variable indicating whether task j is assigned to agent i or not
ri capacity availability of agent i
ξij capacity consumption of task j processed by agent i
q+

i a penalty paid per unit of shortage resource
q−i a penalty paid per unit of resource bi in excess of

∑m
j=1 ξijxij

y+
i the amount of unsatisfied require to agent i in state γ

y−
i the amount of remaining resource to agent i in state γ

GAP differs from the classical assignment problem in that each task j is
assigned to a single agent, while each agent i can complete several tasks and
the assignments have to be made taking into account the resource availability.
However, the assignment of task j to agent i must be decided before the actual
values of the demands for resource capacity are known. That is to say, the
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decision variables xij must be taken before knowing the realization values of
fuzzy variable ξij . So we call xij the first-stage decisions. As a result of the
uncertainty of resource capacity, the total consumed amount for agent i may
not equal to the capacity availability. Thus, whether resource amount for agent
i exceed the capacity availability or not, we all pay a penalty and introduce the
second-stage decision variables y+

i and y−
i indicating the insufficient amount and

the under-utilization of capacity.
Using the notations above, in order to minimize the assigning cost and penalty

cost over the two stages, we build a two-stage fuzzy GAP model as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min

n∑
i=1

m∑
j=1

cijxij + Eξ[Q(x, ξ)]

s.t.
n∑

i=1
xij = 1, j = 1, 2, · · · , m

xij ∈ {0, 1}, i = 1, 2, · · · , n; j = 1, 2, · · · , m,

(1)

where ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q(x, ξ(γ)) = min

n∑
i=1

q+
i y+

i +
n∑

i=1
q−i y−

i

s.t. ri + y+
i − y−

i =
m∑

j=1
ξij(γ)xij , i = 1, 2, · · · , n

y+
i ≥ 0, y−

i ≥ 0, i = 1, 2, · · · , n.

Observing the second-stage problem of the proposed programming problem (1),
y+

i and y−
i actually have the following equivalent form

y+
i =

( m∑
j=1

ξij(γ)xij − ri

)+
, y−

i =
( m∑

j=1

ξij(γ)xij − ri

)−
.

So the recourse problem can be converted into the following equation

Q(x, ξ(γ)) =
n∑

i=1

q+
i

( m∑
j=1

ξij(γ)xij − ri

)+
+

n∑
i=1

q−i
( m∑

j=1

ξij(γ)xij − ri

)−
.

Then, the two-stage fuzzy GAP model (1) can be expressed equivalently as
follows ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min
n∑

i=1

m∑
j=1

cijxij + Eξ[Q(x, ξ)]

s.t.
n∑

i=1
xij = 1, j = 1, 2, · · · , m

xij ∈ {0, 1}, i = 1, 2, · · · , n; j = 1, 2, · · · , m,

(2)

where

Q(x, ξ(γ)) =
n∑

i=1

q+
i

( m∑
j=1

ξij(γ)xij − ri

)+
+

n∑
i=1

q−i
( m∑

j=1

ξij(γ)xij − ri

)−
.
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3 Hybrid PSO Algorithm

Since the fuzzy GAP model in Section 2 is not generally a convex programming,
conventional optimization methods usually fail to find a global optimal solution.
We suggest a hybrid PSO algorithm to solve the proposed fuzzy GAP model.

3.1 Approximation Approach

Suppose that ξ = (ξ11, ξ12, · · · , ξnm) in the problem (2) is a continuous fuzzy
vector with support Ξ =

∏nm
ij=11[aij , bij ], where [aij , bij ] is the support of ξij . In

this case, we will try to use the AA to approximate the possibility distribution
function of ξ by a sequence of possibility distribution functions of discrete fuzzy
vectors {ζs}. The detailed approach can be described as follows.

For each integer s, the discrete fuzzy vector ζs = (ζs,11, ζs,12, . . . , ζs,nm) is
constructed by the following method.

For each ij ∈ {11, 12, · · · , nm}, define fuzzy variable ζs,ij = gs,ij(ξij), where
the functions gs,ij

,s are as follows

gs,ij(uij) =
{

aij , uij ∈ [aij , aij + 1
s )

sup{kij

s | kij ∈ Z, s.t. kij

s ≤ uij}, uij ∈ [aij + 1
s , bij ],

and Z is the set of all integers. By the definition of ζs,ij , the possibility distri-
bution of the fuzzy variable ζs,ij , denoted νs,ij is

νs,ij(aij) = Pos{ζs,ij = aij} = Pos
{
γ
∣∣∣ aij ≤ ξij(γ) < aij +

1
s

}
and

νs,ij

(
kij

s

)
= Pos{ζs,ij =

kij

s
} = Pos

{
γ
∣∣∣ kij

s
≤ ξij(γ) <

kij + 1
s

}
for kij = [saij ], [saij ] + 1, · · · , Kij. From the definition of ζs,ij , for all γ ∈ Γ , we
have ∣∣∣ξij(γ)− ζs,ij(γ)

∣∣∣ <
1
s
, ij ∈ {11, 12, . . . , nm}

∥∥∥ ζs(γ)− ξ(γ)
∥∥∥ =

√√√√ nm∑
ij=11

(ζs,ij(γ)− ξij(γ))2 ≤
√

nm

s
.

As a consequence, the sequence {ζs} of finitely support fuzzy vectors converges
to ξ uniformly. The problem (2) is referred to as the original fuzzy GAP model.
By generating a sequence {ζs} according to the distribution of ξ, one can obtain
the approximating fuzzy GAP model as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min
n∑

i=1

m∑
j=1

cijxij + Eζs [Q(x, ζs)]

s.t.
n∑

i=1
xij = 1, j = 1, 2, · · · , m

xij ∈ {0, 1}, i = 1, 2, · · · , n; j = 1, 2, · · · , m,

(3)
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where

Q(x, ζs(γ)) =
n∑

i=1

q+
i

( m∑
j=1

ζs,ij(γ)xij−ri

)+
+

n∑
i=1

q−i
( m∑

j=1

ζs,ij(γ)xij−ri

)−
. (4)

The objective value of the approximating fuzzy GAP model (3) provides an
estimator for that of the original fuzzy GAP model (2).

Theorem 1. Consider the fuzzy generalized assignment problem (1). Suppose ξ
is a continuous fuzzy vector such that Q(x, ξ) is not −∞ for any feasible decision
x. If ξ is a bounded fuzzy vector and {ζs} is the discretization of ξ, then for any
given feasible decision x, we have

lim
s→∞ E[Q(x, ζs)] = E[Q(x, ξ)].

Proof. Since for any feasible decision x and every realization γ of fuzzy vector ξ,
Q(x, γ) is not −∞, which together with the suppositions of the theorem satisfy
the conditions of [11, Theorem 3]. As a consequence, the assertion of the theorem
is valid.

3.2 PSO Algorithm

Inspired by the social behavior of flocks of birds and/or schools of fish, Kennedy
and Eberhart [6] proposed the PSO algorithm. Because of better intelligent back-
ground and theoretical framework, recently, the PSO algorithm has attracted
much attention and been applied successfully in the fields of evolutionary com-
puting, unconstrained continuous optimization problems and many others [7].
For the subsequent discussion, we will give more detailed explanations about
the hybrid PSO algorithm for solving the approximating GAP model (3).

Representation Structure: Suppose there are pop size particles to form a colony.
In the two-stage GAP model, we use a vector X = (x11, x12, · · · , xnm) as a
particle to represent a decision.
Initialization Process: Firstly, we generate pop size initial feasible particles
X1, X2, · · · , Xpop size. For each particle Xk, k = 1, 2, · · · , pop size, we can calcu-
late the value of the recourse function Qs(x) = Eζs [Q(x, ζs)] at Xk via the AA.
Thus, the objective value z(x) of the fuzzy GAP model (3) can be computed by

z(Xk) =
n∑

i=1

m∑
j=1

cijxij +Qs(Xk). (5)

After that, we denote its current position of each particle by pbest, using Pk

as abbreviation, Pk = (pk,11, pk,12, · · · , pk,n1, · · · , pk,nm) which represents the
personal smallest objective value so far at time t. On the other hand, we
set the global best particle of the colony as gbest, using Pg as abbreviation,
Pg = (pg,11, pg,12, · · · , pg,n1, · · · , pg,nm) which represents the position of the best
particle found so far at time t in the colony. Finally, we initialize the velocity Vk

of the kth particle randomly, Vk = (vk,11, vk,12, · · · , vk,n1, · · · , vk,nm).



PSO for Two-Stage Fuzzy Generalized Assignment Problem 163

Updating Process: As mentioned above, the PSO algorithm is an evolutionary
computation algorithm, and it searches for the optimal solution by renewing gen-
erations. Using the above notations, for the pop size particles, the new velocity
of the kth particle is updated by

Vk(t + 1) = ωtVk(t) + c1r1(Pk(t)−Xk(t)) + c2r2(Pg(t)−Xk(t)), (6)

for k = 1, 2, · · · , pop size, where ωt is the inertia weight that decreases linearly
from 0.9 to 0.4; c1 and c2 are nonnegative constants, called the cognitive and
social parameter, respectively; and r1 and r2 are two independent random num-
bers generated from the unit interval [0, 1]. When the new velocity Vk(t + 1) is
obtained, we can update the position of the kth particle by

Xk(t + 1) = Xk(t) + Vk(t + 1). (7)

Summarizing the above process immediately yields the hybrid PSO algorithm
as follows.

Step 1. Initialize pop size particles and evaluate the objective values by the
formula (5).

Step 2. Set pbest of each particle and its objective equal to its current position
and objective value,and set gbest and its objective equal to the position and
objective value of the best initial particle.

Step 3. Update the velocity and position of each particle.
Step 4. Calculate the objective values for for all particles.
Step 5. Renew pbest and its objective values with the current position and

objective value.
Step 6. Renew gbest and its objective values with the position and objective

value of the current best particle.
Step 7. Repeat the fifth to eighth steps for a given number of cycles.
Step 8. Return the gbest and its objective values.

4 One Numerical Example

To show the feasibility and effectiveness of the hybrid algorithm, consider the
following generalized assignment problem with n = 3, m = 6. Capacity availabil-
ity and penalty coefficient (ri, q

+
i , q−i ) are (50,40,80), (50,30,80) and (50,60,60),

respectively. The cost cij and capacity consumption ξij are displayed in
Table 2. In addition, the fuzzy variables involved in this problem are supposed
to be mutually independent.

Based on the related data, the two-stage fuzzy generalized assignment problem
model is built as follows⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

min 130x11 + 30x12 + 510x13 + 30x14 + 340x15 + 20x16
+460x21 + 150x22 + 20x23 + 40x24 + 30x25 + 450x26
+40x31 + 370x32 + 120x33 + 390x34 + 40x35 + 30x36 + Eξ[Q(x, ξ)]

s.t.
3∑

i=1
xij = 1 j = 1, 2, · · · , 6

xij ∈ {0, 1} i = 1, 2, 3; j = 1, 2, · · · , 6,
(8)
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Table 2. The parameters for the two-stage fuzzy GAP problem

Cost (cij)
Task, j

Agent, i 1. 2. 3. 4. 5. 6.
1. 130 30 510 30 340 20
2. 460 150 20 40 30 450
3. 40 370 120 390 40 30

Consumption (ξij)
Task, j

Agent, i 1. 2. 3. 4. 5. 6.
1. (28,30,32) (48,50,51) (8,10,13) (10,11,13) (10,13,14) (7,9,15)
2. (5,10,12) (15,20,28) (58,60,62) (9,10,14) (5,10,20) (15,17,19)
3. (68,70,72) (8,10,12) (6,10,12) (12,15,18) (6,8,10) (8,12,16)

where Eξ[Q(x, ξ)] is the recourse function, and

Q(x, ξ(γ)) = 40
( 6∑

j=1
ξ1j(γ)x1j − 50

)+
+ 80

( 6∑
j=1

ξ1j(γ)x1j − 50
)−

+30
( 6∑

j=1
ξ2j(γ)x2j − 50

)+
+ 80

( 6∑
j=1

ξ2j(γ)x2j − 50
)−

+60
( 6∑

j=1
ξ3j(γ)x3j − 50

)+
+ 60

( 6∑
j=1

ξ3j(γ)x3j − 50
)−

.

In order to solve the fuzzy generalized assignment problem (8), for each fixed
first-stage decision variable x, we generate 3000 sample points via the approxi-
mation approach to calculate the recourse function Qs(x). Then for each sample
point ζ̂k, we can use the formula (4) to obtain the optimal value as Q(x, ζ̂k) for
k = 1, 2, · · · , 3000. After that, the value z(x) of the objective function at x can be
computed by Equation (5). If we set the population size in the implementation
of the hybrid PSO algorithm is 30, then a run of the proposed algorithm with
600 generations gives the optimal solution. An optimal assigns tasks 1 and 6 to
agent 1, tasks 2, 4 and 5 to agent 2, and task 3 to agent 3 at a total cost of
$490095.1486.

5 Conclusions

In this paper, we took credibility theory as the theoretical foundation of fuzzy
optimization and developed a two-stage fuzzy GAP model, where the resource
amounts were uncertain and assumed to be fuzzy variables with known possibil-
ity distributions. Since it is inherently an infinite-dimensional optimization prob-
lem that can rarely be solved directly by conventional optimization algorithm,
this paper employed the AA to the original two-stage fuzzy GAP model, and
established a convergence ralation between the objective values of the original
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problem and its approximating problem. Furthermore, we designed a AA-based
PSO algorithm to solve the approximating two-stage GAP model. Finally, we
gave one numerical example in order to demonstrate the fuzzy GAP modeling
idea and the effectiveness of the designed hybrid PSO algorithm.
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Abstract. To extend the existing PSO variants to their corresponding discrete 
versions, this paper presents a novel cyclic discrete optimization framework 
(CDOF) for particle swarm optimization. The proposed CDOF features the fol-
lowing characteristics. First, a general encoding method is proposed to describe 
the mapping relation between the PSO and the solution space. Second, a simple 
cyclic discrete rule is present to help the PSO to realize the extending from a 
continuous space to a discrete space. Two discrete PSO versions based on 
CDOF are tested on the traveling salesman problem comparing with each other. 
Experimental results show that the two discrete versions of the PSO algorithm 
based on CDOF are promising, and the framework is simple and effective for 
the PSO. 

Keywords: particle swarm optimization, discrete space, cyclic discrete optimi-
zation framework, traveling salesman problem. 

1   Introduction 

Particle swarm optimization (PSO), originally developed by Kennedy and Eberhart 
[1] in 1995, is an important optimization approach based on stochastic population. 
The algorithm simulates preying behaviors of bird flocking and fish schooling, and 
searches for an optimal solution iteratively by adjusting the trajectories of individual 
particle vector in a multi-dimensional space. 

As a simple and efficient optimization algorithm, PSO is widely used to solve all 
kinds of optimization problems in a continuous space [1-6], but can not be directly 
brought to solve discrete optimization problems. Hence, in 1997, Kennedy et al. [7] put 
forward a discrete PSO which adopts binary code to express position and Sigmoid func-
tion to restrain speed. Recently, different discrete PSO variants have been designed to 
successfully solve every type of  discrete optimization problems, such as Traveling 
Salesman Problem [8], Flow Shop Scheduling [9, 10], Mixed Discrete Nonlinear Pro-
gramming [11], Grid Service Optimal-Selection [12] etc. At the same time, many  
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discrete optimize approaches have been developed to help PSO to resolve the discrete 
optimization problems and improve the performance, such as swap-operator [8], fuzzy 
matrix [13-15], ranked-order value (ROV) rule [9, 10], position vector-based transfor-
mation [8, 16], hybrid technology [11, 17] etc. Various discrete PSO algorithms have 
been proposed via the above approaches, but the performance is not competitive. On the 
other hand, various discrete PSO are generally designed for specific problems and their 
structures are more complicated. To extend the existing PSO variants to their corre-
sponding discrete versions is a great challenge. To tackle this difficult problem effec-
tively, this paper presents a novel cyclic discrete optimization framework (CDOF) for 
particle swarm optimization and achieves a high performance. 

The remainder of this paper is organized as follows. Section 2 introduces the stan-
dard particle swarm optimization. Section 3 presents a cyclic discrete optimization 
framework for PSO. Comparison studies are shown in Section 4, and the conclusions 
are finally summarized in Section 5.  

2   The Standard Particle Swarm Optimization 

In the standard PSO, N particles cooperate to search for the global optimum in the M-
dimensional search space. Each particle represents a potential solution. The 

1 2( , ,..., ,..., )i i i ij iMX x x x x=  and 1 2( , ,..., ,..., )i i i ij iMV v v v v=  represent the position and velocity 

of the ith particle in an M-dimensional search space, respectively. The 

1 2( , ,..., ,..., )i i i ij iMPBest pBest pBest pBest pBest=  is the best optimum of the ith particle. 

The 1 2( , ,..., ,..., )j MGBest gBest gBest gBest gBest=  is the best-so-far solution of the whole 

swarm. The velocity ijv  and positon ijx of the jth dimension of the ith particle are 

update as follows: 

1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))ij ij ij ij j ijv t v t c r pBest t x t c r gBest t x tω+ = + ⋅ ⋅ − + ⋅ −  (1) 

( 1) ( ) ( 1)ij ij ijx t x t v t+ = + +  (2) 

where ω  is an inertia weight of the velocity. c1 and c2 represent the cognition parame-
ter and social parameter, which pull each particle toward own pBest poisition and 
gBest position of the whole swarm, respectively. r1 and r2 are random numbers uni-
formly distributed in [0, 1]. The ith particle’s velocity on jth dimension is clamped to 
a maximum value max

ijv  and a minimum value min
ijv . 

3   Cyclic Discrete Optimization Framework 

In this section, the cyclic discrete optimization framework is presented. To further 
verify the generality of the framework, we take the TSP for example, which is a clas-
sic discrete optimization problem. The definition of the TSP is described as follows: 

A complete weighted graph G=(V, E) is given, where V is the set of nodes, and E is 
the set of arcs. |V| is the number of the nodes. Each arc ( , )i j E∈  has the weight ,i jw , 
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which represents the length between i and j. In the symmetric TSP, ijji ww ,, = . The 

goal of the TSP is to find a minimum length Hamiltonian circuit. 

3.1   Representation of the Problem 

Let a graph G=(V, E), the number of the cities n=|V|, { }, 1iV v i n= ≤ ≤ ,  

nEEEE ∪∪∪ ...21= , nni jjjijijijiE ,...,,),,(...),(),( 2121 ≠= ∪∪∪ , the goal of the TSP is 

to find a path which is composed by arcs set (ArcSet) 
ArcSet  

1 2 ... , ( , )n i i iarc arc arc arc i j E , which makes the length 1( ) ( )len ArcSet len arc  

2( ) ( )nlen arc len arc  is minimum. The TSP can be formulated as follows: 

1 2 1
minimize ( , ,... ) ( )

n

n ii
len arc arc arc len arc

=
=∑  (3) 

where n is the number of the cities in the TSP. Fig. 1 gives a example of the represen-
tation in the TSP. ArcSet is a candidate solution, which is composed of the lines with 
arrows. iarc  is selected from arcs set iE . 
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Fig. 1. An example of the problem representation for the TSP 

3.2   The Encoding Method of Particle 

The encoding of particles is the premise of using particles to find the solution of the 
TSP. In this paper, the number of particles dimensions is equal to the number of the 
cities. The particle swarm can search an optimal solution in a 6-dimensional solution 
space. The ith dimension is corresponding to an index to the arcs that start from node 
i. Take the graph of Fig. 1 for example, the index to each iE  among E  is shown as 

Table 1. A searching of 6-dimenisional particles is shown in Fig. 2. The number in the 
below of a square stands for the position in PSO. The process of searching optimum is 
to find the position in each dimension, and convert these positions into corresponding 
paths.          
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Table 1. The encoding of particles 

Particles Dimension Candidate arcs Index to candidate arcs 
1 

1 {(1,2),(1,3),(1,4),(1,5),(1,6)}E =  1,2,3,4,5 

2 
2 {(2,1),(2,3),(2,4),(2,5),(2,6)}E =  1,2,3,4,5 

… … 1,2,3,4,5 
6 

6 {(6,1),(6,2),(6,3),(6,4),(6,5)}E =  1,2,3,4,5 

 

1E

2E

6E

 

Fig. 2. The searching of particles in a 6-dimensional space 

3.3   The Cyclic Discrete Rule (CD-Rule) of Multi-dimensional Space 

In the discrete PSO, the position of a particle in each dimension is defined as an index 
to candidate solutions. The velocity of a particle, which acts a trigger of a position 
variation, is used to change the position of the particle, recorded as a group of float 
numbers. Hence, the searching of particles in each dimension is transformed into a 
rotation of a wheel by the action of the velocity. As shown in the Fig. 3, the position 
of a particle in the 1st dimension changes from 4 to 1 under the action of the velocity, 
and a turning wheel  represents a dimension, and then a dimension of a particle corre-
sponds to an arc that starts from node 1. 

The CD-Rule of a particle is defined as follows: 
 

Each wheel, which is composed of a candidate service set, rotates clockwise or anti-
clockwise, and the velocity of a particle in a dimension is a positive number or a  
 
 

 

Fig. 3. The rotation discrete rule 
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negative number. If the velocity of a particle in the dimension is positive, the position 
of a particle change positively by the action of the velocity, so the number of the se-
lected service increases simultaneously, and vice versa. In order to improve the 
searching effectiveness of particles, a mapping is defined between the maximum 
velocity of the ith dimension and the scale of candidate services set i, recorded as 

( )i
maxv L i→ , ( ) 2L i >= . At the same time, for the purpose of measuring the current 

velocity and realizing the accelerated searching of the particle, a unit velocity is re-
corded as / ( )i

unit maxv v L i= , when the value of current velocity is k times greater than 

unitv , the step size of the position is k, then the wheel rotates k steps clockwise or 

counter-clockwise simultaneously. Whereas the variation of velocity is very small  
and less than vε , / , ( )maxv v M M L iε = , the wheel stays still and the position does 

not change. Take 1 2,path path for example, 1 1 5 2 4 3 6 1path = → → → → → → , and 

2 1 2 6 5 3 4 1path = → → → → → → , the position of a particle and the process of chang-

ing the position are shown as Fig.4. Each wheel stands for a dimension, which is 
marked at the corner of the wheel. The number j outside the ith wheel stands for arc(i, j), 
and the k with circle presents that arc (i,k) is selected as the solution at ith dimension. 
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Fig. 4. The example of discrete PSO based on CDOF for the TSP 

According to the CD-Rule, the formulas of the position and velocity can be  ex-
pressed by Eq.(4)(6). 

( ) , ( 1) ( ) 1

( ) 1, ( 1)

( 1) ( ) 1, ( 1)

( ) ,  ( 1)

( ) , ( 1)

ij ij

ij ij unit

ij ij unit ij

max
ij unit ij ij

max
ij ij ij unit

x t v v t v or L i

x t v v t v

x t x t v v t v

x t k v v t v

x t k v v t v

ε ε

ε

ε

⎧ − ≤ + ≤ =
⎪
⎪ + < + ≤
⎪

+ = − − ≤ + < −⎨
⎪

+ < + <⎪
⎪ − − ≤ + < −⎩

　

　

　

 (4) 

( 1) / , ( 1) 0

, ,  

( 1) / , ( 1) 0

ij unit ij

max max
ij ij ij

ij unit ij

v t v v t

k v v v

v t v v t

⎧⎡ ⎤+ + >⎢ ⎥⎪⎪ ⎡ ⎤= ∈ −⎨ ⎣ ⎦
⎪⎢ ⎥+ − + <⎪⎣ ⎦⎩

　

　

 
(5) 
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where ( )ijx t , ( )ijv t  are the position and velocity of ith particles in jth dimension at 

iteration t respectively.  
The particle’s new velocity is updated by Eq. (6). 

1 1 2 2( 1) ( ( ) ( )) ( ( ) ( ))ij ij ij j ijv t c r pBest t x t c r gBest t x t+ = ⋅ ⋅ − + ⋅ −  (6) 

where pBestij(t) is the history best position of the ith particle in jth dimension at itera-
tion t, and gBestj(t) is the jth dimensional best position in the whole particle swarm at 
iteration t. 

4    Experimental Results and Comparison Studies 

In this section, we present the numerical experimental results of two discrete PSO 
variants based on the proposed CDOF. The experiments are done on the TSP, com-
paring with each other. The TSP instances are extracted from the TSPLIB 
(http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/tsp/), which is 
a library of sample instances for the TSP (and related problems) from various sources 
and of various types. The information of the burma14 instance is given in Table 2. 
The proposed algorithms were implemented on a machine with Pentium D 3.0 GHz 
CPU and 256 MB of RAM. The operating system is MS Windows XP and the com-
piler is VC++ 6.0.  

Table 2. 14-Staedte in Burma (Zaw Win) 

Node 1 2 3 4 5 6 7 
X 16.47 16.47 20.09 22.39 25.23 22.00 20.47 
Y 96.10 94.44 92.54 93.37 97.24 96.05 97.02 

Node 8 9 10 11 12 13 14 
X 17.20 16.30 14.05 16.53 21.52 19.41 20.09 
Y 96.29 97.38 98.12 97.38 95.59 97.13 94.55 

 
In our experiment, to avoid local optima and premature convergence in the discrete 

PSO variants, we take the chaotic logistic sequence perturbation to enrich the search-
ing behavior of particles and enhance the performance of the PSO. The chaotic logis-
tic sequence perturbation, which has the property of certainty, ergodicity and the 
stochastic, has great advantage to help particles to escape from local optimum and 
achieve a better searching quality than Gauss (normal) perturbation [18]. In order to 
realize chaotic dynamics search, the chaotic logistic sequence is selected as a pertur-
bation technique to enhance the performance of PSO based on CDOF in this paper, 
defined as follows. 

( ) ( )( ) ( )( 1) 1 , , 0 [0,1]x t r x t x t r N x+ = ⋅ ⋅ − ∈ ∈  (7) 

where r is the control parameter, x is a variable, r = 4 and }{ ,0.75,10,0.25,0.5∉x . 
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Meanwhile, modulus division remainder is adopted to modify the too big perturba-
tion, to prevent the wheel from redundancy of rotation under the influence of a too 
big perturbation. The double perturbation of the pBest and gBest are given by Eq. (8) 
and Eq. (9). 

⎡ ⎤
⎣ ⎦⎩

⎨
⎧

>⋅−−
−<⋅+

=+
m

m

priltxrtpBestil
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tpBest

32

31

),(%|)()(|)(

),(%)()(
)1(

ε
 (8) 

4 6

5 6

( ) ( ) % ( ),
( 1)

( ) ( ) ( ) % ( ),

m

m

gBest t r x t l i p r
gBest t

l i gBest t r x t l i r p

ε⎧ + ⋅ < −⎡ ⎤⎪⎢ ⎥+ = ⎨
− − ⋅ >⎢ ⎥⎪ ⎣ ⎦⎩

 (9) 

where r1, r2, r4, r5 are large integer, r3, r6 are random number between 0 and 1, and 
pm=0.45.  

The following abbreviations represent the two PSO variants considered: 
 

1) CD_V1_PSO: The discrete version of the standard PSO based on based on 
CDOF; 

2) CD_V2_PSO: CD_V1_PSO without the history velocity ( )ijv tω  but with cha-

otic logistic sequence perturbation; 
 

It can be seen from Fig. 5.that the two PSO variants based on CDOF can find a good 
solution for the TSP. the CD _V2_PSO outperforms the CD _V1_PSO in the test 
instances, and can search the optimal solution for the TSP (Best Known= 30.8785), 
the according route of the optimal solution is shown in the Fig.6. On the other hand, 
we can conclude that the chaotic logistic sequence perturbation can help the particles 
to escape from local optimum and achieve a better performance. The history velocity 

( )ijv tω of the particle will hinder the change of velocity and decrease the search capa-

bilities of the particle in the search space. 
As a discrete framework for the PSO, the CDOF is effective and can help the PSO 

algorithm to search an optimal solution in a multi-dimensional space. At the same 
time, to further improve the performance of the discrete PSO, we can take some hy-
brid technology to enhance the searching capability. 
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5    Conclusion 

To solve discrete optimize problems, a cyclic discrete Optimization framework has 
been proposed. Based on the proposed framework, the PSO was extended to two 
different discrete versions, CD _V1_PSO and CD_V2_PSO. The framework proposed 
a general encode method to describe the mapping relation between the PSO and the 
solution space, And presents a simple cyclic discrete rule to help the PSO to realize an 
extending from a continuous space to a discrete space. To further validate the per-
formance of the two discrete PSO algorithms, we compare the two discrete PSO algo-
rithms on the TSP. Experimental results show that the discrete versions of the PSO 
algorithm based on CDOF are promising, and the framework is simple and effective 
for the extending. 
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Abstract. A revised strategy particle swarm optimization algorithm is proposed 
to solve the economic dispatch problems in power systems. Many constraints 
such as ramp rate limits and prohibited zones are taken into account, and the 
loss is also calculated. On the basis of strategy particle swarm optimization al-
gorithm, a new revised strategy is provided to handle the constraints and make 
sure the particles to satisfy the constraints. The strategy can guarantee the parti-
cles to search in or around the feasible solutions area combined with penalty 
functions. The accuracy and speed of the algorithm are improved for the parti-
cles will rarely search in the infeasible solutions area, and the results also show 
that the new algorithm has a fast speed, high accuracy and good convergence.  

Keywords: Electricity market; economic dispatch; ancillary service; particle 
swarm optimization algorithm; revise strategy. 

1   Introduction 

Economic dispatch is the method of determining the most efficient, low-cost and 
reliable operation of a power system by dispatching the available electricity genera-
tion resources to supply the load on the system [1]. The primary objective of eco-
nomic dispatch is to minimize the total cost of generation while honoring the opera-
tional constraints of the available generation resources [2].  

Under the environment of electricity market, security-constrained economic dis-
patch benefits electricity consumers by systematically increasing the use of the most 
efficient generation units (and demand-side resources, where available). This can lead 
to better fuel utilization, lower fuel usage, and reduced air emissions than would result 
from using less efficient generation.  

As the geographic and electrical scope integrated under unified economic dispatch 
increases, additional cost savings result from pooled operating reserves, which allow 
an area to meet loads reliably using less total generation capacity than would be 
needed otherwise. Economic dispatch requires operators to pay close attention to 
system conditions and to maintain secure grid operation, thus increasing operational 
reliability without increasing costs [3]. Economic dispatch methods are also flexible 
enough to incorporate policy goals such as promoting fuel diversity or respecting 
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demand as well as supply resources [4]. The model of problem slightly changes at the 
electricity market, the optimization objective changes from the minimizing the elec-
tricity generated cost to maximize the total generating profitable, and demand con-
straints are likely to become more loose inequality constraints [5].  

How to deal with various constraints when using the particle swarm optimization 
algorithm to solve such constrained optimization problem, there are several ap-
proaches: one is to turn the optimization problem into unconstrained optimization 
problem and then use particle swarm optimization algorithm to solve it [6], but for 
more complex constrained optimization problem, it is very difficult to turn into an 
equivalent unconstrained optimization problem. Another is introduction of the con-
cept of Pareto diagram of the multi-objective optimization problem and using multi-
level information-sharing strategies [7], but this method is a more complex algorithm. 
There is also a relatively easy way, that is, when the initialization and update the par-
ticle only retain the particles that satisfy the constraint conditions [8] [9]. However, 
this method give up on or re-generate particles if they does not satisfy the constraints, 
the former due to fewer feasible solution in the particles will affect the accuracy of the 
algorithm, while the latter was due to randomness of regenerate, so re-generate parti-
cles is still a large probability of a non-feasible solution which would greatly extend 
the computing time of algorithm. Gaing discuss a variety of constraints so that eco-
nomic dispatch problem model is closer to the actual power system operation, but the 
algorithm requested its initial value of the particles must all be a viable solution which 
is affecting the usefulness of the algorithm [10]. An adaptive algorithm with a shrink-
age factor is introduced into the power system economic operation focus on the secu-
rity constraints such as voltage and current of power grid through the penalty func-
tion, but it ignored technical constraints of the generating units. The equality con-
straints is treated through retain a viable solution, and inequality constraints is treated 
with an adaptive penalty function, and re-initialize the inactive particles in order to 
avoid the "premature" phenomenon of the algorithm, but its handling of the con-
straints are more negative, thereby the accuracy of the algorithm is affected [11].  

In this paper, the economic dispatch model consider the ancillary services in elec-
tricity market is established, and then an revised particle swarm algorithm is putted up 
to solve them, a more positive patch strategy to achieve a good results has been taken 
for particles which does not meet the constraints. And the example analysis shows 
that the algorithm is effective and practical. 

2   Economic Dispatch Model Consider the Ancillary Services 

The economic dispatch model considers ancillary services built as follow, and the 
mode of power generation and spinning reserve in accordance with the tender mode. 
The objective function is the maximizing the total profit of power generation compa-
nies or minimizes the negative profit (it equals the cost minus benefits) when the 
reserved capacity is payoff according to contribution, the objective function as  
following: 
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Load demand and spinning reserve demand constraints:  
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(9) 

Where, ψ is objective function; N is the total number of units; i is the unit number for 
the mark; j is the unit work dead-zone number for the mark; Pi

min is the minimum 
power output of unit i, unit is MW; Pi

max is the maximum power output of unit i, unit 
is MW, Pi

0 is the initial power output of unit i, unit is MW, DRi is the decline climb-
ing rate of unit i, unit is MW/h; URi is the increase climbing rate of unit i, unit is 
MW/h; Pi

jlow is the lower bound value of the number j work dead zone of unit i , unit 
is MW; Pi

jup is the upper bound value of the number j work dead zone of unit i , unit is 
MW; zi is the number of unit work dead-zone; Ci (Pi) is the cost function of unit i , 
generally taken as a quadratic function, that is, 

iiiiiii aPbPcPC ++= 2)(  (10) 

Where, ai, bi and ci are fuel cost coefficients of unit i; Pi is the power output of unit i, 
unit is MW; Ri is the spinning reserve capacity of unit i, unit is MW; θP  is the spot 
price of electrical power, unit is $/MWh; θR  is the price of rotating reserve capacity, 
unit is $/MWh; PD is the load demand of system, unit is MW; RD is the spinning  
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reserve demand of system, unit is MW; λ is the probability of spinning reserve is 
dispatched. Network loss is PLoss, unit is MW, it generally calculate this value by B 
coefficient method, that is, 
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Load demand and spinning reserve demand may also be bound by equality constraints 
after bidding. The algorithm is relatively complex in dealing with constraints, but it 
does not fundamentally affect the algorithm steps. 

3   Revised Particle Swarm Optimization for Solving Economic 
Dispatch 

A positive approach is presented to revise the standard particle swarm optimization 
algorithm strategy to deal with a variety of constraints so that particles can execute its 
optimization search as much as possible in the feasible solution area or its vicinity. 

3.1   Particles Encoding 

Particles encoding is shown as follow. 
 

 

Fig. 1. Representation of the particle, the matrix structure are two rows and N columns, the first 
line represent the output value of active power of each unit, the second line represent the value 
of the rotating reserve of each units.. 

The particle's velocity and position update formula can be rewritten as: 
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maxmin vvv k
m ≤≤  (14) 

maxmin www k
m ≤≤  (15) 

Where, Pk
imx ,
,

represents Pi; Rk
imx ,

,
represents Ri; minv is the lower limit of particle velocity; 

maxv is the up limit of particle velocity; k
mv is the velocity at k iteration for particle m; 
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k
mx is the location at k iteration for particle m; w is the particle inertia coefficient; 
minw is the lower limit of particle inertia coefficient; maxw is the up limit of particle 

inertia coefficient; d1 and d2 are particle acceleration constants; 
1ρ  and 

2ρ  are uni-

formly distributed random number between [0, 1]; P
im,φ is the contribute output value 

of unit i in the extreme individuals for particle m; R
im,φ is the contribute reserve value of 

unit i in the extreme individuals for particle m; P
im,ξ is the contribute output value of 

unit i in the global extreme of population; R
im,ξ is the contribute reserve value of unit i 

in the global extreme of population. 

3.2   Fitness Function 

Particles fitness function is shown as follow, 
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The smaller total cost and the fewer deviation beyond the constraints of active 
power demand and reserve demand, the smaller the fitness value. When the con-
straints of load demand and reserve demand are all equality constraints, the fitness 
function formula changes as follow: 
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Where, τ is defined as penalty factor, it is generally a large positive number, and 
)(•σ is defined as penalty function. 

3.3   Revised Strategy 

If the output value of each unit beyond the up and lower limits, then it is limited to the 
corresponding boundary value and the formula expressed as: 
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After comparing the output value of unit, and then compare the sum value of out-
put and reserve, if contribute beyond the up limit, it has to be limited to the up limit 
value, if the reserve value is less than 0 and it need to be set to 0, the formula is ex-
pressed as: 
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If the output value of each unit violates the constraints of unit climbing rate, it will 
be limited at the boundary value, and the formula expressed as: 
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If the rotating reserve value of each unit violates the constraints of unit climbing 
rate, it will also be limited at the boundary value and the formula expressed as: 
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If the output value of each unit violates the constraints of work dead zone, then it is 
limited to the nearby boundary value and the formula expressed as: 
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After comparing the output value of unit, and then compare the sum value of out-
put and reserve, if contribute beyond the work dead zone limit, it need to be adjusted 
in accordance with the following formula: 
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The deviation value is calculated as follow and it is similar with the handling on 
the constraint of load demand and also need calculate deviation: 
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3.4   Algorithm Steps 

The algorithm steps are described as follow:  
 

Step 1, input the parameters of system and the unit, set the number of particle 
swarm M and the total number of iterations K of particles population. 

Step 2, set k = 0, m = 1, here k is temporary variables for the number of iterations. 
m is temporary variables for the number of particle. 

Step 3, set i = 1, i is the serial number of the unit. 
Step 4, if k = 0, the components of initial velocity of particles randomly generated 

between [ minv , maxv ] for unit i are P
jmv ,0

,
and R

jmv ,0
,

, and the initial output value of unit i is, 

P
jmi

P
jm vPx ,0

,
0,0

, +=  (27) 
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The initial reserve values of unit i is, 

R
jm

R
jm vx ,0

,
,0
, =  (28) 

Otherwise update the velocity and location according to the equation (12), (13). 
Step 5, if the output value and reserve value beyond the output constraint and the 

climb rate constraint and work done zone constraint, they will be revised to the 
boundary value nearby. 

Step 6, if i < N, then i = i+1, and turn to step 4. 
Step 7, if the output value and reserve value after the iteration can not meet the 

constraints of load demand and reserve demand, then revise these data through re-
distributaries. 

Step 8, the fitness value of particles are calculated, if k = 0, then set m 
mφ and 

mξ  

are the particles of this iteration. Otherwise compare these parameters, if the fitness 
value of present particle less than

mφ  , then save the present particle as 
mφ  , and if the 

fitness value of this particle also less than
mξ , and it need to be saved as 

mξ . 

Step 9, if m < M, then m = m+1, turn to the step 3 to generate next particle, other-
wise it is means that all the particles have been generated and turn to the next step. 

Step 10, if k < K, then k = k+1, m = 1, turn to the step 3 to next iteration, otherwise 
it is means that all the iteration have been over and turn to the next step. 

Step 11, the result 
mξ is output and means the output value, reserve value and rela-

tion fitness of unit. 

4   Simulation and Analysis 

A system including three generating units is studied in this paper, total system load 
demand is 800MW, reserve demand is 80MW, spot price of electric power is 
10.65$/MWh, the number of particle is 20, the number of iteration is 200, maxw = 0.9 , 
ε = 0.01 , τ = 100. Parameters of units are shown in Table 1, and the system load 
demand, spinning reserve and spot prices of 3-unit 12-hour system show in Table 2. 

Table 1. The basic parameters of each unit in the 3-units system, MUTi(h) is the minimum 
continuous up time of unit i, MDTi is the minimum continuous shutdown time of unit i, CSHi is 
the start time of unit i, CTi

0 is the cumulative duration state of unit i at time t, positive indicate 
continuous up time, negative values indicated that a continuous downtime. 

Unit 1 2 3 
P0

min(MW) 100.00 100.00 50.00 
P0

max(MW) 600.00 400.00 200.00 
ai($/h) 500.00 300.00 100.00 
bi($/MWh) 10.00 8.00 6.00 
ci($/MW2h) 0.002 0.0025 0.005 
MUTi(h) 3.00 3.00 3.00 
MDTi(h) 3.00 3.00 3.00 
CSHi(h) 3.00 3.00 3.00 
CTi

0(h) -3.00 3.00 3.00 



182 X. Ma and Y. Liu 

Table 2. System load demand, spinning reserve and spot prices of 3-units 12-hours system 

Time Load(MW) Spinning reserve(MW) Spot price($/MWh) 
1 170.00 20.00 10.55 
2 250.00 25.00 10.35 
3 400.00 40.00 9.00 
4 520.00 55.00 9.45 
5 700.00 79.00 10.00 
6 1050.00 95.00 11.25 
7 1100.00 100.00 11.30 
8 800.00 80.00 10.65 
9 650.00 65.00 10.35 
10 330.00 35.00 11.20 
11 400.00 40.00 10.75 
12 550.00 55.00 10.60 

Table 3. The comparison of benefits under different λ, NBP means the negative benefits when 
using payment for power allocation, NBR means the negative benefits when using payment for 
reserve allocation 

λ NBP($) NBR($) 
0.005 -551.27 -576.66 
0.010 -559.73 -576.42 
0.015 -568.18 -576.19 
0.020 -576.64 -575.96 
0.025 -585.10 -575.73 
0.030 -593.56 -575.50 
0.035 -602.02 -575.27 
0.040 -610.48 -575.04 
0.045 -618.94 -574.81 
0.050 -627.40 -574.58 

 
When using payment for power delivered, the price of spinning reserve is taken to 

three times the spot price of power; the optimal solution is shown in Table 3 if the λ  
values change from 0.005 to 0.05 at this time. When using payment for reserve allocated, 
the price of spinning reserve is taken to 0.04 times the spot price of power, the optimal 
solution is shown in Table 3 if theλ  values change from 0.005 to 0.05 at this time. 

As can be seen from the table, when using the press to contribute to payment 
system for the distribution, The optimization results will be greater effected according 
to the changes of probability λ when using payment for power delivered, because the 
benefits of reserve capacity can be obtained only when it is dispatched, and the higher 
reserve price in this mode, so the optimization results are sensitive to the probability 
λ , the larger probability λ , the greater benefits received, and the greater chance to be 
dispatched while the cost of change is relatively small. The generator will have part of 
the proceeds regardless of dispatching or not dispatching when using the payment for 
reserve allocation. 

The reserve prices are lower at this mode, so the optimization results are not 
sensitive to the probability λ. There may a small decline in the profit as shown in 
Table 3 at the current spot price and the output level with the λ increasing. 
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Table 4. Optimization result of the 3-units system using payment for reserve allocation 

Unit Output(MW) Reserve(MW) Negative benefits($) 
1 162.10 80.00 -413.34 
2 400.00 0.00 -360.00 
3 200.00 0.00 -630.00 
4 762.10 80.00 -576.66 

Table 5. The solution quality for the 3-units system using payment for reserve allocation under 
two optimization methods, BV means best value, WV means worst value, AV means average 
value, SD means standard deviation and ACT means average calculation time. 

Unit PSO Revised PSO 
BV($) -579.73 -576.66 
WV($) -571.42 -576.66 
AV($) -575.57 -576.66 
SD($) 1.76 0.00 
ACT($) 6.75 0.53 

 
Take λ = 0.005 , using payment for reserve allocation, spinning reserve price is 

0.04 times the electricity spot price,repeat 50 times and calculate optimization results, 
Table 4 lists the optimal output distribution of 3-units system in order to compare 
with the revise particle swarm algorithm and particle swarm algorithm, the new 
algorithm get optimized solution is clearly better and the convergence and speed are 
greatly improved from the table. 

5   Conclusion 

Repair strategies presented in this paper is a positive amendment for particles 
which violate the various constraints,and penalty function technique is combined 
to make particles to search their optimization as much as possible in the area of 
feasible solution or its vicinity. The strategy effectively improves the accuracy of 
the algorithm and speed. Simulation results also clearly demonstrated the 
effectiveness of this method and good convergence. In this paper, power 
generation unit cost function takes the form of a smooth quadratic curve, this 
approach still apply for the form of nonsmooth quadratic curve. When the cost 
function using a more complex form, the calculation of slight increase rate will be 
correspondingly complicated and even may be unable to obtain exact value and 
the similar methods can be used to solve problem, there will have little impact on 
the accuracy of the algorithm. 
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Abstract. This paper devises a particle swarm optimization-based ex-
tremum seeking control (ESC) scheme. In the scheme, the system states
are guided to the optimal point by the controller based on the out-
put measurement, and the explicit form of the performance function is
not needed. By measuring the performance function value online, a se-
quence, generated by the particle swarm optimization algorithm, steers
the regulator that drives the system states approaching to the set point
that optimizes the performance. We also propose an algorithm that first
reshuffles the sequence, and then inserts intermediate states into the
sequence, to reduce the regulator gain and oscillation induced by stochas-
tic, population-based searching algorithms. Simulation examples demon-
strate the effectiveness and robustness of the proposed scheme.

Keywords: particle swarm optimization; extremum seeking control;
state regulation; adaptive control; swarm intelligence-based optimization.

1 Introduction

Regulation and tracking of system states to optimal setpoints or trajectories are
typical tasks in control engineering. However, these optimal setpoints are some-
times difficult to be chosen a priori, or vary with the environmental condition
changes. Extremum seeking control (ESC) is a kind of adaptive control schemes
that can search for the optimal setpoints online, based on the measurement of
the performance output or its gradient. ESC can be regarded as an optimization
problem, and many of the schemes used in ESC are transferred from optimization
algorithms.

Unlike the traditional variational calculus-involved optimal control method,
the explicit form of the performance functions are not needed in ESC. There-
fore, ESC is useful in the applications that performance functions are difficult
to model. After Krstic and Wang’s stability studies [11], research on ESC has
received significant attention in recent years. The recent ESC application exam-
ples include active flow control [2], bioreactor or chemical process control [1][7],

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 185–196, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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antilock braking system design [18], and fuel cell power plant [20]. There also
have been considerable theoretical studies in ESC, such as stability studies on
perturbation-based ESC [11][10], PID tuning by ESC [9], ESC for nonlinear dy-
namic systems with parametric uncertainties [6], and ESC for state-constrained
nonlinear systems [4]. The recent studies of Zhang and Ordonez [18][19] pre-
sented a numerical optimization-based ESC (NOESC) framework that takes the
advantage of numerical algorithms to find the optima online. However, these
algorithms are unable to find the global optima if the assumptions that the per-
formance functions are convex and continuous does not hold. Furthermore, the
NOESC is sensitive to measurement noise, due to the poor robustness of the
numerical algorithms.

Particle swarm optimization (PSO) algorithm is a stochastic, population-
based optimization method which first devised by Kennedy and Eberhart [8].
PSO algorithm mimics the food-seeking behavior of birds or fishes. Due to its
simplicity and effectiveness, PSO algorithm witnesses a considerable interest,
and is applied in many areas. Studies have shown that PSO algorithm is able
to handle a wide range of problems, such as integer optimization [12], multi-
objective optimization [3], and global optimization of multimodal functions [13].
In control engineering, PSO algorithm is usually employed to identify the models
[14], or to optimize the parameters of the controller offline [5]. PSO algorithm
is usually regarded as an effective global optimization method, and often used
in offline optimization, and depends on the explicit form and the solvability of
the performance functions. However, for some complex models, e.g. active flow
control problems, which are described by Navier-Stokes equations, it is difficult
to obtain the optimal parameters of the controllers by time-consuming numerical
simulations.

In this paper, we devise a novel ESC scheme that can optimize non-convex and
discontinuous performance functions online by PSO. In the proposed scheme, the
numerical optimization-based ESC [18] is extended by incorporating PSO algo-
rithm into the extremum seeking framework. To improve the partibility of PSO-
based ESC (PSOESC), we also propose a reshuffle-then-insertion algorithm, to
reduce the control gain and oscillation introduced by the stochastic, population-
based optimization algorithms.

2 Problem Statement

In control practice, the problem of seeking for an optimal set point is encountered
usually. In general, this problem can be modeled as

ẋ = f(x, u), (1)

y = J(x), (2)

where x ∈ Rn is the state, u ∈ (R) is the input, y is the performance output to
be optimized, f : D×R→ Rn is a sufficiently smooth function, and J : D → R is
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an unknown function. For simplicity, we assume D = Rn in this paper. Without
loss of generality, we consider the minimization of the performance function (2).
Unlike optimal control, extremum seeking control finds the optimal set point by
online measurement of the performance function, without the knowledge of its
explicit form.

ESC can be considered as a class of constrained optimization problem whose
constraint is the differential equation (1), instead of the algebraic constrains in
traditional optimization problems. Then, ESC control problem can be stated as:

min
x∈D

J(x)

s.t. ẋ = f(x, u)
(3)

When (1) is controllable, there always exists a control u such that state x trans-
fers to any position in Rn in a finite time. We then can apply any optimization
algorithm to produce a guidance sequence to determine a trajectory to the op-
timal set point in the state space [18].

Similar to numerical optimization-based ESC [18], we present a PSO-based
ESC block diagram as Fig. 1, where the nonlinear plant F is modeled as (1)
and the performance function J is (2). Unlike [18], we apply PSO algorithms
to substitute the numerical optimization algorithms to produce the extremum
seeking sequence {Xk}. This sequence is generated as the target state in every
seeking iterative step, based on the online measurement of y. The regulator
K regulates the state of F follows the sequence as X1, X2, · · · , Xk, toward the
optimal set point.

Fig. 1. PSO-based Extremum Seeking Block Diagram

3 Particle Swarm Optimization

PSO is a population-based random optimization algorithm that mimics the be-
havior of bird or fish swarm in searching food. In the swarm, each particle has a
variable speed, moving toward the positions of its own best fitness achieved so
far and the best fitness achieved so far by any of its neighbors.
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Let S ⊂ Rn be an n-dimensional search space. The size of the particle
swarm is denoted as N . The position of the ith particle is represented as an
n-dimensional vector X̃i = (xi1, xi2, · · ·xin)T ∈ S , and its velocity is denoted
as Vi = (vi1, vi2, · · · vin)T ∈ S , where i = 1, 2, . . . , N , is the identity of each par-
ticle. The best position it has achieved so far is P pbst

i = (pi1, pi2, · · · pin)T ∈ S .
The best position achieved so far in its neighborhood is Pgbst. On the time step
k , the update equation of the standard PSO algorithm is

Vi(k + 1) = ωVi(k) + c1r1(k)
(
P pbst

i (k)− Ẋi(k)
)

+ c2r2(k)
(
Pgbst(k)− Ẋi(k)

)
,

(4)

X̃i(k + 1) = X̃i(k) + Vi(k + 1). (5)

where ω, c1, c2 are nonnegative constant real numbers, and r1,r2 are two inde-
pendent random numbers with uniform distribution in the range of [0,1].

Because the positions of particles involve randomness, the convergence of
PSO-involved algorithms is defined in a possibility sense in this paper. We
say Xi(k) converges in mean square to Q∗, when lim

k→∞
E|Xi(k)−Q∗|2 = 0,

for ∀i ∈ {1, 2, . . . , N} , where N is the population size of the swarm, and E
represents the expectation operator.

It has been shown that the standard PSO algorithm guarantees every particle
converges in mean square to the best position of the whole swarm [13]. However,
that position may be neither the global optima nor the local optima. In order
to ensure the convergence to the optimal value, modified PSO algorithms need
to make tradeoffs between exploration and exploitation, and numerous papers
have presented various modified PSOs for this issue [15][17]. For simplicity, in
the following section we will focus on standard PSO algorithm, assuming that
the standard PSO algorithm can converge in mean square to the global optima
in the ESC cases. For the same reason, we also drop the ”mean square” in the
convergence analysis.

4 PSO-Based Extremum Seeking Scheme

4.1 PSOESC for LTI Systems

Consider a single-input-single-output (SISO) linear time-invariant (LTI) system

ẋ = Ax + Bu, (6)

with the performance function defined as (2). The matrices A and B are given,
while J is unknown. We will find the minimum of J online by the measurement
of the function value y. If the LTI system (6) is controllable, from the linear
system theory, we have the following lemma that states the existence of a perfect
regulator.
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Lemma 1. For a controllable LTI system (6), given system state x(tk) on time
tk, regulation time δk, and Xk+1, let tk+1 = tk + δk, the control input

u(t) = −BT eAT (tk+1−t)G−1(δk)[eAδkx(tk)−Xk+1], (7)

where

G(δk) =
∫ δk

0
eAτBBT eAT τdτ, (8)

then we have x(tk+1) = Xk+1 .
From Lemma 1, there always exists a control u that regulates the state to any

given state from any initial state, provided the LTI system is controllable. Thus,
we can device a scheme that drives the state of the system to the global optima
along a sequence produced by any optimization algorithms including that of
swarm intelligence-based. By combining the PSO and ESC, the PSO-based ESC
scheme can be formed as follows.

Algorithm 1. PSO-based ESC scheme for LTI systems

– step 1) Initialize the particle swarm, and let i = 1, k = 1.
– step 2) Let particle i’s position as the ith target state, i.e. let Xk+1 = X̃i(k)

in (7) to get the control u.
– step 3) The u regulates the plant to the target state, and the performance

output y is readily to be measured by sensors.
– step 4) Let the output y be the fitness ỹi of the particle.
– step 5) Let i = i+1 , repeat 2) to 4), until i = N , where N is the predefined

size of the particle swarm.
– step 6) Update the velocity and position according to (4) and (5).
– step 7) Let k = k + 1 , repeat 2) to 5), until a stop criterion is met.

We say 2) - 4) is a PSO loop, and 2) - 7) an ESC loop. The convergence result of
Algorithm 1 can be shown by the combination of Lemma 1 and the convergence
proof of PSO [13], and is presented as the following theorem.

Theorem 1: Let X∗ be the solution of the optimization problem (3), i.e. X∗ =
argmin

x∈D
J(x) , if the solution of problem min

x∈D
J(x), obtained online by PSO,

converges to X∗, then Algorithm 1 drives system (6) to its minimum performance
function value J∗ .

Since the standard PSO algorithm and its variants have shown their effective-
ness in global optimization problems, it is safe to assume Algorithm 1 converges
to the global optima in ESC. Thanks to the global searching ability of PSO
algorithm, we need not apply the assumptions in [18][19] to ensure the global
convergence condition for the numerical-based optimization algorithms. The per-
formance function J can be nonconvex and discontinuous in ESC context now.

Since each state, represented by a particle in the swarm, can be tracked in a
serial manner, the sensors needed in PSOESC are no more than other ESCs. It
should be noted that, compared to NOESC, PSOESC have to spend more time
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to obtain the best state in an ESC loop. However, this cost can be regarded as
the expense paid for the global optima.

It is not difficult to extend the Algorithm 1 to the multi-input-multi-output
(MIMO) systems, like the NOESC schemes presented in [18]. Moreover, other
designs of controller (10) can be applied for a more robust regulator as suggested
in [18] and [19]. Moreover, The results on LTI systems can also be extend to state
feedback linearizable systems and input-output feedback linearizable systems by
substituting the regulator with appropriate designs, in a similar way as NOESC.

4.2 Regeneration of the Sequence Produced by the PSO Algorithm

Since Algorithm 1 requires a regulator to drive the state of the system (6) from
one to another along the sequence produced by the PSO loop, however, due to
the randomness feature of the update equation (4), at some stages, the regulator
gain may be very large, and the state of the system would oscillate rashly. This
could cause serious problems in real-world applications, and may hinder PSO or
any other swarm intelligence-based algorithms from being applied in the ESC
context.

Consider system (6), and the state from time tk to tk+1 . From (7), the output
of the regulator K in a state transfer procedure is determined by the regulation
time δk, the initial state x(tk), and the terminal state x(tk+1). Given the reg-
ulation time δk, if we want to minimize the maximum control, then we need

an algorithm to reshuffle the sequence {xk} to minimize the max
(

u
k=1,...N

(tk)
)

.

However, the optimal regeneration is difficult to devise, because it is equivalent
to the bottleneck traveling salesman problem(BTSP), and is shown NP-hard [16],
i.e. there is no polynomial algorithm for this kind of problems so far. As a sub-
optimal solution, we propose here an algorithm to regenerate the PSO-produced
sequence for the practical use of PSOESC, based on the following consideration.

In practice, limiting maximum control gain within a certain bound is sufficient
to have a practical controller. From Lemma 1, we have that for each predefined
Σ > 0, there always exists a regulation time δk such that ‖u(t)‖ < Σ. There-
fore, the control gain can be limited in a bound by choosing a sufficiently long
regulation time δk. However, too long regulation time may be unacceptable in
practice. Another feasible approach is to insert new intermediate states between
two states that would lead to unacceptable large control gain. These new in-
termediate states would smooth the original state sequence produced by the
PSO algorithm. However, this procedure may prolong the regulation time as
well. Therefore, we propose a reshuffle procedure below, in order to reduce the
requests of the insertion procedure as less as possible.

Consider the sequence {xk} produced by PSO in an ESC loop. First, we
simply choose the nearest state to x1 from {xk} as x2 , then we choose the
nearest state to x2 from the remainder states in {xk} as x3 , and so on. Re-
peating the procedure will lead to a new sequence in which each distance of two
neighbor states of the first k − 1 states is minimal. The distance between the
last two state, i.e. xk−1 and xk may be very large, and there may still be some
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Fig. 2. The regeneration of the target state sequence.The two inserted intermediate
states in the regenerated sequence are indicated by arrows.

unacceptable large distances in the reshuffled sequence {x1, x2, . . . xk−1} . How-
ever, the requests of the insertion procedure are much less than the original
sequence.

By combination of the reshuffle procedure and the insertion procedure above,
we have the reshuffle-then-insertion algorithm. The reshuffle-then-insertion algo-
rithm is also applicable to ESC based other swarm-intelligence-based algorithms,
such as Artificial Bee Colony, Ant Colony Swarm and Bacteria Foraging.

The result that the reshuffle-then-insertion algorithm is applied on a random
sequence in the range of [0,10] is shown in Fig. 2. It can be seen that the algorithm
smoothes the original sequence remarkably, and the control gain in each step is
limited in a predefined bound.

5 Numerical Experiments

The numerical experiments were carried out on a personal computer running on
the Matlab/Simulink environment. The parameters of the standard PSO were
chosen as w = 0.9, c1 = 0.2, and c2 = 0.012. For the purpose of simulation,
performance functions were provided explicitly, while they would be unknown
in real-world applications. Since the convergence of the PSOESC scheme is de-
scribed in mean square sense, we define the success rate of the PSOESC scheme
as Rc = Nc

Nt
, where Nc is the number of times that PSOESC converged to the

known global optima, and Nt the number of repeated times of one test. We de-
fine the error limit as ±0.05J∗ , where J∗ is the known global minimal value.
We also present comparisons between PSOESC and NOESC, to show the ability
and weakness of the proposed PSOESC algorithm.
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5.1 First-Order Single-Input-Single-Output (SISO) LTI System

We first considered a LTI system

θ̇ = −θ + u (9)

with the performance function defined as

J(θ) = −0.4 sin(9θ) sin(θ). (10)

where u is the control obtained by (7). The two local minima of (10), 0.225 and
0.883, can be easily found by the optimtool toolbox in Matlab by choosing dif-
ferent start point. When setting the population size as 10 particles, we observed
a 100 percent success rate in 120 repeated tests. We also tested a swarm with
only 2 particles, and have a success rate of 82 percent with much less steps for
convergence than that of 10 particles cases. By comparison, the performance
of NOESC, which is based on the simplex search method in our experiment,
depends on the initial point. It would convergence much faster than PSOESC,
provided a good initial point was chosen. However, if we choose θ0 = 0 as the
initial point, for example, the seeking procedure would converge to the local
minimum 0.225. This comparison is shown in Fig.3.
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Fig. 3. Comparison between PSOESC (left) and NOESC (right) for the first-order LTI
system (9), where k indicates the iterative steps

5.2 Second-Order LTI System

Consider a system discussed in [18]:

ẋ =
[

0 1
−2 −3

]
x +

[
0
1

]
u (11)

y = J(x) = 100(x2 − x2
1)

2 + (1− x1)2 (12)

The performance function (12) is also known as Rosenbrock function whose
minimum is x∗ = [1 1]T , and J(x∗) = 0 . In this case, we use 10 particles.
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Fig. 4. Comparison between PSOESC (left) and NOESC (right) for the second-order
LTI system (11) with measurement noise

To test the robustness of the PSOESC, we disturbed y with a random number
uniformly distributed with amplitude 0.02. The PSOESC scheme drives the state
of the system approaching to the optimal set point successfully, while NOESC
converges to the wrong place near the initial point, the origin. This comparison
is shown in Fig.4.

5.3 PSOESC for ABS Design

Consider a one wheel ABS design case which is usually used in ESC literatures.
The problem is modeled as [18]

Mv̇ = −Nμ(λ), (13)

Iω = −Bω + NRμ(λ)− u, (14)

where v denotes the linear velocity, ω is the angular velocity, N = Mg is the
weight of the wheel, R is the radius of the wheel, I the moment of inertia of the
wheel, Bω the braking friction torque, u the braking torque, μ(λ) the friction

force coefficient, and λ =
v − ωR

v
is the slip, 0 ≤ λ ≤ 1 for ωR ≤ v. There exists

a maximum μ∗ for the friction force coefficient μ(λ) at the optimal slip λ∗. Since
λ∗ and μ∗ will change as the road condition changes, the design purpose is to
device a control u to maximizes the μ(λ) .

In the simulation, the parameters were chosen as: M = 400kg, B = 0.01,
R = 0.2m , λ(0) = 0, a = 1, δk = 0.5 [18]. For the simulation purpose, we also
postulated that the relation of μ(λ) and λ satisfies

μ(λ) = 2μ∗ λ∗λ

λ∗2
+ λ2

, (15)

where, μ∗ = 0.25 , λ∗ = 0.6. Obviously, the optimal λ is λ∗ = 0.6 . To convert
the problem into a minimizing one, we let x = −λ and J(x) = −μ(λ). PSOESC
scheme with 10 particles worked well, and we observed a 99 percent convergence
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Fig. 5. Comparison between PSOESC (left) and NOESC (right) for the ABS with
measurement noise

20 40 60 80 100 120 140 160
0.2

0.3

0.4

0.5

J(
x)

20 40 60 80 100 120 140 160

0.55

0.6

0.65

x

k

5 10 15 20 25

1

1.5

2
J(

x)

5 10 15 20 25

−2

−1

0

1

2

x 10
−4

k

x

Fig. 6. Comparison between PSOESC (left) and NOESC (right) for the system with
a discontinuous performance function

rate in 120 repeated simuulations. We also tested a swarm with only a single
particle, and have a convergence rate of 61 percent. To test the robustness of the
PSOESC, we added μ with a random disturbance with uniform distribution in
the range of [-0.02, 0.02] to simulate the influence of noises. As Fig.5 shows, the
PSOESC scheme drives the state of the system converging to the vicinity of the
optimal slip. By comparison, the NOESC scheme converges fast to the optimal
slip when no measurement noises are added, whereas it converges to the wrong
point when measurement is disturbed by noise.

5.4 PSOESC for a System with Discontinuous Performance
Function

Finally, we discuss a LTI system with a discontinuous performance function.
Consider the system (20) with performance function defined as

y = J(θ) =

⎧⎪⎪⎨⎪⎪⎩
0.5 , θ ∈ (−∞, 0.5)
0.2 , θ ∈ [0.5, 0.6)
0.8 , θ ∈ [0.6, 0.9)
2 , θ ∈ [0.9, +∞)

. (16)
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As Fig.6 shows, the PSOESC scheme drives the performance output of the sys-
tem converging to the optima. This test illustrates the intrinsic advantage of the
PSOESC in solving discontinuous optimization problems. By comparison, it can
be seen in Fig.6 that the existing NOESC is unable to deal with such kind of
problem. Although it converges in no more than 8 steps, the optimum it found,
0, is not the true minimizer.

6 Conclusions

This paper presents a PSO-based ESC scheme that is able to find the optimal
set point online. The PSO algorithm produces a sequence converging to the
global optima. The sequence serves as a guidance to regulate the state of the
plant approaching to the optimal set point. We also propose a reshuffle-then-
insertion algorithm that is able to reduce the control gain and oscillation, thus
improving the practicability of PSOESC scheme. The numerical experiments
show the effectiveness of the scheme. The PSOESC scheme found the global
optima successfully in various cases. The simulations also demonstrate the abil-
ity of PSOESC scheme for handling measurement noise. The disadvantage of
PSOESC is that it costs more time in every ESC loop. However, the robustness
to measurement noise makes PSOESC preferred to NOESC in some cases which
NOESC cannot handle. The scheme proposed in this paper will be easily extend
to other swarm intelligence-based algorithms, such as Artificial Bee Colony, Ant
Colony Optimization and Bacteria Foraging Algorithm.
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search Foundation under the grant NO. 9140A14030308CB49.
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Abstract. In this paper, we present a novel image contour extraction by ant col-
ony algorithm and B-snake model. Using ant colony algorithm, an initial curve 
of B-snake is get, which rapidly converging near image edge. When the B-
snake begins to iterate, new control points are inserted, which can enhance the 
flexibility of B-snake to describe complex shape. A minimum energy method 
minimum mean square error (MMSE) is proposed for B-snake to push it to the 
target boundary. The experimental results demonstrate the efficiency and accu-
racy of our method. 

Keywords: Contour extraction, Ant colony algorithm, B-snake. 

1   Introduction 

In most computer applications, image contour extraction constitutes a crucial initial 
step before performing the task of object recognition and representation. Snake [1], or 
active contour, are more accurate image methods, which are widely used in medical 
image processing, computer vision and other fields. It is defined within an image 
domain that can move under the influence of internal forces coming from within the 
curve itself and external forces computed from the image data. Snakes are widely 
used in many applications, including edge detection, shape modeling [2], segmenta-
tion [3], and motion tracking [4]. A great deal of research is made on curve evolution 
model and its numerical, a number of representative methods are proposed [5], [6], 
[7]. From the original philosophy of snake, an alternative approach is using a para-
metric B-spline representation of the curve, which is also called B-snake [8], [9]. 
Existing snakes have several limitations when a local regularization is wanted: with 
the original snake, a local regularization involves a matrix inversion step at each itera-
tion, and B-snake avoids this by implicitizing the internal energy [10]. B-snake takes 
advantages of the B-spline representation, and a local control of the curve continuity 
and a limited number of processed points increase the convergence speed. B-snake 
model is described by parameterized B-spline, which is an energy minimizing spline 
parameterized by its control points. Due to some characteristic of B-spline curve, 
correspondingly, time of computing is reduced and constringency speed is improved 
[11]. The smoothness of the snake is implicitly given by the B-spline. The energy 
consists in two terms: the internal energy and the external energy [12]. Yue Wang 
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uses a minimum energy method which called Minimum Mean Square Error (MMSE) 
to push it to the target boundary [13].  

In this paper, ant colony algorithm is used to quick search and optimizes the con-
trol points of B-spline, and it can quickly converge to the edge of the image. Ant 
algorithms were inspired by the observation of real ant colonies. Real ants are capable 
of finding the shortest path from a food source to their nest. It is a paradigm for de-
signing metaheuristic algorithms for combinatorial optimization problems by using 
principles of communicative behaviour occurring in ant colonies. Its first application 
was the Traveling Salesman Problem. The algorithm has inherent parallelism, and we 
can validate its scalability. The characteristic of ant algorithms is their explicit use of 
elements of previous solutions. A colony of ants begins with no solutions. Each ant 
constructs a solution by making decisions stochastically, using existing problem con-
straints and heuristics combined with experience (which is analogous to a substance 
called pheromone) [14]. 

2   Ant Colony Algorithm 

Ant algorithm is a heuristic algorithm, which is based on the behavior of real ants. It 
is a method to solve combinatorial optimization problems by using principles of 
communicative behavior occurring in ant colonies. Ants can communicate informa-
tion about the paths they found to food sources by marking these paths with phero-
mone. The pheromone trails can lead other ants to the food sources. Ant algorithm is 
an evolutionary approach where several generations of artificial ants search for good 
solutions. Every ant of a generation builds up a solution step by step thereby going 
through several decisions until a solution is found. Ants that found a good solution 
mark their paths through the decision space by putting some amount of pheromone on 
the edges of the path. The following ants are attracted by the pheromone so that they 
will search in the solution space near good solutions. 

Let ijτ  be the pheromone intensity on path form i  to resource j ; 
ijη  be the visi-

bility of edge ( ji, ), and in general it taken as 1/ ijdη = ; k
ijτΔ  be the change of 

pheromone on path ( ji, ) leaved by ant k ; k
ijP  be transition probability of ant k ; α  

be the importance of pheromone( 0≥α ); β  be the importance of resource innate 

attributes ( 0≥β ); ρ  be the permanence of pheromone ( 10 <≤ ρ ), and ρ−1  be 

evaporation of pheromone. 
State transition rule the probability of selecting j  as next point to visit, taking sto-

chastic proportion, when ant k  at point i . The probability can be calculated by the 
formula as follows.  

0 otherwise
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(1) 

where kN  is the reachable point set of point i . 
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The local updating rule is used to reduce the pheromone value in the edge that an 
ant just visit in order to enhance the global search ability of the ant colony. The posi-
tive feedback mechanism of the ant colony algorithm only comes from the pheromone 
global updating rule excluding the pheromone local updating rule. In local updating, 
pheromone is updated on edge ( ji, ) when ant moves from point i  to point j . The 

new quantity of pheromone deposited on an edge is inversely proportional to the edge 
length; thus, over time, shorter edges will receive more pheromone, which leads to a 
positive feedback loop of increased use and further reinforcement. During global 
updating, only one ant is allowed to update the trail values. This elitist strategy re-
quires that only the ant with the iteration-best tour be allowed to deposit additional 
pheromone. Similar to local updating, the new quantity of pheromone deposited is 
inversely proportional to a certain value; this time, the value in question is tour length, 
not edge length. Thus, edges which constitute shorter tours are reinforced more which 
leads to another positive feedback loop of more use and greater reinforcement. Trail 
updating rule can be expressed as follows.  

( 1) ( )ij ij ijt tτ ρτ τ+ = + Δ∑  (2) 

3   B-snake Model 

Let k  be positive integer, arbitrarily gives a non-decreased knot vector: 

0 1{ , , , }n kT t t t += … , control point: 0P , 1P , 2P ,…, nP ( kn ≥ ). A B-spline curve of 

order k  can be defined as:  
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Knot vectors of B-spline can be classified as clamped and unclamped[15]. For 
clamped knot vectors, knot vectors can be expressed as:  

1 : 0,0, 0, , , ,1, 1
k k

k nT t t… … …  
(5) 

Unclamped knot vectors can be expressed as:  

2 10,0, 0, , , , ,
k k

k n n n kT t t t t+ += … … … ,  knknn ttt +−++ ≤≤≤≤ 111 …  
(6) 
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Traditional active contour model is described as ))(),(()( sysxsv = , where s  is 

the arc length. Its energy can be written as:  

∫ ∫ +== dssvEsvEdssvEE extsnake ))(())(())(( int
 (7) 

Where intE  and extE  are respectively the internal energy and the external energy. 

We can minimize the energy functional of Eq. (7) by the variational method. 
The internal energy of traditional snake includes a first and second order derivative 

of the curve; respectively represent the flexibility and rigidity. But in the actual digital 
image processing, the curves is a discrete form. Thus the calculated first-order and 
second order derivative is often not continuous, curve smoothness are greatly af-
fected. The B-spline has continuous first and second order derivatives in its left and 
right sides, and can use smaller control points to represent more data points. So B-
spline needs not calculation the internal energy. 

When using a parametric B-spline to represent the initial curve, and then the en-
ergy of the snake is minimized. In the B-spline representation, the snake is split into 
segments. 

A B-snake is defined as follows:  

∑ ≤≤=
i

i swheresbsC 10),()(  (8) 

)(sbi  is a B-spline. The external energy term on )(sC  is defined as ))(( sCE . The 

total energy function of the B-snake can be defined as:  

∫=−

1

0
))(( dssCEE snakeB

 (9) 

Minimization of Eq. (9) will drive the B-snake to approach the object boundary in 
the image. 

4   Boundary Extraction Model 

4.1   Calculation of the Initial Curve 

The mean-shift algorithm is a nonparametric statistical method for seeking the nearest 
mode of a point sample distribution. Mean shift is a simple iterative procedure that 
shifts each data point to the average of data points in its neighborhood. Given a set of 
data point ix , the mean shift vector in a simple one-dimensional case can be ex-

pressed as[16]:  
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 (10) 

where x  is an arbitrary point in the data space (it can even be one of the ix  points), 

h  is a positive value called the analysis bandwidth and ( )g u  is a special function 
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with bounded support; ( )g u  is defined as the first derivative of another bounded-

support function. 

When ( )m x  is applied to the original point, x , it results in anew position, 1x ; this 

process can be repeated and an iterative procedure defined in this way: 

1 ( )l l lx m x x+ = +  (11) 

Here is the process of getting the control points of B-snake: (1) Given the initial 
control position; (2) Set every parameter of ant algorithms; (3) Calculate the probabil-
ity k

ijP  that integrated 
jx  into ix . If 0

k
ijP q≥ , jx  class will be integrated into 

ix  

class; (4) Adjust the amount of permanence on the path; (5) Recalculate the initial 

position 
ix′ . 

1

1 N

i k
k

x x
N =

′ = ∑ kx class∈  of 
ix ; (6) When iterative finished, the final 

control point is 
ix′ . 

4.2   B-snake Iteration 

Let take three B-spline curve as an example. Suppose a non-closure B-spline curve 
( ) ( ( ), ( ))C S m s n s=  with N  data points and 1K +  control points 0 1{ , ,..., }nQ Q Q , 

then it is composed by 1K −  section curves. Ideally, when the B-snake’s external 
energy is zero, the curve should be the true border, and this time the position and 
shape of the curve will not change. Therefore, the following formula makes the exter-
nal forces zero can be defined as:  

2 2

1 1

[ ( ) ( 1)] ( )[ ( ) ( 1)] ( ) ( )
K K

ext i i i i i
i i

E C t C t B s Q t Q t B s Q tλ λ λ
− −

= =

= − − = − − = Δ∑ ∑  (12) 

where λ  is a constant; t  is the number of iterations. ( )Q tΔ  is the variation of control 

points in the t iterations. Using MMSE method to solution the Eq. (12), we can get the 
following matrix form:  

1 1( ) [ ]T T
extQ t v B B B E− −Δ =  (13) 

where extE  is GVF(Gradient Vector Flow) force. Contrary to the traditional snake, 

B-snake has two advantages: few parameters and smoothness implicitly built into 
the model. Hence the resolution and convergence speed are greatly improved and 
no smoothness constraint is needed. GVF is selected here as the definition of exter-
nal forces for B-snake. GVF is computed as a diffusion of the gradient vectors of 
binary edge map derived from the original planar curve. The resultant field has a 
large capture range and can force active contours into concave regions. In the GVF 
theory, the external force is replaced by the GVF vector spaces 

( ( , ), ( , ))gvfV u m n v m n= . 
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( , )u m n  and ( , )v m n  can be calculated by the following formula:  

2 2 2
1 ( )( )t t t m m nu u u f f fμ+ = ∇ − − +  (14) 

2 2 2
1 ( )( )t t t m m nv v v f f fμ+ = ∇ − − +  (15) 

where mf  and nf  is the partial derivative of row and column direction respectively 

on the edge. t  is the number of iterations. 
The curve iterative process is described as follows: 
 

(1)  The initial curve is turn discrete N  data points, and the initial control points 
are set to zero. 

(2)  Dividing the curve into 2K −  section, and compute the knot parameters of 
each data point. 

(3)  Using the Eq. (13), we obtained a new 1K +  control points. 
(4)  Calculate a new curve ( )newC s  by Eq. (3), and compute the GVF force extE  of 

the curve. 
(5)  If the curve does not change, the iteration is stops. At this time ( )newC s  shall 

be the final result; otherwise go to Step (2). 

5   Experiments 

In order to examine the efficiency of our algorithm, we make a simulation on Pentium 
PC with 256MB RAM, 1.8GHz and running under Microsoft Windows 2000. The pa-
rameters of ant colony algorithm are: 3, 1, 0.3α β ρ= = = . Figure 1(a) and 2(a) are 

the original image. Figure 1(b) and 2(b) are the B-snake method, which takes 50 itera-
tions. The ant algorithm iteration process stops in 18 loops for figure 1, and 23 loops for 
figure 2. There are 21 points of initial zero level set curve for figure 1, and 34 ones for 
figure 2. The MMSE and control point insertion strategy has been involved after termi-
nation of search with the similar appearance and statistical information for landmark 
points. The final result of ours method are shown in figure 1(c) and 2(c). According to 
the results, it can be observed that our proposed method provides fine deformation for 
allowing the snake to accurately adapt to the desired object boundaries. 
 

     
                     (a)                                        (b)                                      (c) 

Fig. 1. (a) Original image (b) B-snake method (c) Ours 
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                    (a)                                       (b)                                     (c) 

Fig. 2. (a) Original image (b) B-snake method (c) Ours 

6   Conclusion 

According to the results, it can be observed that our proposed method provides fine 
deformation for allowing the snake to accurately adapt to the desired object bounda-
ries. According to the B-snake evolution theory and ant colony algorithm, a new im-
age contour extraction algorithm is proposed. First, we use ant colony algorithm to get 
initial evolution curve. On this basis, the boundary is extraction by B-snake evolution. 
There is no manual intervention in the throughout extraction process. The calculated 
contour is close to the true edge. And the smoothness and accuracy of our algorithm is 
better than the traditional method. Experiments show that ours method can effectively 
lays out the fuzzy image and discontinuous marginal. 
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Abstract. In this paper, we proposed an improved Hidden Markov Model 
(HMM) to extract metadata in the academic literatures. We have built a dataset 
including 458 literatures from the VLDB conferences, which contains the visual 
feature of text blocks. Our approach is based on the assumption that the text 
blocks in the same line have the same state (information type). The assumption 
is effective in more than 98% occasions. Thus, the state transition probability 
among the same states in the same line is much larger than that in different 
lines. According to this conclusion, we add one state transition matrix for HMM 
and modified the Viterbi algorithm. The experiments show that our extraction 
accuracy is superior to that of any existing works. 

Keywords: HMM, Viterbi; Metadata Extraction, Text Block. 

1    Introduction 

With regard to the issue of metadata extraction, there have been three main ap-
proaches, i.e., heuristic approach [1], template-based approach [2], HMM-based ap-
proach [3]. Among these approaches, heuristic method has a low accuracy (only about 
80%); template-based approach has a high accuracy (about 95%), but it requires 
manually writing template, thus it has poor adaptability; HMM-based approach has a 
medium accuracy (about 87%). It requires a large training sample to construct the 
transition matrix and emission matrix. However, to further improve the accuracy of 
HMM-based approach is very difficult.  

In this paper, we proposed to add the text block visual features into the HMM. As 
we know, humans recognize the various parts of a PDF literature not just relying on 
the content of the text blocks, but also on their location, size, font and other informa-
tion. In general, the text blocks in the same line is very likely to belong to the same 
information type, i.e., title, author, affiliation, etc. However, existing data sets do not 
provide the text block location information [4]. To solve this problem, we 
downloaded about 500 literatures from VLDB conferences and converted them into 
HTML format using an open-source utility [5]. The converted HTML document con-
tains the text block location and other font information. Based on location informa-
tion, we divide the state transition matrix of HMM into two transition matrixes. One 
matrix represents the state transition probability in the same line; the other represents 
the state transition probability in different lines. We modify Viterbi algorithm with the 
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two matrixes. Experimental results show that the exaction accuracy increases 4.5%, 
and the overall metadata exaction accuracy reaches 97.4%. 

2   PDF File Conversion 

2.1   HMM Profile 

HMM is a double stochastic process, which can be defined as a five-tuple λ=(X, O, π , 
A, B). X denotes a set of states, X ={S1, S2,..., SN }, N denotes the state number, qt 
denotes the state at time t; O denotes a set of observed symbols, O= {V1, V2, …,VM}, 
M denotes observed symbols number; π denotes the initial state distribution, π = {πi}, 
πi = P{q1 = Si}, 1 ≤ i ≤ N; A denotes the state transition probability distribution, A 
= {aij}, aij ={qt+1 = sj | qt = si}, 1 ≤ i, j ≤ N; B denotes the observation probability distri-
bution of state j, B = {bj(k)}, bj(k) = P{Ot=Vk | qt = Sj}, 1 ≤ j ≤ N, 1 ≤ k ≤ M. The  
detailed definitions can be found in reference [6]. 

2.2   Conversion of PDF Literature into HTML Files 

In this section, we provide a sample PDF literature, which is shown in Figure 1. As 
we have seen, it contains title, authors, affiliations, addresses, emails, abstracts, etc. 
These items are called the literature metadata. They play an important role for the 
readers to understand a summary of the literature information. However, writing a 
program directly that can analyze the contents of PDF literature is very difficult. 
HTML documents are relatively easy to analyze and process. We utilize the open 
source Pdftohtml to convert PDF literatures into HTML format. The converted result 
is shown in Fig.2. From the 3rd line to the 25th line, each text block has its own loca-
tion information. 

3   HTML Document Pre-processing and Conversion 

Many parts of the HTML document are not necessary for our follow-up metadata 
extraction, e.g., the font information, the background image, etc. Therefore, we need 
to pre-process the document collection, and then integrate all the HTML documents 
into an XML document. Pre-processing steps are as follows: 

 

Step 1: Positioning the file pointer to the first position of a DIV appears; 
Step 2: Loop read each line, and assign the content to the variable line; 
Step 3: Parse out the top and left property values in the DIV element's style attrib-

ute, and assign them to the variables vtop and vleft respectively; 
Step 4: Parse out the text block content in the span element of line, and reassign it 

to line; 
Step 5: Remove the <i>, </i>, <b>, </b>, <a>, </a>, <br> tags and some other 

meaningless symbols from line; 
 

After the pre-processing steps, one DOM tree will be created, which contains the type 
(title, author, etc.) and location for all text blocks in all literatures. 
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Fig. 1. One Typical PDF Literature 

 

Fig. 2. Partial Content of newfile-1.html 

4   HMM Definition and Parameters Estimation 

HMM comprises of two sequences, i.e., state sequence and observation sequence. In 
the PDF metadata extraction, states correspond to the types of text blocks, observation 
symbols correspond to the content of text blocks. Metadata Extraction is performed by 
determining state sequence that was most likely to generate the observation sequence. 

The header information of each literature includes title, author, affiliation, address, 
email, abstract, etc. Thus, the state set of HMM is defined as: X = {title, author,  
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affiliation, address, email, abstract, final}. If a text block is the last one in the litera-
ture, then we define that the next state of current state is the final state. The observa-
tion symbols contain all the words and numbers in all text blocks, which can be  
obtained through statistics of all training literatures. The initial state distribution con-
tains the probabilities of each state that is in the first text block. The observation 
probability distribution contains the probabilities of each word appeared in each state. 

In this paper, we have a text block as the smallest unit of information processing. 
Each text block corresponds to a unique state. Traditionally, HMM contains only one 
state transition matrix, which treats the whole literature as a data stream of text blocks. 
Although this approach retains the text blocks sequential relationship, it loses the text 
blocks location relationship. However, the location relationship is very important to 
determine the type of text block. For example, if we know a text block indicates the 
author, then the text blocks on the same line is very likely to indicate author too. In Fig. 
2, the text blocks from the 5th to the 11th row are all authors, and they are on the same 
line. Of course, the punctuation, number and other symbols are not author names, but 
they are ancillary information that associated with the authors. For example, the super-
script 1 denotes that the author in front of it belongs to the first affiliation. 

Through the above analysis, we can draw the following conclusions: 1) in the same 
line, the transition probability between the same states is much larger than the nor-
mal one; 2) in the same line, the transition probability between different states is 
smaller than the normal one; 3) in different lines, the transition probability between 
the same states is smaller than the normal one; 4) in different lines, the transition 
probability between different states is larger than the normal one. These conclusions 
have been verified through the experiment results in Table 1, Table 2 and Table 3. 

The original state transition matrix A  has been divided into two matrixes, A′  A ′′ . 

Table 1. The Original State Transition Probability Matrix A  

Next 
Current 

title author 
affilia-
tion 

address email abstract final 

title 0.3181 0.6750 0.0000 0.0000 0.0000 0.0068 0.0000 
author 0.0000 0.4095 0.5521 0.0000 0.0356 0.0026 0.0000 
affiliation 0.0000 0.0146 0.3532 0.2775 0.3067 0.0464 0.0013 
address 0.0000 0.0000 0.0092 0.3588 0.5797 0.0521 0.0000 
email 0.0000 0.2528 0.1245 0.0000 0.1566 0.4452 0.0207 
abstract 0.0026 0.0066 0.0000 0.0000 0.0000 0.6071 0.3834 

Table 2. The State Transition Probability Matrix in the Same Line A′  

Next 
Current 

title author 
affilia-
tion 

address email abstract final 

title 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
author 0.0000 0.9903 0.0048 0.0000 0.0000 0.0048 0.0000 
affiliation 0.0000 0.0000 0.8783 0.0684 0.0532 0.0000 0.0000 
address 0.0000 0.0000 0.0731 0.8536 0.0731 0.0000 0.0000 
email 0.0000 0.0000 0.0000 0.0138 0.9861 0.0000 0.0000 
abstract 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 
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Table 3. The State Transition Probability Matrix in Different Lines A ′′  

Next 
Current 

title author 
affilia-
tion 

address email abstract final 

title 0. 3055 0.6944 0.0000 0.0000 0.0000 0.0000 0.0000 
author 0.0000 0.0186 0.9285 0.0000 0.0527 0.0000 0.0000 
affiliation 0.0000 0.0048 0.2396 0.3374 0.3300 0.0855 0.0024 
address 0.0000 0.0000 0.0139 0.3162 0.5860 0.0837 0.0000 
email 0.0000 0.0526 0.1085 0.0000 0.0296 0.7894 0.0197 
abstract 0. 0000 0.0027 0.0000 0.0000 0.0000 0.5931 0.4041 
 
Now that whether is in the same line has great impact for the transition probability 

between states, how can we know whether the two text blocks are in the same line? 
We proposed a simple way to solve it. Firstly, all text blocks are aggregated into mul-
tiple groups. In each group, the difference between the max top value and the min top 
value should be less than a threshold. This approach is basically correct. The recom-
mended threshold value can be 6-10. 

5   Viterbi Algorithm Improvement and Enhancement 

Viterbi algorithm uses dynamic programming technology. Firstly, we briefly intro-
duce how Viterbi algorithm finds the “best” state sequence.  

 

We define 
1 2 1

1 2 1 1 2
...

( ) max [ ... , , , ,... | ]
t

t t t t
q q q

i P q q q q i O O Oδ λ
−

−= =  
 

What we try to find is the state sequence that corresponds to the maximum δt(i) at 
time t. The steps are as follows: 
 

1) Initialization 

δt(i) = πibi(O1), 1 ≤ i ≤ N; φ1(i) = 0, 1 ≤ i ≤ N;  (1) 
2) Recursive 

)(])([max)( 1
1

tjijt
ni

t Obaij −≤≤
= δδ , 2 ≤ t ≤ T; 1 ≤ j ≤ N; (2) 

])([maxarg)( 1
1

ijt
ni

t aij −
≤≤

= δφ , 2 ≤ t ≤ T; 1 ≤ j ≤ N;  (3) 

3) Terminate 

)]([max*
1

iP t
Ni

δ
≤≤

= ;  )]([maxarg*
1

iq t
Ni

t δ
≤≤

=  (4) 

4) Find the S sequence 

)*(* 11 ++= ttt qq φ ,  t= T-1, T-2 …, 1  (5) 

We can improve the Viterbi algorithm by adjusting two factors, i.e., B and A. In 
this paper, the emission probability of each text block is the sum of that for all words 
in the text block. Assume that the block sequence is: O = O1O2…OT, and the length of 
the tth block is K (i.e., it contains K words), Ot = Ot1 Ot2 …OtK. The probability that 
state j emits the tth block is: 
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1

b (O ) ( )
K

j t j tk
k

b O
=

=∑                                                   (6) 

 

We found that some bj(Ot) = 0, which lead to the extraction accuracy decrease re-
markably. In order to avoid this problem, we assign a very small value for them 
(about one ten-thousandth), and the accuracy return normal level. Similarly, for the 
transition probability aij = 0, we also assign a very small value to them (about one 
thousandth). 

In the formula (2) and (3), aij denotes the transition probability from state i to state j, 
which did not concern the location information of text blocks. Based on the discussion 
in section 4, we can modify the formula (2) as follows: 

1
1

1
1

max[ ( ) ] ( )
( )

max[ ( ) ] ( )

t ij j t
i n

t
t ij j t

i n

i a b O
j

i a b O

δ
δ

δ
−≤ ≤

−≤ ≤

′⎧⎪= ⎨ ′′⎪⎩

1

1

( ) ( )

( ) ( )
t t

t t

line O line O

line O line O
−

−

=
≠

2 t
(7)

1

T

j N

≤ ≤
≤ ≤

 

The function line returns the line number of the text block. From the formula (7) 
we can see that, if the two adjacent text blocks belong to the same line/group, then the 
matrix A′  should be used; otherwise, the matrix A ′′  should be used. 

6   Experiments and Analysis 

Because there are no text blocks location information in the existing dataset, we 
downloaded and compiled more than 500 PDF literatures from VLDB conferences 
manually. However, some literatures became garbled after treatment by the tool 
pdftohtml-0.39. At last, we collected 458 valid PDF literatures. These literatures are 
divided into two groups: the former 300 as the training dataset, and the latter 158 as 
the test dataset. We evaluate the algorithm performance using the precision and recall, 
which are defined as follows:  

Precision for each state is defined as the number of text blocks with the correct tag 
for the state divided by the total number of text blocks with the machine tag for the 
state.  

Recall is defined as the number of text blocks with the correct tag for the state di-
vided by the total number of text blocks with the manual tag for the state. 

We did a total of three experiments. In the first experiment, we use the text block 
based way to extract metadata. The precision and recall are shown in the 2nd and 3rd 
columns of Table 4. The text block based way is superior to the word based way, 
which has been verified in reference [7], so we did not do that experiment again. In 
the second experiment, we considered the text block location information, and com-
puted the new state transition matrixes as shown in Table 2 and Table 3. By using the 
two matrixes and the formula (7), the accuracy of Viterbi algorithm on average is 
increased about 4.5%. We can see that title precision and recall, author precision and 
recall, affiliation precision and recall, address precision, email recall and abstract 
precision are all increased remarkably.  
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Table 4. The Precision and Recall for Text Block Location Based Way 

Text Block Based Way Location Based Way Accuracy 
State Precision Recall Precision Recall 

title 0.975207 0.925490 1.000000 1.000000 
author 0.894488 0.948247 0.993266 0.984975 
affiliation 0.869469 0.825630 0.930526 0.928571 
address 0.738739 0.858639 0.943182 0.869110 
email 0.933993 0.792717 0.941333 0.988796 
abstract 0.961538 0.992063 0.990777 0.994709 

7   Related Works 

Existing literature metadata extraction can be divided into two categories: extract 
metadata from the paper list on a Web page; extract metadata from a lot of PDF litera-
tures. They are usually concerned with different metadata items. The former mainly 
extract the title, author, journal, year, conference, column, issue, page, etc; the latter 
mainly extract the title, author, affiliation, address, email, abstract, keyword, etc. Both 
of them can be extracted using HMM. Most HMMs are constructed automatically [8, 
9]. For example, Seymore [9] proposed to extract the title, author, keyword and other 
metadata for each literature using HMM in Cora [4], which has an average accuracy 
of up to 92.9%. 

In order to improve the accuracy of HMM-based metadata extraction algorithm, 
many people attempted to take full advantage of the feature of the text. Ling Zhang 
[10] proposed a HMM structure learning method based on symbol feature extraction, 
in which each feature corresponds to a state. She also modified Viterbi algorithm 
through add a type parameter to each state. The extraction accuracy of her algorithm 
is superior to that of [9]. Ming Zhang et al. [11] proposed a hybrid statistic model for 
metadata extraction: SVM + BiHMM. The BiHMM model modifies the HMM model 
with both Bigram sequential relation and position information of words, by means of 
distinguishing the beginning emitting probability from the inner emitting probability. 
The average extraction accuracy of their model can reach 96.5%.As a result of the 
different datasets, the accuracy of our algorithm cannot be compared directly to other 
algorithms. However, the practical application of our algorithm has achieved good 
results, which has an average accuracy of up to 97.4%.  

8   Conclusions 

In this paper, we proposed a new PDF academic literatures metadata extraction ap-
proach. It used the location information of text blocks and modified the definition of 
HMM by adding one state transition matrix. The two matrixes reflect such fact that 
the transition probability between the same states in the same line is far greater than 
that in different lines. From the above experiments we can see that the accuracy for 
the improved Viterbi algorithm is increased greatly. We also found that the number or 
symbol superscript is useful for the metadata analysis. It can tell us which affiliation 
that each author belongs to. Next, we will be in this area for further research. 
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Abstract. The Gaussian mixture model (GMM) has been widely used in pattern 
recognition problems for clustering and probability density estimation. For pat-
tern classification, however, the GMM has to consider two issues: model struc-
ture in high-dimensional space and discriminative training for optimizing the 
decision boundary.  In this paper, we propose a classification method using 
subspace GMM density model and discriminative training. During discrimina-
tive training under the minimum classification error (MCE) criterion, both the 
GMM parameters and the subspace parameters are optimized discriminatively. 
Our experimental results on the MNIST handwritten digit data and UCI datasets 
demonstrate the superior classification performance of the proposed method. 

Keywords: Subspace GMM, EM algorithm, Discriminative training, MCE. 

1   Introduction 

The Gaussian mixture model (GMM) is widely used in pattern recognition problems 
for clustering, probability density estimation and classification. Many methods have 
been proposed for GMM parameter estimation and model selection (e.g. [1][2]). De-
spite the capability of GMM to approximate arbitrary distributions, the precise density 
estimation requires a large number of training samples, especially in high-dimensional 
space (say, dimensionality over 20). Researchers have proposed structure-constrained 
GMMs for high-dimensional data, such as diagonal covariance, tied covariance, 
semi-tied covariance [3], and GMM in subspace [4-5]. On the other hand, the GMM is 
a generative model, with parameters estimated for each class independently by 
maximum likelihood (ML) using the expectation-maximization (EM) algorithm [1]. 
Without considering decision boundaries in training, the obtained models do not nec-
essarily give high classification accuracy. Discriminative training methods, typically 
using the maximum mutual information (MMI) [6] or minimum classification error 
(MCE) criterion [7], have been proposed to optimize the GMM parameters aiming for 
classification. 

For sequence recognition problems like speech recognition, the GMM is commonly 
used to model the states of hidden Markov models (HMMs). Discriminative training 
has been applied to GMMs with diagonal covariance [8] and semi-tied covariance [9]. 
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GMM with semi-tied covariance is also called orthogonal GMM [10], where an or-
thogonal transformation matrix is shared by multiple diagonal Gaussian components. 
With diagonal covariance, discriminative training criteria MMI and MCE can be easily 
optimized by gradient descent. Batch-mode updating algorithms are also available for 
MMI (called extended Baum-Welch algorithm [11]) and MCE training [12], and they 
can learn full covariance matrices. 

Dimensionality reduction can help improve the classification performance of GMM 
in high-dimensional space. The subspace GMM of Moghaddam and Pentland [4] 
formulates the density function as the combination of a GMM in principal feature 
subspace and a spherical Gaussian in complement subspace. It utilizes the flexibility of 
density approximation of GMM and exploits the information in complement subspace, 
and has shown efficiency in classification [13].  

In this paper, we propose a classification method using subspace GMM density 
model and discriminative training based on MCE. The discriminative training of sub-
space GMM has not been reported before, and in discriminative training of semi-tied 
GMMs (orthogonal GMMs), the transformation matrix was not trained discrimina-
tively [9][10][14]. A previous method, called discriminative learning quadratic dsi-
criminant function (DLQDF) [15], optimizes the Gaussian parameters and subspace 
parameters discriminatively for single Gaussian. Our method optimizes both the GMM 
parameters and the subspace parameters discriminatively, and is suitable for classifi-
cation in cases of non-Gaussian distributions. As to the training criteria, we choose the 
MCE criterion because it is flexible for various discriminant functions and is easier to 
implement by gradient descent. We can alternatively use the MMI criterion and can 
expect similar performance. 

We have evaluated the proposed method on multitude of high-dimensional datasets, 
including the MNIST handwritten digit data [16] and some datasets from the UCI 
Machine Learning Repository [17]. Our experimental results show that the discrimi-
native training of subspace GMMs yields significantly higher classification accuracies 
than ML estimation, and the joint training of subspace parameters outperforms that of 
training GMM parameters only. Our results are also superior to a recent discriminative 
training method for orthogonal GMM [14]. 

The rest of this paper is organized as follows. Section 2 briefly describes the sub-
space Gaussian mixture density model. Section 3 describes the discriminative training 
method. Section 4 presents our experimental results and Section 5 offers concluding 
remarks. 

2   Subspace Gaussian Mixture Model 

Denote a pattern as a point (vector) x in d-dimensional feature space. The subspace 
GMM density function of [4] combines a GMM in the principal subspace and a 
spherical Gaussian in complement subspace: 

( | ) ( | ) ( | )F Fp p pω ω ω=x x x ,                           (1) 

where ( | )Fp ωx  is the GMM in principal subspace spanned by k principal eigen-

vectors 1[ , , ]kφ φ=A …  of x space centered at mx: 
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eigenvalues in complementary subspace [4]. 
We use the ML estimate of subspace GMMs (one for each class) as the initialization 

of discriminative training [5]. The principal subspace of each class is spanned by the k 
largest eigenvectors of the class covariance matrix, and the GMM parameters in the 
principal subspace are estimated by the EM algorithm. The classification performance 
is rather sensitive to the value of ρ. We select a common value of ρ by cross-validation 
for high classification accuracy [5]. 

3   Discriminative Training of Subspace GMM 

The subspace GMM density model has been shown effective for pattern classification, 
but the parameters are estimated in generative learning: the training data of each class is 
used to estimate the class parameters independently. By discriminative training to op-
timize the decision boundary, the classification performance can be further improved.  

3.1   MCE Training 

In the MCE criterion, the misclassification loss of each training sample is approximated 
from the difference of discriminant functions between the genuine class and competing 
classes. The empirical loss is minimized by stochastic gradient descent to optimize the 
classifier parameters.  

For classifiers based on probability density models and reasonably assumed equal 

prior probabilities, the discriminant function is ( ) log ( | )i ig p ω=x x . In MCE 

training [7], the misclassification measure of a sample x from labeled class ωc is 

( ) ( ) ( )c c rh g g= − +x x x ,                                        (4) 

where ( ) max ( )r i
i c

g g
≠

=x x  is the discriminant function of the most competing class 

(rival class). It is obvious that hc(x)>0 indicates misclassification while hc(x)<0 indi-
cates correct classification. The misclassification measure is transformed to loss by the 
sigmoidal function: 

1
( ) ( )

1 exp( )c c
c

L h
h

σ ξ
ξ

= =
+ −

x ,                                        (5) 

where ξ is a constant to control the hardness of sigmoidal nonlinearity. 
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On a training dataset {(xn,cn)|n=1,…,N}, the empirical loss is 

1 1

1
( ) ( )

N C
n n

i i
n i

L I
N

ω
+ =

Γ = ∈∑∑ x x ,                                  (6) 

where I( ) is the indicator function. The aim of parameter adjustment is to minimize the 

objective Γ: * arg min ( )Θ = Γ Θ . By stochastic gradient descent, the parameters are 

updated iteratively on each input training sample: 

( )
( 1) ( ) ( ) i

i i
i

L
t t tθ θ γ

θ
∂+ = −

∂
x

,                                          (7) 

where θi denotes a parameter of class ωi. In the case of density based discriminant 
functions, the parameters are class-modular. Since Lc(x) only involves the parameters 
of two classes: genuine class ωc and rival class ωr, only the parameters of two classes 
are updated on an input training sample: 

( ) ( )
(1 ) ,

( ) ( )
(1 ) .

c c
c c

c c

c r
c c

r r

L g
L L

L g
L L

ξ
θ θ
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θ θ

∂ ∂⎧ = − −⎪ ∂ ∂⎪
⎨∂ ∂⎪ = −
⎪ ∂ ∂⎩

x x

x x
                                           (8) 

3.2   MCE Training for Subspace GMMs 

For classification using subspace GMM density models, we use diagonal covariance 
matrices for the Gaussian components for the sake of simple computation in training. 
The diagonal GMM in principal subspace is actually a semi-tied GMM. 

For multi-class classification, each class ωi has a principal subspace specified by 

class-specific mean mxi and principal eigenvectors 1[ , , ]i i ikφ φ=A … , and the 

class-specific subspace projection (k-dimensional vector) is ( )T
i i xi= −y A x m . 

Inserting the density function of Eq. (1), the class discriminant function is 
2

1
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2 2

M
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j i

d k
g p

επ ρ
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where a constant term has been omitted. 2 ( )iε x  is the projection residual in the prin-

cipal subspace of ωi: 
2 2 2( ) || || || ||i xi iε = − −x x m y . The Gaussian component pij in 

class-specific principal subspace, with diagonal covariance 

1[ , , ]yij ij ij ijkdiag λ λΣ = Λ = …  and mean 1[ , , ]T
yij ij ijkμ μ μ= … , is 

2

/ 2 1/ 2
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To preserve the positivity of parameters (ρi, πij, λijl) in gradient descent learning, they 
are transformed:

 ( , , ) (exp( ),exp( ),exp( ))i ij ijl i ij ijlρ π λ δ α ν , and the parameters 
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(δi, πij, νijl) are updated instead of (ρi, πij, λijl). After each updating, the values of (ρi, πij, 
λijl) are resumed, and further, the mixing weights πij are normalized to unity sum for 
each class. 

For gradient descent learning by Eqs. (7) and (8), we can get the derivative of gi(x) 
with respect to parameters (δi, πij, νijl, μijl,mip, φilp) as below: 
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Inserting these derivatives into Eqs. (7) and (8), we can update the parameters it-
eratively in stochastic gradient descent. 

In implementation, the learning rate γ(t) is initially set as a small value, and it pro-
gressively decreases during training. On the contrary, the hardness control parameter ξ 
increases in training such that the loss function (9) gradually approaches the 0-1 loss 
(classification error rate). Similar to [15], the initial value of ξ is set as the average of 1/hc. 

According to the Newton’s method, the optimal learning rate is inversely propor-
tional to the eigenvalues of the Hessian matrix, or simply the second-order derivatives 
when assuming diagonal Hessian. Inspired by this relationship, we use three learning 
rates for three groups of parameters: γ1 for {δi, πij, νijl}, γ2 for {μijl, mip} and γ3 for {φilp}. 
Similar to [15], we set γ1=γ3 and γ2=var γ1 (var is the average within-class variance 
estimated on training samples). 

3.3   Regularization and Ortho-normalization 

Discriminative learning may lead to overfitting when the classifier model is compli-
cated and the training dataset is relatively small. Regularization to confine the pa-
rameter change in learning is helpful to improve the generalization performance. One 



218 X.-H. Liu and C.-L. Liu 

 

way of regularization is done by adding to the empirical loss a term proportional to the 
log-likelihood of density: 

1
1

1
[ ( ) ( )]

N
n n

c c
n

L g
N

β
=

Γ = − ⋅∑ x x ,                                   (12) 

Where β is the regularization coefficient. Because the maximization of sum of ( )n
cg x  

leads to ML estimate, this regularization effects to attract the parameters in the vicinity 
of ML estimate during discriminative training. This has been shown effective in dis-
criminative learning quadratic discriminate function (DLQDF) [15]. Similarly, the 
value of β is set to be inversely proportional to the average G of discriminant function 

gi(x): ˆ / Gβ β= , where β̂  is a moderate number between 0 and 1. 

In discriminative training, the ortho-normalization of eigenvectors is also influential 
[15][18]. Especially, if eigenvector normalization is not imposed, the empirical loss can 
be decreased by simply shrinking the eigenvectors. We perform ortho-normalization on 
the eigenvectors of one class whenever they are updated during MCE training. Or-
tho-normalization is performed by first normalizing the first eigenvector and then for 
each following eigenvector, subtracting its projection on the preceding eigenvectors 
and normalizing the difference vector. 

4   Experiment Results 

To evaluate the performance of the proposed method, we carried out experiments of 
density-based classification on the MNIST handwritten digit dataset and some datasets 
from the UCI Machine Learning Repository. 

4.1   Experiments on MNIST Dataset 

The MNIST dataset contains 60,000 training samples and 10,000 test samples. In order 
to compare our results with those of discriminative OGMM [14], we use the same 
feature data, 8-direction gradient feature (200D). In our experiments, the dimension-
ality k of the principal subspace ranges from 10 to 40 incremented by 10, and the 
number of Gaussian components ranges from 5 to 30 incremented by 5. Note that the 
number of Gaussians is much fewer than that used in a previous work of MMI training 
of diagonal GMMs [8]. 

Figure 1 shows the classification accuracies on test data using the subspace GMM 
classifier. M1 denotes the classifier with parameters estimated by ML, M2 denotes the 
version trained by MCE without regularization and M3 denotes the version of MCE 
training with regularization. We can see that MCE training improves the classification 
accuracy significantly compared to the classifier of ML estimate. Comparing the results 
of MCE training with and without regularization, the favor of regularization is justified. 

It is seen in Figure 1 that when the dimensionality of principal subspace increases 
from k=10, the accuracies of three versions of subspace GMM classifier increases as 
well, but the accuracy increase from k=30 to k=40 is very small. The highest accuracy 
of M2 (MCE without regularization) is 99.45% (k=40 and M=25), and the highest  
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accuracy of M3 (MCE with regularization) is 99.49% (k=40 and M=15). The classifi-
cation accuracy turns out to be rather stable against the model order (number of Gaus-
sian components). 
 

 
Fig. 1. Test accuracies on the MNIST dataset. X-axis denotes the number of Gaussian compo-
nents, y-axis denotes the classification accuracies (%), and k denotes the dimensionality of 
principal subspace. 

In [14] the OGMM also adopts diagonal covariance and eigenvalue decomposition. 
But it totally abandons the information of complementary subspace. In its discrimina-
tive learning, the transformation matrix was not optimized. [14] reported a best error 
rate 0.69%, while the best error rate of our method is 0.55%. It is obvious that our 
discriminative subspace GMM classifier is superior to discriminative OGMM. This 
result is also better than the result of DLQDF reported in [19], 0.71% error rate. 

4.2   Experiments on UCI Datasets 

To further illuminate the effectiveness of our method, we compared the proposed 
method with DLQDF in experiments of classification on 10 datasets from the UCI 
Repository. DLQDF is a discriminative learning method based on MCE to optimize the 
Gaussian parameters and subspace parameters, but it only uses a single Gaussian to 
estimate the class density. More details of DLQDF can be found in [15]. 

In the UCI Repository, some of the datasets have been divided into standard training 
and test sets before. For the other datasets, we randomly picked half data of each class 
for training and the remaining for testing. The specifications of the selected UCI 
datasets and the classification results on them are shown in Table 1. We simply fixed 
the number of Gaussian components as 4 without attempt to optimize the model order, 
but we can see that this still yield superior classification performance compared to the 
DLQDF. Both the subspace GMM classifier and the DLQDF are given three versions 
(M1: ML estimate; M2: MCE without regularization; M3: MCE with regularization). 
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Table 1. Specifications of UCI datasets and classification accuracies (%). #d: number of features; 
#c: number of classes; #n: number of samples; #k: dimensionality of principal subspace. 

 Subspace GMM DLQDF 

 #d #c #n #k M1 M2 M3 M1 M2 M3 

Pendigits 16 10 10,992 10 97.5 98.0 98.7 96.1 97.8 98.7 
Vehicle 18 4 846 10 69.7 72.3 72.8 67.1 69.5 73.0 
Segment 19 7 2,210 10 90.1 94.8 93.8 89.3 91.1 93.9 
Waveform21 21 3 5,000 10 85.0 85.6 85.9 85.4 86.0 85.6 

Satimage 36 6 6,435 20 87.8 90.3 90.1 85.9 88.2 89.7 
Waveform40 40 3 5,000 20 85.1 85.3 84.3 85.0 84.7 84.0 

Mfeat-zer 47 10 2,000 20 84.7 84.9 84.6 83.5 80.1 80.5 

Optdigits 64 10 5,620 20 98.4 98.9 98.9 98.2 98.7 98.7 
Mfeat-kar 64 10 2,000 10 98.0 98.5 98.4 98.0 98.3 98.2 

Mfeat-fou 76 10 2,000 20 83.3 84.2 83.9 83.3 82.5 82.5 

 
From the results in Table 1, we can see that the two versions of discriminative sub-

space GMM classifier mostly give comparably high accuracies, and the accuracies are 
mostly higher than those of the ML version. Comparing the accuracies of subspace 
GMM classifier and DLQDF, the discriminative subspace GMM classifier gives higher 
accuracies than DLQDF on 7 of 10 datasets, and performs comparably on the re-
maining datasets. On some datasets, the DLQDF with ML estimate (M1) outperforms 
the DLQDF training by MCE. This can be explained that the sample data of each class 
is close to Gaussian distribution, and hence a Gaussian classifier with ML estimate 
performs sufficiently. On most datasets, however, using GMM density instead of single 
Gaussian by the subspace GMM classifier has led to significant improvement of clas-
sification accuracy. 

5   Conclusion 

In this paper, we proposed a classification method using subspace GMM density model 
with parameters optimized by discriminative training. The subspace GMM combines a 
GMM density function in the principal subspace and a spherical Gaussian in the com-
plement subspace for each class. It inherits the merit of GMM of complicated distri-
bution modeling while overcome the curse of dimensionality. During discriminative 
training under the MCE criterion, both the GMM parameters and the subspace pa-
rameters are optimized discriminatively. Experiments of pattern classification on the 
MNIST handwritten digit data and UCI datasets demonstrate the superior classification 
performance of the proposed method compared to previous discriminative GMM and 
Gaussian methods. Our future work will consider model order selection for subspace 
GMM to optimize the model structure. 
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Abstract. Determining the number of clusters in a dataset has been one
of the most challenging problems in clustering analysis. In this paper, we
propose a stage by stage pruning algorithm to detect the cluster number
for a dataset. The main idea is that from the dataset we can search for the
representative points of clusters with the highest accumulation density
and delete the other points from their neighborhoods stage by stage.
As the radius of the neighborhood increases, the number of searched
representative points decreases. However, the structure of actual clusters
of the dataset makes the representative point number be stable at the
true cluster number in a relative large interval of the radius, which helps
us to detect the cluster number. It is demonstrated by the simulation
and practical experiments that the proposed algorithm can lead to an
effective estimate of the cluster number for a general dataset.

Keywords: Clustering analysis, Cluster number detection, Accumula-
tion density, Representative point, Stage by stage pruning.

1 Introduction

As a powerful data analysis tool, clustering analysis has been widely used in
information processing and pattern recognition. Actually, there have been a va-
riety of clustering approaches such as the k-means algorithm [1] as well as the
fuzzy c-means algorithm [2], the frequency sensitive competitive learning (FSCL)
algorithm [3], the mixture models with the EM algorithm [4] and the spectral
clustering. However, most of these approaches take the number k of clusters as
a pre-known information, i.e., the cluster number should be given in advance.
Due to the great diversity of data structure, the determination of the cluster
number for a general dataset has been still a rather challenging problem in clus-
tering analysis. In fact, many attempts have been made to detect or estimate
the number of clusters in a dataset.

The traditional approach is to choose an optimal number k∗ of clusters in the
dataset via one of information, coding and statistical selection criteria such as
Akaike’s Information Criterion (AIC) [5], Bayesian Inference Criterion (BIC) [6],
Minimum Message Length (MML) [7] and GAP statistic [8]. But the validating
� Corresponding author.

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 222–229, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



A Stage by Stage Pruning Algorithm for Detecting the Number of Clusters 223

process is computationally consumptive because we need to repeat the entire
parameter learning process (such as the implementation of the EM algorithm
on all the dataset) at a large number of possible values of k. Moreover, all the
existing selection criteria have their limitations and often lead to a wrong result.

Alternatively, there are split-and-merge or split clustering algorithms which
can also lead to the true number of clusters in the dataset from any initial setting
of k. In fact, the ISODATA algorithm [9], the general competitive clustering [10],
and the BYY split-and-merge EM algorithm [11] all have no requirement on the
initial setting of k, but it is certain that such a clustering algorithm will converge
more quickly and correctly if the initial setting of k is close to the correct value,
i.e., the true number of clusters in the dataset. In certain cases, the proper
setting of k is even necessary. So, it is very valuable to detect or even estimate
the number of clusters in the dataset before the implementation of clustering.

Practically, we can design a search algorithm or procedure on the data to
detect or estimate the number of clusters in the dataset. In fact, there have been
already such search approaches. The visual method and the subtractive clus-
tering method are two typical examples. The visual method firstly constructs a
reordered dissimilarity image where the dark blocks along the diagonal represent
the clusters and can be detected by certain image processing techniques [12,13].
In the subtractive clustering method, the accumulation density of each data
point is computed such that each peak of the density distribution corresponds
to a cluster center. Thus, the number of peaks of the density distribution can
give an estimate of the cluster number [14]. Moreover, Yu and Cheng tried to dis-
cover the searching scope of the optimal cluster number for the FCM algorithm
from the perspective of information theory [15].

In the current paper, we try to propose a stage by stage pruning method to
detect the cluster number in a dataset. We begin to define the accumulation
density for each data point. We then search for the representative points of
clusters with the highest accumulation density and delete the other points from
their neighborhoods stage by stage. As the radius of the neighborhood increases,
the number of searched representative points decreases. But the dividable cluster
structure of the dataset enables the representative point number to be stable at
the true cluster number in a relative large interval of the radius. This flat level
gives a good estimate of the cluster number. Actually, the simulation experiments
demonstrate that the proposed algorithm can lead to an effective estimate of the
cluster number for a general dataset.

The rest of this paper is organized as follows. Section 2 presents the stage
by stage pruning algorithm. The simulation and practical experiments are con-
ducted in Section 3. Section 4 contains a brief conclusion.

2 The Stage By Stage Pruning Algorithm

2.1 The Basic Idea

We begin with a description of the basic idea for our stage by stage pruning
algorithm. Actually, it comes from the intuition that if we can prune the data
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such that there is only one representative point left in each cluster, we can easily
get the number of clusters just as the number of representative points left.

In order to implement this idea, we can utilize the accumulation density dis-
tribution of the data point which can be defined and computed on the dataset. A
representative point for a cluster is supposed to own the highest density around
its neighborhood, serving as the cluster center. So we first search for the data
point with the highest accumulation density and let it be the representative point
and prune the other points in its neighborhood with a given and fixed radius.
In the remaining data points except the representative one, we can again search
another representative point and prune the other points in the neighborhood of
this representative point. In such a way, we can obtain a set of representative
points stage by stage.

Clearly, the number of representative points can equal to the number of clus-
ters when the radius of the neighborhood is properly set. But it is rather difficult
to set the radius of the neighborhood properly. However, we can increase the ra-
dius step by step and get the representative point number for each value of the
radius. As the radius of the neighborhood increases, the number of searched rep-
resentative points decreases. But the dividable cluster structure of the dataset
enables the representative point number to be stable at the true cluster number
in a relative large interval of the radius. This flat level actually gives a good
estimate of the cluster number.

So far, we need only to define the accumulation density of a data point. The
most convenient way is to count up the number of its neighbors (whose distances
to this data point are less than the given threshold r which will be consistent
with the radius of the neighborhood used each search step). In fact, with such
a density of the data point, the above stage by stage pruning procedure can
be conducted on the three-cluster dataset given in the left part of Fig. 1, in
which the radius of the neighborhood increases from one to 50 times of the
initial radius1 (in 50 steps). It can be clearly observed from the right part of
Fig. 1 that the attenuating curve of the number of representative points has
a clear flat level 3 corresponding to the true number of clusters in the dataset.
This simulation result demonstrates that the idea of the stage by stage pruning
procedure with the change of the radius of the neighborhood is effective and can
be applied to detect the number of clusters in a dataset.

2.2 The Presentation of the Algorithm

We further present the stage by stage pruning algorithm according to the above
basic idea. For clarity, we refer to the number of representative points left at the
end of a pruning step as the state of the algorithm. Suppose that the dataset
consists of N data points being denoted by xi ∈ Rn, i = 1, 2, . . . , N . maxDist =
max{‖xi−xj‖ | 1 ≤ i < j ≤ N} denotes the maximum distance between any two
data points, which is also referred to as the diameter of the dataset. We adopt

1 The initial radius is set to be 1/50 of the maximum distance between any two data
points in the dataset.
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Fig. 1. The demonstration of the stage by stage pruning procedure

the following neighborhood increasing scheme and algorithm stop criterion. We
equally divide the interval [0, maxDist] into M parts and use {i×maxDist/M :
i = 1, 2, . . . , M/2} as the increasing radius sequence2, i.e., r = i×maxDist/M
is used to define the size of the neighborhood for the i-th step. As for the stop
criterion, we introduce another parameter K. If one state sustains more than K
steps (in other words, it appears more than K + 1 times consecutively), we then
stop the algorithm and use the number of remaining representative data points
in the state as an estimate of the cluster number. Details of our proposed stage
by stage pruning algorithm are summarized in Algorithm 1.

3 Experimental Results

In this section, various simulation experiments are carried out to demonstrate
the performance of the stage by stage pruning algorithm for detecting the num-
ber of clusters in a dataset. Moreover, the stage by stage pruning algorithm is
implemented to detect the number of clusters in certain real-world datasets such
as the Iris and wine datasets.

3.1 On Five Synthetic Datasets

We begin with a brief description of five synthetic datasets (shown in Fig. 2)
used in our simulation experiments:

1. The clusters in D1 and D2 have equal number of samples, but those in the
other three datasets have different numbers of samples.

2. The clusters in D1,D3 are well separated, but those in each of the other
three datasets are overlapped at certain degree.

3. The clusters in D1 and D2 are spherical in shape, but those in the other
three datasets are elliptic in shape.

2 Usually we can take an even number for M , when i = M/2, r = 1/2 × maxDist is
just the radius of the whole data.
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Input: attribute vectors of data
Output: estimate of the cluster number
begin

choose values for parameters M and K;
compute the distance between data points (Euclidean distance between
corresponding attribute vectors);
compute neighbors of each data point for each radius
in {i/M × maxDist: i = 1, 2, . . . , M/2};

end
set count = 0, preSet = ∅, curSet = {1, 2, . . . , N}, r = 1/M × maxDist;
while count ≤ K and r ≤ 1/2 × maxDist do

preSet = curSet;
curSet = ∅;
repeat

begin
find the data point in the remaining data which owns the most
neighbors for current r (randomly choose one if there are a few);
add the corresponding index to curSet;
delete all of its neighboring data points and set its neighbors to 0.;

end

until all of the data has been processed, either deleted or reserved ;
if curSet == preSet then

count = count + 1
else

count = 0
end
r = r + 1/M × maxDist;

end
output the number of remaining data points in current state;

Algorithm 1. The stage by stage pruning algorithm

We now implement the stage by stage pruning algorithm on the five synthetic
datasets with M = 50 and K = 2. Since there is some randomness when more
than one data points own the largest number of the neighbors, different sim-
ulations may lead to different results, especially for datasets with complicated
structure. So, we run 10 simulations for each dataset, and take the mode of the
corresponding results as the final output. The results are summarized in Tab. 1.

For D1 and D3, nine out of the ten simulations give the correct cluster number,
and so does the final output. For D2, D4, the advantage of the correct cluster
number is not so obvious. As for D5, the correct cluster number 3 and the wrong
cluster number 5 both win 3 times. So we take the average value 4 as the final
output, which is 1 larger than the true cluster number.

By studying the simulation results on the five synthetic datasets, we can find
that as the level of overlap among clusters increases, the ratio of correct cluster
number in the simulation results tends to decrease. And the overall performance
of the algorithm on D1 and D2 is better than that on each of the other three
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(a) (b) (c)

(d) (e)

Fig. 2. Five synthetic datasets used in the simulation experiments. (a) dataset D1; (b)
dataset D2; (c) dataset D3; (d) dataset D4; (e) dataset D5.

Table 1. Experimental results on five synthetic datasets (frequency of each output in
10 simulations)
���������Dataset

Output
2 3 4 5 6 others final output

D1 0 0.1 0.9(True) 0 0 0 4

D2 0.1 0.1 0.6(True) 0.1 0.1 0 4

D3 0 0.1 0.9(True) 0 0 0 4

D4 0.1 0.1 0.5(True) 0.3 0 0 4

D5 0 0.3(True) 0 0.3 0.2 0.2 4

datasets. Two reasons may account for this. First, in the algorithm, we will ran-
domly choose one if a few data points all own the highest accumulation density at
the same time. As the level of overlap among clusters increases, the randomness
plays a more active role. Second, the algorithm is designed based on spheri-
cal neighborhood, which is not so appropriate for clusters in elliptic shape. As
for D5, since clusters in the dataset are far from spherical-shaped, our algorithm
cannot find an accurate result, but we can still get an effective estimate.

The algorithm is not sensitive to the differences among sample sizes of clus-
ters, which can be supported by simulation results on D3. However, due to the
neighborhood increasing scheme, the increment of neighborhood radius for all
the clusters is the same, so we can expect the algorithm may not work well on
datasets with clusters of dramatically different geographical sizes, say, one with
diameter of 1000, while the others with diameter of 1.
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3.2 On Real-World Datasets

On the Iris Data. The Iris dataset consists of 150 samples of three classes: Iris
Versicolor, Iris Virginical and Iris Setosa, with each class containing 50 samples.
Each datum consists of four attributes which represents measures of the plants
morphology. Parameters are the same as previous settings. Six out of the ten
simulations give the correct cluster number, so does the final output.

On the Wine Data. The wine data are typical high-dimensional real-world data.
It contains 178 samples of three types of wine with 13-dimensional attributes.
Ten experiments are conducted under M = 50 and K = 2. The results are better
than that of Iris data with 80% of the simulations providing the correct cluster
number.

3.3 Further Discussions

There are two free parameters in our proposed algorithm, M and K. Actually, M
controls the increment of neighborhood radius, while K represents the stabling
scale to output the result. Larger M means more computational cost since the
radius increases slower, but the corresponding results are supposed to be more
accurate. Meanwhile, with M being fixed, larger K means that we expect the
clusters are farther away from each other, so clusters neighboring each other may
be mistaken as one. Moreover, larger M usually is supposed be accompanied with
larger K. The ideal case is that we can choose appropriate parameters based on
the data to be processed, which is what we will look into in the future.

We can also consider the introduction of certain pre-process techniques be-
fore performing the algorithm, which aims at removing possible noisy data and
making the boundaries more clear. For example, removing those data with few
neighbors may improve the search result. Here we use Euclidean distance to
define the neighborhood in this paper. But there are other choices such as the
Mahalanobis distance or weighted Euclidean distance which treats each attribute
differently based on their properties, which may be more proper for the datasets
with more complicated structure.

4 Conclusions

We have established a stage by stage pruning algorithm for detecting the number
of clusters in a dataset. The proposed algorithm searches for the representative
points of clusters owning the highest accumulation densities with their neigh-
borhoods with the neighborhood radius increasing stage by stage and takes the
first stable representative point number as the estimate of the cluster number.
It is demonstrated well by the experiments on both the synthetic and real-world
datasets that the stage by stage pruning algorithm can provide an effective es-
timate of the cluster number.
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Abstract. In this paper, an adaptive algorithm for linear instantaneous
independent component analysis is proposed, which is is based on min-
imizing the mutual information contrast function. Adaptive density es-
timation by modified kernel density estimation is applied to estimate
the unknown probability density functions as well as their first and sec-
ond derivatives. Empirical comparisons with several popular algorithms
confirm the efficiency of the proposed algorithm.

1 Introduction

One of the most difficult problems in signal processing is blind source separation
(BSS) [1]. Independent component analysis (ICA) [2] is an efficient method for
solving this problem. The instantaneous linear noiseless ICA model is formulated
by

x = As (1)

where s ∈ Rn is a zero mean vector with stationary and statistically independent
signals termed as the source signals, x ∈ Rn is the observed signals, and the
mixing matrix A ∈ Rn×n is a full rank constant matrix. The aim of ICA is to find
a demixing matrix B so that the components of the transformed data y = Bx are
as independent as possible without any knowledge on A and s, because the only
obtainable data is x. The basic assumption for ICA model (1) to be solvable is
that the components of the sources are mutually independent, which can often be
satisfied in practical problems. Another two assumptions make (1) identifiable up
to scale and permutation ambiguities are [2]: (a) the mixing matrix is a full rank
matrix; and (b) at most one component of the sources is allowed to have Gaussian
distribution. If the sources are successfully separated, the demixing matrix B is
� This work is supported by natural science foundation of Shanghai, China,
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equal to PDA−1 where P is a permutation matrix and D is a diagonal scaling
matrix. Model (1) under the above assumptions has been studied thoroughly
and many efficient algorithms have been developed [3,4, 5, 6,7].

The critical problem in ICA is how to estimate the source densities efficiently
and accurately. A modified kernel density method is introduced in this paper
to estimate the densities accurately and fast, where the histogram of the data
is utilized. At the same time, Newton’s method [8] is used to solve the ICA
problem by means of solving the gradient equation which is derived from the
mutual information contrast function. The advantage of Newton’s method is
that it does not need a learning rate and its convergence rate is faster than the
(stochastic) gradient descent/ascent learning method.

The rest of this paper is organized as follows. In Section 2, the gradient equa-
tion is introduced through the mutual information contrast function. In Section
3, Newton’s method is used to solve the gradient equation. In Section 4, the
unknown density functions in the gradient equation along with their first and
second derivatives are estimated by the modified kernel density method. Simula-
tions are given in Section 5 with comparisons to several popular ICA algorithms,
and finally, conclusions are drawn in Section 6.

2 Contrast Function and Gradient Equation for ICA

The key strategy of an ICA algorithm is to find a contrast function (also called
objective function) which is the representation of the independence between the
components of the transformed data. The ICA problem can be solved by maximiz-
ing or minimizing the contrast function, which is typically an optimization prob-
lem [2]. A lot of contrast functions have been proposed through different methods.
One good choice is the mutual information contrast function formulated by

L(B) =
n∑

i=1

H(yi)−H(y) (2)

where H(yi) and H(y) are the entropy of yi and y respectively. After some
algebraic manipulations and using basic information theory equalities [9], (2)
can be reduced to the following form

L(B) = −
n∑

i=1

E{log pyi(yi)} − log | detB| (3)

where H(x) has been dropped because it is a constant with respect to B. Here,
pyi(yi) is the pdf of yi = bT

i x where bT
i is the i-th row vector of B, log denotes

the natural logarithm, and the symbol E stands for the expectation operator.
The ICA problem can be solved by minimizing (3), which can be changed into

the following gradient equation

F(B) = − ∂L

∂B
= E{g(B)xT }+ (B−1)T = 0 (4)

where g(B) = (gy1(y1), . . . , gyn(yn))T and gyi(yi) =
p′

yi
(yi)

pyi
(yi)

.
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3 Solving the Gradient Equation by Newton’s Method

Newton’s method is applied to obtain the approximate solution. The basic idea
can be described as follows. If B is not an exact solution to (4), one can assume
that B+δB is a solution where δB is a perturbation matrix. Thus, F(B+δB) =
0, and Taylor method can be used to expand F(B+ δB), then δB can be solved
from the expansion. Therefore, the solution can be obtained iteratively. The
most important step in Newton’s method is to obtain the perturbation matrix
δB from the expansion of F(B + δB).

First, we will find the expansion of E{g(B + δB)xT }. Denote bT
i as the i-th

row vector of B, and similarly, δbT
i for δB. Thus, the i-th element of g(B+ δB)

is gyi(bT
i x + δbT

i x), which can be expanded by Taylor method as follows

gyi(b
T
i x + δbT

i x) ≈ gyi(yi) + g′yi
(yi)δbT

i x.

So g(B + δB)xT can be expanded as

g(B + δB)xT ≈

⎛⎜⎝ gy1(y1)xT + g′y1
(y1)δbT

1 xxT

...
gyn(yn)xT + g′yn

(yn)δbT
nxxT

⎞⎟⎠
= g(B)xT + KδBxxT

where K = diag(g′y1
(y1), . . . , g′yn

(yn)), and

E{g′yi
(yi)} = E

{
p′′yi

(yi)pyi(yi)− (p′yi
(yi))2

(pyi(yi))2

}
i = 1, . . . , n

Thus, we finally obtain

E{g(B + δB)xT } ≈ E{g(B)xT }+ E{KδBxxT }
≈ E{g(B)xT }+ E{K}δBE{xxT }
= E{g(B)xT }+ Dg′δBCx. (5)

where Cx is the covariance matrix of x.
Next, (B + δB)−1 can be expanded as

(B + δB)−1 ≈ B−1 −B−1δBB−1. (6)

Thus, expanding F(B + δB) through (5) and (6) and letting F(B + δB) = 0
yields

Dg′δBCx − (B−1)T δBT (B−1)T = −E{g(B)xT} − (B−1)T

= −F(B). (7)

Equation (7) is a specific form of the following matrix equation

RXS + UXT V = G (8)

where R, S, U, V, G and X are n × n-size matrices and only X is unknown.
The solution to (8) can be obtained by the following lemma.



Adaptive ICA by Modified Kernel Density Estimation 233

Lemma 1. Equation (8) can be changed into the following linear equation

(A+ B)X = G (9)

where A = R⊗ST , and ⊗ denotes the Kronecker product operator. B is defined
by

B =

⎛⎜⎝v1uT
1 . . . vnuT

1
...

. . .
...

v1uT
n . . . vnuT

n

⎞⎟⎠ (10)

where uT
i and vT

i are the i-th row vector of U and V respectively. G and X are
two n2-dimensional column vectors defined by

G = (gT
1 , . . . ,gT

n )T , X = (xT
1 , . . . ,xT

n )T (11)

where gT
i and xT

i are the i-th row vector of G and X respectively.

Proof. First calculate the term L = RXS. Let L = (l1, . . . , ln)T , R = (rij),
S = (s1, . . . , sn) and X = (x1, . . . ,xn)T , where lTi stands for the i-th row vector
of L, rij stands for the ij-th element of R, si stands for the i-th column vector
of S, and xT

i stands for the i-th row vector of X. Directly calculating lTi and
changing this row vector into a column vector yields

li =
(

n∑
k=1

riksT
1 xk, . . . ,

n∑
k=1

riksT
nxk

)T

=
(
ri1ST , . . . , rinST

)⎛⎜⎝x1
...

xn

⎞⎟⎠ .

Thus L can be changed into the following n2-dimensional column vector⎛⎜⎝l1
...
ln

⎞⎟⎠ =

⎛⎜⎝r11ST . . . r1nST

...
. . .

...
rn1ST . . . rnnST

⎞⎟⎠
⎛⎜⎝x1

...
xn

⎞⎟⎠ = R⊗ ST

⎛⎜⎝x1
...

xn

⎞⎟⎠ (12)

where ⊗ denotes the Kronecker product operator.
Then, through the same method, matrix M = UXT V can be changed into

the following n2-dimensional column vector⎛⎜⎝m1
...

mn

⎞⎟⎠ =

⎛⎜⎝v1uT
1 . . . vnuT

1
...

. . .
...

v1uT
n . . . vnuT

n

⎞⎟⎠
⎛⎜⎝x1

...
xn

⎞⎟⎠ (13)

where mT
i , uT

i and vT
i stand for the i-th row vector of M, U and V respectively.

Finally, change matrix G into an n2-dimensional column vector, i.e., G =
(gT

1 , . . . ,gT
n )T where gT

i is the i-th row vector of G. Therefore, by (12) and (13),
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it can be concluded that matrix equation (8) can be changed into the following
linear equation

(A+ B)X = G

where A = R ⊗ ST , B is defined by (10) and X and G is defined by (11). This
completes the proof.

Thus δB in equation (7) can be solved out by this lemma, and B can be obtained
iteratively.

4 Density Estimation by Modified Kernel Density
Method

It is clear that the density function pyi(yi) as well as its first and second deriva-
tives should be estimated to solve (4). One popular density estimation method
is the kernel density method formulated by (assume that we have sample size T
for yi, i.e., Yi(1), . . . , . . . , Yi(T ))

pyi(yi) =
1

Th

T∑
t=1

K

(
yi − Yi(t)

h

)
(14)

where h is the kernel bandwidth (also called smooth parameter) and K(u) is the
standard Gaussian kernel defined by

K(u) =
1√
2π

exp
(

u2

2

)
. (15)

It has been shown in [10] that estimation (14) can be calculated by fast Fourier
transform (FFT). However, it is noted that in the proposed method, the first
and second derivatives of pyi(yi) are also needed to be estimated, which may
lead to high computational cost. To overcome this difficulty, a modified kernel
density estimation is used in this paper, where the histogram of yi is utilized.
The idea of the modified kernel density estimation can be described as follows.

Note that if Yi(t1), Yi(t2), . . . , Yi(tk) are very close, then their contributions
to (14) will be approximately the same, which can be calculated by

1
T

k∑
j=1

1√
2πh

exp
(
− (yi − Yi(tj))2

2h2

)
≈ 1

T

k∑
j=1

1√
2πh

exp
(
− (yi − μ)2

2h2

)
=

k

T
φ(yi; μ, h) (16)

where μ is the center of Yi(t1), Yi(t2), . . . , Yi(tm), and φ(yi; μ, h) is the Gaussian
kernel defined as

φ(yi; μ, h) =
1√
2πh

exp
(
− (yi − μ)2

2h2

)
. (17)
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This inspires us to use the histogram of yi to approximate its pdf. Thus, by
calculating each bin of the histogram using (16), pyi(yi) can be approximated
by the modified kernel density method as follows

pyi(yi) =
L∑

j=1

kjφ(yi; μj , h). (18)

Here L is the number of the bins of the histogram which should be a large
number, for example, 100, to approximate the density in a relatively good per-
formance, and μj is the center of each bin, and kj is the frequency calculated
from the histogram of yi. The first and second derivatives of pyi(yi) can be
approximated by the same way as follows

p′yi
(yi) = −

L∑
j=1

kj
yi − μj

h2 φ(yi; μj , h) (19)

p′′yi
(yi) =

L∑
j=1

kj
(yi − μj)2

h4 φ(yi; μj , h)−
L∑

j=1

kj
1
h2 φ(yi; μj , h). (20)

The bandwidth parameter h is very critical in the modified kernel density
method. An improper choice of h will lead to a wrong estimation of the density.
It is shown in [11] that for one-dimensional estimation the heuristic choice of h
is 1.06σT−1/5 where σ is the standard deviation of yi. Pham [12] points out that
the optimal rate of h is σT−1/5, and h should go to zero when T →∞. However,
in real applications, it can not be chosen that h → 0 because the sample size T
is a finite number. Thus, in this paper, h is chosen to be 0.75σT−1/5.

5 Simulations

In this section, experiments are provided to verify the performance of the pro-
posed algorithm and the results are compared with standard symmetric FastICA
algorithm [13], EFICA algorithm [14] and JADE algorithm [15] with their de-
fault settings. The number of Gaussian mixtures in our algorithm is L = 100.
All algorithms are repeated for 200 trials. In each trial, the sources are mixed by
a randomly generated full rank matrix (condition number less than 1000), whose
elements are drawn from a uniform distribution in [−1, 1]. All experiments are
performed in Matlab 7.0 on a Pentium IV 2.66GHz PC with 1GB RAM.

In order to evaluate the efficiency of an algorithm, the performance index
(PI) [16] is used in this paper, which is defined by

PI =
1
2n

⎛⎝ n∑
i=1

(∑n
j=1 |gij |

maxj |gij |
− 1

)
+

n∑
j=1

(∑n
i=1 |gij |

maxi |gij |
− 1

)⎞⎠
where gij is the element of G = BA. The PI measurement is invariant to per-
mutation and scaling, thus it measures how close B is to the true demixing
matrix A−1. The performance index is always nonnegative, and the smaller the
PI value, the better performance of the algorithm is.
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5.1 Experiment with Artificial Signals

Five Rayleigh signals (parameter β = 5) with skewness and kurtosis equal to
0.631 and 0.245 respectively, are used as the sources. Four different sample sizes,
i.e., T = 500, 1000, 1500, 2000, are used to test the performance of an algorithm
for different lengths of data. The separation results are presented in Table 1.
It can be seen that our algorithm achieves the best performance. The results of
FastICA is not satisfactory because the nonlinear function used in this algorithm
is an approximation of a symmetric density, while the sources are skewed in this
experiment. The performance of EFICA is not satisfactory because it uses the
generalized Gaussian (GG) distribution model, a symmetric model, to approxi-
mate the source density. For JADE, it can be seen that its performance becomes
better when the sample size becomes larger. However, the performance of our
algorithm is better in all sample sizes. It can also be seen that the mean CPU
time of our algorithm is higher because of the density estimation process.

Table 1. Separation results of five Rayleigh sources with four different sample size T
= 500, 1000, 1500, 2000: mean performance index and mean CPU time (seconds)

Mean Performance Index Mean CPU Time (seconds)
T

FastICA EFICA JADE
Our

Algorithm
FastICA EFICA JADE

Our
Algorithm

500 1.43 1.54 1.24 0.411 1.45 0.08 0.009 13.95

1000 1.56 1.53 1.16 0.127 1.83 0.10 0.009 15.16

1500 1.46 1.53 1.04 0.086 2.15 0.13 0.011 16.13

2000 1.50 1.56 0.97 0.075 2.60 0.15 0.014 17.31

6 Conclusion

A source adaptive ICA algorithm is proposed in this paper. The proposed al-
gorithm is based on solving the gradient equation by Newton’s method. At the
same time, a modified kernel density method is used to estimate the unknown
densities as well as their first and second derivatives, which makes the proposed
algorithm adaptive to source distribution. A series of simulations is performed
on artificially generated signals, real sound signals and image data. The experi-
mental results show that our proposed algorithm is a good choice when several
other ICA algorithms fail to separate all sources.
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Abstract. This paper introduces clustering method to traditional Data Envel-
opment Analysis (DEA) in order to examine the performance of 982 branches 
of one big Canadian bank nation wide. This improved method can address the 
effects exerted by different operating environment. K-means, one of the most 
popular clustering techniques is used to cluster the branches into 8 clusters in 
order to make a fair comparison. The system differentiated DEA model used in 
the paper considers the systematic difference among different clusters. The po-
tential management uses of the DEA results were also presented. All the find-
ings are discussed in the context of the Canadian banking market. 

Keywords: Optimization, Clustering, Data Envelopment Analysis, Banking. 

1   Introduction 

Productivity and competitiveness analysis in the banking industry has attracted more 
attention than ever and has become a crucial management practice as bank managers 
continue to pursue all the opportunities available to enhance the productivity and 
competitiveness of their organizations.  Top bank management wants to identify and 
eliminate the underlying causes of inefficiencies, thus helping their firms to gain 
competitive advantage, or, at least, meet the competitive challenges from others. 
Since Sherman and Gold [1] wrote the first significant DEA bank analysis paper, 
DEA has become a leading approach for the performance analysis in banking indus-
try. Berger and Humphrey [2] reviewed 130 studies on financial institutions effi-
ciency in 21 countries. Cook et al. [3] investigated the use of quantitative variable in 
bank branch evaluation using DEA. Asmild et al. [4] evaluate the performance of 
Canadian banking industry over time. Bala and Cook [5] incorporate expert knowl-
edge within the DEA framework. Camanho and Dyson [6] investigated the bank 
branch performance under price uncertainty. Halkos and Salamouris [7] measured the 
Greek bank performance using DEA. Isik and Hassan [8] utilized a DEA-type Malm-
quist Total Factor Productivity Change Index to examine productivity growth, effi-
ciency change, and technical progress in Turkish commercial banks during the de-
regulation of financial markets in Turkey.  

However, there is an especially important situation when the branches belong to 
different systems.  Some units may have an advantageous environment that the others 
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cannot adopt yet comparisons are useful. This reality challenges the traditional meth-
ods of applying DEA theory to real-world cases since the DEA analysis requires a 
consistent operating environment to make a fair comparison. Cooper et al. [9] intro-
duced a method to do the cross-system comparison. They make use of mixed integer 
LP (linear programming) problem with binary variables to evaluate DMUs in differ-
ent systems. This approach has a pre-requisite: they must know in advance which 
system the units belong to. Therefore, how to decide which system the units belong to 
becomes crucial. The traditional method assumes all the bank branches in the same 
region have the same operating environment. But it is not necessarily true in reality. 
Even the same region can have difference such as population mix, customers’ income 
level, economy, culture and etc. This paper presents an evaluation of 982 branches of 
one big Canadian bank nation wide. Those branches are located in different geo-
graphical regions such as Atlantic, Central Canada, Greater Toronto area, Ontario, 
Pacific, Prairie, and Quebec. It is obvious that all the branches in Ontario (or other 
region) may have different operating environment. In order to solve this problem, this 
paper introduces a clustering method to cluster the bank braches into similar systems 
instead of using each region as one system and then apply Cooper et al. [9]’s cross-
system analysis to make the fair comparison.  

The rest of the paper is organized as follows. Section 2 gives a brief review of clus-
tering method and DEA. Section 3 provides the models and methodology utilized in 
this paper. Section 4 presents the DEA results and the potential use of the DEA results 
is provided in Section 5. Finally, our conclusions are given. 

2   Technical Basics 

2.1   Clustering Method  

Clustering algorithms are a collection of methods to divide a set of n observations into 
g clusters so that members of the same cluster have more common characteristics than 
members from different groups. The objective of this clustering process is to provide 
a comparable peer group and conduct the comparison on a common ground. K-means, 
the most popular clustering technique is used in this paper. 

2.2   Data Envelopment Analysis 

DEA provides a comprehensive analysis of relative efficiencies for multiple input-
multiple output situations by evaluating each DMU and measuring its performance 
relative to an envelopment surface composed of other DMUs. Those DMUs forming 
the efficiency reference set are known as the peer group for the inefficient units. As 
the inefficient units are projected onto the envelopment surface, the efficient units 
closest to the projection and whose linear combination comprises this virtual unit 
form the peer group for that particular DMU. The targets defined by the efficient 
projections give an indication of how this DMU can improve to be efficient.  Consider 
n DMUs to be evaluated, DMUj (j=1,2…n) consumes amounts Xj ={xij} of inputs 
(i=1, 2, …, m) and produces amounts Yj ={yrj} of outputs (r=1 ,…, s ). The efficiency 
of a particular DMU0 can be obtained from the following linear programs (input-
oriented VRS model [10]). 
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Performing a DEA analysis actually requires the solution of n linear programming 
problems of the above form, one for each DMU. The optimal variable θ is the propor-
tional reduction to be applied to all inputs of DMU0 to move it onto the frontier. The 
vector λ indicates the contribution of the efficient DMUs to the peer group that forms 
the reference set for the DMU under evaluation. Their magnitude indicates the degree 
to which the characteristics of the efficient DMUs are used to construct the virtual 
DMU on the frontier to which the inefficient one is projected.  The slack variables  
(s+ and s-) are variables added to the linear programming model in order to convert 
inequality constraints to equality constraints. Theoretically, the presence of the non-
Archimedean ε in the objective function effectively allows the minimization over θ to 
preempt the optimization involving the slacks [10]. A DMU is termed efficient if and 
only if the optimal value θ* is equal to 1 and all the slack variables are zero. This 
model allows variable returns to scale. The dual program of the above formulation is 
illustrated by:   
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The dual problem yields an alternative geometric interpretation.  In the dual form, 
ν and μ are the vectors of input and output weights. Efficiency is measured as a func-
tion of these weights. Each DMU is then allowed to choose weights that maximize its 
efficiency, provided that the set of weights yield efficiency scores that do not exceed 
unity, for all DMUs. The variable u is the measure of scale efficiency. 

If the convexity constraint ( 11 =λ ) in (1) and the variable u0 in (2) are removed, 
the feasible region is enlarged, which results in the reduction in the number of effi-
cient DMUs, and all DMUs are operating at constant returns to scale. The resulting 
model is referred to as the CRS model. The reader is advised to consult the textbook 
by Cooper, Seiford and Tone [9] for a comprehensive treatment of DEA theory and 
application methodology. 
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3   Models and Methodologies 

K-means is chosen to cluster the bank branches because of its popularity. Based on 
the bank management’s inputs, 17 variables are selected to cluster the branches. 
These 17 variables include average customer age, average household income, total 
population of 25 years and over * labour force activity, total population of 15-24 
years * labour force activity, median employment income of all families, percent of 
all families with employment income, percent of all families with an estimated gross 
financial asset value of $500,000 or greater, percent of total estimated gross financial 
asset value of $750,000 or greater report by families, percent of taxfilers reporting 
more than $64, 000 total income, percent of all families receiving UI benefits, percent 
of taxfilers 0-24 years of age, percent of taxfilers 25-34 years of age, percent of taxfil-
ers 35-44 years of age, percent of taxfilers 45-54 years of age, percent of taxfilers 55-
64years of age, percent of taxfilers aged 65+,  and branch age. 

An operational efficiency model which adopts a production approach is introduced 
to model the banking process. This model examines how well different branches 
combine their resources to support the largest amount of possible services.  There is a 
general agreement among the literature relating to bank branches’ efficiency on the 
inputs used to assess performance.  Most of the studies which adopt the production 
approach use personnel cost as the primary input. In terms of output measures, num-
ber of money in accounts and number of money out accounts are chosen as outputs. 
Figure 1 shows the model details. 

 

 
 
 
 
 
 
 
 
 

Fig. 1. DEA model 

Input orientation (the LP is oriented to minimize inputs) is selected for the DEA 
models in this research. I point out that management was more interested in 
minimizing the consumption of inputs subject to attaining the desired output levels. In 
addition, VRS model is chosen in order to address the scale effect. 

In order to remove the disadvantage caused by the economic and other reasons, 
system differentiated DEA models are adopted. Normal DEA models assume that a 
production possibility set P is convex and any convex combination of points in P also 
belongs to set P.  This is valid if the production possibility set belongs to a 
homogeneous population.  However, comparisons of bank branches nation wide 
become more complicated because the population is no longer homogeneous, i.e., the 
branches belong to different systems.  Hence, the convexity assumption may be 
violated. Under system differentiated DEA model a DMU is evaluated in terms of 
each individual system and then the least of the values will be the efficiency score 
given to the unit. 

Bank 
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Inputs 
 

Administrative FTE  
Service FTE  
Sales FTE 

Outputs 
 

Number of money-in 
accounts 
Number of money-out 
accounts 
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4   Results and Discussions 

The sample includes 982 branches of one big Canadian bank nation wide. The k-
means method separates the branches into 8 clusters. Summary statistics for the inputs 
and outputs are reported in Table 1, which shows the large data variations for each 
variable. This further validates our choice of VRS model.  

Table 1. Summary statistics of outputs and inputs 

 Max Min Average Standard 
Deviation 

Inputs 
Administrative FTE  7.56 0.00 1.48 1.38 
Service FTE 49.82 0.00 6.39 4.07 
Sales FTE 53.32 0.00 6.85 4.39 
Outputs 
No. of Money-in accounts 114911 606 22737 13672 
No. of Money-out accounts 48551 54 5268 3629 

Table 2. Distribution of the bank branches 

Cluster No. No of Branches 
1 45 
2 92 
3 44 
4 385 
5 45 
6 261 
7 40 
8 70 

Total 982 

 
Since input orientation is adopted in this study, technical efficiency scores in this 

paper can be interpreted as the proportion of inputs that could produce the DMU’s 
output vector if the DMU was operating on the frontier. Moreover, the amount and 
type of resource saving that can be achieved by making each inefficient unit become 
efficient are identified. The DEA results are summarized as follows in Table 3: 

Table 3. DEA results  

 System differentiated 
DEA model 

Average Score 0.60 

Standard Deviation 0.17 

Maximum Efficiency Score 1 

Minimum Efficiency Score 0.16 

Number (and %) of Efficient DMUs 44 (4%) 
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From this table, we can conclude that the DEA model identified 60% technical ef-
ficiency on average. This indicates if all the branches can perform efficiently, by 
using the target input and output values, the bank could save as much as 40% of its 
resources from a theoretical point of view. In practice, the saving will almost certainly 
be substantially less. Nevertheless, this indicates that significant potential savings can 
be achieved for the examined bank.  

The Bank’s top management also wants to know the performance at cluster level. 
Therefore, the efficiency distribution by cluster is also examined. Since this paper 
adopts system differentiated DEA model, the disadvantage caused by the economic 
and other reasons have been removed by the model. The comparison here is fair and 
on the same basis. Table 4 shows the results. 

Table 4. DEA results by cluster 

Cluster 
No 

# of branches Average 
score 

Standard  
Deviation 

1 45 0.65 0.17 
2 92 0.60 0.18 
3 44 0.61 0.19 
4 385 0.59 0.17 
5 45 0.55 0.18 
6 261 0.62 0.16 
7 40 0.61 0.21 
8 70 0.60 0.18 

 
The normal DEA model that does not address the system difference among the 

bank branches nation wide is also run based on the data set. Table 5 compares the 
results from normal input-oriented DEA model and system differentiated input-
oriented DEA model.  

Table 5. Comparison between normal DEA model and system differentiated DEA model 

 Normal DEA model System differentiated Model 
No. of Efficient DMUs 35 44 

% Efficient 3.6% 4% 

Average Efficiency Score 0.58 0.60 

Maximum Efficiency Score 1 1 

Minimum Efficiency Score 0.15 0.16 

 
Table 5 clearly shows that the average efficiency score from system differentiated 

DEA model is slightly higher than the normal DEA model. In addition, it identifies 
more efficient branches than the normal DEA model. In general, system differentiated 
input-oriented DEA models will cause efficiency scores to appear more favourable 
than normal DEA.   
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5   Management Use of the Results 

DEA results also highlight the reasons for both favourable and poor use/production of 
resources/outcomes involved in the unit’s performance – factors that contributed to or 
detracted from the DMUs’ efficiency rating.  Nevertheless, one of the most powerful 
pieces of information that is obtained by a DEA analysis is the set of target values for 
those assessed as inefficient. The reference set provides strong indications of what type 
and amounts of inputs and outputs are needed to make the inefficient units efficient. 
Since input oriented DEA models are used in the analysis, there will be target input 
values that the inefficient units could use to achieve an efficiency score of 1.0. Please 
note that it is possible that the reference set includes the DMUs from other systems 
using system differentiated DEA model. Table 6 provides DEA efficiency scores and 
reference sets for some of the DMUs in this analysis. For example, in order for 
DMU174 in Cluster 1 to become efficient, it should reduce each of its input resources 
including administrative FTE, service FTE and sales FTE by 19%. More specifically, 
based on the reference sets DMU174 should consume X1029*0.90+X1590*0.10 (Xi is the 
input vector for DMU i) amount of input to generate its observed output level. Please 
notice that X1029 and X1590 belong to Cluster 4. 

Table 6. DEA efficiency scores and reference sets 

DMU No. 
(Cluster) 

 Score Reference set (lambda) 

174(C1) 0.81 1029 (C4) 0.90 1590 (C4) 0.10 

1328(C1) 1 1328 (C1) 1   

10 (C2) 0.63 1304 (C1) 0.46 1328 (C1) 0.54 

3203(C3) 0.71 1856 (C6) 0.86 3512 (C6) 0.14 

114(C4) 0.59 1029 (C4) 0.39 1282 (C4) 0.61 

3213 (C5) 0.68 2827 (C4) 1   

6   Conclusions 

This paper adopts clustering method and system differentiated DEA model to evaluate 
the branch performance for a large Canadian bank. The branches operate fairly effi-
ciently on the whole although there is still a lot of room for improvement. Special 
emphasis was placed on investigating the environmental variables which exert sig-
nificant influence to the branch performance. Finally, recommendations to manage-
ment’s use of DEA results were given. 
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Abstract. The variational iteration method is applied to solve con-
vection diffusion equations. These equations play an important role in
mathematical,physical and engineering sciences. The exact and approxi-
mating solutions will be obtained by variational iteration method. Some
examples are given to illustrate the effectiveness and convenience of the
method.

Keywords: Variational iteration method, restricted variation, convec-
tion diffusion equation.
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1 Introduction

The governing equation of unsteady water contamination problems, which are
convection dispersion problems, is the convection diffusion equation and has a
more or less mixed hyperbolic or parabolic character. In this paper, we con-
sider the following initial-boundary one-dimensional unsteady convection diffu-
sion problem⎧⎨⎩

∂u(x,t)
∂t = D ∂2u(x,t)

∂x2 + μ∂u(x,t)
∂x + κu(x, t)− σ(x, t), (x, t) ∈ Ω × (0, T )

u(x, 0) = u0(x), x ∈ Ω
u(x, t) = g(x, t), (x, t) ∈ ∂Ω × (0, T ),

(1)

where t is the time dimension. x is the space dimension of an open domain Ω
with boundary ∂Ω. u(x, t) is the instantaneous concentration of material. μ is
the instantaneous fluid velocity component in the x direction. D is the diffusion
coefficient. κ is the rate of decay of material from control volume and σ(x, t) is
any local sources of the mass of substance.
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Efficient numerical solutions of convection diffusion equations are an impor-
tant area for research. Recently many authors have paid attention to study
solutions of convection diffusion equations by using various methods, such as
Petrov-Galerkin method, Multigrid method and Galerkin finite element method
[1,2,3,4,5,6]. It is,however,well know that applying these methods to (1) will in
certain circumstances result in a discrete solution ,which exhibits non-physical
oscillations.

In this paper, the variational iteration method is applied to solve the one-
dimensional convection diffusion equations. The variational iteration method
was first proposed by He and was success fully applied to autonomous ordinary
differential equations, to nonlinear polycrystal line solids, and other fields (see,
e.g. [7,8,9,10,11]). This method has been proved by many authors to be a power-
ful mathematical tool for kinds of nonlinear problem. Besides its mathematical
importance tool and its links to other branches of mathematics, it is widely used
in all ramifications modern sciences. The solution procedure of this method is
very simple by means of variation theory and only few iterations lead to high
accurate solutions which are valid for the whole solution domain. The motiva-
tion of this paper is to extend the variational iteration method to convection
diffusion equations. Several examples are given to illustrate the reliability and
performance of the proposed method.

2 Variation Iteration Method

To illustrate the basic idea of the variational iteration method, we consider the
following general nonlinear equation

Lu(t) + Nu(t) = g(t) (2)

where L is a linear operator, N is a nonlinear operator, and g(t) is an inhomo-
geneous term.

According to the variational iteration method [7,8,10,11],we consider the cor-
rection functional in the following form

un+1(t) = un(t) +
∫ t

0
λ
{

Lun(s) + Ñun(s)− g(s)
}

ds (3)

where λ is the general Lagrange multiplier, which can be identified optimally via
the variational theory, the subscript n denotes the nth approximation and ũn(t)
is considered as a restricted variation, i.e. δũn = 0.

To solve (3) by the variational iteration method, we first determine the La-
grange multiplier λ that will be identified optionally via integration by parts.
Then the successive approximation un(t)(n ≥ 0) of the solution u(t) will be read-
ily gotten by using the obtained Lagrange multiplier and any selective function
u0(t). The zeroth approximation u0 may be selected by any function that just
satisfies at least the initial and boundary conditions. Consequently, the exact
solution may be obtained by using

u(t) = lim
n→∞ un(t). (4)
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Consider the one-dimension convection diffusion problem (1). Let f(x, t) =
Dunxx + μunx + κun − σ, μ and κ are given variable coefficients. According
to the variational iteration method, we can construct the following correction
functional

un+1 = un +
∫ t

0
λ
{

unτ − f̃(x, τ)
}

dτ (5)

where the Lagrange multiplier can be easy identified by the variation theory.
Next section, we consider several examples of convection diffusion equations,

which can be solved iteratively by using the variational iteration method.

3 Applications

In order to illustrate its general process, we solve three examples by means of
variation iteration method.

Example 1. Let us first consider the following one-dimensional unsteady con-
vection diffusion Cauchy problem{

ut = uxx − x
2 ux + x

2 u− x2

2 + x
2

u(x, 0) = ex + x.
(6)

To solve Eq.(6) by means of the variational iteration method, we can construct
a correct functional which reads

un+1 = un +
∫ t

0
λ
{

uns − f̃(x, s)
}

ds (7)

where f(x, s) = unxx− x
2unx + x

2un− x2

2 + x
2 , f̃(x, s) is considered as a restricted

variation. Its stationary conditions can be obtained as following

λ(s)|s=t + 1 = 0, λ
′
(s) = 0.

The Lagrange multiplier, therefore, can be easily identified as

λ = −1 (8)

and the following iteration formula can be obtain

un+1 = un −
∫ t

0

{
uns − unxx +

x

2
unx −

x

2
un +

x2

2
− x

2

}
ds (9)

We choose its initial approximate solution in the form

u0(x, t) = u(x, 0) = ex + x (10)
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Substituting Eq.(10) into Eq.(9), we have

u1 = u0 −
∫ t

0

{
u0s − u0xx + x

2 u0x − x
2 u0 + x2

2 −
x
2

}
ds = ex + ext + x

u2 = ex + ext + ex t2

2 + x

u3 = ex + ext + ex t2

2 + ex t3

3! + x
. . . . . .

un = ex + ext + ex t2

2 + ex t3

3! + ... + ex tn

n! + x

Thus we have
lim

n→∞ un(t) = ex+t + x

which is the exact solution.

Example 2. Consider the following convection diffusion Cauchy problem with
variable coefficient {

ut = 1
2uxx − 3

2x2ux + (2− 3x)u
u(x, 0) = ex3

.
(11)

To solve problem (11) by means of the variational iteration method, we can
construct a correct functional which reads

un+1 = un +
∫ t

0
λ
{

uns − f̃(x, s)
}

ds

where f(x, s) = 1
2unxx− 3

2x2unx +(2−3x)un, f̃(x, s) is considered as a restricted
variation. Like (8),the Lagrange multiplier λ = −1 and the iteration formula can
be obtain

un+1 = un −
∫ t

0

{
uns −

1
2
unxx +

3
2
x2unx − (2− 3x)un(x, s)

}
ds (12)

We choose its initial approximate solution in the form

u0(x, t) = u(x, 0) = ex3
(13)

Substituting Eq.(13) into Eq.(12), we have

u1 = u0 −
∫ t

0

{
u0s − 1

2u0xx + 3
2x2u0x − (2− 3x)u0

}
ds = ex3

+ 2tex3

u2 = ex3
+ 2tex3

+ (2t)2

2! ex3

u3 = ex3
+ 2tex3

+ (2t)2

2! ex3
+ (2t)3

3! ex3

. . . . . .

un = ex3
+ 2tex3

+ (2t)2

2! ex3
+ (2t)3

3! ex3
. . . + (2t)n

n! ex3
.

Thus we have
lim

n→∞un(t) = e2t+x3
.

which is the exact solution.
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Example 3. Consider the following convection diffusion Cauchy problem with
variable coefficients{

ut = uxx − (cosx + sinx)ux + [12 (sin x + cosx)2 + sinx]u
u(x, 0) = esin x.

(14)

Its correct functional can be written in the following form

un+1 = un +
∫ t

0
λ
{

uns − f̃(x, s)
}

ds

where f(x, s) = uxx − (cosx + sin x)ux + [12 (sin x + cosx)2 + sin x]u, f̃(x, s) is
considered as a restricted variation. Also we may get that the Lagrange multiplier
λ = −1 and the iteration formula can be obtain

un+1 = un −
∫ t

0

{
uns − unxx + (cos x + sin x)unx − [

1
2
(cos x + sin x)2 + sin x]un

}
ds

(15)
We choose its initial approximate solution in the form

u0(x, t) = u(x, 0) = esinx (16)

Substituting Eq.(16) into Eq.(15), we have

u1 = u0−
∫ t

0

{
u0s − u0xx + (cosx + sin x)u0x − [ 12 (cosx + sin x)2 + sin x]u0

}
ds

= esin x + esin x t
2

u2 = esin x + esin x t
2 + esin x ( t

2 )2

2!
. . . . . .

un = esin x + esin x t
2 + esin x ( t

2 )2

2! + . . . + esin x ( t
2 )n

n! .

Thus we have
lim

n→∞un(t) = e
t
2+sin x

which is the exact solution.

4 Conclusions

In this paper, we applied the variational iteration method to solve convection
diffusion equations. All examples show that the variational iteration method is
very powerful and effective for solving convection diffusion equations. Moreover,
the variational iteration method can reduce the calculation and obtain good
approximate solution.
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Abstract. The search for low autocorrelated binary sequences(LABS) is
a combinatorial optimization problem, which is NP-hard. In this paper,
we apply Greedy Randomized Adaptive Search Procedures (GRASP) to
tackle the LABS problem. The algorithm is capable of systematically
recovering best-known solutions reported by now. Furthermore, it can
find out good autocorrelated binary sequences sequences in considerably
less time as comparison with other heuristic methods.

Keywords: combinatorial optimization, greedy randomized adaptive
search procedure, low autocorrelation binary sequences.

1 Introduction

Let S be a binary sequence of length L with elements s0, s1, . . . , sL−1 where
each si takes on the value +1 or -1, the aperiodic autocorrelation of the binary
sequence S at shift k is given by

Rk(S) =
L−k−1∑

i=0

sisi+k, for k = 1, . . . , L− 1. (1)

The quadratic sum of all autocorrelation functions

E(S) =
L−1∑
k=1

R2
k(S) (2)

is called energy because of the relation to an Ising-spin system with long-range
four-spin interaction [1]. The aim of finding sequences with low autocorrelation
can be formulated to maximize the so-called merit factor

F (S) = L2/2E(S) (3)

introduced by Golay in 1977 [2].
As a combinatorial problem, the search space for the LABS problem has size

2L. Obviously using exhaustive enumeration to find optimal sequences is imprac-
tical for large L. Systematic search such as branch-and-bound [3] was proposed
to reduce the size of the search tree. For larger L, some heuristic methods such

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 252–257, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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as neural networks and evolutionary algorithms (EAs) [4,5,6] were proposed. In
2006, a pure Tabu Search(TS) [9] with frequent restarts was proposed and could
find optimal LABS solutions for L ≤ 48 much quicker than the exact branch-
and-bound [3]. It was roughly on par with the Kernighan-Lin(KL) [10] solver
which could find optimal LABS solutions for L ≤ 64. In 2009, a new LABS
solver called MATS [7], combining a memetic algorithm with TS, was proposed
and was shown to be much faster than TS and KL algorithm.

Since it is difficult to find the optimum solution when L is very large, skew-
symmetry sequences are applied to restrict the search to a promising subspace.
The skew-symmetry sequence is only of odd length and can be defined as

sn+i = (−1)isn−i, for i = 1, 2 . . . n− 1, L = 2n + 1; (4)

Such sequences often have good merit factors because Rk = 0 for all odd
distance k.

In this paper, we apply a GRASP based algorithm to search for the desired
binary sequences. This algorithm generates a set of binary sequences randomly
and update them until the sequence with largest merit factor is found. The
algorithm converges very quickly and the computational complexity is much
lower than that of most other stochastic methods.

2 GRASP Based Algorithm

GRASP is an iterative multi-start metaheuristic for solving difficult combinato-
rial problems. Each GRASP iteration consists of two phases: a greedy adaptive
randomized construction phase and a local search phase. The construction phase
of GRASP is essentially a randomized greedy algorithm. Repeated applications
of the construction procedure yields diverse starting solutions for the local search
which explores its neighborhood until a local optimum is found. The best solu-
tion found overall the different iterations is kept as the result.

Consider a combinatorial optimization problem, where one is given a discrete
set X of solutions and an objective function f(x): x ∈ X → R, and one seeks
a solution x∗ ∈ X with f(x∗) ≥ f(x) for all x ∈ X . The termination crite-
rion is either a threshold of fitness value or the limited searching times. A basic
GRASP [8] for a maximization problem is described in Table 1.

Unfortunately, using greedy solutions as starting points for local search will
usually lead to suboptimal solutions. Because a greedy starting solution is less
likely to be in the basin of attraction of a global optimum. To avoid producing
the same solution in each iteration, a list of best candidates called the restricted
candidate list(RCL) [8] is constructed according to their greedy function values.
One of the best solutions but not necessarily the top candidate is then selected
randomly from RCL. In this paper, we apply the value based scheme and the
RCL for a maximization problem can be constructed as
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RCL = {x ∈ X |f(x) ≥ f(x)min + α(f(x)max − f(x)min)} (5)

where α ∈ [0, 1], f(x)max = max{f(x)|x ∈ X}, f(x)min = min{f(x)|x ∈ X}. If
α = 0, it is a greedy algorithm, and if α = 1, it is a random search. The pseudo
code in Table 2 describes our GRASP based algorithm, where f(s) is the merit
factor of binary sequence s. In our practice, We apply α = 0.8 to avoid getting
stuck in local optima. After finding local optima s∗, we then flip L/10 bits of
it randomly for several times to generate a new set of initial sequences for the
next iteration.

Table 1. A Basic GRASP Algorithm

Initialization:
let f(x∗) := 0;

Loop:
while (termination criterion is not satisfied)

1) generate a set of greedy randomized solutions;
2) find local optimum solution xopt with local search;
3) if f(xopt) > f(x∗), then

f(x∗) := f(xopt), x∗ := xopt;
end if

end while

Table 2. GRASP Based Semi-Greedy Algorithm

Initialization:
randomly generate initial binary sequences;
let f(s∗) := 0;

Loop:
while (termination criterion is not satisfied)
1) update initial sequences with local search;
2) sort all merit factors, find f(s)max and f(s)min;
3) construct RCL := {s ∈ S|f(s) ≥ f(s)min + α(f(s)max − f(s)min)},

randomly select one sequence from RCL as sopt;
4) if f(sopt) > f(s∗), then

f(s∗) := f(sopt), s∗ := sopt;
end if

5) flip a few bits of s∗ to generate new initial sequences;
end while

We apply a steepest descent local search (SDLS) [7] procedure, that moves to
the best sequence in the neighborhood until reaching a local optimum. The pseudo
code for this algorithm is depicted in Table 3, where flip(s1 · · · si · · · sL, i) =
s1 · · · − si · · · sL.
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Table 3. Steepest Descent Local Search

Initialization:
let s∗ := s, f(s∗) := f(s), f(s)max := 0, flag := true;

Loop:
while (flag := true)

1) for i := 1 : L
s′ := flip(s∗, i)
if f(s′) > f(s)max then

f(s)max := f(s′), smax := s∗;
end if

end for
2) if f(s)max > f(s∗), then

f(s∗) := f(s)max, s∗ := smax, flag := true;
else

flag := false;
end if

end while

3 Experimental Results
The optimal binary sequences obtained by our GRASP based algorithm are listed
in Table 4 and Table 5. For larger sequences, we apply skew-symmetry sequence

Table 4. Merit Factors and Example Sequences On Different Instance Sizes

L MF Time(S) Example Sequence
40 7.40 18 5A5C3BC444
41 7.78 25 16900CCAB87
42 8.73 20 3BBB8478B4B
43 8.48 34 09A4FEAC79D
44 7.93 107 AB5B6671F00
45 8.58 121 0AB1E3725B00
46 8.07 144 003693B1E355
47 8.18 221 255B4C4C3807
48 8.22 230 9699384E0157
49 8.82 443 1144432F342F4
50 8.16 600 30BD0CBCD1104
51 8.50 1334 1C395EEE81B49
52 8.14 1665 05FB6D5D9D8E3
53 8.26 2255 01F451CFBB35A9
54 8.33 2492 300661C5D66A52
55 8.84 3731 0036C6D0E4E355
56 8.16 3654 FE04C58C2A349A
57 8.64 4530 039CFC54FED4D92
58 8.53 4818 1E4B21CBAA46C40
59 8.49 4420 544E47FBC973C69
60 8.25 6260 FE05215161A334C
61 8.23 6374 16C0F928AB718108
62 8.18 5411 18CF5C2D7D5FC9B2
63 9.59 7567 4631ABFAF85BE993
64 9.85 6763 D93602A0A5E28673
65 8.80 9247 0E73950141E9059B2
66 8.47 20393 30F866AACC006694B
67 9.31 15558 2B15C65247064813F
68 9.25 21297 DB348418D8C07A155
69 8.69 35809 0E33C5D64E4D5A17FF
70 8.31 31975 1B2D1EACC5D4358DFF
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Table 5. Merit Factors and Example Sequences for Large Skew-Symmetry Sequences

L MF Time(S) Example Sequence
73 7.66 12 1AD2A68A377208603C1
75 8.25 18 49B925AA2BF7F871B9C
77 8.28 38 15C54BC619D9A6D0FEDF
79 7.67 107 78FD73BA47247BB20ADA
81 8.20 316 00E05188B71B7089BEA4A
83 9.14 594 7381C62FE7EA6AF6495B2
85 8.17 711 1C013E76DC7D6DC7653AAD
87 8.39 813 78BCF37D46EEE40A32CBDA
89 8.18 1040 0DD2457F160E4A7B57EE3DC
91 8.68 1128 38BA861FC273274A965FBDB
93 8.61 1343 07C18F8051308B3BEA949AD6
95 9.42 1291 7319C1FE828FADF5EA949932
97 8.78 1433 19C7543A14C4F4ECFA12FF6D9
99 8.49 1573 0307C9B003A6167B5539CA535
101 8.82 1910 1F9F06C9FF8B3D309558C6B595
103 9.56 2840 34A6A55CCEF9AF9AECC807E7C3
105 8.89 7677 0004A5BD22DCC98CDC23D1E0EAA
107 8.46 12574 180E807530B8F32DBD30255ED59
109 8.97 15740 038558742A39982999202F69FE92
111 8.97 14930 6A31C46AE0BCB8DBCBD6FE44937E
113 8.49 18533 01F07D90DB600133AAA71CB9D6B5A
115 8.88 25668 56BED74A41847333245947C20EBE0
117 8.71 34870 03FA03B5951CCF3D34CDBF9F12A152
119 8.48 50722 76FDED93852BBD720BBF05B18E8AE2
121 8.67 73490 1DEB84604A3342CB0C2F320EA6E905D

to reduce the searching space. To simplify the denotation of a binary sequence,
all -1’s in a sequence are represented by 0’s. The hexadecimal numbers are then
used to denote the example sequences. Since it is usually difficult to analyze the
computational complexity of one algorithm, we list the mean CPU time (on a
2.33 GHz PC) for searching the optimal sequences to compare the computation
cost of different stochastic methods. We also implement other stochastic methods
such as Tabu Search(TS) [9], Kernighan-Lin (KL) [10] and MATS [7] on our
computer. Take a few short sequences for instance, for L = 48, the CPU time
of TS and KL algorithm are respectively 630s and 890s. Table shows that, our
algorithm also found the optimum but this is done in a mean time of 230s. The
KL algorithm found the optimum for L = 60 in 12h of execution time, whereas
our algorithm needs less than 2h which is comparable with MATS’s 1.3h. In
general, our algorithm shows significantly improved the execution times of most
approaches reported in the literature.

4 Conclusions

We proposed a GRASP based algorithm method to search for the low autocor-
relation binary sequence of a given length. In order to test the algorithm on
even larger instances, we also adapt it to explore only skew-symmetric solutions.
Experimental results show that the algorithm proposed outperforms other algo-
rithms to date for the LABS problem. In the following stage, we will analyze
the characteristics of the problem and modify the parameters of the algorithm
to improve the performance.
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Abstract. MicroRNAs(miRNAs) are around 22 nucleotides known to
have important post-transcriptional regulatory functions. The compu-
tational target prediction algorithms are important to instruct effective
experimental tests. However, different existing algorithms rely on differ-
ent features and different classifiers, there is a poor agreement between
the results of different algorithms. To take full advantage of all the algo-
rithms, we proposed an algorithm to combine the prediction of different
algorithms based on decision fusion. This approach was evaluated and
tested on the ground truth retrieved from proteomics data. The results
show that this method improves the sensitivity, specificity and consis-
tency of each individual algorithm.

Keywords: miRNA target prediction, decision fusion, logistic regression.

1 Introduction

MicroRNAs (miRNAs) are single-stranded non-coding RNAs with about 22 nu-
cleotides in length[1] known to mainly inhibit target translation or cleave target
mRNA by binding to the complementary sites in the 3’ UTR of targets. miRNAs
have been shown and are speculated to play many important post-transcriptional
regulatory roles in a wide range of biological processes and diseases including
development, stress responses, viral infection, and cancer[2][3]. Despite rapid ad-
vance in miRNA research, the detailed functions and regulatory mechanisms of
most of miRNAs are still poorly understood. To gain better understanding, an
important task herein is to identify miRNAs’ regulatory targets. However, the
current knowledge about the known targets is disproportional to that of the
known miRNAs.

Therefore it is urgent to come up with effective target identification method
for genome wide target discovery. Past work produced many target prediction al-
gorithms based on miRNA-target sequence paring including TargetScan[2][3][4],
MirTarget[5], PicTar[6], SVMicrO[7][8] and others[9][10][11][12][13][14][15]. Usu-
ally, for a given training data set, each one of the algorithms will come up with
� Corresponding author.
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a set of different target prediction scores, but none of them is totally perfect.
The prediction results of existing algorithms are still of low precision and poor
sensitivity. A mass spectrometry (MS) approach was used to validate the pre-
diction results of TargetScan, PicTar, etc[16]. And a precision of about 30%
was achieved. Therefore, the existing algorithms still cannot be used as target
screening for bench testing.

In this paper, we propose to improve the performance of existing target pre-
diction algorithms. The motivation is that there seems to be a poor agreement
between the results of different algorithms and yet they achieve similar perfor-
mance; this fact indicates that different algorithms rely on different mechanisms
in making decision, each of which has its own advantages. Although a few impor-
tant features including “seed region complementary”, “binding free energy” and
“sequence conservation” are among the most common adopted ones, different
algorithms utilize different sets of features. Moreover, different algorithms use
different classifiers. The differences in features and classifiers contribute to the
differences in their prediction results. Then it is desirable to integrate prediction
scores of different algorithms together so that a more reliable result could be
achieved. Then a decision fusion approach was adopted in this paper by build-
ing up a general model to combine the confidence scores of all the algorithms.
The performance of our proposed method on combining the predictions of Tar-
getScan, MirTarget and PicTar was tested and validated on the proteomics data.
This method shows some improvement, and it can be easily extended to combine
more algorithms. The final implementation is computationally efficient.

2 Methods

2.1 Overview of TargetScan, MirTarget and PicTar

TargetScan uses a scoring system in (1) to assign score to the 3’UTR for miRNA
target prediction.

STargetScan = S1 + S2 + S3 + S4 (1)

It is the summation of four types of contributions. S1 presents the score of seed-
type contribution, S2 is of 3’ pairing contribution, S3 is of local AU contribution,
while S4 is of position contribution.

MirTarget uses a scoring system in (2) to assign score to the 3’UTR for target
prediction.

SMirTarget = 100× (1−
n∑

i=1

pi) (2)

Where n represents the total number of candidate target sites in one UTR and
pi represents the statistical significance p-value for each of these candidate sites
estimated by SVM.

PicTar uses a HMM to assign a score to the 3’UTR for target prediction. It
assums the 3’UTRwas generated by the HMM, whose states were target sites
of co-expressed miRNAs plus the background nucleotide sequence. PicTar com-
putes the log ratio of the probability of the probing sequence being generated
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by this HMM versus the probability that it was generated by the background
process alone as a score. The final score SPicTar is the average of the PicTar
scores for all 3’UTRs that were used to define anchor sites.

For the above algorithms, scores obtained can be regarded as confidence for
target prediction. In TargetScan, the lower the score is, the more confident the
mRNA is a target, while in MirTarget and PicTar, the higher the score is, the
more confident the mRNA is a target.

2.2 Decision Fusion

Decision fusion is regarded as a high level fusion to combine decisions from
several experts. By extension, we speak of decision fusion even if the experts
return a confidence (score) and not a decision[17].

Model Formulation. Genome-wide predictions of TargetScan, MirTarget and
PicTar are all reported in terms of confidence scores. Considering the fact that
each algorithm only regards some aspects of miRNA:mRNA features, it is more
reliable to make decision by fusing the confidence of different algorithms. Since
fusing information from several sources always requires some pre-analysis of the
raw data to obtain homogeneous information referring to the same entity, so the
involved confidence scores for fusion should first be mapped into a general range.
To this end, we proposed the combined score, which is a function of confidence
scores of individual algorithms.

Score = F(TT (STargetScan), TM (SMirTarget), TP (SPicTar)) (3)

Here T∗ is the pre-processing function for each algorithm, and F denotes the
function for combination. Considering the fact that each algorithm only regards
some aspects of prediction features, the simplest function to combine the three
groups of score is shown in (4).

Score = aTTT (STargetScan) + aMTM(SMirTarget) + aP TP(SPicTar) (4)

Where a∗ is the weight for scores of each algorithm.

Pre-processing step. We first map the scores of each algorithm to probabilities
by logistic function. Standard logistic function is shown in (5).

P (t) =
1

1 + e−t
(5)

By logistic function, variable t ranging over the real numbers from −∞ to +∞
can be mapped to a probability space which is [0, 1].

In our case, a more general logistic model is used to carry out the pre-
processing, shown in (6).

p = P (α0 + α1S) (6)
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Where S represents the scores of each algorithm,α0,α1 are model parameters to
be trained and P () is the logistic function in (5).

α0 = τL − tmin
τM − τL

tmax − tmin
(7)

α1 =
τM − τL

tmax − tmin
(8)

Where tmax represents the maximum of t while tmin represents the minimum.
Because each algorithm only retains the scores of about 100 to 1000 potential

targets out of the entire 27,000 UTRs in genome wide for a specific miRNA, the
scores need to be mapped into a more significant range [τL, τM ] instead of entire
[0, 1]. Here τL represents the least significant probability while τM represents
the most significant probability. Intuitively, we are more willing to believe the
case a UTR is a target predicted by more algorithms even if confidence of each
algorithm is low comparing to the case a UTR is a target but predicted by fewer
algorithms with higher confidence of each algorithm. Based on this concept, there
is the restrict for τL and τM in (9).

α0 = τL − tmin
τM − τL

tmax − tmin
(9)

Where n is the number of algorithms to be combined. TargetScan, MirTarget
and PicTar are considered in this paper, so n = 3. There is the prior knowledge
that each miRNA can regulate about 1% human genes, so we make τM = 0.99.
As in (9), τL should be larger than 0.66. If we think more of the decision of ma-
jority algorithms rather than extreme opinion of minority algorithms, a larger
τL should be chosen. So we make τL = 0.8 in this paper. In the three algorithms,
only scores of potential targets are retained, those mRNAs predicted to be neg-
ative don’t have any scores. A prior equals to 0.01 is assigned to those potential
negative mRNAs as the output of function T∗ directly.

Combination step. We propose to get more refined information by combining
the above pre-processed confidence in this step. Each discrimination mechanism
is considered to contribute equally to miRNA target prediction. Therefore the
same weight is adopted for combination of all three algorithms in this paper.

3 Results

To investigate the performance of our proposed method, predictions for human
miR-1, let-7b, miR-16, miR-30a, miR-124 and miR-155 are carried out and tested
on the ground truth retrieved from proteomics data [16][18].

3.1 Test on the proteomics Data

As is known, mRNA degradation and translation inhibition will lead to down reg-
ulation in protein level. In[16][18], protein fold change due to the over-expression
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of specific miRNAs were measured by stable-isotope-labeling-of-amino-acids-in
culture (SILAC) and quantified by LC/MS. Obviously, a protein with a larger
down-fold in the experiment means the corresponding mRNA is more likely to be
a true target. However, due to the limitation of LC/MS coverage, only a subset
of proteome was identified. Therefore, target prediction was only done among
these proteins. Fig.1 and Fig.2 depicts the CFC (Cumulative Fold Change) for
the predictions of let-7b and miR-1. Intuitively, CFC rewards higher confidence
prediction with a drop and penalizes false prediction with a raise in the fold
change. A better algorithm with higher precision and smaller false positive is
expected to show faster drop in CFC. For let-7b, MirTarget and our proposed
method clearly set them apart from the others, with proposed method per-
forming slightly better up to top 20, shown in Fig. 3. At top 40 and top 80,
the proposed method has clear advantage over the others. For miR-1, shown in
Fig.4 proposed method is still among the better performing algorithms. After
top 20, our method achieves apparently much sharper drops than the others.
Moreover, same validation was also carried out for miR-124, miR-30a, miR-155
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Fig. 3. Cumulative sum of protein fold change for different number of top ranked
predictions of let-7b
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Fig. 4. Cumulative sum of protein fold change for different number of top ranked
predictions of miR-1

and miR-16(not shown in this paper). Based on above results of proteomics
experimental data, we also investigated the consistency of each algorithm over
all the 6 miRNAs. Obviously, a good algorithm should have a cumulative sum
curve with two characteristics, 1) drop fast at the beginning and 2) drop deep
over all. Therefore, we calculate the averaged area under cumulative sum curve
(shown in (10)) as an overall measurement of the performance of each algorithm.

M(n) =
1
n

∫ n

0
c(x)dx (10)

Where c(x) denotes the function of cumulative sum curve and M(n) indicates
the averaged area under cumulative sum curve of top n predicted targets. In-
tuitively, the smaller M(n) is, the better performance the algorithm achieves.
Subsequently, a consistency measurement of n ∈ {5, 10, 20, 40, 80, 100} was de-
fined as the average value of all the six M(n)s.
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C(n) =
1
6

6∑
i=1

Mi(n) (11)

The result in Table.1 clearly shows that proposed method overcomes other al-
gorithms nearly in all cases. Consequently, a conclusion can be drawn that per-
formance of proposed method is not only good but also consistent.

Table 1. Average cumulative sum rank of each algorithm

TargetScan MirTarget PicTar Combined
# of target 125 61 78 205

Top 10 4 2 3 1
Top 20 4 2 3 1
Top 40 3 2 4 1
Top 80 2 3 4 1
Top 200 2 3 4 1

4 Conclusion

In this paper, we presented a new method for miRNA target prediction by
combining the prediction results of TargetScan, MirTarget and PicTar. A lo-
gistic transformation was designed to obtain homogeneous information from the
three groups of results and a combination algorithm was designed to fuse the
pre-processed prediction confidence. The validation results on proteomics data
demonstrated the better performance of our proposed method.
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Abstract. Cellular manufacturing system, an application of group technology, 
has been considered as an effective way to obtain productivity in a factory. For 
design of manufacturing cells, several mathematical models and various 
algorithms have been proposed in literature. However, most of algorithms and 
models have more or fewer drawbacks. A dynamic cell formation problem with 
production planning is considered in this paper, where the sum of costs 
consisting constant machine costs, variable machine costs, intra-inter movement 
costs, production planning costs and reconfiguration costs is to be minimized. 
Because this type of problem is Np-hard, evolutionary algorithms are applied. 
In this paper the Imperialistic Competitive Algorithm (ICA), which optimizes 
inspired by imperialistic competition, is used. ICA is compared with other well-
known evolutionary algorithms, i.e. genetic algorithm (GA) and particle swarm 
optimization (PSO), to show its efficiency. The computational results show the 
considerable superiority of ICA compared with PSO and GA.   

Keywords: Cellular manufacturing, Production Planning, Evolutionary Algorithm, 
Imperialistic Competitive Algorithm. 

1   Introduction 

Group technology (GT) is a manufacturing philosophy that has established the 
potential to contribute positively in batch-type production, and it endeavors to 
combine the flexibility of the job production system with the high productivity of the 
flow production system [1]. Burbidge [2] defined GT as an approach to the 
optimization of work in which the organizational production units are relatively 
independent groups, each responsible for the production of a given family of 
products. By recognizing similarities among parts to be processed in the same facility, 
GT principles have provided the basis for converting the conventional job shop into a 
cellular layout with several manufacturing cells, each with a dedicated part mix [3]. 
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The major benefits of CM have been reported in the literature as simplification and 
reduction in material handling, decreasing the work-in-process inventories, reduction 
in set-up time, increment in flexibility, better production control and shorter lead time 
[4][5]. However cell formation is the first step in designing, other aspects such as 
production planning is important to be considered. 

The CF problem is known as NP-hard. This type of problem has complex 
computation; therefore, achieving optimal solution is not possible in large size 
problems with reasonable amount of time. There are several approaches to solve NP-
hard problems approximately but in polynomial time. 

2   Literature Review 

The CF problem consists of two important aspects: part family formation and 
machine group formation. Accordingly, part oriented and machine oriented are two 
major categories which are called also the process oriented and production oriented 
method, respectively. In industrial applications, the part oriented methods are not as 
popular as process oriented methods, because there are a lot of parts which are similar 
but have to be made in different manufacturing cells. The part oriented methods 
include two methods:  the visual inspection method and part coding analysis. The 
process-oriented methods can be further classified as cluster analysis, graph 
partitioning, mathematical programming, artificial intelligence, or heuristics [3]. 

Heuristic method: The meta heuristic and heuristic methods are applied broadly in 
various NP-hard problems. The heuristic methods help us to achieve near optimal 
solutions in large size problems with a reasonable time. The most common heuristic 
methods are genetic algorithm, particle swarm optimization, ant colony algorithm, 
tabu search algorithm and simulated annealing algorithm. The brief review of PSO is 
as follow[6]:  

PSO is initialized with a group of random particles (solutions) and then searches 
for optima by updating generations. In every iteration, each particle is updated by 
following two "best" values. The first one is the best solution (fitness) it has achieved 
so far. (The fitness value is also stored.) This value is called pbest. Another "best" 
value that is tracked by the particle swarm optimizer is the best value, obtained so far 
by any particle in the population. This best value is a global best and called gbest. 
After finding the two best values, the particle updates its velocity and positions with 
following equation (1) and (2). 

      [ ] = [ ] [ ] [ ] [ ] [ ]  (1) 
 

                                       [ ] = [ ] [ ]                                       (2) [ ]  is the velocity of particle , [ ] is the current particle  (solution). [ ] and [ ] are defined as stated before. ,  are learning factors.  is 
inertia weight. The pseudo code of the procedure is as follows[6]: 
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For each particle  
Initialize particle 
END 
Do 
  For each particle  
      Calculate fitness valu 

If the fitness value is better than the best 
fitness value (pBest) in history 
set current value as the new pBest 

  End 
Choose the particle with the best fitness value of all the 
particles as the gBest 

  For each particle  
     Calculate particle velocity according equation(1)                          
      Update particle position according equation (2) 

  EndWhile maximum iterations or minimum error criteria                  
     is not attained 

3   Problem Formulation   

In this section, the integrated optimization problem is formulated as a nonlinear 
mixed-integer programming model. The problem is formulated as follows [7]:  

 
Indices:  
      index for manufacturing cells, c=(1,…, )  

   index for machine types, m=(1,…, ) 
    index for part types, p=(1,…, ) 
    index for time periods, h=(1,…, )  
         index for operations which belongs to part     j=(1,…, ) 

      
Input parameters: 

  number of part types      
   number of operations for part p  
  number of machine types  
    maximum number of cells that can be formed  

      demand for part p in period h 

 Inter-cell movement cost 

 Intra-cell movement cost 

  constant cost of machine type m in each period  
  variable cost of machine type m for each unit time    
     relocation cost of machine type m  

Tm   time-capacity of machine type m in each period  
  maximal cell size 

 
 

erintγ
raintγ
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       processing timer required to perform operation j of  part type p on   
machine type m  

 equals to1,if operation j of part p can be done on  machine type m; 0 
otherwise 

    inventory carrying cost per unit part p during each period  
      backorder cost per unit part p during each period  

        lead time where  
 
Decision variables: 

  number of machines type m allocated to cell c in period h  
 the portion of operation j of part type p is done on machine type m 

in cell c in period h 

  number of production of part p produced in period h 

 inventory/backorder level of part p at the end of period h. A 
negative value of Iph means the backordered level or shortage. 

 
Mathematical model: 
By using mentioned notations, the proposed model is written as follows[42]: 
 

                  (3)            

 

                                       

 

s.t. 

                                                                      (4)                                            

                    (5)                                            
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                       (6)                                             

                                      (7)                                              

                     (8)                                             

                  (9)                                             

                       (10)                                             

 And integer 

  and integer                    

The objective function of model (Eq.3) consists of six terms. The first term is the 
total sum of constant costs. The second one is the variable costs of machines. The 
third and fourth term signify intra-cellular and inter-cellular movement costs. 
Coefficient 1/2 in this term is embedded because each movement is taken into account 
twice in calculation. 

The fifth term presents cell reconfiguration costs which are sum of adding, 
removing and relocating costs of machines between cells in consecutive periods. 
Coefficient 1/2 in this term is embedded because each reconfiguration cost is taken 
into account twice in calculation. The last term is production planning cost consisting 
of inventory and backorder costs. 

Equation (4) guarantees that all part-operation is assigned to machines. Equation 
(5) ensures that machine capacities are not exceeded and must satisfy the demand. 
Equation (6) guarantees the maximum cell size is not violated. Equation (7) 
guarantees that the number of all machines in one period is not 0.  Equation (8) is 
called a balance constraint ensuring that the number of machines in the current period 
is equal to the number of machines in the previous period, plus the number of 
machines being moved in, and minus the number of machines being moved out. 
Equation (9, 10) indicate the balance inventory constraint between periods for each 
part type at each period. It means that the inventory level of each part at the end of 
each period is equal to the inventory level of the part at the end of the previous period 
plus the quantity of production minus the part demand rate in the current period. 

4   Imperialistic Competitive Algorithm 

Cell formation problem with considering production planning is defined as an NP-
hard problem. Meta heuristic and evolutionary algorithms are useful methods to solve 
NP-hard problems. Imperialistic Competitive Algorithm   is classified into population 
based method, like Genetic Algorithm. ICA can be a useful method in optimization 
because of its reasonable run time and effectiveness. 
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4.1   Main Steps of ICA 

[8] Presented ICA as a novel evolutionary algorithm. In this section, we apply ICA 
for our model and its steps are as follows [8]. 
 

a) Generating Initial Empires 
The goal of optimization is to find an optimal solution in terms of the variables 

of the problem. [8] formed an array of variable values to be optimized. In GA 
terminology, this array is called “chromosome”, but here the term “country” is used 

for this array. In an  − dimensional optimization problem, a country is a 1 

  array. This array is defined by(Eq.11) = , , , … ,                                (11) 

The variable values in the country are represented as floating point numbers. 
The cost of a country is found by evaluating the cost function f at the variables , , , … , . Then (Eq.12): = = , , , … ,                   (12) 

To start the optimization algorithm we generate the initial population of size  
. We select  of the most powerful countries to form the empires. The 

remaining  of the population will be the colonies each of which belongs to an 
empire. Then we have two types of countries; imperialist and colony. 

To form the initial empires, we divide the colonies among imperialists based on 
their power. That is the initial number of colonies of an empire should be directly 
proportionate to its power. To divide the colonies among imperialists proportionally, 
we define the normalized cost of an imperialist by Eq.13: = {                                       (13) 

Where  is the cost of nth imperialist and  is it normalized cost. Having the 
normalized cost of all imperialists, the normalized power of each imperialist 
identified by Eq.14: = ∑         (14) 

From another point of view, the normalized power of an imperialist is the 
portion of colonies that should be possessed by that imperialist. Then the initial 
number of colonies of an empire will be (Eq.15) 

                                          . . = .      (15) 

Where . . the initial is number of colonies of nth empire and  is the number 
of all colonies. To divide the colonies, for each imperialist, [8] randomly chose  . . of the colonies and give them to it. These colonies along with the imperialist 
will form nth empire. Figure 1 shows the initial population of each empire. As 
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shown in this figure bigger empires have greater number of colonies while weaker 
ones have less. In this figure imperialist 1 has formed the most powerful empire 
and has the greatest number of colonies. 

 

 

Fig. 1. Generating the initial empires: the more colonies an imperialist possess, the bigger is its 
relevant ★mark 

b) Moving the Colonies of an Empire toward the Imperialist 
Imperialists countries started to improve their colonies. They have modeled 

this fact by moving all the colonies toward the imperialist. This movement is 
shown in figure 2 in which the colony moves toward the imperialist by x units. The 
new position of colony is shown in a darker color. The direction of the movement 
is the vector from colony to imperialist. In this figure x is a random variable with 
uniform (or any proper) 0,  

Where  is a number greater than 1 and d is the distance between colony and 
imperialist. A  > 1 causes the colonies to get closer to the imperialist state from 
both sides. 
 

 
   

c) Exchanging Positions of the Imperialist and a Colony 
While moving toward the imperialist, a colony may reach to a position with 

lower cost than that of imperialist. In such a case, the imperialist moves to the 
position of that colony and vise versa. Then algorithm will continue by the 
imperialist in a new position and then colonies start moving toward this position. 
Figure 3a depicts the position exchange between a colony and the imperialist. In 
this figure the best colony of the empire is shown in a darker color. This colony 
has a lower cost than that of imperialist. Figure 3b shows the whole empire after 
exchanging the position of the imperialist and that colony. 

Fig. 2. Moving colonies toward their relevant imperialist
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d) Total Power of an Empire 
Total power of an empire is mainly affected by the power of imperialist 

country. But the power of the colonies of an empire has an effect, albeit 
negligible, on the total power of that empire. We have modeled this fact by 
defining the total cost by Eq. 16: 

        . . =       (16) 

Where . . the total is cost of the nth empire and  is a positive number which 
is considered to be less than 1. A little value for  causes the total power of the 
empire to be determined by just the imperialist and increasing it will increase the 
role of the colonies in determining the total power of an empire.  

e) Imperialistic Competition 
All empires try to take possession of colonies of other empires and control 

them. This imperialistic competition gradually brings about a decrease in the 
power of weaker empires and an increase in the power of more powerful ones. 
[8] modeled this competition by just picking some (usually one) of the weakest 
colonies of the weakest empires and making a competition among all empires to 
possess these (this) colonies. Figure 4 shows a big picture of the modeled 
imperialistic competition. Based on their total power, in this competition, each of 
empires will have a likelihood of taking possession of the mentioned colonies. In 
other words these colonies will not be possessed by the most powerful empires, 
but these empires will be more likely to possess them.  

 

 
 

(b)(a) 

Fig. 3. (a) Exchanging the positions of a colony and the imperialist (b) The entire empire after 
position exchange 

Fig. 4. Imperialistic competition. The more powerful empire is, the more likely it will possess 
the weakest colony of the weakest empire. 
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To start the competition, first, we find the possession probability of each 
empire based on its total power. The normalized total cost is simply obtained by 
Eq.17: 

                                . . . = . . . .                                   (17) 

Where . .  and . . .  are respectively total cost and normalized total cost of 
nth empire. Having the normalized total cost, the possession probability of each 
empire is given by Eq. 18: = . . .∑ . . .    (18) 

To divide the mentioned colonies among empires based on the possession 
probability of them, we form the vector  as Eq.19: = [ , , ,…, ]                                  (19) 

Then we create a vector with the same size as  whose elements are uniformly 
distributed random numbers.(Eq.20) = , , , … ,                                        (20) , , , … , 0,1  

Then vector  is formed by simply subtracting  from  . = = , , , … , =                           (21) [ ,  , , … , ] 
 

Referring to vector , [8] handed the mentioned colonies to an empire whose 
relevant index in  is maximum. 

 

f) Eliminating the Powerless Empires 
Powerless empires will collapse in the imperialistic competition and their 

colonies will be divided among other empires. In modeling collapse mechanism 
different criteria can be defined for considering an empire powerless. In most of 
our implementation, we assume an empire collapsed and eliminate it when it 
loses all of its colonies. 

g) Convergence 
After a while all the empires except the most powerful one will collapse and 

all the colonies will be under the control of this unique empire. In this ideal new 
world all the colonies will have the same positions and same costs and they will 
be controlled by an imperialist with the same position and cost as themselves. In 
this ideal world, there is no difference not only among colonies but also between 
colonies and imperialist. In such a condition we put an end to the imperialistic 
competition and stop the algorithm.  
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5   Experimental Result 

In this section, ICA is tested with five test problems. All of these problems are 
generated randomly. The details of these problems are shown in Tab.1.  

To make comparison, we applied GA and PSO for these test problems.  

Algorithm assumptions: 
General assumption: number of population=100, max iteration =100 
ICA: = 2, = 0.1, number of empires:5 
PSO: W=0.7, =1.5, =1.5  
GA: the crowded comparison is used for selection operator.simulated binary cross 
over (SBX) and polynomial mutations are used as genetic operators. 
 
Fig.5. (a) and (b). depict the best cost of two test problem 1 and 2 respectively, 

versus generation in ICA, PSO and GA. 

 

        
(a)                                                                          (b) 

Fig. 5. (a):Comparison between algorithms on Test Problem 1,(b):Comparison between algorithms 
on Test Problem 2.  

 
The computational results shown in Table.2 depict that ICA considerably obtain 

better result compared with GA and PSO. 

               Table 1. Test problems       Table 2. Computation results 
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6   Conclusion 

In this paper, a dynamic cell formation problem with production planning was 
considered. Because this type of problem is Np-hard, we applied ICA which is an 
evolutionary algorithm. The computational results show that ICA has a better 
performance and runtime compared with PSO and GA. Parameter setting and 
considering other real production factors are interesting and important aspects to be 
investigated in future works.   
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Abstract. DNA methylation plays important roles in gene regulation and func-
tions. Aberrant methylation, either hypomethylation or hypermethylation, has 
been reported to cause various diseases, especially cancers. Breast cancer 
ranked the fifth according to the number of cancer deaths in the world. To sys-
tematically characterize the epigenetic modification in breast cancer, we exam-
ined the genome-wide methylation profiling in 40 breast cancer cell lines. We 
identified a gene signature consisting of 345 differentially methylated genes, 
which could be used to discriminate estrogen receptor (ER)-negative and ER-
positive breast cancer cell lines. This gene signature is promising for diagnosis 
and therapies of breast cancer. In the follow up functional analysis of this gene 
signature, three enriched networks could be highlighted. Interestingly, one of 
these networks contained estrogen receptor, implying its functional importance 
of ER-centric module. Finally, we examined the correlation between methyla-
tion and expression of these breast cancer cell lines. Very few genes showed 
significant correlation, suggesting that gene expression regulated by methyla-
tion is a complex biological process. 

Keywords:  breast cancer, estrogen receptor, methylation, network, expression. 

1   Introduction 

1.1   Breast Cancer and Estrogen Receptor (ER) 

Breast cancer causes the fifth largest amount of cancer deaths in the world (World 
Health Organization, WHO, http://www.who.int/). Among breast cancer genes, ER is a 
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successful therapeutic target for the treatment of ER-positive breast cancers, which 
account for approximately 60–65% of primary breast cancers. Unfortunately, this 
treatment does not work well for ER-negative breast cancers, indicating different 
mechanisms underlying the breast cancer carcinogenesis. At the molecular level, ER-
negative breast cancers are characterized by low expression of estrogen receptor. How-
ever, ER-negative breast cancers have aggressive clinical behavior, distinct patterns of 
metastasis, fewer cancer prevention, and lack of targeted therapies [1]. These distinc-
tions suggest that the two subtypes of breast cancer cell lines might have a very differ-
ent genomic and epigenomic context. Extensive investigation of such distinctions is 
important for us to understand their biology and to develop effective therapies. 

1.2   Breast Cancer and DNA Methylation  

DNA methylation is ubiquitous in the human genome, e.g., ~ 80% of the CpG dinu-
cleotides are methylated [2]. It has been commonly accepted that methylation plays 
important roles in gene regulation and functions [3]. The global hypomethylation in 
cancer cells may either aberrantly activate expression of normally silent genes [4] or 
increase genomic stability [5, 6]. Conversely, human tumors may be caused by aber-
rant hypermethylation in the promoters of some genes [7], especially tumor-
suppressor genes [8]. Both hypomethylation and hypermethylation have been found to 
cause different kinds of cancers, including breast cancer [9, 10].  

Although methylation is an important regulatory mechanism for gene expression 
and chromatin stability in the cellular system, so far, it has still been a great challenge 
to explore its global pattern because of its dynamic and ubiquitous properties by tradi-
tional biochemical experiments. Recent advances in high throughput microarray tech-
nology make it possible to generate genome-wide methylation status data. In a typical 
bench experiment, methylation dependent DNA pretreatments were developed to 
reveal the methylation status of cytosine residues. These pretreatments include en-
zyme digestion, affinity enrichment and sodium bisulphate, followed by either hy-
bridization array or resequencing [11].  

2   Materials and Methods 

2.1   DMH Microarray and Data Processing 

Methylation profiling of 40 breast cancer cell lines were generated from Agilent 244K 
human CGI array, which contains 237,220 probes [12]. The raw array signal was 
normalized based on the description in Sun et al. [12]. Then, all probes within the 
promoter region of a gene were collapsed with quantile method implement in R pack-
age. Here, a promoter region was defined as -500 bp (upstream) to +500 bp (down-
stream) of the transcriptional start site (TSS) of a gene, i.e., 1 kb. When a gene had 
multiple TSSs, its most upstream TSS was used. Genes with less than 3 probes 
mapped to their promoter regions were discarded [12]. Gene annotation was 
downloaded from the UCSC Genome Browser (http://genome.ucsc.edu/, hg18).  
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2.2   Identification of Differentially Methylated Genes and Hierarchical Cluster 
Analysis 

Among these 40 breast cancer cell lines, 25 belonged to estrogen receptor negative 
(ER-) cell lines, and the rest of them belonged to ER positive (ER+) cell lines. We 
used two-sample unequal variance (heteroscedastic) t-test to identify the genes differ-
entially methylated in the two subtypes of breast cancer cell lines (ER- vs. ER+). 
Those genes whose P-values were less than 0.05 were considered as differentially 
methylated genes.  

The methylation signal for each gene across all samples was mean centered, and 
hierarchical cluster analysis was used to cluster breast cancer cell lines. 

2.3   Gene Enrichment in Network 

To explore functional features of the differentially methylated genes, we used Ingenu-
ity Pathway Analysis (IPA) tool (http://www.ingenuity.com/) to identify the enriched 
networks. For each pathway in analysis, a P-value was calculated by Fisher’s exact 
test [13]. According to the IPA tool, a P-value based score, calculated by –log10P, was 
used to evaluate the significance of the network.  

2.4   Correlation between Methylation and Gene Expression 

We obtained gene expression data for breast cancer cell lines from Neve et al. [14]. A 
total of 4690 genes had both methylation and expression data. For each gene, we 
calculated spearman correlation between DNA methylation and gene expression in-
tensities across the breast cancer cell lines. To evaluate statistical significance of each 
gene, we permuted the gene expression matrix and methylation matrix by swapping 
sample labels randomly for 1000 times. This permutation process generated a back-
ground distribution for each gene while keeping the correlation structure among 
genes. One-side P-value was obtained by calculating the percentage of the number of 
background correlation coefficients (cc) that were larger than the real correlation 
coefficient if the real cc >=0, as well as, the percentage of the background cc smaller 
than the real cc if the real cc <0. Then, we calculated False Discovery Rate (FDR) 
using Benjamini and Hochberg multiple testing corrections to adjust the P-values. 

3   Results  

3.1   Number of Probes in the Promoter Regions 

Among the 237,202 probes on Agilent 244K array, we mapped 86,947 (36.7%) to the 
promoter regions of 12,005 genes. Figure 1 displays the distribution of the number of 
probes in the promoter regions. The maximum number of probes mapped to a pro-
moter region of a gene was 14. Genes with less than 3 probes in their promoter re-
gions were discarded. This process resulted in 11,260 genes whose methylation profil-
ing could be further analyzed. 
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Fig. 1. Distribution of number of probes in the promoter regions 

3.2   Distinguish Subtypes of Breast Cancer Cell Lines 

Statistical analysis was performed using R package (version R2.9.2). Supervised hier-
archical clustering of methylation data was performed using the subset of genes 
(n=345) with P-value < 0.05.  
 

 

Fig. 2. Hierarchical cluster analysis of two subtypes of breast cancer cell lines. Dendrogram in 
red denotes ER- breast cancer cell lines and green denotes ER+ breast cancer cell lines. Methy-
lation profiling in red indicates relatively higher methylation level, while profiling in green 
indicates relatively lower methylation level. 
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These 345 genes were considered as differentially methylated genes between two 
subtypes of breast cancer cell lines (Figure 2). The majority of 40 breast cancer cell 
lines could be clustered according to their subtype, except for HCC2157 (error rate: 
1/40=2.5%). This breast cancer cell line, which belongs to ER-group, was clustered 
with other ER+ breast cancer cell lines. This false classification might be due to its 
positive expression of progesterone receptor (PR+) [15]. Interestingly, among these 
345 differentially methylated genes, the majority (249, 72.2%) displayed higher aver-
age methylation levels in ER- breast cancer cell lines while only 96 (27.8%) genes 
had higher average methylation level in ER+ breast cancer cell lines. 

3.3   Gene Enrichment at the Network Level 

For 345 differentially methylated genes, three groups were significantly enriched in 
the human Global Molecular Network (GMN) with P-score greater than 20. Group 1 
(P-score=47) contained 29 differentially methylated genes and had the top functions 
in gene expression, dermatological diseases and conditions, and infectious disease. 
Group 2 (P-score=39) contained 25 differentially methylated genes and had top func-
tions in reproductive system disease, genetic disorder, and metabolic disease. Group 3 
(P-score=32) contained 22 differentially methylated genes and had top functions in 
nervous system development and function, cellular development, and molecular 
transport. 

 

 

Fig. 3. Enriched network contains estrogen receptor (highlighted in orange). Grey nodes denote 
the differentially methylated genes in the network. A solid line indicates a physical interaction, 
a dashed line with an arrow indicates a regulation relationship, and a solid line with an arrow 
indicates both a physical interaction and a regulation relationship. 
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Specifically, among the three significantly enriched networks, group 2 contained 
estrogen receptor (Figure 3). Thus, we dicussed this network with more details here. 
Two differentially methylated genes (FKBP4 and NR2C1) directly interacted with 
ER. FKBP4 encodes a protein belonging to a member of the immunophilin protein 
family. It also has a functional association with two heat shock proteins (hsp90 and 
hsp70) and thus may play a role in the intracellular trafficking of hetero-oligomeric 
forms of the steroid hormone receptors. NR2C1 encodes a nuclear hormone receptor 
characterized by a highly conserved DNA binding domain. This protein also belongs 
to a large family of ligand-inducible transcription factors that regulate gene expres-
sion by binding to specific DNA sequences within promoters of target genes. Al-
though not identified as differentially methylated gene, Akt, an oncogene, plays an 
important role in the group 2 that it is in the center of the network and connects with 
many differentially methylated genes. 

3.4   Correlation between Methylation and Expression 

DNA methylation has been well documented to play an important role in gene expres-
sion regulation [16]. Current genome-wide microarray technologies allow us to exam-
ine the relationship between methylation and expression for specific samples, thus 
giving a detailed view of their regulation. One important question is whether DNA 
methylation plays a universal regulatory role in gene expression for all genes. Figure 
4 shows the distribution of correlation coefficients (cc) between methylation and 
expression. However, distribution of FDR (data not shown) suggests that methylation 
and expression have almost no correlation. One possible reason is that transcription 
factor and other regulatory mechanisms may play more important roles in the regula-
tion of gene expression [17]. 

 

 

Fig. 4. Distribution of Spearman correlation coefficient (cc) between methylation and gene 
expression 
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4   Discussion and Future Perspectives 

DNA methylation, as well as transcription factors and microRNAs, are among the key 
regulatory mechanisms for gene expression. While there have been numerous discus-
sions on the roles of transcription factors and microRNAs in gene expression, similar 
discussion of DNA methylation on gene expression lag behind largely because of the 
current experiment limitations. In this study, we systematically examined genome-
wide DNA methylation profiling of 40 breast cancer cell lines based on the methyla-
tion array technology. Further, we used the methylation profiles to distinguish the ER- 
and ER+ breast cancer subtypes. Our results showed that different breast cancer sub-
types have distinct methylation patterns, extending previous findings of different gene 
expression profiling among cancer subtypes [14]. Interestingly, functional analysis of 
the methylation signature identified an Akt and ER centric module. Considering the 
methylation signature consists of differentially methylated genes between ER+ and 
ER- subtypes, this module may reflect a highly methylation-regulated pathway in 
breast cancers. 

We further investigated the correlation between gene expression and methylation. 
The majority of genes did not show significant correlation, suggesting that methyla-
tion alone might have limited influences on gene expression of many genes. However, 
this conclusion may need further validation from other data because methylation and 
gene expression are all in highly dynamic processes. For instance, in different cell 
states (e.g., cell cycle phases), the cells may show very different profiles. In this case, 
correlation between gene expression and methylation may not be captured by a sim-
plistic linear correlation.  

Different DNA methylation profiling methods are often limited by their resolution, 
accuracy, reproducibility and types of bias [11]. With the development of DNA me-
thylation profiling methods, particularly the next-generation sequencing [18] and 
single-molecule DNA sequencing technologies [19], large-scale and high-resolution 
methylation profiling will help us to understand the roles of methylation in cancer and 
other diseases.   
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Abstract. GRIDUISS is a simulation framework to model the immune system 
using grid technologies. It integrates simulation engines, optimization tech-
niques and other prediction models. GRIDUISS is then capable to reproduce 
general immune system behavior connected to several immune system response 
(to viruses, bacteria, tumors and auto-immune disease) and drug-induced im-
mune system responses. This framework has been inspired from the EC funded 
ImmunoGrid project. 

Keywords: Immune system, systems biology, grid simulations. 

1   Introduction 

The last decade has been characterized by a vigorous fast innovation along the whole 
sectors. Computer technologies and the Internet grew up rapidly favoring the born of 
new computational frameworks. Nowadays clusters of computers connected by het-
erogeneous networks can deliver powerful computational capabilities to face up to 
previously unresolved problems of the most disparate scientific fields. 

Breakthroughs in the fields of genetics, biochemistry, and molecular biology, in 
conjunction with this technological growth, pushed out the born of a new hybrid dis-
cipline called computational immunology, whose aim is to improve and extend our 
biological and immunological knowledge. Connected research areas involve vaccine 
design and drug discovery in which this new science can produce a multitude of new 
applications, resulting in a great contribute for the research community. 

Mathematical and computational models can help to speed-up research in these 
fields. Three potential areas for computational modeling can in fact be developed: cell 
signal behavior models which aid to understand how compounds affect intracellular 
signaling, cell signal-cell behavior response models used to correlate intracellular 
signals to the cell behaviors and physiological models, able to simulate the organ 
level behavior and predict the system response.  
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Simulation results coming from computing environments can be compared, 
through the use of validation tools, with a large amounts of clinical data, organized 
into ontologies and stored in databases (i.e. gene sequencing maps, radiographic ex-
ams, medical analysis, etc.). The results of these experiments either further validate 
the model or identify novel biology that is then incorporated into the model. So, it is 
fair that the development of such kind of simulation environments is an ongoing proc-
ess which takes into account new knowledge from science and new available technol-
ogy, achieving the cyclical refinements by means of interdisciplinary efforts and 
opening the scene to what can be considered the in silico prediction methods. 

GRIDUISS is a simulation framework to model the immune system using grid 
technologies. It integrates simulation engines, optimization techniques and other pre-
diction models. GRIDUISS is then capable to reproduce general immune system 
behavior connected to several immune system response (to viruses, bacteria, tumors 
and auto-immune disease) and drug-induced immune system responses. 

The need for Grid resources has arisen from the increasing numbers of simulations 
to be run and the growing size of the simulation space modeled. A web server is being 
implemented in order to provide a centralized location for the development of the 
GRIDUISS framework and to provide a public resource to access these resources. The 
web server is a mixture of web pages containing information on the simulator and 
mechanisms to launch monitor and view simulations results. The ability to centralize 
the access to the GRIDUISS avoids the need for local versions of software. 

The plan of the paper is the following. Section 2 presents the main GRIDUISS core 
infrastructure. Section 3 describes successful stories in which GRIDUISS framework 
has been applied. Section 4 draws final remarks and conclusions. 

2   GRIDUISS Core Infrastructure 

The immune system is the most complex (along with the central nervous system) 
biological scenario we know. To model such a scenario, one needs to include all the 
crucial entities (cells, molecules, cytokines, interactions) that biologists and medical 
doctors recognize as relevant in the game.  

GRIDUISS is a multi-scale, multi-organ three dimensional framework simulator of 
the immune system. We summarize entities and interactions that are relevant in mod-
eling the immune system in the conceptual model showed in Figure 1. We considered 
both cellular and molecular entities. Cellular entities can take up a state from a certain 
set of suitable states and their dynamics is realized by means of state changes. A state 
change takes place when a cell interacts with another cell or with a molecule or both 
of them. We considered the relevant lymphocytes, i.e. B lymphocytes, helper, cyto-
toxic and regulatory T lymphocytes and natural killer cells. Monocytes are repre-
sented as well and we take care of macrophages and dendritic cells. For what con-
cerns molecules, the model distinguishes between simple small molecules like inter-
leukins or signaling molecules in general and more complex molecules like immu-
noglobulins and antigens, for which we need to represent the specificity.  

Looking at the Figure 1, at the same level of entities we find immune system ac-
tivities. They include both interactions and functions. Functions refer to the main 
immune system tasks. In particular GRIDUISS takes care of the diversity of specific 
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elements, major histocompatibility classes restriction, clonal selection by antigen 
affinity, thymus education of T cells, antigen processing and presentation (both the 
cytosolic and endocytic pathways are implemented), cell–cell cooperation, homeosta-
sis of cells created by the bone marrow, hypermutation of antibodies, cellular and 
humoral response and immune memory. 

Our model represents receptors and ligands as bit strings and use a string matching 
rule to model affinity. This clever idea was introduced by Farmer et al. [1] as a way to 
perform calculations for determining molecular complementarity and predicting the 
optimal size of an epitope. From immunology, we know that binding is a threshold 
effect consisting of two components: the affinity of a single receptor and ligand, and 
the total binding, or avidity of multiple binding pairs. Binding is modeled by a string 
matching rule by counting the number of positions in the string at which the symbols 
are complementary (known as Hamming distance). Repertoires are represented in the 
model as sets of strings. This fundamental modeling abstraction ignores nearly all of 
the physical and chemical details that determine receptor/ligand interactions. By 
adopting bit strings, many binding events can be simulated quickly, making it feasible 
to study large-scale properties of the immune system. Although character strings are a 
poor representation of the reality, they produced accurate models when benchmarked 
to experiment, suggesting that the abstraction captures important features of recep-
tor/ligand binding. 

In particular, specificity is implemented in GRIDUISS by a bit-string polyclonal 
lattice method. Bit-string refers to the way the molecules and the specificity among 
molecules is represented, polyclonal indicates that more clones of different specificity 
of lymphocytes are represented and lattice means that we use a discrete lattice to 
represent the space, that is, the space is discrete. The set of lymphocytes receptors is 
represented by bit-strings of length h which then forms the so called shape space. A 
clonal set of cells is characterized by the same clonotypic receptor, i.e. by the same 
bit-string of length l. The potential repertoire of receptors scales as 2l. The receptor–
coreceptor binding among the entities are described in terms of matching between 
binary strings with fixed directional reading frame. Bit-strings represent the generic 
binding site between cells (through their receptors) and target molecules (through 
peptides and epitopes). 

 
Fig. 1. GRIDUISS framework 
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2.1   GRID Implementation 

The need for Grid resources has arisen from the increasing numbers of simulations to 
be run and the growing size of the simulation space modelled. The philosophy of the 
UISS grid implementation was inspired by ImmunoGrid project [2]. It provides ac-
cess to multiple diverse grid middlewares through a single interface. This approach 
effectively hides the complexity of the implementation from the user. This is achieved 
by centralizing a job launcher on the GRIDUISS web services (GUWS) and providing 
uniformed mechanisms to upload, and define a job. Without this approach, the aver-
age user would need to deal with complexities such as VMware, applications servers 
and authentication. Our centralised approach encapsulates this complexity in the job 
launcher. With this approach, the final user view of the grid implementation is as 
simple as using an average web form. The actual implementation of the individual 
middlewares is completely dealt with by the technician in charge of the GUWS. Fig-
ure 2 provides an overview of the GRIDUISS grid design and shows how each indi-
vidual grid middleware is accessible via a job launcher. Here we mainly present the 
creation of methods to allow the integration of the gLite middleware with the GUWS. 
Other middleware’s that have been integrated are the Application Hosting Environ-
ment (AHE), DESHL client [3] (UNICORE) and simple GUWS access. The AHE 
provides the ability to launch jobs on resources which are globus enabled as well as 
local (non-national grid) resources which are GRIDSam enabled. GRIDSam is a web 
service which is capable of forking jobs to local systems as well as building Resource 
Specific Language (RSL) requests to launch jobs on globus enabled machines.  

An AHE client is implemented on the GRIDUISS web services to allow interaction 
with the AHE server. DESHL is a command line client which is able to launch jobs 
on UNICORE enabled machines. This is an ideal solution to allow access to group 
resources at the DEISA site – CINECA.  

A group portal certificate has been acquired to allow authentication of jobs 
launched via the GUWS rather than authentication of individual users. In order to 
allow resources which do not have any grid middleware to be made available through 
the GUWS, a simulator web service has been created. This service is able to run on an 
application server on the host resource and fork jobs to the local system. The simula-
tor web service has been implemented in Java, Perl and PHP. Access to these services 
is available through simple SOAP protocols and PHP libraries. 

The web interface provides transparent access to the various different resources 
available through IG. The interface is presented as standard web pages and forms 
which are familiar to most users. The GUWS is implemented in PHP, AJAX and 
DHTML to provide a modern look and feel to the site. The interface is used to create 
and prepare jobs to be launched onto the grid. The actual communication with any 
grid middleware is completely dealt with by the web services job launcher. This 
launcher is written as a PHP script (also available as Perl scripts) which is able to 
interact with the various middleware clients.  
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Fig. 2. Different 'levels' of access available in the web services 

3   GRIDUISS Current Applications 

The GRIDUISS framework has been used for successfully modeling and simulating 
multiple immune system related pathologies. It has initially used to model and simu-
late the immune system responses to mammary carcinoma tumor cells in naive mice 
and in mice vaccinated with an immunopreventive vaccine [4] (named Triplex), 
showing the ability to accurately reproduce the experimental results. In silico experi-
ments carried out on two large statistical samples of virtual mice underlined that the 
humoral response is fundamental in controlling the tumor growth and therefore sug-
gest the selection and timing of experiments for measuring the activity of T cells. The 
resulting model has been then used in conjunction with two famous optimization 
techniques in order to suggest vaccination protocols capable to guarantee the same 
survival rates entitled with the use of a Chronic protocol with the lowest possible 
number of vaccine administrations.  

Genetic Algorithms have at the start been used in an high performance computing 
(HPC) environment showing as a result a reduction of approx. 50% in the number of 
vaccinations [5].  Furthermore the use of Simulated Annealing (SA) improved the qual-
ity of the suggested solution and the required computational time of an order of approx. 
102. The SA found protocol has been obtained using the COMETA sicilian grid 
[http://www.consorzio-cometa.it/] infrastructure for both protocol search and validation. 

The GRIDUISS framework has then specialized to model the effects of the Triplex 
vaccine as a therapeutic agent against lung metastases derived by mammary carci-
noma [6]. The model has been validated against the in vivo experiment and it is at the 
present time being used with SA on the COMETA grid to predict optimal vaccine 
protocols for longer in vivo experiments. 

Moreover GRIDUSS has been used to model the first state of atherosclerosis  
(atherogenesis) [7]. The resulting model simulates both the immune response to 
atherogenesis and the atheromatous plaque progression in a generic artery wall. The 
level of oxidized low density lipoproteins (LDLs), the immune humoral response with 
production of autoantibodies, the macrophages activity and the formation of foam 
cells are in good agreement with available clinical data, including the formation of 
atheromatous plaques in patients affected by hypercholesterolemia. 
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4   Conclusions 

The central nervous system and the immune system are the two most complex sys-
tems of the human body. At variance with the central nervous system the immune 
system is a distributed system, with dynamic learning and adaptation, self-monitoring 
and error control. The primary goal of the immune system is the defense from harmful 
foreign pathogens and cancer. For this purpose the immune system includes a variety 
of cells, molecules, signals and organs with specific functions, which cooperate and 
exchange informations across the lymphatic system.  All these components must be 
included in a modeling approach of the immune system leading to computational 
models which cannot be afforded on single computing machine in a reasonable time. 

In this paper we presented a simulation framework to model the immune system 
using grid technologies. Thanks to these technologies we have been able to approach 
some pathologies where the role of the immune defense play a fundamental role. The 
grid computational framework can be used either as a tool for knowledge discovery or  
as a tool for drug discovery. In the former case the process is driven by the experi-
ment-model-experiment cycle refinement; in the latter case one can simulate the result 
of specific stimulation of the immune system, artificial immunity. In this way the 
model framework can be used as a  tool to fasten drug discovery.   

Human health is the result of a good surveillance of the immune system. Thus most 
pathologies are related to malfunctioning of the immune system of escaping its sur-
veillance. Here we have presented some examples of pathologies; we are currently 
working on other pathologies, like multiple sclerosis, and results will be published in 
due course. 
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Abstract. Gene expression profiles play more and more important roles in accu-
rate tumor diagnosis and treatment. However, the curse of dimensionality that the 
number of genes far exceeds the number of samples issues the challenges to the 
traditional dimensionality reduction methods. Here based on two-stage dimensio-
nality reduction model we design 18 tumor classification methods by combining 
two classical gene filters with three common dimensionality reduction methods: 
principal component analysis (PCA), linear discriminative analysis (LDA) and 
multidimensional scaling (MDS) method to extract discriminative features and 
use three common machine learning methods to evaluate the prediction accuracy 
of the extracted features on six tumor datasets, respectively. Although gene ex-
pression presents the non-linear characteristics, non-linear dimensionality reduc-
tion method MDS is not always the best in prediction accuracy among the three 
dimensionality reductions on all six tumor datasets. Moreover, the performance 
comparison indicates that no single dimensionality reduction is always superior to 
the others on all of the six tumor datasets. Our results also suggest that the predic-
tion accuracy obtained depends strongly on the dataset, and less on the gene selec-
tion and classification methods. 

Keywords: Gene expression profiles, tumor classification, dimensionality  
reduction, principal component analysis, linear discriminative analysis, multi-
dimensional scaling. 

1   Introduction 

Various tumors affect our quality of life, health and lives greatly. The death rate caused 
by tumor has been greatly increasing with the development of society. Although it is 
difficult to perform early tumor diagnosis by using traditional appearance-based diagno-
sis methods, the advent of DNA microarray technique brings hope into the tumor diag-
nosis [1]. In fact, tumor classification is one of major applications of DNA microarray 
technique. Over the last decade, a great number of tumor classification methods based 
on gene expression profiles (GEP) have been proposed and extensively studied [2], but 
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the challenges from GEP still exist due to the curse of dimensionality that the number of 
genes far exceeds the number of samples. Particularly, there are a great number of tu-
mor-unrelated genes and much noise in GEP that can greatly affect the classification 
performance. Even so, DNA microarrays remain a useful technology to address a wide 
array of biological problems [3] and to extract meaningful results from the GEP-based 
analysis still pose many bioinformatics challenges [3].  

When facing these problems, it is usually difficult for single dimensionality reduc-
tion to extract efficient and powerful features to realize tumor classification. Previous 
studies show that two-stage dimensionality reduction model is more efficient for the 
feature extraction of GEP than single method. First stage is to select those differen-
tially expressed genes from GEP dataset so as to enhance the discriminative informa-
tion. Second stage is to extract few features from those genes that include importantly 
discriminative information. For example, Wang et al. [4] combined Kruskal-Wallis 
rank sum test with factor analysis to extract few factors that were successfully applied 
to tumor classification of three cross-platform datasets. This paper mainly focuses on 
the performance comparison of tumor classification on six tumor datasets based on 
two-stage dimensionality reduction model that combines two gene filter methods with 
three classical dimensionality reduction methods: principal component analysis 
(PCA), linear discriminative analysis (LDA) [5] and non-linear multidimensional 
scaling (MDS) [6]. Although PCA, LDA and MDS have also been applied to the 
analysis of GEP [7-11], here we mainly compare the classification performance of the 
three feature extraction methods with three classifiers on six tumor datasets under the 
same circumstance to validate whether or not there is an optimal method among these 
methods on all selected datasets.  

2   Methods 

2.1   Analysis Framework 

To avoid the effects of different division of dataset, we randomly split whole dataset 
into two parts: training set and test set. The whole construction process of classifica-
tion model including gene filters, feature extraction and training prediction model are 
performed only on training set, as shown in Fig. 1. The constructed model is used to 
evaluate the test set. 

Dimensionality reduction is an important task in tumor classification based on GEP 
so as to overcome or alleviate the curse of dimensionality. Our dimensionality reduc-
tion method involves two key steps: gene filters and feature extraction. Gene filters is 
to rank genes and select differentially expressed gene according to a criterion. Among 
many existing gene filter methods we will adopt Kruskal-Wallis rank sum test 
(KWRST) [12] and Relief-F [13] to filter genes, respectively. Both methods are suita-
ble for multi-class dataset. KWRST is equivalent to an ordinary one-way ANOVA 
that uses the ranks instead of the original data. Especially, KWRST does not require 
the data following Gaussian distribution. The main idea of Relief-F is to select sam-
ples at random, compute their nearest neighbors, and adjust a feature weighting vector 
to assign more weight to features that discriminate the sample from the neighbors 
belonging to different subclasses. 
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Feature extraction is to extract few features so as to construct prediction model to 
evaluate the classification performance of test set. We will adopt three classical di-
mensionality reduction methods: PCA, LDA and MDS to extract features from the 
pre-selected genes. Furthermore, we will adopt three machine learning methods: k-
nearest neighbor (k-NN), probabilistic neural network (PNN) and support vector ma-
chines (SVM) to construct classification model with the extracted features. Therefore 
the number of the combined methods is 2 3 3 = 18. Our task is to evaluate the 
classification performance of the 18 methods on six tumor datasets, respectively. 

 

Fig. 1. The framework of our analysis method 

2.2   Representation of GEP 

DNA microarray is composed of thousands of individual DNA sequences printed in a 
high density array on a glass microscope slide. Samples are generated under multiple 
conditions which may be a time series during a biological process or a collection of 
different tissue samples. Let = , ,  be a set of genes and = ,  be 
a set of samples with  subclasses = , , . The corresponding gene expres-
sion matrix can be represented as = , |1 , 1 . The matrix  is 
composed of  row vectors. ∈ , = 1,2, , ,  denotes the number of sam-
ples, and  denotes the number of genes measured.  

Suppose the dataset has the intrinsic dimensionality  (where ). A dimensio-
nality reduction technique attempts to find a matrix  so as to transform dataset = , ,  ∈  into a new dataset = , ,  ∈  with di-
mensionality , while retaining the geometry of dataset  as much as possible. That is = . 

2.3   Three Feature Extractions 

We briefly review two linear dimensionality reduction methods (unsupervised PCA 
and supervised LDA) and one nonlinear dimensionality reduction method MDS be-
low, respectively. Principal component analysis (PCA) attempts to find a linear basis 
of reduced dimensionality for dataset, in which the amount of variance in the dataset 
is maximal, to construct a low-dimensionality representation of the dataset. To 
achieve dimensionality reduction, PCA find a linear transformation  that maximize cov  T, where cov  is the covariance matrix of the dataset . Hence PCA 
solves the eigenproblem.  

Gene filter Feature extraction 
Construct prediction 
model 

Randomly split the 
whole dataset into train-
ing set and test set. 

Evaluate test set 

Training set 

Test set 
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cov   = λ                                                            (1) 

The eigenproblem is solved for the  principal eigenvalues . The corresponding 
eigenvector form the columns of the linear transform matrix . The low-
dimensionality representation  of the original dataset  are computed by linear trans-
form matrix , i.e., =  . 

Linear discriminative analysis (LDA) attempts to maximize the linear separability 
between data points belonging to different classes. Unlike PCA, LDA is a supervised 
dimensionality reduction method. LDA optimize the ratio between the within-class 
scatter  and the between-class scatter  in the low-dimensionality representation 
of the data. LDA considers maximizing the following criterion: =                                                            (2) 

where  is the within-class scatter matrix and  is the between-class scatter matrix.  = ∑                                                   (3) =                                                    (4) 

where  is the prior information of class label , and  is the covariance 
matrix of the zero mean data points  assigned to class label ∈ . The optimization 
problem in Eq. 1 equals to solve the following generalized eigenvector problem. =                                                                (5) 

For the  largest eigenvectors  to form the transformation matrix  associated 
with their eigen-values, where | |. The low-dimensionality representation  of 
the original dataset  can be computed by mapping them onto the linear basis , 
i.e., = . 

Multidimensionality scaling (MDS) represents a collection of non-linear dimen-
sionality reduction techniques that maps the high-dimensional data onto a low-
dimensional representation while retaining the pairwise distances between the data 
points as much as possible. The quality of the mapping is evaluated by a stress func-
tion. Two important examples of stress functions are the raw stress function and the 
Sammon cost function. The raw stress function is defined by = ∑                                  (6) 

in which  denotes the Euclidean distance between the high-dimensional 
datapoints  and  ;  denotes the Euclidean distance between the low-
dimensional data points  and  . The Sammon cost function is defined by = ∑ ∑                                  (7) 

3   Experiments 

3.1   Descriptions of Six Tumor Datasets 

Six tumor datasets are applied to our experiments. They are Leukemia1 [14], high-
grade gliomas (Gliomas) [15], Leukemia2 [1], Diffuse Large B-cell Lymphomas 
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(DLBCL) [16], Acute Lymphoblastic Leukemia (ALL) [17], and Small Round Blue 
Cell Tumor (SRBCT) [18], which are briefly described in Table 1. The Leukemia2 
dataset contains 7129 genes in each sample and 72 samples that belong to three sub-
types: AML, ALL-T and ALL-B. The ALL dataset totally contains 248 samples that 
belong to six tumor subtypes: BCR-ABL, E2A-PBX1, Hyperdip>50, MLL, T-ALL 
and TEL-AML1. The SRBCT dataset contains 88 samples with 2,308 genes in each 
sample. According to the original literature, there are 63 training samples and 25 test 
samples containing five non tumor-related samples. The 63 training samples contain 
23 Ewing family of tumors (EWS), 20 rhabdomyosarcoma (RMS), 12 neuroblastoma 
(NB), and eight Burkitt lymphomas (BL) samples. The test samples contain six 
EWSs, five RMSs, six NBs, three BLs, and five non tumor-related samples that were 
removed in our experiments.  

Table 1. The descriptions of six tumor datasets 

No. Datasets Platform #Samples #Genes #Subclasses 

1 Leukemia1 Affy HGU95a 72 12,582 3 
2 Gliomas Affy U95Av2 50 12,625 2 
3 Leukemia2 Affy HU6800 72 7,129 3 
4 DLBCL Affy HU6800 77 7,129 2 
5 ALL Affy HGU95Av2 248 12,626 6 
6 SRBCT cDNA 83 2,308 4 

3.2   Parameter Setting 

To achieve honest and reliable results there are many parameters to be appropriately 
set for each method before evaluating test set. In another words, all parameters must 
be determined within training set. Inappropriate parameter selection can easily lead to 
over-fitting and selection bias. For example, if gene selection is performed on whole 
dataset including training set and test set, the obtained prediction accuracy on the test 
set will be upwardly biased [19]. If we set the parameters according to the prediction 
accuracies, the bias of results can also be caused. If we repeatedly optimize the para-
meters on training set, over-fitting might be occurred. Hence to simplify experiments 
and avoid over-fitting and bias we set the parameters in methods in the following, 
which might not be the optimal parameter combinations.  

For both KWRST and Relief-F, top 300 genes are selected to be further analyzed. 
For PCA, we fixedly extract 5 principal components for each dataset. For LDA, we 
extract | | 1 components to be used for classification features. For MDS, the intrin-
sic dimensionality  of each dataset is first estimated for each dataset and then we 
extract  components to be used for classification features. For KNN classifier, 5 
nearest neighbors are used for label decision. For PNN, the smoothing parameter  is 
fixedly set to 0.5. For SVM, we adopt Gaussian kernel to be used for the kernel func-
tion of SVM. In our experiments, we use the software LIBSVM 
(http://www.csie.ntu.edu.tw/ ~cjlin/libsvm) to classify the tumor samples, in which 
the kernel parameter  and the regularization parameter  can be determined by per-
forming two-dimensional grid search. At last, we perform the construction process of 
classification model shown in Fig. 1 500 times to obtain average accuracies for each 
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method and dataset. In each time, 50% samples in whole dataset are used for training 
set and the remains are used for the test set. 

3.3   Experimental Results 

The prediction accuracies obtained by PCA, LDA and MDS with three different clas-
sifiers and two gene filters on the six tumor datasets are shown in Table 1, 2, and 3, 
respectively. Our observations indicate that among the three feature extraction me-
thods (PCA, LDA and MDS) no single method is obviously superior to other two 
methods in prediction accuracy on all six tumor datasets and that among the three 
classifiers (5NN, PNN and SVM) no single classifier is always obviously superior to 
other two classifiers on all six tumor datasets. It can be seen that the prediction accu-
racy is greatly affected by datasets and less affected by classification methods and 
gene selection. For example, LDA is very suitable for the classification of the SRBCT 
dataset, and all methods with LDA can achieve greater than 99% average accuracy on 
this dataset. However, for the Gliomas dataset, no method can achieve greater than 
73% average accuracy on this dataset. 

Fig. 2 and 3 show the boxplots of prediction accuracies obtained by nine methods 
(PCA+5NN, PCA+PNN, PCA+SVM, LDA+5NN, LDA+PNN, LDA+SVM, 
MDS+5NN, MDS+PNN and MDS+SVM) with KWRST and the nine methods with 
Relief-F gene selection on all six tumor datasets, respectively. It is obvious that the 
different divisions of training set and test set can greatly affect the prediction accura-
cy. For example, for Gliomas dataset KWRST+LDA+PNN can achieve from 28% to 
92% prediction accuracies due to different divisions of dataset, shown in Fig. 2. The 
experimental results suggest that the prediction accuracies obtained by each method 
on each dataset presents a random phenomena. 

Table 2. The accuracies obtained by PCA with three different classifiers 

Datasets KWRST Relief-F 

PCA+5NN PCA+PNN PCA+SVM PCA+5NN PCA+PNN PCA+SVM 

Leukemia1 90.67 4.67 90.53 4.39 92.61 3.62 90.51 4.40 90.60 4.10 92.39 3.85 
Gliomas 72.09 9.85 71.82 8.85 72.33 9.90 71.46 9.07 70.63 8.50 72.56 8.43 
Leukemia2 93.53 3.86 93.97 3.53 94.94 3.36 93.52 3.66 94.37 3.34 95.46 3.12 
DLBCL 87.92 5.09 87.81 5.04 88.28 5.10 92.21 4.19 91.63 4.63 93.14 4.26 
ALL 89.12 1.72 88.47 2.00 89.79 2.07 88.50 1.88 87.80 2.02 88.95 2.25 
SRBCT 97.12 3.01 97.98 2.64 97.89 2.88 97.74 2.90 98.67 2.05 98.42 2.43 

Table 3. The accuracies obtained by LDA with three different classifiers 

Datasets KWRST Relief-F 

LDA+5NN LDA+PNN LDA+SVM LDA+5NN LDA+PNN LDA+SVM 

Leukemia1 93.80 3.54 93.82 3.47 93.56 3.55 94.11 3.43 94.10 3.49 93.67 3.46 
Gliomas 62.17 11.59 62.20 11.56 62.17 11.59 66.58 10.36 66.70 10.33 66.58 10.36 
Leukemia2 95.74 3.11 95.72 2.99 95.74 3.11 96.25 3.10 96.25 3.00 96.25 3.10 
DLBCL 87.07 7.40 88.06 7.39 89.24 7.40 89.54 5.09 90.26 5.14 90.49 5.38 
ALL 95.74 1.73 95.66 1.75 95.74 1.73 95.48 1.74 95.46 1.76 95.48 1.74 
SRBCT 99.43 1.58 99.44 1.56 99.41 1.60 99.31 1.91 99.36 1.80 99.36 1.67 
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Table 4. The accuracies obtained by MDS with three different classifiers 

Datasets KWRST Relief-F 

MDS+5NN MDS+PNN MDS+SVM MDS+5NN MDS+PNN MDS+SVM 

Leukemia1 92.18 3.88 86.36 5.69 92.16 3.96 92.67 3.58 87.03 4.92 92.46 4.10 
Gliomas 72.29 10.73 67.27 9.50 72.52 9.05 69.88 9.18 68.47 9.00 70.75 8.97 
Leukemia2 93.74 3.91 87.51 4.83 92.05 4.35 93.88 3.79 88.56 4.42 92.39 3.84 
DLBCL 89.32 5.25 82.91 5.73 89.26 5.07 92.40 4.21 85.15 5.35 91.65 4.69 
ALL 92.14 1.59 91.82 2.19 95.32 1.73 91.88 1.72 92.52 2.08 94.79 1.80 
SRBCT 97.28 2.97 95.05 3.34 96.94 3.25 97.99 2.71 96.11 3.60 97.85 2.85 

 

 

Fig. 2. The boxplots of various methods with KWRST on all six tumor datasets. The nine num-
bers on x-axis denote PCA+5NN (1), PCA+PNN (2), PCA+SVM (3), LDA+5NN (4), LDA+PNN 
(5), LDA+SVM (6), MDS+5NN (7), MDS+PNN (8) and MDS+SVM (9), respectively. 
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Although gene expression levels present the non-linear characters, non-linear di-
mensionality reduction method MDS does not always outperform the other two linear 
methods in prediction accuracies. In fact, it is very difficult to design the best dimen-
sionality reduction approach to tumor classification due to what we do not know 
about the statistical distribution of measured gene expression levels. Especially, the 
distribution across transcripts of true expression values is dependent on the biological 
state of the cell, and for a given state this is unknown [3]. 

 

 

Fig. 3. The boxplots of various methods with Relief-F on all six tumor datasets. The nine numbers 
on x-axis denote PCA+5NN (1), PCA+PNN (2), PCA+SVM (3), LDA+5NN (4), LDA+PNN (5), 
LDA+SVM (6), MDS+5NN (7), MDS+PNN (8) and MDS+SVM (9), respectively. 
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4   Conclusions 

Based on two-stage dimensionality reduction model we design 18 combined classifi-
cation methods that combine two gene filters, three classical dimensionality reduction 
methods with three common machine learning methods to evaluate six tumor datasets 
to attempt to find the best methods for tumor classification. However, our experimen-
tal results suggest that no single method is always superior to other methods in predic-
tion accuracy on all six tumor datasets and SVM is not always superior to KNN and 
PNN in prediction accuracy. Our results also suggest that the classification perfor-
mance obtained depends strongly on the dataset, and less on the gene selection and 
classification methods. More importantly, our experiments indicate that those classic-
al and simple methods can achieve satisfactory classification performance. 
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Abstract. This paper proposes the use of error back proragation (BP) neural 
network to efficiently control the pH in the clarifying process of sugar cane 
juice. In particular approximate dynamic programming (ADP) is implemented 
to solve this nonlinear control problem. The neural network model of the 
clarifying process of sugar cane juice and a neural network controller based on 
the idea of ADP to achieve optimal control are developed. The strategy and 
training procedures of dual heuristic programming (DHP) are discussed. The re-
sult is the “plant” has been effectively controlled using DHP. 

Keywords: approximate dynamic programming, dual heuristic programming, 
optimal control, clarifying process. 

1   Introduction 

Dynamic programming is a very useful tool in solving the nonlinear multiple-input 
and multiple-output (MIMO) control cases most of which can be formulated as cost 
minimization or maximization problem. 

Suppose that one is given a discrete-time nonlinear (time-varying) system  

( 1) [ ( ), ( ), ].x k F x k u k k+ =  (1) 

where nx R∈ represents the state vector of the system, mu R∈ denotes the control 
action, F is the system function and k is the initial time. Suppose that one associates 
with this system the performance index (or cost) 

( ) ( ) ( ), , , .i k

i k

J x k k U x i u i iγ
∞

−

=

=⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑  (2) 

where U is called the utility function, and γ  is the discount factor, with 0 1γ< ≤ . 

Note that J is dependent on the initial time k and the initial state x(k), and it is referred 
to as the cost-to-go of state x(k). The objective is to choose a control sequence u(i), i 
= k, k+1, …, so that the function J (i.e., the cost) in (2) is minimized.  
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Suppose that one has computed optimal cost *[ ( 1). 1]J x k k+ +  from time k+1 onward 

for all possible states x(k+1) and that one has also found the optimal control se-
quences from time k+1 onward. The optimal cost from time k onward is equal to 

[ ] [ ] [ ]{ }* *

( )
( ), min ( ), ( ), ( 1), 1 .

u k
J x k k U x k u k k J x k kγ= + + +  (3) 

Equation (3) is the principle of optimality for discrete-time systems. Its importance 
lies in the fact that it allows one to optimize over only one control vector at a time by 
working backward in time. However, this procedure requires a backward numerical 
process, and it is too computationally expensive to determine the solutions due to the 
so-called “curse of dimensionality” [1]. 

2   Approximate Dynamic Programming (ADP) 

In recent years, ADP has been gained much attention from many researchers in order 
to obtain approximate solutions of the Hamilton–Jacobi–Bellman (HJB) equation, cf. 
[2]-[5]. A typical design of ADP consists of three modules: 1) critic (for evaluation); 
2) dynamic system (for prediction); and 3) action (for decision). When in ADP, the 
critic network (i.e., the evaluation module) takes the action/control signal as part of its 
inputs. The main idea of ADP is shown in fig. 1 [6]. 

 
Fig. 1. Learn from the environment 

The critic network outputs an estimate of J function in equation (2). This is done by 
minimizing the following error measure over time, 

2ˆ ˆ( ) ( ) ( ) ( 1) .h h
k k

E E k J k U k J kγ⎡ ⎤= = − − +⎣ ⎦∑ ∑  (4) 

where ˆ ˆ( ) [( ( ), ( ), , )]J k J x k u k k Wc= andWc represents the parameters of the critic net-

work. The function U is the same utility function as the one in (2) which indicates the 
performance of the overall system. When 0hE =  for all k, (4) implies that 
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ˆ ˆ( ) ( ) ( 1)
ˆ( ) [ ( 1) ( 2)]

( ).i k

i k

J k U k J k
U k U k J k

U i

γ
γ γ

γ
∞

−

=

= + +
= + + + +

= =∑
 

 

(5) 

which is exactly the same as the cost in (2). It is therefore clear that by minimizing the 
error function in (4). 

2.1   Dual Heuristic Programming (DHP) 

DHP is the fundamentally structure of ADP. A schematic diagram of components the 
DHP is shown in Figure 2. DHP is a method for estimating the gradient of the cost 
function, rather than J itself. To do this, a function is needed to describe the gradient 
of the instantaneous cost function with respect to the state of the system. In the DHP 
structure, the action network, with the control as its output and the state variables as 
its inputs, but for the second network, which is called the critic network, with the 
costate as its output and the state variables as its inputs [6], [7]. 

( )
( )

U k
x k

ˆ( 1)
( 1)

J k
x k

∂ +
∂ +( 1)x k +

ˆ( )
( )

J k
x k

∂
∂

( )x k
( )u k

 

Fig. 2. The DHP structure 

The critic network’s training is complex since we need to take into account all rele-
vant pathways of back propagation. This is done by minimizing the following error 
measure over time 

2ˆ ˆ1 ( ) ( ) ( 1)
( ) .

2 ( ) ( ) ( 1)D D
k k

J k U k J k
E E k

x k x k x k
γ

⎡ ⎤∂ ∂ ∂ += = − −⎢ ⎥∂ ∂ ∂ +⎣ ⎦
∑ ∑  (6) 

where ˆ ˆ( ) / ( ) [( ( ), ( ), , )] / ( )J k x k J x k u k k Wc x k∂ ∂ = ∂ ∂ and Wc represents the parameters of 

the critic network. When 0DE =  for all k, (6) implies that [8]  

ˆ ˆ( ) ( ) ( 1)
.

( ) ( ) ( )

J k U k J k

x k x k x k
γ∂ ∂ ∂ += +

∂ ∂ ∂
 (7) 
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3   The BP Neural Network Modeling and DHP to Control the pH  

The clarifying process of sugar cane juice is a complicated physical-chemistry proc-
ess. The flowchart of sugarcane juice clarification is shown in fig.3 [8].  

C°

C°

2SO

 
Fig. 3. Flow diagram of the clarifying process of sugar cane juice 

At present, sulfurous acid method is popularly used in most sugar factories in 
China. To control the pH within a required range is the vital significance for acquiring 
high quality purified juice. The purpose of the clarifying process is to clear the most 
juice from a large number of impurities and control the neutralized pH and purified 
juice pH within a required range [8]: the neutralized pH is between 7.0 to 7.4, and 
purified juice pH is between 7.0 to 7.2. 

3.1   The BP Neural Network (BPNN) Modeling 

The 1200 data points are sampled for the model network training. The period is 10 
minutes, which means one time step. The pre-ash’s pH value (u1), flow of juice (u2), 
intensity of sulfur (u3), flow of lime milk (u4), neutralized pH value (y1), and purified 
juice pH value (y2), are needed for modeling. As we know, the pre-ash’s pH is about 5 
time-steps lagging the neutralized pH, the flow of juice, intensity of sulfur and flow of 
lime milk are about 1 time-steps lagging the neutralized pH value respectively, and 
the neutralized pH value is 6 time-steps lagging the purified juice pH. Suppose the 
nonlinear plant is formulated as [9] 

1 1 1 2 3 4

2 1 1 2 3 4

( ) [ ( 1), ( 6), ( 2), ( 2), ( 2)] .
( ) [ ( 1), ( 12), ( 8), ( 8), ( 8)] .

y k f y k u k u k u k u k
y k f y k u k u k u k u k

= − − − − −
= − − − − −  (8) 

In this section, the structures of model network are three layers and the hidden layer 
are composed of 32 neurons. The BPNN model is shown in fig. 4.  
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Fig. 4. The BPNN model for the pH 

3.2   The Algorithm of DHP to Control the pH Value 

We consider the use of the BPNN to efficiently control the pH in the clarifying proc-
ess of sugar cane juice. Assume that the control objective is to have x(k) in (1) track 
another signal given by 7.2. The local cost function is defined U(k) as 

21
( ) ( ( ) - 7.2) .

2
U k x k=  (9) 

For the critic network (critic NN), whose output is ( )kλ , the weight update needs 

an error between the real output and the “desired output” of the critic NN. So a value 
must be calculated as the “desired output”, defined as * ( )kλ . And the control vector 

u(k) is also partial inputs for the critic NN. Then training critic network, the error 
team is calculated in the form 

*( ) ( ) ( ).ce k k kλ λ= −  (10) 

21
( ) ( ).

2 cE k e k=  (11) 

The critic network weights updating rule can be described as [10], [11] 

( 1) ( ) ( ).Wc k Wc k Wc k+ = + Δ  (12) 

1

( )
.

( )

E k
Wc

Wc k
β ∂Δ = −

∂
 (13) 
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where Wc denotes the weight of the critic NN, 10 1β< ≤  is a given learning rate for 

the critic network. 
The main objective of action network (action NN) is to generate a sequence control 

signal u(i), u(i + 1), u(i + 2) ···. The action network weights updating rule can be de-
scribed as 

( 1) ( ) ( ).Wa k Wa k Wa k+ = + Δ  (14) 

2

( )
.

( )

E k
Wa

Wa k
β ∂Δ = −

∂
 (15) 

where Wa denotes the weight of the action NN, 20 1β< ≤  is also a given learning 

rate and can be computed like critic neural network. 

4   Simulation Results 

In neural network implementation, two training plans can be adopted. One is training 
one network while the other’s weight is unchanged. The other strategy is that both the 
action and critic NN are trained simultaneously. In this paper, we adopt the latter. The 
structures of both action and critic NN are three layers and the hidden layer are com-
posed of 10 neurons. The weights of both action and critic NN are set with random 
state during [0, 1]. 

Then the training strategy can be formulated as following [10], [12]: 

1. Scale u1(k-6), u2(k-2), u3(k-2), u4(k-2), y1(k-1) to model NN and obtain y1(k); 
2. Apply u1(k-12), u2(k-8), u3(k-8), u4(k-8), y2(k-1) to model NN and obtain y2(k); 
3. Calculate desired * ( )kλ for critic NN and obtain the error. 

4. Calculate/execute weight changes for action NN. 
5. Calculate/execute weight changes for critic NN. 
6. Increment k and go to 1. 

In the training propagating path, for the hidden layers of both action and critic net-
work, standard log-sigmoid transformation function are adopted. The simulation re-
sults are shown in fig. 5 and fig. 6. 

 

 

Fig. 5. Typical trajectories of control 
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Fig. 5. (continued) 

 

 

 

 

Fig. 6. Typical trajectories of pre-ash pH value, flows of sugar juice, intensity of sulfur and 
flow of lime milk respectively 
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5   Conclusions 

The paper proposes the use of the BPNN to efficiently control the pH in the clarifying 
process of sugar cane juice. In particular ADP is implemented to solve this nonlinear 
control problem. First, in DHP, a “desired output” (target) is needed for training the 
critic NN, and this is typically calculated by running the critic NN one more computa-
tional cycle to provide its next-in-time output, and then use this value to compute the 
target for the present-time cycle. Secondly, DHP method is suitable for nonlinear 
systems, and can meet the system requirement or accommodate new environments. 
Besides, calculating the derivative of the performance function can improve the accu-
racy. Simulation results indicate that the proposed DHP is effective in achieving con-
trol of pH control through neural network learning. 
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Abstract. This note describes a simplified parameter-free implementation of 
Central Force Optimization for use in deterministic multidimensional search 
and optimization.  The user supplies only the objective function to be maxi-
mized, nothing more.  The algorithm’s performance is tested against a widely 
used suite of twenty three benchmark functions and compared to other state-of-
the-art algorithms.  CFO performs very well.  

Keywords: Central Force Optimization, CFO, Deterministic Algorithm, Multi-
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1   Introduction 

Central Force Optimization (CFO) is a deterministic Nature-inspired metaheuristic for 
an evolutionary algorithm (EA) that performs multidimensional global search and 
optimization [1-13].  This note presents a simplified parameter-free CFO implementa-
tion that requires only one user-specified input: the objective function to be maxi-
mized.  The algorithm performs quite well across a wide range of functions. 

A major frustration with many EAs is the plethora of setup parameters.  For exam-
ple, the three Ant Colony Optimization algorithms described in [14] (AS, MAX-MIN, 
ACS) require the user to specify nine parameters  The generalized Particle Swarm 
Optimization algorithm in [15] requires the user to specify a population size and six 
“suitable bounded coefficients”.  This frustration is compounded by the facts that (a) 
there usually is no methodology for picking “good” values; (b) the “right” parameters 
are often problem-specific; (c) the solutions often are sensitive to small changes; and 
(d) run upon run, exactly the same parameters never yield the same results because 
the algorithm is inherently stochastic. 

CFO is quite different.  It is based on Newton’s laws of motion and gravity for real 
masses moving through the real Universe; and just as these laws are mathematically 
precise, so too is CFO.  It is completely deterministic at every step, with successive 
runs employing the same setup parameters yielding precisely the same results.  Its 
inherent determinism distinguishes CFO from all the stochastic EAs that fail com-
pletely if randomness is removed.  Moreover, CFO’s metaphor of gravitational kine-
matics appears to be more than a simple analogy. While many metaheuristics are 
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inspired by natural processes, ant foraging or fish swarming, for example, the result-
ing algorithm is not (necessarily) an accurate mathematical model of the actual proc-
ess.  Rather, it truly is a metaphor.  By contrast, CFO and real gravity appear to be 
much more closely related.  Indeed, CFO’s “metaphor” actually may be reality, be-
cause its “probes” often exhibit behavior that is strikingly similar to that of gravita-
tionally trapped near earth objects (NEOs).  If so, the panoply of mathematical tools 
and techniques available in celestial mechanics may be applicable to CFO directly or 
with modification or extension (see [1,7-9]).  CFO may be interpreted in different 
ways depending upon the underlying model (vector force field, gravitational potential, 
kinetic or total energy) [3,13].  These observations, although peripheral to the theme 
of this note, provide additional context for the CFO metaheuristic. 

There are, of course, other gravity-inspired metaheuristics, notably Space Gravita-
tional Optimization [16]; Integrated Radiation Optimization [17]; and Gravitational 
Search Algorithm [18, 19].  But each one is inherently stochastic.  Their basic equa-
tions contain true random variables whose values must be computed from a probabil-
ity distribution and consequently are unknowable in advance.  CFO, by contrast, is 
completely deterministic.  Even arbitrarily assigned variables (for example, the “repo-
sitioning factor” discussed below), are known with absolute precision.  At no point in 
a CFO run is any value computed probabilistically, which is a major departure from 
how almost all other Nature-inspired metaheuristics function. 

2   CFO Algorithm 

Pseudocode for the parameter-free CFO implementation appears in Fig. 1.  Simplifi-
cation of the algorithm is accomplished by hardwiring all of CFO’s basic parameters, 
which results in simplified equations of motion as described below.  CFO searches 

for the global maxima of an objective function ),...,,( 21 dNxxxf  defined on the 

dN -dimensional decision space Ω : maxmin
iii xxx ≤≤ , dNi ≤≤1 .  The ix  are 

decision variables, and i  the coordinate number.  The value of )(xf  at point x  in 

Ω  is its fitness.  )(xf ’s topology or “landscape” in the dN -dimensional hyper-

space is unknown, that is, there is no a priori information about the objective func-
tion’s maxima.  CFO searches Ω  by flying “probes” through the space at discrete 
“time” steps (iterations).  Each probe’s location is specified by its position vector 
computed from two equations of motion that analogize their real-world counterparts 
for material objects moving through physical space under the influence of gravity 
without energy dissipation. 

Probe p ’s position vector at step j  is k

N

k

jp
k

p
j exR

d

ˆ
1

,∑
=

= , where the jp
kx ,  are its 

coordinates and kê  the unit vector along the kx -axis.  The indices j , tNj ≤≤0 , 

and p , pNp ≤≤1 , respectively, are the iteration number and probe number, with 

tN  and pN  being the corresponding total numbers of time steps and probes. 
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In metaphorical “CFO space” each of the pN  probes experiences an acceleration 

created by the “gravitational pull” of “masses” in Ω  (see [1,12] for details).  
Probe p ’s acceleration at step 1−j  is given by 
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which is the first of CFO’s two equations of motion.  In (1), 

),...,,( 1,1,
2

1,
11

−−−
− = jp

N
jpjpp

j d
xxxfM  is the objective function’s fitness at 

probe p ’s location at time step 1−j .  Each of the other probes at that step (iteration) 

has associated with it fitness p
k
j NppkM ,...,1,1,...,1,1 +−=− .  )(⋅U  is the 

Unit Step function, 
⎭
⎬
⎫

⎩
⎨
⎧ ≥

=
otherwise

z
zU

,0

0,1
)( .  If pkRR p

j
k
j ≠= −− ,11 , then 

01 ≡−
p
ja  because 

p
j

k
j MM 11 −− =  and p

ja 1−  is indeterminate (probes k  and p  

have coalesced so that k  cannot exert a gravitational force on p ).  The acceleration 

p
ja 1−  causes probe p  to move from position 

p
jR 1−  at step 1−j  to position 

p
jR  at 

step j  according to the trajectory equation 

1,11 ≥+= −− jaRR p
j

p
j

p
j ,                                        (2) 

which is CFO’s second equation of motion.  These simplified CFO equations result 

from hardwiring CFO’s basic parameters to 2=G , 1=Δt , 1=α , and 1=β  (see 

[1,11,12] for definitions and discussion).  The “internal parameters” in Fig. 1 are not 
fundamental CFO parameters, but rather specific to this particular implementation. 

Every CFO run begins with an Initial Probe Distribution (IPD) defined by two 

variables: (a) the total number of probes used, pN ; and (b) where the probes are 

placed inside Ω .  The IPD used here is an orthogonal array of 
d

p

N
N

 probes per 

dimension deployed uniformly on “probe lines” parallel to the coordinate axes and 
intersecting at a point that slides along Ω ’s principal diagonal.  Fig. 2 provides a 
two-dimensional (2D) example of this type of IPD (9 probes shown on each probe 
line, 2 overlapping, but any number may be used).  The probe lines are parallel to the 

1x  and 2x  axes intersecting at a point on Ω ’s principal diagonal marked by  posi-

tion vector )( minmaxmin XXXD −+= γ .  The diagonal’s endpoints are at 
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Procedure ],,)([ ΩdNxfCFO  

Internals:  tN , init
repF , repFΔ , 

min
repF , 

MAXd

p

N

N
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ , startγ , stopγ , γΔ . 

Initialize =)(max xf global very large negative number, say, 420010+− . 

For 2=dp NN  to 

MAXd

p

N

N
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ by 2 : 

(a.0) Total number of probes: 
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅=

d

p
dp N

N
NN  

For startγγ =  to stopγ  by γΔ : 

 (a.1) Re-initialize data structures for position/ 
  acceleration vectors & fitness matrix. 
 (a.2) Compute IPD [see text]. 

 (a.3) Compute initial fitness matrix, 
p

p NpM ≤≤1,0
. 

 (a.4) Initialize init
reprep FF = . 

For 0=j  to tN  [or earlier termination – see text]: 

 (b) Compute position vectors, 
p

p
j NpR ≤≤1,  [eq.(2)]. 

 (c) Retrieve errant probes (
pNp ≤≤1 ): 

 If ∴<⋅ minˆ ii
p
j xeR  }),ˆ(max{ˆ minmin

1
min

iii
p
jrepii

p
j xxeRFxeR −⋅+=⋅ − . 

 If ∴>⋅ maxˆ ii
p
j xeR  }),ˆ(min{ˆ max

1
maxmax

ii
p
jirepii

p
j xeRxFxeR ⋅−−=⋅ − . 

 (d) Compute fitness matrix for current probe 

  distribution, 
p

p
j NpM ≤≤1, . 

 (e) Compute accelerations using current probe 
  distribution and fitnesses [eq. (1)]. 

 (f) Increment repF : .1If; min
reprepreprepreprep FFFFFF =∴>Δ+= . 

 (g) If ∴=≥ 010and20 MODjj  

  (i)  Shrink Ω around bestR [see text]. 

  (ii) Retrieve errant probes [procedure Step (c)]. 
Next j  
 (h) Reset Ω boundaries [values before shrinking]. 
 (i) If )()( maxmax xfxf global≥  ∴ )()( maxmax xfxf global = . 

Next γ  

Next 
dp NN  

Fig. 1. Parameter-free CFO Pseudocode 
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i

N

i
i exX

d

ˆ
1

min
min ∑

=

=  and i

N

i
i exX

d

ˆ
1

max
max ∑

=

= , and parameter 10 ≤≤ γ  determines 

where along the diagonal the probe lines intersect. 
 

 

  Fig. 2. Variable 2D Initial Probe Distribution           Fig. 5. 2D Decision Space Adaptation 

 

Fig. 3 shows a typical 2D IPD for different values of γ , while Fig. 4 provides a 

3D example.  In Fig. 4 each probe line contains 6 equally spaced probes.  For certain 
values of γ  three probes overlap at the probe lines’ intersection point on the principal 

diagonal.  Of course, this IPD procedure is generalized to the dN -dimensional deci-

sion space Ω  to create dN  probe lines parallel to the dN  coordinate axes.  While 

Fig. 2 shows equal numbers of probes on each probe line, a different number of 
probes per dimension can be used instead.  For example, if equal probe spacing were 
desired in a decision space with unequal boundaries, or if overlapping probes were to 
be excluded in a symmetrical space, then unequal numbers could be used.  Unequal 
numbers might be appropriate if a priori knowledge of Ω ’s landscape, however 
obtained, suggests denser sampling in one region. 

Errant probes are a concern in CFO because a probe’s acceleration computed from 

equation (1) may be too great to keep it inside Ω .  If any coordinate min
ii xx < or 

max
ii xx > , the probe enters a region of unfeasible solutions that are not valid for the 

problem at hand.  The question (which arises in many algorithms) is what to do with 
an errant probe.  While many schemes are possible, a simple, empirically determined 
one is used here.  On a coordinate-by-coordinate basis, probes flying outside Ω  are 

placed a fraction 1min ≤≤ reprep FF  of the distance between the probe’s starting coor-

dinate and the corresponding boundary coordinate.  repF  is the “repositioning factor” 

introduced in [2].  See step (c) in the pseudocode of Fig. 1 for details. repF  starts at an 

arbitrary initial value init
repF which is then incremented by an arbitrary amount repFΔ  
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at each iteration (subject to 1min ≤≤ reprep FF ).  This procedure provides better sam-

pling of Ω  by distributing probes throughout the space.  
This particular CFO implementation includes adaptive reconfiguration of Ω  to 

improve convergence speed. Fig. 5 illustrates in 2D how Ω ’s size is adaptively re-

duced around bestR , the location of the probe with best fitness throughout the run up 

to the current iteration.  Ω  shrinks every 10th step beginning at step 20.  Its boundary 
coordinates are reduced by one-half the distance from the best probe’s position to 
each boundary on a coordinate-by-coordinate basis, that is, 

2

ˆ min
minmin iibest
ii

xeR
xx

−⋅+=′  and 
2

ˆmax
maxmax ibesti
ii

eRx
xx

⋅−−=′ , where the 

primed coordinate is Ω ’s new boundary, and the dot denotes vector inner product.  

For clarity, Fig. 5 shows bestR  as being fixed, but generally it varies throughout a run.  

Changing Ω ’s boundary every 10 steps instead of some other interval is arbitrary. 

The internal parameter values were: 1000=tN , 5.0=init
repF , 1.0=Δ repF , 

05.0min =repF , 14=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

MAXd

p

N

N  for 6≤dN , 6=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

MAXd

p

N

N  for 3021 ≤≤ dN , 

0=startγ , 1=stopγ , 1.0=Δγ , with tN  reduced to 100  for function f7 because  
 
 

                     

Fig. 3. Typical 2D IPD’s for Different Values of γ  

 

     
             IPD, 0=γ                                   IPD, 5.0=γ                                  IPD, 8.0=γ  

Fig. 4. Typical Variable 3D IPD for the GSO f19 Function (probes as filled circles) 
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this benchmark contains a random component that may result in excessive runtimes.  
The test for early termination is a difference between the average best fitness over 25 
steps, including the current step, and the current best fitness of less than 10-6 (absolute 
value).  This test is applied starting at iteration 35 (at least 10 steps must be computed 
before testing for saturation).  The internal parameters, indeed all CFO-related pa-
rameters, were chosen empirically.  These particular values provide good results 
across a wide range of test functions.  Beyond this empirical observation there cur-
rently is no methodology for choosing either CFO’s basic parameters or the internal 
parameters for an implementation such as this one.  There likely are better parameter 
sets, which is an aspect of CFO development that merits further study.  

3   Results 

Group Search Optimizer (GSO) [20,21] is a new stochastic metaheuristic that mimics 
animal foraging using the strategies of “producing” (searching for food) and 
“scrounging” (joining resources).  GSO was tested against 23 benchmark functions 
from 2 to 30D.  GSO thus provides a superior standard for evaluating CFO.  CFO 
therefore was tested against the same 23 function suite.  The results are reported here. 

In [20], GSO (inherently stochastic) was compared to two other stochastic algo-
rithms, “PSO” and “GA”.  PSO is a Particle Swarm implemented using “PSOt” 
(MATLAB toolbox of standard and variant algorithms).  The standard PSO algorithm 
was used with recommended default parameters: population, 50; acceleration factors, 
2.0; inertia weight decaying from 0.9 to 0.4.  GA is a real-coded Genetic Algorithm 
implemented with GAOT (genetic algorithm optimization toolbox).  GA had a fixed 
population size (50), uniform mutation, heuristic crossover, and normalized geometric 
ranking for selection with run parameters set to recommended defaults.  A detailed 
discussion of the experimental method and the toolboxes is at [20, p. 977]. 

Thus, while this note compares CFO and GSO directly, it indirectly compares CFO 
to PSO and GA as well.  Table 1 summarizes CFO’s results.  F  is the test function 
using the same function numbering as [20].  maxf  is the known global maximum (note 

that the negative of each benchmark in [20] is used here because, unlike the other 
algorithms, CFO locates maxima, not minima).  evalN  is the total number of function 

evaluations made by CFO.  >⋅<  denotes average value.  Because GSO, PSO and 
GA are inherently stochastic, their performance must be described statistically.  The 
statistical data in Table 1 for those algorithms are reproduced from [20]. 

Of course, no statistical description is needed for CFO because CFO is inherently 
deterministic (but see [11] for a discussion of pseudorandomness in CFO).  For a 
given setup, only one CFO run is required to assess its performance.  In the first group 
of high dimensionality unimodal functions (f1 – f7), CFO returned the best fitness on 
all seven functions, in one case by a wide margin (f5 ).  In the second set of six high 
dimensionality multimodal functions with many local maxima (f8 – f13), CFO per-
formed best on three (f9 - f11) and essentially the same as GSO on f8.  In the last group 
of ten multimodal functions with few local maxima (f14 - f23), CFO returned the best 
fitness on four (f20 - f23, and by wide margins on f21 - f23); equal fitnesses on four (f14, 
f17, f18, f19); and only very slightly lower fitness on two (f15 , f16). 
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CFO did not perform quite as well as the other algorithms on only 2 of the 23 
benchmarks (f12 , f13).  But its performance may be improved if a second run is made 
using a smaller Ω  based on the first run.  For example, for f12 the 30 coordinates 
returned on the run #1 are in the range ]99688049.003941458.1[ −≤≤− ix  (known 

maximum at 30]1[− ).  If based on this result Ω  is shrunk from ]5050[ ≤≤− ix  to 

]55[ ≤≤− ix  and CFO is run again, then on run #2 the best fitness improves to 
3510x39354.7 −−  ( 780,273=evalN ), which is a good bit better than GSO’s result. 

Table 1. CFO Comparative Results for 23 Benchmark Suite in [20] 

(* negative of the functions in [20] are computed by CFO because CFO searches for maxima instead of minima). 
- - - CFO - - -  

F* 
 

dN  
 

maxf * 
<Best Fitness>/ 
Other Algorithm Best Fitness evalN  

Unimodal Functions (other algorithms: average of 1000 runs) 

f1 30 0 -3.6927x10-37 / PSO 0 222,960 

f2 30 0 -2.9168x10-24 / PSO 0 237,540 

f3 30 0 -1.1979x10-3 / PSO -6.1861x10-5 397,320 

f4 30 0 -0.1078 / GSO 0 484,260 

f5 30 0 -37.3582 / PSO -4.8623x10-5 436,680 

f6 30 0 -1.6000x10-2 / GSO 0 176,580 

f7 30 0 -9.9024x10-3 / PSO -1.2919x10-4 399,960 

Multimodal Functions, Many Local Maxima (other algorithms: avg 1000 runs) 

f8 30 12,569.5 12,569.4882 / GSO 12,569.4865 415,500 

f9 30 0 -0.6509 / GA 0 397,080 

f10 30 0 -2.6548x10-5 / GSO 4.7705x10-18 518,820 

f11 30 0 -3.0792x10-2 / GSO -1.7075x10-2 235,800 

f12 30 0 -2.7648x10-11 / GSO -2.1541x10-5 292,080 

f13 30 0 -4.6948x10-5 / GSO -1.8293x10-3 360,000 

Multimodal Functions, Few Local Maxima (other algorithms: avg 50 runs) 

f14 2 -1 -0.9980 / GSO -0.9980 78,176 

f15 4 -3.075x10-4 -3.7713x10-4 / GSO -5.6967x10-4 143,152 

f16 2 1.0316285 1.031628 / GSO 1.03158 87,240 

f17 2 -0.398 -0.3979 / GSO -0.3979 82,096 

f18 2 -3 -3 / GSO -3 100,996 

f19 3 3.86 3.8628 / GSO 3.8628 160,338 

f20 6 3.32 3.2697 / GSO 3.3219 457,836 

f21 4 10 7.5439 / PSO 10.1532 251,648 

f22 4 10 8.3553 / PSO 10.4029 316,096 

f23 4 10 8.9439 / PSO 10.5364 304,312 
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4   Conclusion 

CFO is not nearly as highly developed as GSO, GA and PSO, but it performs very 
well with nothing more than the objective function as a user input.  CFO performed 
better than or essentially as well as GSO, GA and PSO on 21 of 23 test functions.  By 
contrast, GSO compared to PSO and GA returned the best performance on only 15 
benchmarks.  CFO’s performance thus is better than GSO’s, which in turn performed 
better than PSO and GA on this benchmark suite. 

CFO’s further development lies in two areas: architecture and theory.  While this 
note describes one CFO implementation that works well, there no doubt is room for 
considerable improvement.  CFO’s performance is a sensitive function of the IPD, 
and there are limitless IPD possibilities.  One approach applies precise geometric and 
combinatorial rules of construction to create function evaluation “centers” in a hyper-
cube using extreme points, faces, and line segments [22-24].  Successively shrinking 
Ω  as described for f12 is another possible improvement.  Theoretically, gravitation-
ally trapped NEOs may lead to a deeper understanding of the metaheuristic, as might 
alternative formulations involving the concepts of kinetic or total energy for masses 
moving under gravity.  At this time there is no proof of convergence or complexity 
analysis for CFO, which is not unusual for new metaheuristics.  As discussed in 
[1,14], for example, the first Ant System proof of convergence appeared four years 
after its introduction for a “rather peculiar ACO algorithm.”  Just as ACO was prof-
fered on an empirical basis, so too is CFO.  Perhaps the CFO-NEO nexus [7] provides 
a basis for that much desired proof of convergence?  

These observations and the results reported here show that CFO merits further 
study with many areas of potentially fruitful research.  Hopefully this note encourages 
talented researchers to become involved in CFO’s further development.  For inter-
ested readers, a complete source code listing of the program used for this note is 
available in electronic format upon request to the author (rf2@ieee.org). 
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Abstract. The paper presents the comparison of optimality and robustness 
between Greedy Randomized Adaptive Search Procedure (GRASP), Simulated 
Annealing (SA) and Tabu Search (TS) metaheuristics in solving of flexible job 
shop problem (FJSP). Each of the scheduling problems have been tested with 
metaheuristics and have been run a number of times to get the best solution. All 
the results have been analyzed on certain parameter of performance for the 
metaheuristics - makespan. Overall, testing showed that the TS+GRASP 
algorithm was slightly more competitive than the SA+GRASP algorithm in the 
optimality and robustness test. The robustness of the algorithm increased as the 
best solutions produced by the algorithm were closer to the know optimal. 

Keywords: robustness, greedy randomized adaptive search procedure, tabu 
search, simulated annealing, metaheuristics, flexible job shop. 

1    Introduction 

An objective of computational experiment in the theoretical context is to study the 
computational complexity (giving lower bounds) of optimization problems, and to 
devise efficient algorithms (giving upper bounds) whose complexity preferably 
matches the lower bounds. That is, not only are we interested in the intrinsic difficulty 
of computational problems under a certain computational model, but we are also 
concerned with the algorithmic solutions that are efficient or provably optimal in the 
worst or average case. Due to its applications to various science and engineering 
related disciplines, researches in this field have begun to address the efficacy of the 
algorithms, the issues concerning robustness and numerical stability [1].     

Robust algorithm, i.e. an algorithm that is insensitive to its changes. Analyzing the 
stability of a heuristic algorithm is conceivably easier than analyzing the stability of 
an exact or approximate solution, science heuristic need not have any sort of 
performance guarantee. For example, Hall and Posner [2] study the behavior of 
greedy heuristics for two NP-hard problems: scheduling two machines to minimize 
the weighted completion time and scheduling two machines to minimize the 
makespan. They provide approaches to obtain bounds on the upper tolerances of each 
heuristic to changes in the processing time. 

Intuitively, since a simple heuristic uses less of the input information than an exact 
algorithm, it may produce a poor result, but the solution should be less susceptible to 
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parameter changes than the optimal solution. This intuition is supported by the work 
of Kolen et al. [3] comparing two heuristics for scheduling jobs on identical parallel 
machines to minimize the makespan: Shortest Processing Time (SPT) and Longest 
Processing Time (LPT). The  ratios between the solution returned and the optimum 
are 2-1/m for SPT, where m is the number of machines and 4/3 -1/(3m) for LPT [4]. 
The test comparison of evaluating 10 job shop problems with the artificial immune 
system model against a genetic algorithm model using the dimensions of optimality 
and robustness have been described in [5]. This paper presents the comparison of 
robustness between GRASP, SA+GRASP and TS+GRASP metaheuristics in solving 
of FJSP problem.  

The paper is organized as follows. Section 2 gives the formulation of the FJSP  
problem. Section 3 introduces to optimality and robustness of the results. Section 4 
presents the computer’s experiments and  section 5 gives some concluding remarks.  

2   Formulation of  the Problem  

In job shop scheduling problem (JSP), there are n jobs and m machines, each job is to 
be processed on a group of machines satisfying precedence constraints. Each 
operation of job is to be processed only on one predetermined machine. Though the 
JSP has been well studied, its application to real-word scenarios is often undermined 
by the constraint of the one-to-one mapping of operations to machines. Hence, FJSP 
problem [6] extends the JSP problem by allowing each operation to be processed on 
more than one machine. With this extension, we are now confronted with two 
subtasks: assignment of each operation to an appropriate machine and sequencing 
operations on each machine.    

The FJSP problem is formulated as fellows. There is a set of jobs   Z = {Zi},     i ∈  I, 
where I = {1, 2, ..., n} is an admissible set of parts, U = {uk}, k∈1, m, is a set of  
machines. Each job Zi is a group of parts Πi of equal partial task pi of a certain range of 
production. Operations of  technological processing of the i-th part are denoted by 

{Oij} i
H
j ξ= .  Then for Zi , we can write Zi = (Πi {Oij} iH

j ξ= ), where   Oij = (Gij, tij  (N) ) is the 

j-th operation of processing the i-th group of parts; ξi is the number of operation of the 
production process at which one should start the processing the i- th group of parts; Hi is 
the number of the last operation for a given group; Gij is a group of interchangeable 
machines that is assigned to the  operation Oij; tij (N) is an elementary duration of the 
operation Oij with one part di that depends on the number of machine N in the group (on 
the specified operations); t'ij is the duration of set up before the operation Oij. 

The most widely used objective is to find feasible schedules that minimise the 
completion time of the total production program, normally referred to as makespan 
(Cmax). We need comparison of robustness and optimality between the GRASP, 
SA+GRASP and TS+GRASP metaheuristics in solving FJSP.  

3   Optimality and Robustness of the Results 

There is no commonly acceptable definition of robustness. Different alternative 
definitions exist for robustness. In general, robustness is insensitivity against small 
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deviations in the input instances (data) or the parameters of the metaheuristics. The 
lower the variability of the obtained solutions the better the robustness [7]. In the 
metaheuristics community, robustness also measures the performance of the 
algorithms according types of input instances and/or problems. The metaheuristic 
should be able to perform well on a large variety of instances and/or problems using 
the same parameters. The parameters of the metaheuristic may be overfitted using the 
training set of instances and less efficient for other instances.  The paper [8] discusses 
the comparison between Ant Colony (AC), Genetic-TS, Hybrid Genetic Algorithm 
(HGA) and Robust-Hybrid Genetic Algorithm (R-HGA). R-HGA produces 
statistically the same result as AC, Genetic-TS, and HGA. Testing hypothesis was 
applied for evaluating the performance of HGA. The result shows that the capability 
of HGA was not enough compare to the other algorithms in term of makespan.    

In stochastic algorithms (i.e. GRASP, SA), the robustness may also be related to 
the average/deviation behavior of the algorithm over different runs of the algorithm 
on the same instance [9,10].  Each of the scheduling problems being tested with the 
GRASP, SA+GRASP and TS+GRASP metaheuristics will be run a number of times 
to get the best solution. All  the iterations will then be analyzed on certain parameters 
of performance for the metaheuristics. The following will be used as the basis for 
evaluating the metaheuristics [5]: 

- Optimality: attaining the know optimal for the problem is the primary test of the 
metaheuristic. All the problems being tested have known optimal solutions. If the 
known optimal is not reached, the solution which is closest to the known optimal will 
be chosen as the optimal solution reached by this metaheuristic. 

- The robustness of the solution or the most optimal solution obtained by this 
metaheuristic will be measured by the number of times the optimal solution is reached 
as a percent of the total number of iterations that were run.  

In this work when defining the robustness we use the depenance given below. The 
metaheuristic is robust, if the Cmax values for acceptable solutions xi  obtained as a 
result of a number of trials, for given criterion function f(xi): 

- are equal to the values optimal solution problem f(x*) or fall within the    range of 
< f(x*),  f(x*) + ε f(x*)> , 

- are equal to the value of the optimal solution found by a metaheuristic f(xBEST) or 
fall withing the range of < f(xBEST), f(xBEST) + ε f(xBEST)>, where ε – deviation. 
Robustness  therefore must fulfil this condition: 
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where ε > 0. 
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Solutions whose makespan values fall within specific ranges, with the deviation ε 
specified in advance, are suboptimal solutions, acceptable by the user for whom 
finding the global optimality is unattainable because for example it is too time-
consuming or there are too many possible solutions in the searching space etc. That is 
why it is important to adequately select the deviation ε, on which the stability of the 
algorithm depends. 

With the ε too high, the results generated by the metaheuristics can differ 
significantly from the global extreme and will still fall within the specified range, 
which testifies to the acceptability of solutions which are much worse than the 
suboptimal solution and recognising the method as stable. 

With the ε too low, the situation is reverse - few solutions can be taken into 
account and few of them will belong to the specified stability range, which will be 
interpreted as rejection of quite good solutions which near the optimality. 

4   The Computer Experiments 

The resluts of the GRASP algorithm experiment were compared with the results of 
other algorithms, such as the hybrids SA+GRASP and TS+GRASP (table 1- 5 and 
figure 1- 8). Two FJSP problems were concidered: serial route FJS1 and parallel 
route FJS2 (problems with 10 jobs, 160 operations  and 27 machines) and a great 
number of test JSP problems. Such sizes correspond to real dimensions of industrial 
problems. The real FJSP taken from manufacruring was used as the cases study 
(FJS1 and FJS2) for finding minimum makespan. Each of the metaheuristics was run 
20 times, and the number of iterations was for the serial route iter.=1000, and for the 
parallel one iter. = 100.  

For the solution of this problem, realizing software and Pentium 1,81 GHz with 
1GB of RAM were used in the experiments.  

Table 1. Difference in makespan between  GRASP, SA+GRASP and TS+GRASP 

1 FJS-1 50242,2 50242,2 0 50242,2 0 50242,2 0
2 FJS-2 24830 25225,1 395,1 25038,8 208,8 24830 0
3 FT06 55 57 2 55 0 55 0
4 FT10 930 992 62 1021 91 938 8
5 FT20 1165 1249 84 1233 68 1177 12
6 LA01 666 668 2 666 0 666 0
7 LA06 926 926 0 926 0 926 0
8 LA11 1222 1231 9 1222 0 1222 0
9 LA16 945 1012 67 995 50 956 11
10 LA21 1046 1207 161 1167 121 1092 46
11 TA01 1231 1384 153 1392 161 1292 61
12 TA31 1764 2193 429 1979 215 2018 254
13 TA51 2760 3213 453 2890 130 3030 270
14 TA61 2868 3530 662 3125 257 3325 457
15 TA71 5464 6171 707 5712 248 5892 428

Best 
Solution

Difference in 
Makespan

SA+GRASP TS+GRASP
Best 

Solution
Problem 

#
Name 

of 
Optimal 
Solution

Best 
Solution

Difference in 
Makespan

1% GRASP
Difference in 
Makespan
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Table 2. Summary of comparison: GRASP,  SA+GRASP, TS+GRASP (ε=1% ) 

1 FJS-1 50242,2 50242,2 90 50242,2 100 50242,2 100
2 FJS-2 ? 25225,1 40 25038,8 20 24830 20
3 FT06 55 57 30 55 60 55 25
4 FT10 930 992 5 1021 30 938 10
5 FT20 1165 1249 15 1233 40 1177 80
6 LA01 666 668 5 666 30 666 100
7 LA06 926 926 30 926 100 926 100
8 LA11 1222 1231 35 1222 100 1222 100
9 LA16 945 1012 5 995 5 956 35
10 LA21 1046 1207 30 1167 5 1092 5
11 TA01 1231 1384 15 1392 15 1292 25
12 TA31 1764 2193 25 1979 35 2018 45
13 TA51 2760 3213 15 2890 15 3030 35
14 TA61 2868 3530 5 3125 15 3325 60
15 TA71 5464 6171 20 5712 10 5892 10

TS+GRASP
Problem 

#
Name of 
Problem

Optimal 
Solution

Best 
Solution

No. Best 
Solutions (%)

Best 
Solution

No. Best 
Solutions (%)

Best 
Solution
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Solutions (%)

1% GRASP SA+GRASP
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Fig. 1. Comparison of the robustness: GRASP, SA+GRASP, and TS+GRASP (ε=1%) 

Table 3. Summary of comparison: GRASP,  SA+GRASP, TS+GRASP (ε=2 % ) 

1 FJS-1 50242,2 50242,2 100 50242,2 100 50242,2 100
2 FJS-2 ? 25225,1 55 25038,8 70 24830 35
3 FT06 55 57 70 55 85 55 100
4 FT10 930 992 10 1021 50 938 25
5 FT20 1165 1249 40 1233 85 1177 100
6 LA01 666 668 15 666 55 666 100
7 LA06 926 926 35 926 100 926 100
8 LA11 1222 1231 60 1222 100 1222 100
9 LA16 945 1012 45 995 20 956 50
10 LA21 1046 1207 60 1167 5 1092 45
11 TA01 1231 1384 15 1392 50 1292 70
12 TA31 1764 2193 65 1979 90 2018 95
13 TA51 2760 3213 35 2890 70 3030 90
14 TA61 2868 3530 55 3125 70 3325 90
15 TA71 5464 6171 95 5712 80 5892 70

TS+GRASP
Problem 

#
Name of 
Problem

Optimal 
Solution

Best 
Solution

No. Best 
Solutions (%)

Best 
Solution

No. Best 
Solutions (%)

Best 
Solution

No. Best 
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2% GRASP SA+GRASP
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Fig. 2. Comparison of the robustness: GRASP, SA+GRASP, TS+GRASP(ε=2%) 

Table 4. Summary of comparison: GRASP,  SA+GRASP, TS+GRASP (ε=3% ) 

1 FJS-1 50242,2 50242,2 100 50242,2 100 50242,2 100
2 FJS-2 ? 25225,1 75 25038,8 100 24830 80
3 FT06 55 57 70 55 85 55 100
4 FT10 930 992 15 1021 85 938 90
5 FT20 1165 1249 75 1233 100 1177 100
6 LA01 666 668 20 666 60 666 100
7 LA06 926 926 75 926 100 926 100
8 LA11 1222 1231 100 1222 100 1222 100
9 LA16 945 1012 85 995 60 956 100
10 LA21 1046 1207 85 1167 10 1092 85
11 TA01 1231 1384 45 1392 80 1292 100
12 TA31 1764 2193 85 1979 100 2018 100
13 TA51 2760 3213 85 2890 100 3030 100
14 TA61 2868 3530 100 3125 100 3325 100
15 TA71 5464 6171 100 5712 100 5892 100

3% GRASP SA+GRASP TS+GRASP
Problem 
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Fig. 3. Comparison of the robustness: GRASP, SA+GRASP, TS+GRASP (ε=3%) 

Table 5. Summary of comparison: GRASP,  SA+GRASP, TS+GRASP (ε=5% ) 

1 FJS-1 50242,2 50242,2 100 50242,2 100 50242,2 100
2 FJS-2 ? 25225,1 100 25038,8 100 24830 100
3 FT06 55 57 90 55 100 55 100
4 FT10 930 992 50 1021 100 938 100
5 FT20 1165 1249 100 1233 100 1177 100
6 LA01 666 668 35 666 100 666 100
7 LA06 926 926 90 926 100 926 100
8 LA11 1222 1231 100 1222 100 1222 100
9 LA16 945 1012 100 995 100 956 100
10 LA21 1046 1207 100 1167 40 1092 100
11 TA01 1231 1384 95 1392 100 1292 100
12 TA31 1764 2193 100 1979 100 2018 100
13 TA51 2760 3213 100 2890 100 3030 100
14 TA61 2868 3530 100 3125 100 3325 100
15 TA71 5464 6171 100 5712 100 5892 100
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Fig. 4. Comparison of the robustness: GRASP, SA+GRASP, TS+GRASP (ε=5 %) 
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Fig. 5. Relationship between optimality and robustness for GRASP   (ε=1%) 
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Fig. 6. Relationship between optimality and robustness for SA+GRASP (ε=1%) 
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Fig. 7. Relationship between optimality and robustness for TS+GRASP (ε=1%) 
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Fig. 8. Summary of relationship between optimality of solution and robustness for GRASP, 
SA+ GRASP and TS+GRASP (for ε=1%) 

The results obtained with the GRASP, SA+GRASP and TS+GRASP [11,12] have 
been compared. The two flexible problems (FSJ1 and FSJ2) and 13 job shop 
problems have been tested with metaheuristics. 20 simulations of each problem were 
run with the 1000 iteration for serial and 100 iteration for parallel route. Table 1 
summarizes the results for the 15 problems that were run with the GRASP, 
SA+GRASP and TS+GRASP. The two attributes compared are the best solution and 
the number of best solutions. The best solution for each problem refers to the solution 
obtained with GRASP, SA+GRASP and TS+GRASP, individually, with the lowest 
makespan (this may or may not be equal to the optimal solution). The optimal 
solution of each problem is also listed. The number of best solutions refers to the 
number of times the best solution was reached as a percent of the total 20 simulations 
that were run for each problem and is a test of the robustness of the solutions.  

TS+GRASP and SA+GRASP obtained the optimal solution in 33,3% of the cases 
(5/15 problems: FJS1, FT06, LA01, LA06, LA11) while the GRASP reached the 
optimal makespan in 13,3 % of the cases (2/15 problems: FJS1, FT06). For most of 
the remainder of the problems that were tested (6 cases), the results generated by 
TS+GRASP reached nearer to the optimal solutions than the SA+GRASP (4 cases). 

Overall, TS+GRASP produced insignificantly better optimality solutions compared 
to SA+GRASP algorithm (and significantly better than GRASP). The robustness of 
the results produced by the three algorithms was estimated by the number of times the 
best solution was reached out of the total 20 times that each problem was run by each 
algorithm (for given level value ε).   

For ε=1% TS+GRASP and SA+GRASP algorithm  had a higher or equal degree of 
robustness as compared to the GRASP in all problems as is observed with fig. 1 
TS+GRASP had a higher degree of robustness as compared to the  SA+GRASP in 
problems FT20, LA01, LA16, TA01, TA31, TA51, TA61, and an equal degree in 
problems FJS1, LA06 and LA11. SA+GRASP had a higher degree of robustness as 
compared to the three algorithms in problems FT06 and FT10. For ε=2% (fig. 2) 
TS+GRASP had a higher degree of robustness as compared to the  SA+GRASP in 
problems FT06, FT20, LA01, LA16, TA01, TA31, TA51, TA61, and an equal degree 
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in problems LA06 and LA11. GRASP had a higher degree of robustness as compared 
to the three algorithms in problems LA16, LA21 and  TA71, and an equal degree in 
problem FJS1.  

For ε=3% (fig. 3) TS+GRASP had a higher degree of robustness as compared to 
the  SA+GRASP in problems FT06, FT10, LA01, LA01, LA16, TA01, and an equal 
degree in problems FT20, LA06, TA31 and TA51. All three algorithms have an equal 
degree of robustness in problems FJS1, LA11, TA61  and TA71. GRASP had a higher 
degree of robustness as compared to the  SA+GRASP in problems LA16 and LA21. 
For ε=5% (fig. 4) TS+GRASP had an equal degree of robustness as compared to the  
SA+GRASP in almost all problems (without problem LA21). Another measure of 
comparison was looking at the interaction between the degree of optimality of the 
solution and the robustness. Fig. 5, fig. 6, fig. 7 and fig. 8 depict this relationship for 
three metaheuristics respectively (for ε=1%).  

5   Conclusion 

The 15 problems tested covered a wide variety of job scheduling problems in terms of 
the size and difficulty of the problems. Metaheuristics constructed for generate of 
schedules in FJSP (problems FJS1 and FJS2) too. Relation between robustness and 
optimality of the GRASP, SA+GRASP and TS+GRASP solutions have been 
evaluated. In almost all non-optimal solutions, TS+GRASP got closer to optimal 
solution than the SA+GRASP did.  

TS+GRASP had a higher degree of robustness as compared to the  SA+GRASP in 
most JSP problems. SA+GRASP had a higher degree of robustness as compared to 
the TS+GRASP in FJSP problem (parallel route).    The robustness of the algorithm 
increased as the best solutions produced by the algorithm were closer to the know 
optimal. As a future, it will be interesting to compare the proposed approach to others 
methods (e.g. SA/TS) and to study it on large set of benchmark and real problems. 
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Abstract. A digital architecture for the emulation of dynamic bacterial
quorum sensing is presented. The architecture is completely scalable, with
all parameters stored in artificial bacteria. It shows that self-organizing
principles can be emulated in an electronic circuit, to build a parallel
system capable of processing information, similar to cell-based structure
of biological creatures. A mathematical model of artificial bacteria and
their behavior reflecting the self-organization of the system are presented.
The bacteria implemented on an 8-bit microcontroller; and a framework
with CPLDs to build the hardware platform where the bacterial popu-
lation increases are shown. Finally, simulation results show the ability of
the system to keep working after physical damage, just as its biological
counterpart.

1 Introduction

The theory of self-organization is based on the assumption that the system func-
tionality is not a result of the individual performance of its elements; but rather
a result of the interaction between the elements, i.e., a result of self-organization.

Studying the characteristics of self-organizing dynamic systems [1], it is possi-
ble to identify three key aspects of a self-organized system [2]: (1) The existence
in the system of a lot of units (agents) [3] that interact among themselves, so
that the system passes from a less organized state to a more organized state
dynamically, along time, and maintains some kind of exchange. (2) The organi-
zation is evident in the global system behavior as a result of the interaction of
agents [4], its functioning is not imposed on the system by any kind of exter-
nal influence, and (3) the agents, all of them with identical characteristics, have
only local information [5,2], which implies that the process of self-organization
involves some transfer of local information.

Self-organization has been a subject of great theoretical research, but its prac-
tical applications have been somewhat neglected [1]. Mange et al. [6,7] have
worked long applications of FPGAs in bio-inspired hardware, the most important
process that they involve is the cellular construction, therefore, their artificial
hardware implements cellular processes of replication and regeneration.

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 329–336, 2010.
© Springer-Verlag Berlin Heidelberg 2010
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This research aims at providing a new approach into the application of self-
organization principles to one aspect of electronic systems, digital processing.
Our approach has been to devise reconfigurable logic hardware and an architec-
ture that permits self-organizing processes; and then to begin methodically to
develop self-organization concepts and their translation into practice within this
framework.

Specifically, in this paper the hardware emulation of bacterial quorum sensing
is presented. A system composed of a set of simple processing units, all identical
in structure and programming, which collectively self-organize and perform a
complex task, with the broader aim of addressing engineering applications.

This paper is organized as follows: in Section II, a brief general introduction
on the theory of system structure is presented, followed by the description of the
design used in these experiments. Section III, show how to model mathemati-
cally the behavior of a unit, which ultimately leads to self-organize the system.
Section IV presents a series of circuit simulation results, that allow to analyze
the behavior of the system. Finally, in Section V conclusions are presented.

2 System Structure

Approaches to self-organization can be grouped into at least two main categories:
a statistical approach and an engineered approach [1]. Statistical approaches
seek to manage complexity by discovering algorithms or techniques. Such ap-
proaches are not necessarily concerned with how the given task is accomplished,
but with how well it is actually accomplished. Examples of statistical approaches
include phylogenetic (genetic algorithms and systems based on theories of evo-
lution [8,9]), epigenetic (neural networks and models of immune and endocrine
systems [10,11]) and ontogenetic models (cell development, ontogenesis [12]).

In contrast to statistical approaches, engineered approaches seek to achieve,
more deliberately, some set of goals by following a predefined algorithm. Surpris-
ingly, several engineered approaches also draw inspiration from biology, including
the electronic embryology (embryonics) [13,14]. The discussion in this paper falls
into the domain of the engineered approach, taking as a design idea ontogenetic
principles of living beings.

At the cellular level, the higher animals have an extraordinary redundancy
and complex patterns of organization and operation that have been filtered as
optimum throughout the evolution of a good number of generations. Other sim-
pler cellular structures such as bacteria, with similar schemes have made the
survival of thousands of communities, proving its robustness. The purpose of
this research is to propose a new system of electronic hardware design that ex-
hibits these same properties of cell development.

Particularly there is a control mechanism of gene expression dependent on cell
density, observed in biology in the area of antibiotics [15]. This phenomenon is
responsible for a set of independent cells, under the generation of extra-cellular
signals, producing coordinated social behaviors. The pathogenic bacteria that
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carry higher living organisms are not virulent until they reach a sufficient ma-
jority to enforce a massive attack against the immune system. When bacteria
determine that their rates are sufficient to trigger an attack, they transform and
become virulent. This phenomenon is called quorum sensing.

The search for a robust system that emulates the behavior of a community of
bacteria for information processing, led to the development of a specific recon-
figurable platform called Bacterial Platform (BP). The BP, inspired by the Cell
Matrix architecture [16], is a regularly tiled collection of simple processing units
called Bacterium. This platform is mainly an internally configured device, the
configuration of each bacterium is written and read by the bacterium connected
to it, i.e., its immediate adjacent neighbors, without the need for an external
system (e.g., a PC). Only bacteria located on the perimeter of the platform can
be accessible from other systems (communication with the platform). As cellular
automata, the BP is a dynamic system that evolves in discrete steps according
to local interaction, but unlike them, every BP cell is part of a more complex
system.

In this first prototype, bacteria are arranged in a fixed, identical topology
throughout the matrix, in a two-dimensional plane (Fig. 1). Each bacterium
receives a dedicated input (called chemical signal input, CSI) from each of its
neighbors, and generates a dedicated output (chemical signal output, CSO) to
each of those neighbors. In this topology, each bacterium has four immediate
neighbors, and there is no physical displacement.

Each bacterium contains a small 8-bit microcontroller (Fig. 2) that stores the
genetic code of the bacterium, and reacts according to environmental conditions
(communication with its neighbors). This interaction allows the execution of two
basic functions:

– Reproduction: Scheme by which an artificial bacterium reproduces in the
system. It is basically a process of cell division, where the growth limit is
defined by the amount of resources needed to implement the operation of
the system.

Fig. 1. Details of the two-dimensional structure of the BP
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Fig. 2. Microcontroller block diagram

– Cell differentiation: Each artificial bacterium in the system has an identi-
cal copy of the genome. However, depending on population density and its
physical position, each bacterium interprets it in a particular way.

The act of loading the genome (program the microcontroller with the infor-
mation about its functionality) from one bacterium to another neighbor, is called
reproduction. Similarly, the act of loading the genome in a number of bacteria
is called population growth. The system architecture is infinitely scalable; there
is no architectural impediment to scale a system to any desired size.

3 Algorithm Operation

This section presents the basic definitions from which it is mathematically pos-
sible to determine the structure of the system. Subsequently, the rules for self-
organization of the bacteria are defined.

Definition 1. A bacterium is a pair

V = (f, P ) (1)

where f is a nonnegative integer (f ∈ Z) that indicates the amount of neighboring
bacteria in direct contact, and P is a point in q-dimensional space (P ∈ Rq). For
the particular case of the hardware prototype developed in this research (Fig. 1),
f takes values 0, 1, 2, 3 and 4 for each bacteria over time (the value changes
when reproducing the bacterial population), and P is a point in two-dimensional
plane

(
q = 2,⇒ P ∈ R2 ⇒ P = (p1, p2)

)
.

The bacterial recognition occurs in a bacterium Vi when the bacterium defines
its values f and P . This definition corresponds to an extension of the cell definition
in the antibody-antigen recognition mathematical model built by Tarakanov [17].

Definition 2. The population density is evaluated using the distance between
bacteria. Let:
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dij = d (Vi, Vj) (2)

as the distance between bacteria Vi and Vj. which is calculated by any appropriate
norm.

Definition 3. A bacterial population is defined as a nonempty set of bacteria.

W0 = {V1, V2, V3, · · · , Vm} (3)

with non-zero distance between bacteria:

dij �= 0, ∀i, j , i �= j (4)

The bacteria that implement the final application (signal processing) are called
Application Bacteria, AB, and are a subset of the bacterial population (Fig. 3).

W ⊆W0 (5)

Definition 4. The neighborhood threshold ρ, indicates the maximum amount of
direct neighboring bacteria that a cell can have. For the prototype hardware (Fig.
1), ρ = 4 for all bacteria.

The density threshold h, indicates theminimum distance between bacteria needed
to define the bacterial population in order to implement the final application.

The behavior of bacteria (self-organization) is coordinated by the following rules
(the model does not include cell death; if there is cell death, it is caused by an
external action):

Reproduction Rule: If the bacterium Vi ∈W0 \W can reproduce, ie:

fi < ρ and dij < h, ∀Vj ∈ W (6)

then Vi must reproduce by duplicating their DNA (code) in the available medium.

Fig. 3. Bacterial population and application bacteria in the proposed system
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Virulence, Activation or Cell Differentiation Rule: If the bacterium Vk ∈ W
is the nearest to the bacterium Vi ∈W0 \W among all AB, ie (Fig. 3):

dik < dij , ∀Vj ∈ W, k �= j and dkj < h, ∀Vj ∈W, k �= j (7)

then Vi must be added to AB (the bacterium becomes virulent).

4 Simulation and Results

The system’s hardware platform was constructed by assembling 12 identical
blocks (Fig. 4) each with total three Xilinx CoolRunner™-II CPLD (XC2C256).
Each CPLD has the ability to communicate with its four neighbors (Fig. 1).

Each CPLD is programmed with a PicoBlaze soft processor of 8-bit RISC
architecture. Initially, these processors do not have program code (empty CPLD),
and therefore they are not considered part of the system. When the artificial
bacterium program is loaded within the CPLD processor, it is said that the
environment is contaminated and has a new bacterium, which can be virulent
or not depending on bacterial density.

Fig. 4. (a) System hardware platform, (b) Building block system with three processors

In order to analyze the behavior of bacterial algorithm on the platform, a
simulation of bacterial growth based on the rules of reproduction and cell dif-
ferentiation was done. An array that can change the status of each unit in each
bacterial operation cycle (one complete cycle of the bacterium program) was
designed.

Fig. 5 shows the growth of the bacterial population after an initial infection
(Fig. 5(b)). Fig. 5(e) shows the appearance of the first virulent bacterium. In
this simulation, a density threshold of five (h = 5) was used; it is for this reason
that in Fig. 5(i) population growth ended.

In order to evaluate the robustness and reliability of the system, one of
the blocks was eliminated (lower right block) simulating the sudden death of
three bacteria, and the response of the system was observed. Fig. 6 shows a
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Fig. 5. Bacterial growth on the platform

Fig. 6. Bacterial growth on the platform after some bacteria die

new behavior where bacterial growth begins again, and again it meets the thresh-
old density after two bacterium cycles.

5 Conclusions

The circuit design and architecture for an emulator as an example of biology-
oriented quorum sensing in bacterial population has been presented. The results
of the system simulation help to understand the behavior of bacterial commu-
nities, and in particular they show that in the self-organization configuration
investigated, the system’s overall behavior is robust and scalable like the biolog-
ical model.
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Abstract. As a new task of expertise retrieval, finding research communities for 
scientific guidance and research cooperation has become more and more impor-
tant. However, the existing community discovery algorithms only consider 
graph structure, without considering the context, such as knowledge characteris-
tics. Therefore, detecting research community cannot be simply addressed by 
direct application of existing methods. In this paper, we propose a hierarchical 
discovery strategy which rapidly locates the core of the research community, 
and then incrementally extends the community. Especially, as expanding local 
community, it selects a node considering both its connection strength and  
expertise divergence to the candidate community, to prevent intellectually ir-
relevant nodes to spill-in to the current community. The experiments on ACL 
Anthology Network show our method is effective. 

1   Introduction 

As a new task of expertise retrieval [1], finding research communities for scientific 
guidance and research cooperation has become more and more important. Unlike 
other complex networks, such as genetic networks and biological networks, the col-
laboration network character with more obvious hierarchy feature [2]. Collaboration 
networks usually consist of the communities with clearly different sizes or scales. 
Within the research community, the core usually contains a few individuals, and most 
of individuals make up the subsidiary. For example, the central professors or scholars 
of the research community are smaller, while the majority is students or ordinary 
researchers. More importantly, the research community is with a strong characteristic 
of expertise cohesion, that is of interests or expertise in the research community usu-
ally concentrate in a few directions. However, the existing community discovery 
algorithms only consider graph structure [3], without taking into account the context, 
such as knowledge characteristics. Therefore, the detection of research community 
cannot be simply addressed by direct application of existing methods. Instead, we 
propose a hierarchical discovery strategy which rapidly locates the core of the re-
search community, and then incrementally extends the community. Especially, as 
expanding local community, it selects a node considering both its connection strength 
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and expertise divergence to the candidate community, to prevent intellectually irrele-
vant nodes to spill-in to the current community. 

The rest of paper is structured as follows. Section 2 presents how to make expertise 
profiling based on latent topic model. Next, how to detect seed set and locally extend 
community with considering expertise divergence are explained. We also introduce 
what the incremental policy is. Then, experiments on ACL Anthology Network are 
carried out to watch the effect of our method. Finally, we review the state-of-art of 
research community detection and give some conclusion.  

2   Topic Model Based Expertise Profiling 

Topic models extract a set of latent topics from a corpus and as a result represent 
documents in a new latent semantic space. One of the well-known topic models is the 
Latent Dirichlet Allocation (LDA) model [4]. The basic idea of LDA is that docu-
ments are represented as random mixtures over latent topics, where each topic is 
characterized by a distribution over words. Suppose the expertise of a member r in a 
research community can be inferred by the topics of the paper collection Dr = 
{d0, …di,…dn} authored by him or her. Then, by using LDA, we get the likelihood 
P(zj|di) of topic zj to di for each paper in Dr, we can estimate the likelihood P(zj|r) of 
topic zj to r as Eq.1, where |Dr| is the total number of papers. Let Z = {zi|i = 1,…, n} be 
the expertise areas for whole collection, EX(e,zi) be the knowledge level of r on ex-
pertise area zi, we define the expertise profile of a researcher as profile(r)=< EX (e, 
z1), …, EX (e, zi),…, EX (e, zn)>. 

1
( | ) ( | )

i r

j j i

d Dr

P z r P z d
D ∈

= ∑  (1) 

3   Finding Research Communities in Collaboration Network 

3.1   Community Seed Set Detection 

The community seed set detection is based on (μ ε)-cores introduced in [5]. For a 
graph G = (V, E), the definition of (μ ε)-cores is based on structural similarity and ε-
neighborhood. The structural similarity between two nodes v and w is defined as 

( , ) ( ) ( ) / ( ) ( )v w v w v wσ = Γ ∩ Γ Γ ⋅ Γ , where ( ) { | ( , ) } { }v w V v w E vΓ = ∈ ∈ ∪ . ε-
neighborhood ( [0,1]ε ∈ ) is the subset of a node's structure containing only those 

nodes that are at least ε-similar with the node; in math sym-
bol: ( ) { ( ) | ( , ) }N v w v v wε σ ε= ∈Γ ≥ . Then a vertex v is called a (μ,ε)-core if its ε-

neighborhood contains at least μ vertices; formally: 
,

( ) ( )CORE v N vμ ε ε μ↔ ≥ . A node 

is directly structure reachable from a (μ,ε) core if it is at least ε-similar to it: 

, ,( , ) ( ) ( )DirReach v w CORE v w N vμ ε μ ε ε↔ ∧ ∈ . Once the (μ ε) -cores of a network have 

been identified, it is possible to start attaching adjacent nodes to them if they are 
reachable through a chain of nodes which are direct reachable from each other. We 
call the resulting set of nodes as a community seed set. 
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One issue that is not addressed concerns to selecting boundaries μ and ε. Higher 
values for (μ,ε) will result in fewer detected cores. Here, we propose an incremental 
strategy. First, given a ε-boundary value Bε , splitting the range of ε into two sections, 

namely [0, ]
B

ε  and [ ,1]
B

ε . Second, deciding μ-boundary value as { }
B

B
avg Nεμ = , 

namely, the average size of the
B

ε -neighborhood collection.  Finally, in each iteration 

of incremental community detection, using two sections [1, ]
B

μ and [ , ( )]
B

B
max Nεμ  to 

detect seed sets in unallocated node collection. In this way, it can avoid depending 
parameter initialization and achieve the ability to cover the global network so all po-
tential communities can be detected. 

Each time, after detecting the seed sets, there are usually some overlapping subsets. 
We can simply merge them by estimating their overlaps. The overlap metric between 
two subset s1 and s2  is Jaccard index: |s1∩s2| /|s1∪s2|. Specially, we fix the overlap 
1.0 as |s1∩s2|=min(|s1|,| s2|), because that s1 is subset of s2, or s2 is subset of s1 under 
this condition. The amalgamation also uses a recursive strategy, and the process stops 
as soon as it does not make a new subset. 

3.2   Community Expansion 

After the merging the seed set collection, we also use a recursive strategy for the 
gradual expansion of community, until the community structures stabilize. The detail 
shows as Algorithm 1. Here, the vertex set are splitted into two subsets, allocated node 
set:

,
{ }in v CORE v Vμ ε↔ ∈ ∧ ∈  and unassigned node set: { }out v in v V↔ ∉ ∧ ∈ . 

For each recursion, the first step is to test whether the coverage (It means the rate 
of assigned nodes to the whole vertex set, namely | | / | |in V ) is satisfied or not. If it is 

satisfied, the recursion ends. Otherwise, for each unassigned node v out∈ , an opti-
mal community which can maximize connections strength and minimize expertise 
divergence to the node is selected to join in. Link Strength (LS) is calculated using  
 

 
 

 

Algorithm 1: RecursiveExpandCommunity 
Require: Network { , }G V E= , Collection of seed set 

,{ }s DirReachμ εΩ = ↔ ; 

1:  if Coverage threshold≥  then return; 

2:  else s∀ ∈Ω  update expertise profiling by Eq.4; 
3:   for each v out∈  do 
4:     for each s ∈Ω  do 
5:         Calculate ( , )LS v s  by Eq.2; Calculate ( , )KL v s  by Eq.3; 

6:     end for 
7:     Select s  which results in maximum ( , ) / ( , )LS v s KL v s ; 

8:     Add v  to s  and in ;  Remove v  from out ; 
9:  end for 
10:  if newCoverage Coverage DIFF− ≤  then return; 

11: end if 
12: Invoke RecursiveExpandCommunity; 
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Eq.2, where , 1v wL =  if ( , )v w E∈ , otherwise , 0v wL = . | s | is the size of the seed 

set s , and used to normalize connection strength value. 

,( , ) / | |v w
w s

LS v s L s
∈

=∑  (2) 

To detect the divergence of the expertise distribution between the node v and the 
seed set s, we use the Kullback-Leibler divergence (KL) as Eq.3 which is a non-
symmetric measure for the difference between two likelihood distributions.  

( ( ) || ( )) ( , ) log( ( , ) / ( , ))
j j j

j

KL profile v profile s EX v z EX v z EX s z= ⋅∑  
(3) 

Moreover, the extended seed sets need to update their expertise profiles at each re-
cursion, this can be done by using following formula: 

( , )
( , )

( , )
j

jw s
j

jz Z w s

EX w z
EX s z

EX w z
∈

∈ ∈

= ∑
∑ ∑

 (4) 

Generally, we need to set the expanding level to control community scale. How-
ever, according to the well-known small-world principle, any two nodes inside a col-
laboration network can typically find out contact by no more than six hops. Therefore, 
it will not exceed six steps to expand the seed set. The behind experimental results 
can support this observation. 

3.3   Incremental Community Detection 

It is not able to detect all potential communities using only one combination of μ and ε. 
However, selecting high (μ,ε) are usually able to produce large-scale communities, 
because a strong connected seed set implies the corresponding community contains 
long chains. For detecting potential small-scale communities, we need adjust the value 
pair of (μ,ε). Based on the above-mentioned method to select boundaries μ and ε, we 
design an incremental algorithm 2 for community detection. When the incremental 
processing finally finishes, the unallocated node set will be a default community. 

 
Algorithm 2: IncrementalDetection (STEP) 
Require: Network { , }G V E= , out V= , in ={} ; 

1:  for each ,v w out∀ ∈ do Calculate ( , )v wσ ;  
2:  end for 
3:  Get Bε  and 

Bμ for current unallocated node set; 

4:  Get and Merge the collection of seed set Ω  by [ ,1]
B

ε  and [ , ( )]
B

B
max Nεμ ; 

5:  Do RecursiveExpandCommunity; 
6:  Get and Merge the collection of seed set Ω  by [ ,1]

B
ε  and [1, ]

B
μ ; 

7:  Do RecursiveExpandCommunity; 
8:  if Coverage threshold≥  then return; 

9: Invoke IncrementalDetection(STEP--); 
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In fact, coverage threshold is not easy to settle, it depends on the graph connec-
tivity. However, because of the high efficiency of our algorithm, we can adjust the 
incremental step to make the coverage reach a satisfactory goal. In addition, it can 
also manually set μ and ε to get more flexible results. 

4   Experiments on ACL Anthology Network 

4.1   Data Preparation 

For experiments, we select a reference corpus-the ACL Anthology Reference Corpus 
(ACL ARC) which is a digital archive of conference and journal papers in natural 
language processing and computational linguistics. The ACL ARC is refined as a 
standard test bed for experiments in both Bibliographic and Bibliometric research. It 
also has a parallel initiative, named ACL Anthology Network (AAN) [6], to build the 
matching citation networks. The AAN (2008 version) contains about 14245 papers 
with extracted metadata, and 54538 internal citations. 

In general, clustering is time-consuming work; the topic model is no exception. To 
improve the efficiency of the LDA estimate, we first use feature selection technique 
based on TF-IDF to reduce the literature content. Here, the Lucene toolkit and the 
Porter-Stemming algorithm are exploited to tokenize the literatures. In each article, if 
the TF-IDF value of a word is greater than the threshold value of 0.03, and its etyma 
length is less than 12, the word keeps to form a new word-vector for the article ex-
pression. Then, we get a new corpus consists of 13966 word-vectors, the average 
vector length becomes 340, instead of the original length near 3000. Here, to obtain a 
stable theme set for our experiment, rather than setting random topical number, we 
use the Perplexity [4] to find a desirable number of topics where the perplexity curve 
starts stabilized. By this, we get the desirable K=65. 

4.2   Finding Research Communities 

We complete our algorithm in Java and run experiments on a computer equipped with 
Intel T7200 CPU and 2GB memory. The collaboration network of AAN contains 
11124 authors. It takes about 4.5 seconds to load graph data and the likelihood distri-
bution data produced by LDA, and about 13.6 seconds to find research community. 
The ε-boundary and μ-boundary are decided by default setting. The threshold to 
merge communities is 0.4. The properties of community with different boundaries are 
shown as Table 1. No. means the number of detected community in each step. Avg. 
Size means the average size of the community. For the algorithm RecursiveExpand-
Community and IncrementalDetection, we set the convergence threshold DIFF as 
0.0001 to control recursive steps. As mentioned above, the step to expand the seed 
core is no more than six. The experiment result confirms this conclusion. As shown in 
Fig.1, when setting different ranges for ε and μ, expanding community always con-
verges within 3-5 steps. Finally, IncrementalDetection takes four steps to reach con-
vergence; the final coverage is 93.39%. 
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Table 1. The properties of detected community with different parameters 

Parameters Community 
ε μ No. Avg. Size Coverage (%) 

[0.615,1.0] [3, 24] 960 10.46 81.74 
[0.615,1.0] [1, 3] 545 2.37 11.36 

[0.187,0.615] [2, 20] 15 4.67 0.18 
[0.187,0.615] [1, 2] 28 3.43 0.11 

 

Fig. 1. The convergence of incremental community detection 

For now, there is no uniform standard to assess the performance of the community 
mining. But within a series of studies in the local community, the commonly used 
method is local modularity [7]. We use outwardness, a variant measure of the local 
modularity, to compare two policies when extending the local community: LS (using 
only connection strength) and LS+KL (with expertise profiling). Let us define the 

“outwardnessv(s)” of node v s∈  from community s :
( )

1 / ([ ] [ ])
v i n v

k i s i s
∈

∉ − ∈∑ , 

where n(v) are the neighbors of v. The outwardnessv(s) has a minimum value of -1 if 
all neighbors of v are inside s, and a maximum value of 1-2/|ki|, since any v must have 
at least one neighbor in s. Further, let us define the “expertise cohesion(EC)” of a 
community s as Eq.5, where SKL(v,w) is the Symmetric Kullback-Leibler divergence 
of expertise distribution between node v and node w, formally: SKL(v,w)=KL(v||w)+ 
KL(w||v). The value of SKL(v,w) is non-negative. 

,

( ) (2 / ( , )| || 1|)
v w s

EC s SKL v ws s
∈

= − ∑  (5) 

We choose different boundaries to compare likenesses and differences between 
outwardness and EC. The results show in Table 2. Using expertise profiling does not 
reduce local modularity, and will increase the expertise cohesion of the community. 
We also note the expertise cohesion does not significantly increase; it is because the 
candidate community choosed by the LS and the LS + KL are the same in the vast 
majority of cases. Occasionally, a node connecting to multiple communities becomes 
a bridge between communities. (This is consistent with the nature of research  
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Table 2. The effect comparison of expanding community with LS and LS+KL strategy 

Parameters LS LS+KL 
ε μ outwardness EC outwardness EC 

[0.615,1.0] [3, 24] -0.62 2.71 -0.62 2.62
[0.6,1.0] [6, 24] -0.70 3.74 -0.69 3.68
[0.7,1.0] [7, 24] -0.74 4.29 -0.74 4.24
[0.4,1.0] [2, 24] -0.51 2.55 -0.51 2.55

 
community). At this point, LS+KL strategy chooses a community candidate whose 
interests are closest to current node to join. Table 2 lists four grouped conditions. In 
each case, the different choices with LS and LS+KL are more than 200 times. 

5   Related Discussion and Conclusion 

Considering community detection, the most influential work perhaps is the method by 
Girvan and Newman [9]. By using betweenness centrality, network edges are removed 
resulting in the progressive fragmentation of the network. Later, they introduced the 
notion of modularity as a measure of the profoundness of community structure in a 
network. This triggered a series of models that attempted to detect community structure 
in a network with maximizing modularity, such as hierarchical clustering [10], simu-
lated annealing [11], extremal optimization [12] and spectral optimization [13]. How-
ever, modularity maximization methods result in that community of small scales is 
likely to remain undetected. Then, methods integrating different notions of commu-
nity-ness have been devised, such as SCAN algorithm [5]. However, all these algo-
rithms consider graph structure of community, without considering its knowledge 
characteristics. In this paper, some policies are put forward to satisfy the special de-
mands on research community discovery. By expertise modeling in mining commu-
nity, considering the constraints on both connection strength and community expertise 
will find better knowledge coherent communities. 

A set of methods of particular interest to our study are based on the notion of seed-
based community expansion where the community detection is seen as an expansion 
process, which, starting from a seed node, progressively attracts adjacent nodes with 
the goal of maximizing some local community-ness measure, e.g. local modularity 
[14] or node outwardness [8]. However, when expanding community, we relax the 
constraint to maximize local community-ness measure, thus allow making communi-
ties on larger scales. Further, compared with the works specialized in mining research 
community, we propose seriously different algorithms. Zaïane et al. [15] used the 
random walk strategy, while we design the incremental expansion strategy. Different 
from topic identification presented in [16], we adopt the topic model to capture the 
semantics of theme more accurately. 

In addition, our methods largely avoid depending on parameter initialization. The 
incremental detection strategy will improve the algorithmic scalability and the appli-
cability of research community mining on large-scale networks. As the latent topic 
model is computation-intensive, we will consider the use of other text summary tech-
nologies (e.g., TF-IDF) to provide more efficient ways for modeling expertise.  
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Abstract. In presenting the appropriate data sets, various data representation 
and feature extraction methods have been discovered previously. However, al-
most all the existing methods are utilized based on the Western musical instru-
ments. In this study, the data representation and feature extraction methods are 
applied towards Traditional Malay musical instruments sounds classification. 
The impact of five factors that might affecting the classification accuracy which 
are the audio length, segmented frame size, starting point, data distribution and 
data fraction (for training and testing) are investigated. The perception-based 
and MFCC features schemes with total of 37 features was used. While, Multi-
Layered Perceptrons classifier is employed to evaluate the modified data sets in 
terms of the classification performance. The results show that the highest accu-
racy of 97.37% was obtained from the best data sets with the combination of 
full features.   

Keywords: data representation; feature extraction; Traditional Malay musical 
instruments; Multi-Layered Perceptrons. 

1   Introduction 

An automatic feature extraction of musical instruments sounds has elevated many 
research interests [1−3]. These growing of interests are actuated from the increasing 
numbers of the collection of musical instruments sounds data and features schemes. 
The purpose of extraction is to obtain the relevant information from the input data to 
execute certain task. Consequently, the reliability of the input data has a significant 
role in extracting good features for the classifier to perform well. Without presenting 
a good input data and features schemes, the overall classification performance might 
be affected and cause to the failure of producing the desired output. Hence, these 
varying original input data need to be trimmed and analyzed systematically before the 
features can be extracted and evaluated. 

Several approaches for data representation and feature extraction have been dis-
covered [1,2]. Most of these studies are conducted based on the Western musical 
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instrument sounds. To date, a study on non-Western musical instruments is inade-
quate and still needs an intensive research. However, adapting the existing approaches 
for different musical instruments sounds domain might not be as that simple. The 
reason is different musical instruments sounds may have different characteristic or 
behavior [4]. 

Thus, the aim of this paper is to employ the data representation and feature extrac-
tion methods to different domain which is Traditional Malay musical instruments 
sounds. In order to accomplish this study, the original data sets are acquired from 
multiple sources with assortment of audio representation (i.e. file format, sample rate, 
audio type). Therefore, in order to create the best data sets for feature extraction, five 
factors are considered which are: (a) the maximum length of interval time for the 
audio file, (b) the size of the segmented frame, (c) the starting point for the sound 
tracks, (e) the distribution of the data set, and (d) the ratio of training and testing data 
sets. The combination of the two categories of features schemes which are perception-
based and MFCC is used. While, Multi-Layered Perceptrons (MLP) classifier is em-
ployed in order to evaluate the performance of the data sets. 

The rest of this paper is organized as follows: Section 2 discuss a related work on 
data representation and feature extraction. The proposed method will be explained in 
Section 3. Then, Section 4 presents the comparison result and discussion followed by 
the conclusion in Section 5. 

2   Related Work 

In literature, the data sets used have an assortment of audio representation and 
sources. It shows that different researchers have their own different ways to represent 
and obtain their data. In general, the difference is based on the length of audio file, 
length of segmented frame, audio format, audio type, size of sample rate (in Hertz) 
and filter technique used. Benetos et al. [6] used about 300 audio that were extracted 
from 6 different instrument classes. The audio files are discretized at 44.1kHz of sam-
ple rate and have a duration about 20 seconds. Eronen [2] perform the experiment by 
using 5286 samples of 29 Western Orchestral instruments. Two different frame 
lengths for two different states (onset with 20ms and steady with 40ms) were exam-
ined. The sample rate is 44.1 kHz. It can be seen that both of them use a uniformed 
length of audio file. Norowi et al. [7] also recommend that a standard length for each 
data file was required to avoid poor classification result. However, there were some 
researchers had use a certain length of audio files range. For instance, Liu and Wan 
[3] employ an interval time between 0.1 second to around 10 seconds for each audio 
file. Every audio file is divided into hamming-windowed frames of 256 samples, with 
50% overlaps. In this study, this method will be adopted due to the limited sources 
problem (where some of the original data had a complete signal sound per cycle less 
than 1 second). These variety of parameters used in the literature show that there were 
no standard benchmarking in determining the best parameter for data representation. 
It shows that initial experiment in the early stage (data representation) of musical 
instrument classification system is vital to determine the reliability of data used.  

In term of features schemes available, there were various features schemes that have 
been extracted and adopted by past research either by individual sets or combination of 
them. Normally, the features used consists both spectral and temporal domain. 



 The Ideal Data Representation for Feature Extraction of Traditional Malay Musical 347 

Loughran et al. [10] highlighted that the combination of both spectral and temporal 
features is essential in order to provide an accurate description of sounds timbre. In our 
preliminary work [5], two categories of features schemes which are perception-based 
and MFCC were examined. Result from the study found that the combination of these 
features able to produce highest accuracy compared to single features subsets. With 
that encouraging performance, these two groups of features schemes are used in this 
study. For the purpose of musical instrument classification, various classification algo-
rithms have been employed. In this study, the accuracy rate produced by the MLP is 
used to measure the performance of the data sets. From the observation, MLP can be 
considered as one of the famous techniques applied in musical instrument sounds clas-
sification. Studies performed using MLPs to classify musical instrument sounds have 
found able to produce a good result [1,8,10]. With the overall satisfactory performance 
achieved in previous research, MLP technique is applied in this study as well. 

3   The Proposed Method 

The method of this study was designed and conducted in order to accomplish the 
main objective stated in Section 1. This method comprises five main phases which are 
data acquisition, sound editing, data processing (representation), feature extraction, 
data elimination and data classification. Fig. 1 illustrates the phases of this method. 
Matlab functions were fully utilized in this study except for data acquisition and 
sound editing. The details for each phase as follows: 

 

 
 

Fig. 1. The proposed method for identifying the ideal data representation for feature extraction 
of the Traditional Malay musical instruments sounds. 

3.1   Data Acquisition and Sound Editing 

The 150 sounds samples of Traditional Malay musical instruments were downloaded 
from personal [11] and Warisan Budaya Malaysia web page [12]. These 150 sounds 
consist of different number of instruments from four different families which are 41 
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membranophones, 75 idiophones, 23 aerophones and 11 chordophones. The original 
data collection came in MP3 and WAV files format with assortment of sample rate 
which are 22.1 kHz and 44.1 kHz. In order to utilize Matlab function in this study, all 
the sound files are converted into WAV format. Then the sounds are down-sampled to 
22.1 kHz, and the sounds channel is converted to mono. The reason is to reduce the 
computational time compared using stereo file with high sample rate. Schmidt and 
Stone [13] also discovered that mono files provide better overall models. All these 
processes are done using sound editing software. 

3.2   Data Representation 

In this study, this phase can be considered as the most important stages in identifying 
the best data sets based on the factors stated in Section 1. There are three main steps 
were setup in this phase. In the first step, the original data collections were trimmed 
into three different data sets with different interval time. The first data set (F1A) com-
prises sound files range from 0.1 to 10 seconds, the second data set (F1B) with range 
from 0.1 to 20 seconds, and the range for the third data set (F1C) is assigned from 0.1 
to 30 seconds. This is done in order to examine whether the length of audio files plays 
important role in determining the classification result. In addition, with the very lim-
ited number of instruments sounds obtained, this approach can be used to construct a 
diversity of data samples as well. This to ensure that the optimal number of data sets 
(for both training and testing) used for the classification process is sufficient. 

Then, the second step focused on identifying whether the size of segmented frame 
has significant consequence to the output. For that, every audio file is then segmented 
into frames of two different sample sizes which are 256 and 1024 with 50% overlap. 
The overlap procedure is done to ensure there are no missing signals during the seg-
mentation process. In addition, each frame is hamming-windowed in order to improve 
the frequency selectivity of an analysis. The hamming-windowed is preferred in this 
study because it has been widely used in the literature. Afterwards, in the third step, 
the starting points of each data set were altered to 0 second, 0.05 seconds, 0.1 seconds 
and 0.3 seconds. The purpose of this step is to determine the appropriate starting point 
of the sound tracks. Moreover, it is also essential to identify whether the unnecessary 
signal (such as noise) present at the beginning of the sounds has major effect to the 
performance of the data sets. In the next phase, all these modified data sets were used 
to extract all the features stated in Table 1. 

Table 1. Features Descriptions 

Number Description 
1 Zero Crossing 

2-3 Mean and Standard Deviation of Zero Crossings Rate 
4-5 Mean and Standard Deviation of Root-Mean-Square 
6-7 Mean and Standard Deviation of Spectral Centroid 
8-9 Mean and Standard Deviation of Bandwidth 

10-11 Mean and Standard Deviation of Flux 
12-37 Mean and Standard Deviation of the First 13 MFCCs 

ï
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3.3   Feature Extraction 

In this phase, 37 features from two categories of features schemes which are percep-
tion-based and MFCC features were extracted. As shown in Table 1, the first 1-11 
features represent the perception-based features and 12-37 are MFCC’s features. The 
mean and standard deviation were then calculated for each of these features. These 
features are extracted using the formula in [1]. 

3.4   Data Elimination 

The number of the original sounds per family are not consistent which also had differ 
in the lengthwise. This will cause to the inconsistent number of the sample size per 
family after the original data was trimmed into certain interval time (as explained in 
data representation phase) correspondingly. This imbalance sample size might give a 
biased classification and have an effect on the overall classification result. In order to 
investigate the fourth factors, the data are eliminated to uniform size.  

3.5   Data Classification Using MLP 

Classification process was carried out using the modified data sets based on factors 
stated in Section 1. The database is split into two parts: training and testing. In this 
study, the split ratio for the training and testing is also considered in examining the 
effectiveness of the classification performance. Thus, two split ratios which are 70:30 
and 60:40 (training and testing) are investigated. Neural network with MLP algorithm 
is used to classify the musical instruments into four different families which are 
membranophones, idiophones, chordophones and aerophones. The network structure 
was defined with one input layer, one hidden layer with five nodes and one output 
layer. Each MLP was trained with a minimum error of 0.001, a learning rate of 0.5 
and a momentum rate of 0.2. Each data set was trained over ten times and the average 
of accuracy rate was then calculated. Finally, the results were analyzed and compared 
to determine the performance of the data sets with the several factors declared.  

4    Result and Discussion 

The aim of this study is to observe the characteristic of the data sets and features 
schemes used, as the initial step for further exploration in Traditional Malay musical 
instrument sounds classification system. For that, several factors that might give a 
significant role in classification performance were determined and tested. Therefore, 
in this section, the results from the comparison test are presented. Results were evalu-
ated in terms of accuracy rate produced by the classifier based on the stated factors. 
Thus, the results are as follows: 

4.1   Length of Audio Files Is Not Necessary Long 

For many cases, it was originally well-known that the longer duration of the audio 
files, the better classification accuracy can be produced. However, with the considera-
tion of storage size and computational load, optimum duration of audio files need to 
be determined. Norowi et al. [5] claimed that many of previous researchers use 30 
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seconds in their work. However, they found that 10 seconds able to produce better 
result compared to 30 seconds and 60 seconds duration tested in their experiment. In 
our work, three different values for the maximum interval time for each sample 
sounds which are 10 seconds, 20 seconds and 30 seconds were investigated. For this 
experiment, the segmented frame size was set on 256 samples and the sound was 
taken from the start (starting point = 0 second). Then the performance of the classifi-
cation rate produced by these three data sets is compared. Table 2 summarized the 
accuracy rate achieved based on the length of audio files used. 

Table 2. The comparison of the classification performance for the length of audio file 

Classification Performance (%)  
No 

 
% of Training 

and Testing 
F1A 

(0.1 to 10 sec) 
F1B 

(0.1 to 20 sec) 
F1C 

(0.1 to 30 sec) 

1 60:40 91.50 95.02 95.04 

2 70:30 89.57 95.56 93.33 

From the table, it can be seen that, the result from the data size of 70:30 (training 
and testing) achieved highest accuracy rates up to 95.56% for the Data Set F1B (with 
the interval time from 0.1 to 20 seconds). It is better about 2% from Data Set F1C 
(interval time from 0.1 to 30 seconds) and almost 6% from the Data Set F1A (interval 
time from 0.1 to 10 seconds). Although there are only a slight difference in terms of 
the classification performance between Data Set F1B and Data Set F1C, however, this 
finding explains that the common maximum length of audio apply in previous work 
(30 seconds) may not suitable to the Traditional Malay musical instrument. Moreover, 
it also shows that the length of the audio is not necessary long. On the other hand, 10 
seconds is might not that sufficient to represent the all data sets. Additionally, this 
approach also can be used to increase the number of sample size. In this study, the 
size of data sets was increase from 150 samples (original sounds files) to 3086 sam-
ples (Data Set F1A), 2482 samples (Data Set F1B), and 1886 (Data Set F1C). The 
larger data sets are important in order to ensure an adequate data was fed into the 
classifier. Yale [14] also claimed that the sample size must be large enough to provide 
an acceptable high confidence level especially in neural network. As result, highest 
accuracy more than 95% confidence level can be achieved in this experiment. 

4.2   Smaller Segmented Frame Is Favourable 

The second experiment is to analyze the impact of segmented frame size in classifica-
tion accuracy. For the same reasons stated above (computational load and storage 
size), the small size of two difference segmented frame which are 256 and 1024 was 
compared. At this time, the best data set (with audio files range from 0.1 to 20 sec-
onds) determined above was used. At the same time, the starting point is still remain-
ing at kept the zero point of the sound tracks. The result shows that the segmented 
frame with 256 samples produce highest accuracy rate with 95.56% as demonstrate in  
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Table 3. The comparison of the classification performance for the frame size 

Classification Performance (%)  
No 

 
% of Training and Testing 256 1024 

1 60:40 95.02 91.86 

2 70:30 95.56 94.68 

 
Table 3. This means that the audio files with small frame size use in this experiment 
have significant local features. 

4.3   Starting from the Beginning Might Be More Exciting 

It was assumed that in order to get a very high quality data, it is important to eliminate 
a few seconds from the start of the sounds tracks. The purpose is to remove unneces-
sary signal such as noise to ensure the represented data is the actual sounds of the 
instruments. Thus, there were important needs to determine the best starting point for 
the data used. By utilized the parameters established before, the next experiment is to 
verify whether this factor can provide any impact to the classification performance. 
For that reason, four different starting points was examined which are 0 second, 0.05 
seconds, 0.1 seconds and 0.3 seconds. This small size of the starting points was de-
termined by considering some of the original data used in this study have very short 
length of audio (less than 1 second).  

As can be seen in Table 4, it is surprising to discover that the classification per-
formance is increase significantly when the sounds are processed from the start of the 
sound tracks compared to the modified starting point. This finding is associated with 
Norowi et al. [7]. However, this finding is not essential pertinent to all sounds data 
sets. In our case, the original data might not contain so much noise at the beginning 
which not gives so much affect to the overall performance. In addition, the fluctuated 
classification performance achieved in data sets with 70:30 portions for training and 
testing indicate that the best starting point need to be determined appropriately if it 
needs to be considered in the process. The improper selection of the starting point 
might cause some important data can be eliminated accidentally and will affect to the 
classification performance.  

Based on the highest accuracy obtained from these three experiments, it can be 
concluded that the best data set revealed from this study is the data set with the fol-
lowing characteristics which are: (a) audio files length between 0.1 second to 20 sec-
onds, (b) hamming-windowed frames of 256 samples, (c) starting point for the sound 
tracks at 0 second, (d) 22.1kHz sampling rate, and (e) single audio channel or mono. 

Table 4. The comparison of the classification performance for the starting point 

Classification Performance (%) No % of Training 
and Testing 0 sec 0.05 sec 0.1 sec 0.3 sec 

1 60:40 95.02 92.18 90.65 90.67 

2 70:30 95.56 93.25 92.91 94.06 
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Instead of the above factors, there are other two factors that also examined in this 
study which are the ratio of training and testing and the distribution of the data set. 
The result as discuss below: 

4.4   Larger Training Portion for the Best Performance 

In common practise, the fraction of the data set for the training is larger than testing. 
The purpose is to train the classifier to well learn about the data behaviour and able to 
produce better classification result respectively. In this study, two different ratios 
which are 70:30 and 60:40 are studied. Table 2 shows that the larger portion of train-
ing data used in classifier (with the ratio of 70:30 for training and testing) able to 
produce highest classification rate about 95.56%. However, this does not mean that 
the ratio of 70:30 for training and testing is the best for all classification problems. 
Nevertheless, this finding supports the theory that the training data set has to be larger 
than testing in order to produce higher classification accuracy. 

4.5   Uniform Distribution of the Data Set for Unbiased Classification  

After consider these four factors, the best accuracy rate achieved is 95.56% which is 
over than 95 percent confidence level. However, this encouraging result is still not 
considering the consistent number of the samples size for each class (family). Even 
though in the real situation, the distribution of the sample size is not uniform. How-
ever, the idea is to create the best learning data set that can represent the real data for 
the classifier to converge better. Thus, investigation on the effect of uniform distribu-
tion of sample data per family is done to ascertain whether it can give better classifi-
cation accuracy as commonly used by many. For that, some of the samples in the best 
data set (with the best parameter obtained from previous experiments) are eliminated 
to uniform distribution. From the result, it is found that the overall classification per-
formance is increased up to 97.37%. This shows consistent number of sample sounds 
per family able to produce a better result and avoid biased classification accuracy. 

5   Conclusions 

In this paper, study on data representation and feature extraction of Traditional Malay 
musical instruments sounds has been done. The impact of five factors which are the 
length of audio files, the size of frame sample, the starting point for the sound tracks, 
the distribution of the data set, and the percentage of data sets for both training and 
testing towards the classification performance were studied. Overall, results obtained 
show that the highest classification accuracy can be improved by taking into consid-
eration of all factors identified. From this result, it is suggested to use tracks with 
maximum 20 seconds in length, shorter frame size to represent more local attribute, 
and starting from the beginning of the sounds track in order to perform feature extrac-
tion for Traditional Malay musical instruments sounds. While, in terms of data distri-
bution and data fraction (for training and testing), it is prove that the common practise 
can be adapted just as good. In our future work, we plan to investigate the important 
of feature selection towards the Traditional Malay musical instruments sounds. 
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Abstract. Increasing Internet users and generalization of internet brought many 
changes to our Society. One of the most important changes is internet media 
start to provide their contents to people who have internet connection and these 
people express their opinions about UCC/Internet Articles as reply/comment af-
ter they read it. Replies/Comments written by users are from many different age 
groups which various opinions exist and these opinions are very useful for mar-
keting in business or politician. However, collecting and analyzing opinions of 
users manually costs very high amount of money and a lot of labor. Therefore, 
this paper proposes a new method to extract opinions from reply or comment 
and to summarize extracted opinions to provide reputation of person/product in 
which we are interested. 

Keywords: Data Mining, Opinion Mining, Reply, Comment, Reputation mining. 

1   Introduction 

As the number of internet media users increased, more users freely express their opin-
ions about UCC/Internet Article using comment or reply. Through these opinions, we 
extract negative/positive side of person/product that we are interested in and numerate 
reputation of person/product. Knowing the reputation is very important for some 
people such as politician and marketing analyzer because they enhance the public’s 
view of person/product by analyzing extracted reputation. UCC/Internet Articles are 
written/created, just after event occurred and spread all over the world in very short 
period of time. Consequently, we can extract very diverse and huge opinions of per-
son/product. In the past, market analyzer or politician conducted manual survey to 
find reputation of person/product, in the past. However, manual survey not only costs 
high but also requires lots of labor. Therefore, we use opinion mining. 

Opinion mining is a technology that extracts meaningful opinions from huge in-
formation which include texts written by users. In this paper, we propose a opinion 
mining method to automatically extract opinions from comments and to summarize 
extracted opinions. This paper is organized as follow. Section 2 shows background 
concept. Section3 describe how we apply some techniques to our method. Finally, we 
conclude with summary and direction for future work in Section 4. 
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2   Background Concept 

Our work is mainly related to four research areas. In addition, some other minor 
works are related. In [1], many of techniques that are related to opinion mining are 
proposed. [2] has shown different ways of identifying opinion through WordNET 
word. [3] presented different approach from ours to mine from ParseTree. 

2.1   Association Rule Mining 

We use association rule mining which is one of the most popular algorithms proposed 
by Agrawal et al [4]. It discovers interesting patterns in transactions in very large 
database. Association rule mining[5] progresses through the following steps:  

Let I = {I1, I2, …, In} is non-empty set of items, D = { t1, t2, …, tn} is the database 
of transactions and a rule is defined as an implication of the form X Y, where X, Y⊂I 
and  X∩Y=ф. To select interesting rules, usually two measures are used, support and 
confidence threshold. Support of an item X is defined as proportion of transactions in 
the data set in the itemset, sup(X Y)/N. Confidence of a rule is defined as following 
conf(X Y)= sup(X∩Y)/sup(X). 

Table 1. Transaction Examples 

Transaction ID Milk Bread Butter Beer 
1 1 1 0 0 
2 0 1 1 0 
3 0 0 0 1 
4 1 1 1 0 
5 0 1 0 0 

 
For example, from Table 1, let support and confidence are both 0.4. Rules that sat-

isfy support threshold are {milk, bread},{bread, butter}and that satisfy confidence 
threshold are {milk, bread} ⇒ {butter}.  Now we can get example rule {milk, 
bread}⇒ {butter} which means if customers who buy milk and bread, also buy butter. 

2.2   Part-Of-Speech Tagging 

POS Tagging is Natural Language Process (NLP) of tagging the words as correspond-
ing to a particular Part Of Speech such as Noun, Adjective and Adverb. Stanford-POS 
tagger[6] is one of POS Tagging programs. For example, if a sentence “When I 
watched this film, I hoped it ended as soon as possible” is inputted to Stanford-POS 
tagger, it outputs sentence with tags as below. 

 

“When/WRB I/PRP watched/VBD this/DT film,/NN I/PRP hoped/VBD it/PRP 
ended/VBD as/IN soon/NN as/IN possible/JJ.” 

2.3   Latent Semantic Analysis 

Latent Semantic Analysis (LSA) conceptually uses co-occurrence information. Co-
occurrence information indicates that LSA uses semantic of word, not morphology as 
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other analyzer. Using LSA, hidden information between documents or terms can be 
extracted, including similarity between two terms. 

To compute LSA, there are three steps. In first step, we count and score the number 
of words counted for each document as below matrix A,.  

Matrix A 

WORD\DOCUMENT D1 D2 D3 D4 D5 D6 
Cosmonaut 1 0 1 0 0 0 
Astronaut 0 1 0 0 0 0 

Moon 1 1 0 0 0 0 
Car 1 0 0 1 1 0 

truck 0 0 0 1 0 1 

 
In second step, Singular Value Decomposition (SVD) is applied to Matrix A. SVD 

decomposes matrix A into three new matrixes, T, S, D. More information about SVD 
is in [7]. 

 

At x d = T t x n S n x n (D d x n)  

 

t, d, n indicate the number of words and documents and min(t, d) respectively. 
Three matrixes below are matrixes decomposed from above matrix A. 

Matrix T 

 Dim1 Dim2 Dim3 Dim4 Dim5 
Cosmonaut -0.44 -0.3 0.57 0.85 0.25 
Astronaut -0.13 -0.33 -0.59 0 0.73 

Moon -0.48 -0.51 -0.37 0 -0.61 
Car -0.7 0.35 0.15 -0.58 0.16 

truck -0.26 0.65 -0.41 0.58 -0.09 

Matrix D 

 D1 D2 D3 D4 D5 D6 
Dimension1 -0.75 -0.28 -0.2 -0.45 -0.33 -0.12 
Dimension2 -0.29 -0.53 -0.19 0.63 0.22 0.41 
Dimension3 -0.28 -0.75 0.45 -0.2 0.12 -0.33 
Dimension4 0 0 0.58 0 -0.58 0.58 
Dimension5 -0.53 0.29 0.63 0.19 0.41 -0.22 

Matrix S 

2.16 0 0 0 0 
0 1.59 0 0 0 
0 0 1.28 0 0 
0 0 0 1.00 0 
0 0 0 0 0.39 
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Then, we use matrix multiplication 2*2 from matrix S with matrix D to generate 
new Matrix B as below.  

Matrix B 

 D1 D2 D3 D4 D5 D6 
Dimension1 -1.62 -0.60 -0.40 -0.97 -0.71 -0.26 
Dimension2 -0.46 -0.84 -0.30 1.00 0.35 0.65 

 
Finally, using equation below, we extract similarity of two documents.   

 

In [8], these three steps are explained in detail. 

2.4   WordNET 

WordNET is a large lexical database for the English language. In WordNet, words are 
grouped into sets of synonym called synsets. Synset provides simple definition of 
word and recodes semantic relations between synonym sets in a synset. More infor-
mation of WordNET can be found in [9]. 

3   Proposed Method 

In this section, we will describe our proposed approach to extract reputation of per-
son/product from comments/replies.  

3.1   Collect Comments and Replies on UCC/Internet Articles 

A lot of UCC/Internet Articles are usually created just after event occurs. Therefore, 
for the convenient of users, UCC/Internet Articles are categorized as soon as they are 
created or reported. We collect UCC/Internet Articles categories related to our object 
and filter some unrelated documents then decompose comments/replies on these 
documents into one sentence with tags presenting where this sentence was decom-
posed from. 

3.2   Generate ParseTree  

Although not all opinions are expressed by adjectives, it is still worthwhile extracting 
adjectives as opinions of user because most of opinions are expressed by adjective. 
Thus, in this paper, we only extract a sentence containing at least one adjective.  

ParseTree[10] is NLP tool used for analyzing and identifying Part-Of-Speech and 
constructing trees having POS as nodes. While tree is being constructed, we search 
adjectives in the tree and store sentences if more than one adjective exists in a sen-
tence. For example, if sentence “Graphic is fantastic” is entered as input, tree with 
POS node is create as below.  
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Root

S

NP VP

NNP VBZ ADJP

JJGraphic is

fantastic

Root

S

NP VP

NNP VBZ ADJP

JJGraphic is

fantastic
 

Fig. 1. Example of ParseTree 

As above tree has ADJP, which stands for adjective phrase, sentence “Graphic is 
fantastic” is saved as a candidate comment. 

3.3   Generate Candidate Comments and Replies from ParseTree 

In this section, we describe the most important part of our approach that is how we 
apply our algorithm to extract opinions and features from ParseTree from section 3.2. 
We are required to find JJ in ParseTree then saved as opinion. Based on this opinion, 
we extract features in sentence. 

Input: ParseTree  
Output:  Nouns, Adjective, Adverb  
Steps: 1. Search ParseTree until JJ is detected  
2. Let Opinion, Recent  = jj  
3. Find first NP ascendant of detected JJ before get to first ascendant 
S  
4. If NP exist as ascendant of JJ   
  4.1. Let Recent = NP 4.2. Let Feature = Recent without jj   
  4.3. If RB exist as sibling of Recent or Opinion  
    4.3.1. Let RB = RB sibling of Recent or Opinion  
5. Else If sibling of JJ is S  
  5.1. Let Recent = S  
  5.2. Let Feature = VB descendent of Recent  
  5.3. If RB exist as sibling of ADJP parent of Recent  
    5.3.1 Let RB = RB sibling of ADJP parent of Recent  
6. Else  
  6.1. Let Recent = VP ascendant of JJ  
  6.2. Feature = NP sibling of Recent  
7. Store Features(NNs), Opinion(JJ) and Adverb(RB) as 
[(NN,NN,NN),(JJ,RB)] 

Above algorithm extract candidate features and related opinions from ParseTree. 
For instance: 

“Movie has very good graphic quality”  

“It is easy to use”  
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In the first sentence, we extract “good” as the opinion word which describe 
“graphic quality” then extract graphic quality as a feature based on opinion word and 
word “very” which adverbial modifier of opinion word “good” is extracted as RB. In 
the second sentence, the word “easy” is extracted as opinion word and word “use” is 
extracted as feature because easy is complemented by “to use.” 

3.4   Prune Candidate Features and Opinions Applying LSA 

We use LSA to solve metaphorical word problem and to find unrelated words. Before 
applying LSA to features, we use collected UCC/Article with replies/comments as 
base corpus and create feature table that is constituted by explicit feature words. After 
feature table is created, the features extracted from Section 3.3 is compared to feature 
table then if same feature word exist in feature table, skip LSA process, but if it is not 
in the list, we apply LSA to get similarity between two words. We set similarity 
threshold to 0.70, and we pick a word which has highest similarity among words 
satisfying threshold. After LSA process is done, we put new word into feature table. 
Example from 2.3, Let we assume a word “Cosmonaut” is explicit feature word in 
feature table. And we use matrix production between Matrix S and Matrix T and ap-
ply cosine similarity equation. After applying LSA, we get below Matrix W1 showing 
similarity between words.  

Matrix W 

 Cosmonaut Astronaut Moon Car Truck 
Cosmonaut 1     
Astronaut 0.811764 1    

Moon 0.978079 0.915575 1   
Car 0.687557 0.134084 0.52128   

Truck 0.431365 -0.548426 -0.165849 0.75513 1 

 
As a result from matrix W, although word “Car” and “cosmonaut” appear together 

in document 1 from section 2.3, it is shown that similarity between cosmonaut and car 
does not satisfy LSA threshold, 0.70. Therefore word “Car” is discarded from feature 
word list. Through this work, we can prune feature words not related to our prod-
uct/person. 

3.5   Extract Features from Pruned Candidates 

After we apply LSA in Section 3.4 some of related features can be pruned. We em-
ploy apriori rule[4] to opinion mining to reselect features from discarded features. In 
[11], the author stated the words used in sentences are converged, when people talk-
ing about one thing. How aprior algorithm is applied to opinion mining is presented in 
[11]. We only extract noun words that satisfy minimum support and minimum confi-
dence. For example, if word “staker” appears 10 times out of 100 sentences which is 
10%, then it is treated as feature word. 
                                                           
1  Matrix W shows percentage of similarity between row words and column words. It is com-

puted using example Matrix S and Matrix T from Section 2.3.   
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3.6   Summarize Opinions 

Our method is based on WordNET. First, we select seed adjective words from opinion 
words and find their adjective synset to store them in a standard word list. Now, we 
compare each opinion word with words in a standard word list. If opinion word exists 
in standard word list, get value of standard word matched. But if it is not in standard 
word list, we use WordNET to find synset starting from synset including one standard 
word to synset including opinion word. But this process can reach infinite loop, so we 
limit depth of searching for each synsets of one standard word. After finding the syn-
set, we store opinion word in standard word list with value of standard word included 
together.  

With this process, we can explore opinion words. For example, standard word list 
starts as following Table 3. Opinion word “well” is compared with words in the list, 
and as word “well” is in the list, we put value of standard word into extracted word. 
Next word “fine” is compared, but this word not exist in the list, therefore we search 
WordNET based on seed words and extract the synsets that are searched and contain 
word “fine” and put value of a seed word. Table 4 shows after comparison of word 
“fine” is done. 

 
Table 2. Standard Word List Table 3. New Standard Word List 

 

Word Value

Bad -0.8
Good, Well 0.8
Excellent 1

 

Word Value

Bad -0.8
Good, Well, OK, 
Satisfactory, Fine

0.8

Excellent 1  

 
To get more precise opinion value, we apply adverb such as very, pretty, so etc. 

For instance, Let “this movie is so good” is candidate sentence. Opinion word “good” 
has value 0.8 but actual opinion is “so good” which has higher than 0.8. Multiplying 
value of opinion word by two is our approach. Therefore “so good” imply value 1.6. 
Now, we add up all values and divide that by the number of opinions to get average 
reputation of a person/product.  

4   Conclusion and Feature Work 

In this paper, an approach to extract reputation of person/products is introduced. Our 
aim is to gather reputation automatically without time consuming work such as survey 
and to provide politician or marketing analyzer helpful information to improve their 
reputation. Our approach starts with collecting comments/replies from UCC/Internet 
Articles and decomposing them into a sentence with tag presenting where this sen-
tence is decomposed from. Then, using ParseTree, Tree with POS node is con-
structed. While tree is constructing, we prune sentences without adjective and save 
not pruned sentences. LSA is now applied to prune feature not related to our object 
and we extract features from pruned by LSA. Lastly, we summarize opinions using 
WordNET. This approach enables extracting reputations from comments/replies on 
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internet contents. In the future work, Firstly, we will show how our work is done in 
real world and effectiveness of our work. Secondly, we will increase accuracy of 
matching feature word by other approach including LSA and preciseness of summari-
zation of opinions. Finally, more semantic information will be considered to improve 
accuracy of extracted opinions such as verb.  
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Abstract. Adaptive User Interfaces are able to facilitate the handling
of computer systems through the automatic adaptation to users’ needs
and preferences. For the realization of these systems, information about
the individual user is needed. This user information can be extracted
from user events by applying analytical methods without the active in-
formation input by the user. In this paper we introduce a reusable in-
teraction analysis system based on probabilistic methods that predicts
user interactions, recognizes user activities and detects user preferences
on different levels of abstraction. The evaluation reveals that the predic-
tion quality of the developed algorithm outperforms the quality of other
established prediction methods.

Keywords: Probabilistic Models, Interaction Analysis, User Modeling,
Adaptive User Interfaces, Adaptive Visualization.

1 Introduction

The present operators of computer systems vary not only in different ages, gen-
der and interests but also in working aptitudes, precognition and experience.
As a consequence of the increasing heterogeneity of computer users, the user
interfaces offer more and more features to cover the needs of every individual
user. The effect of the increasing functional range is that the handling of com-
puter systems becomes more and more complex [14]. To facilitate the handling of
computer systems, Adaptive User Interfaces can be used to adapt the graphical
presentation and representation of information to meet users’ demands and to
support them during their work process [18,13,2,5].

For all kinds of Adaptive User Interfaces and the realization of user supporting
adaptations, information about the users and their handling with the computer
system is needed. This user information is either prompted directly from the
user or captured automatically and implicit by the system [21]. The explicit
acquisition by questioning the user is not approved [18]. Through the observation
of the users, the needed information can be captured implicit during the usage
of the software system without the active information input by the users [4].
A possible data source for capturing user information in an implicit way is the
sequence of interaction events that occurs as natural consequence of the usage

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 362–371, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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of the user interface. The interaction events contain information about the user
and their handling of the computer system and can be captured without high
effort [11,17]. However automatic analytical methods are required to extract the
information about the user.

In this paper we introduce a reusable interaction analysis system based on prob-
abilistic methods. In particular we describe an extension of the KO-Algorithm [14]
that allows, alongside the prediction of user interactions, the detection of behav-
ioral patterns. The detected patterns are used to discover user activities and to
identify changes in user behavior. Furthermore the presented interaction analysis
system captures user preferences by quantitative analysis of the interaction events
and allows querying the extracted preferences on different grades of abstractions.
The evaluation shows that the prediction quality of the extended algorithm out-
performs the quality of other established methods.

In the next section we give an overview of existing probabilistic models and
their usage in Adaptive User Interfaces followed by the detailed description of
our interaction analysis system. Afterwards we present an evaluation of our new
developed algorithm and its result compared to other established prediction
algorithms.

This work has been carried out within the THESEUS Program, partially
funded by the German Federal Ministry of Economics and Technology.

2 Related Work

One type of methods that are suitable for the implicit extraction of user infor-
mation from interaction events, are probabilistic methods. Probabilistic methods
are unsupervised learning algorithms which have the ability to infer conclusions
from observations. For this reason they are well suited for the implicit extraction
of user information from interaction events [1,16].

For example Horvitz et al. [12] use Bayesian Networks (BN) to extract the
goals and needs of users from interaction events to realize an intelligent help
system. Hancock [10] uses BNs to determine the handedness and the position of
users to adapt the visualization of a tabletop display. The challenge for the usage
of BNs is the construction of the causal dependency structure. This task requires
knowledge from interdisciplinary domains (e.g. psychology or pedagogy). Indeed
there are methods which determine a dependency structure automatically for
given input data [7] but the interpretation of the automatic created structure
constitutes another challenge.

Another type of probabilistic methods for the extraction of user informa-
tion from interaction events are Probabilistic Relational Models (PRM). Getoor
et al. [8] determine user interests with PRMs to filter products of a commercial
internet platform. Noguez et al. [15] use PRMs for an Intelligent Tutor System
(ITS) that assists students during the work with a virtual laboratory. Beside the
dependency structure analog to BNs, for the usage of PRMs a relational schema
is needed what implies even a higher configuration effort.
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Markov Models are used to describe a sequence of events. They can be used
to calculate predictions and allow quantitative analysis. For example Guzdial [9]
uses Markov Chains (MC) to estimate usage patterns from users of Emile With
the calculation of the Steady State Vector (SSV) from the transition matrix ,
Guzdial is able to identify parts of the application that are often used. Another
Markov Model was developed by Anderson et al. [3]. They developed a Relational
Markov Model (RMM) and use it for the automatic adaption of web sites to
minimize user effort in reaching their goals. The RMM uses a relational structure
of the web site to predict user behavior even for web sites that the user never
visited before [3]. Davison and Hirsh [6] use an extended version of MCs to model
users of a UNIX console and to predict user commands. The extension is called
Incremental Probabilistic Action Modeling (IPAM). The model weights newer
observations higher than older observations. So the model is able to adjust itself
to changes of user behavior. The advantage of Markov Models adverse BNs or
PRMs is that they are usable without high configuration effort. For the usage of
Markov Chains the interaction events are needed in advance to define the states
and the transition matrix of the model. For RMMs the relational structure of
the observable data is needed additionally. In case of incremental methods the
model is build incrementally when new observations are observed. They can be
used with minor configuration effort for different application scenarios.

Other probabilistic methods are the LEV- and KO-Algorithm from Künzer
et al. [14]. These algorithms calculate predictions of interactions by searching
recurring similar (LEV) or identical (KO) sequences in the interaction events.
Künzer et al. use these algorithms for an intelligent help system and evaluate
the prediction quality of the two algorithms by comparing them with other
prediction algorithms and the results show that especially the KO-Algorithm
offers the best prediction quality [14].

3 Analysis of User Interactions

In this section we provide a detailed description of our interaction analysis system
and introduce the KO*/19-Algorithm as an essential part of the system. In the
first part we describe the representation of the interaction events and the associ-
ated context information. Afterwards we present three different analysis methods
for capturing user preferences, predictions and user activities. Figure 1 illustrates
the process of the interaction analysis system and the co-operation with an Adap-
tive User Interface. Every interaction event observed in the User Interface (UI) is
sent to the analysis system where the user information is captured. The extracted
user information is sent back to the UI to realize user-centered adaptations.

3.1 Representation of Interaction Events

The context information of interaction events constitutes an useful knowledge
source for understanding and analysing the behavior of the user [11]. In order
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Fig. 1. Process of the interaction analysis system and co-operation with an Adaptive
User Interface

to allow the usage of the introduced interaction analysis system for different
application scenarios, the context information is defined with individually defin-
able domains. A domain is a tree, representing an abstraction hierarchy [3] and
indicates a certain field of knowledge about interaction events. An interaction
event I is described as a relation instantiated with leaf values of the domains as

I = r(k1, ..., kn), ki ∈ leaves(Di) with 1 ≤ i ≤ n, (1)

in which leaves(Di) are the leaf nodes of the domain Di and r is a relation over
domains D1, ..., Dn.

3.2 Quantitative Analysis of Interaction Events

Having described the representation of interaction events, we describe the quan-
titative analysis for the acquisition of user preferences in this section. After the
transformation of the interaction events in an internal, numerical representation
the Steady State Vector (SSV) is determined as a relative measurement for the
occurrence of interaction events. The SSV is defined as s = (p1, p2, ..., pn), in
which n is the count of all possible interaction events and pi is the probability
that an interaction i occurs. Furthermore

∑n
i=1 pi = 1 holds. Thus the Steady

State Vector is a probability distribution over all possible interaction events.
The context information of the interaction events is used to query the results of
the quantitative analysis on different grades of abstraction. Analogue to RMMs,
abstractions of interaction events are defined as sets of interaction events by
instantiating the relation r with inner nodes of the domains. A quantitative
query is defined as query(depthD1 , ..., depthDn), where depthDi is the grade of
abstraction for every domain Di. Thus with every query the set of abstractions

L = {r(δ1, ..., δk)|δi ∈ nodesi(depthDi), ∀i, 1 ≤ i ≤ k} (2)
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is defined where nodesi(depthDi) are the nodes of the domain Di on the depth
depthDi . With the defined set of abstractions all interaction events are parti-
tioned into subsets of interaction events which account some similarity in respect
of their context information. The probability pα for every abstraction α ∈ L is
calculated with the probabilities from the SSV as pα =

∑
qi∈α ssv(qi) where

ssv(qi) is the probability of the interaction qi from the SSV. Hence the result of
a quantitative query is a probability distribution over sets of interaction events.
The calculated probabilities permit statements concerning the preferences of the
users. For example, elements of the user interface can be identified which are
used frequently or not at all. Depending on the given context information of
the interaction events, the user preferences can be queried on different grades of
abstraction which increases the information content.

3.3 Prediction of Interaction Events

Beside the quantitative analysis, predictions of user interactions are calculated
with the KO-Algorithm. The original version of the KO-Algorithm from Künzer
et al. [14] calculates predictions of interaction events by the search of recurring
identical subsequences with maximal length of three interaction events. By the
recognition of recurring subsequences it is possible to identify usage patterns,
which can be used to identify changes in user behavior and to recognize user
activities [19]. For this purpose the behavioral patterns should not be limited
to a fixed length, because this reduces the information content of the identified
activities. Hence we extended the KO-Algorithm so that with every prediction
calculation the longest subsequence of interaction events is identified. This ex-
tension of the algorithm is called KO*/19-Algorithm and is described below. For
every occurrence of an interaction a at the position v in the interaction sequence
O = i1, i2, ..., in, the last interaction events in the interaction sequence O are
compared with the interaction events before v as long as no match is identi-
fied. In the first step in is compared with iv−1. If they are identical, in−1 is
compared with iv−2 and so on (Fig. 2). Thereby the longest identical recurring
interaction sequence is discovered. The lengths of each subsequence are weighted
with w(i) = i19 and summed. This process is accomplished for every observable
interaction event. With the resulting values the probability distribution for the
prediction of the next interaction event is calculated by normalization.

O = i1 i2 i3 i4 i5 i6 i7 ...   in-3 in-2 in-1 in

=

=

=

<>

1.

2.

3.

4.

=a

Fig. 2. Procedure of the KO*/19-Algorithm
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3.4 Detection of User Activities

The behavior of a computer user change in the course of time [20]. So it is nec-
essary that systems which collect user information are able to adapt themselves
to these changes. Beside the adaptation of the user information to the changes
of user behavior, our method is able to identify these changes by recognizing
transitions between behavioral patterns. For this task we define an user activity
as recurring similar sequence of interaction events.

With every new interaction event that is sent to the interaction analysis sys-
tem the KO*/19-Algorithm identifies a behavioral pattern as the longest re-
curring subsequence in the interaction sequence of the user. These behavioral
patterns are compared and grouped to similar sequences and constitute a user
activity. To identify an activity, the first recognized subsequence is added to a
new activity. For every new subsequence a similarity function is used to mea-
sure if the new sequence matches to the activity created in the first step. If the
similarity value exceeds a threshold, the sequence is added to the activity. If the
similarity value doesn’t exceed the threshold a new activity is created and the
sequence is added to it. In this process the actual activity of the user is detected
as the activity that matches to the subsequence or a new created activity, if no
matching activity could be identified.

The choice of the threshold has direct influence on the number of detected
activities. If the threshold is too high, it is possible that for every detected se-
quence a new activity is created and so no similarities between the sequences are
recognized. If the threshold is too low, all sequences are added to the same ac-
tivity and the differentiation of user activities is not possible. Thus the threshold
has to be determined for every application scenario.

For the cognition of the semantic meaning of the recognized activities, we im-
plement the same querying method as for user preferences. Therefor the SSV of
every activity is calculated from the interaction events of every sequence belonging
to the activity. The context information of the activity interaction events is used
to calculate probabilities of abstraction sets which are defined by the parameters
of the query as described above. So for the derivation of the semantic meaning
every activity can be also queried on different grades of abstraction.

4 Evaluation

To estimate the quality of the captured user information we evaluate the de-
veloped interaction analysis system. The focus of this evaluation is the estima-
tion of the prediction quality of the KO*/19-Algorithm. For that purpose we
use two assessment criteria that we describe below and compare the results of
the KO*/19-Algorithm with those of other prediction methods. Additionally we
evaluate the recognition of user activities.

For the estimation of the prediction quality we use the Mean Prediction Proba-
bility and the Mean Prediction Rank. The Mean Prediction Probability (MPP) is
defined as the average probability that is calculated with the prediction algorithm
for really occurring interaction events. Formally the MPP is defined as
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MPP =
1
|o|

|o|∑
i=1

P (oi|o1:i−1) (3)

where o is the interaction sequence and P (oi|o1:i−1) is the calculated probability
that the interaction oi occurs after the sequence o1:i−1. The second criterion we
use for evaluating the prediction quality is the Mean Prediction Rank (MPR).
Formally the MPR is defined as

MPR =
1
|o|

|o|∑
i=1

rank(oi) (4)

where rank(oi) denotes the rank of the occurred interaction oi. The rank of a
prediction is defined as the position in the sorted probability distribution. So the
most possible interaction has a rank of 1 and the second possible has a rank of
2 and so on. Hence, the lower the MPR of a prediction algorithm is, the better
is the quality of the prediction calculation.

4.1 Evaluation Scenario

For the first evaluation scenario we chose the application PKITool, which allows
the creation of certificates for building a public key infrastructure. The applica-
tion allows the creation of three different certificate types, the visualization of
certificate attributes and the revocation of certificates. The interaction events
that occur during the usage of the user interface were stored and serve as base
for our evaluation. Altogether 27 interaction events which are defined with two
domains as context information can be observed. For the estimation of the pre-
diction quality the interaction events of 26 different users were recorded and
stored in a file. Afterward we determine the MPP and MPR of every prediction
method. Therefor every method was learned with one file and the interaction
events of the other files were used for the continuous learn process and the cal-
culation of the two criteria.

Results. As expected the original KO-Algorithm outperforms the prediction
quality of the other established methods (Table 1). So we can approve the results
of Künzer et al. [14]. In respect of the MPP, the KO3/19-Algorithm is signifi-
cantly better than other methods. The algorithm achieved a MPP of 45.23% in
our test scenario and thus the algorithm is about 12.12% better than Markov
Chains. Remarkable is that the KO*/19-Algorithm achieved in spite of the ex-
tension for the recognition of behavioural patterns even a better MPP as the
KO3/19-Algorithm. The algorithm attains a MPP of 46.57% and is in this con-
text the best algorithm in our evaluation scenario (Fig. 3). The results concerning
the MPR show that the KO3/19-Algorithm is in the midfield in comparison with
the other methods (Fig. 3). The algorithm achieves a MPR of 5.42. In respect of
the MPR our extended algorithm improves the MPR of the KO3/19-Algorithm
by 2.16 (Table 1).
1 The difference denotes the distance between the assessment criteria of the KO*/19-

Algorithm and the best other method.



Interaction Analysis for Adaptive User Interafaces 369

0

2

4

6

8

10

12

MC IPAM0.8 LEV3 KO3/19 KO*/19

M
PR

0%

10%

20%

30%

40%

50%

MC IPAM0.8 LEV3 KO3/19 KO*/19

M
PP

Fig. 3. Mean Prediction Probability (MPP) and Mean Prediction Rank (MPR)

Table 1. Comparison of the MPP and MPR for different prediction methods (PKITool)

Method MPP MPR

MC 33,11% 5,68
IPAM0.8 29,00% 5,57
LEV3 39,26% 11,34
KO3/19 45,23% 5,42
KO*/19 46,57% 3,26

Difference1 +1,34% -2.16

4.2 Evaluation of Activity Detection

Additionally to the evaluation of the prediction quality we evaluate the detec-
tion of user activities and the recognition of behavioral changes respectively.
For this purpose we implement a test bench which visualizes the extracted user
information and especially the recognized user activities. So we are able to di-
rectly observe the acquired user information and to estimate the detection of
user activities while the test person uses the application.

During the first tests we recognize that the detected user activities were sparse
meaningful. For example the system detects an activity which was active while
the creation of a certificate and during the browsing of certificate attributes.
The adaption of the threshold indeed changes the number of the detected activ-
ities but the expressiveness of the recognized activities was not affected thereby.
For the improvement of the activity detection we use a special trainings file
for a second test. The trainings file contains the sequences of expected user
activities. Altogether the file contains the sequences of five different activities:
Three activities for the creation process of the different certificate types, one for
the navigation and an activity for the revocation of a certificate. The activity
sequences were separated with a special interaction event, which could not be
executed in the user interface. So the subsequences which were detected with the
KO*/19-Algotihm are separated concerning the expected activities. The further
tests indicate that all expected activities were detected as expected and also the
changes between the activities were recognized adequately. Thus it is possible to
identify changes of user behavior with the usage of a special trainings file and
to recognize user activities.
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5 Conclusion

In this paper we introduced an interaction analysis system that extracts user
information from interaction events for adapting user interfaces to the needs and
requirements of the users. The developed system is applicable for different user
interfaces and application scenarios without high configuration effort and detects
user preferences by quantitative analysis of the interaction events. For increasing
the information content we used the context information of the interaction events
to query the preferences on different grades of abstraction.

Furthermore we described the KO*/19-Algorithm, which allows, alongside the
prediction of interaction events, the detection of behavioral patterns. Therefor
we extended the original KO-Algorithm so that the longest recurring subse-
quences in the interaction sequence of the user are detected as coproduct of the
prediction calculation. The result of the evaluation revealed that the new de-
veloped algorithm outperforms the original version of the algorithm and other
established prediction methods concerning the MPP. In addition our algorithm
achieved a significant improvement of the MPR in comparison to other methods.

We used the recurring subsequences which are detected by the KO*/19-
Algorithm for the definition of user activities. For this task we grouped similar
subsequences and defined user activities as recurring similar sequences of inter-
action events. So the system is able to identify the present activity of the user
by comparing the actual sequence with the detected activities.
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Abstract. This paper presents an unsupervised framework to generate a vector-
space-modeled subjectivity-lexicon for multi-dimensional opinion mining and 
sentiment analysis, such as criticism analysis, for which the traditional polarity 
analysis alone is not adequate. The framework consists of four major steps: 
first, creating a dataset by crawling blog posts of fiction reviews; secondly, cre-
ating a “subjectivity-term to object” matrix, with each subjectivity-term being 
modeled as a dimension of a vector space; thirdly, feature-transforming each 
subjectivity-term into the new feature-space to create the final multi-
dimensional subjectivity-lexicon (MDSL); and fourthly, using the generated 
MDSL for opinion analysis. In the experiments, it shows that the improvement 
by the feature transform can be up to 31% in terms of the entropy of features. In 
addition, the subjectivity-terms and objects are also successfully and reasonably 
clustered in the demonstration of fiction review (literary criticism) analysis. 

Keywords: weblogs, information retrieval, opinion mining, sentiment analysis, 
subjectivity classification, text mining. 

1   Introduction 

In recent years, more and more internet users own one or more blogs, with which 
many of the users enjoy sharing opinions and comments. To learn the spectrum of 
subjective opinions toward certain objects on the ever exploding blogosphere without 
an efficient opinion retrieval tool will be a difficult task in the study of an emerging 
area of information retrieval - opinion mining and sentiment analysis [1]-[3]. The 
process of sentiment analysis and opinion mining can be divided into the following 
four tasks: (i) topic-relevant document retrieval, (ii) opinionated document retrieval 
[4]-[8], (iii) opinion orientation classification (mostly polarity, i.e. positive or nega-
tive opinion, thumbs up or thumbs down) [9]-[12], and (iv) summarization and visu-
alization [13][14]. Generally speaking, while task 1 can be categorized into the tradi-
tional document classification/clustering and retrieval task, tasks 2, 3, and 4 compose 
the major study area and pose challenges in opinion mining distinct from traditional 
information retrieval. Specifically, the three distinct major tasks usually involve either 
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an internal or external resource to determine the subjectivity and polarity semantic 
orientation (positive or negative) of a phrase and the overall opinion orientation in a 
document or a set of documents. The resource is commonly a dictionary, or a lexicon 
database (e.g. General Inquirer), which consist of entities (word, phrase, or syntactic 
patterns) tagged with their polarity orientations. 

However, for more refined opinion analysis such as criticism analysis (e.g. criticism 
towards a film, a person, economy, politics, or literature), merely determining the po-
larity semantic orientation is not adequate  Indeed, in literary criticism, a phrase with 
negative semantic orientation (e.g. poor, pity, and unfortunate) may imply sympathy, 
disproval, disappointment, tragedy, or sorrow etc. We cannot say that a reviewer has a 
negative attitude towards a character or a fiction merely because the overall polarity 
semantic orientation is negative. In political and social criticism, a phrase with positive 
semantic orientation (e.g. efficient, free, and respectful) may imply social justice, 
equality, freedom, instrumental rationality, value rationality, idealism etc. A person 
who is against assembly line system may imply he or she regards human value more 
important than instrumental rationality. It is difficult to find the author’s value behinds 
an article by merely evaluating its polarity semantic orientation. A policy or a law has 
a statistically positive semantic orientation may merely due to the effect of advertise-
ment and promotion. It is hard to know whether most people really approve of a gov-
ernment proposal or not. Therefore, the limitations of polarity opinion analysis are 
obvious and a more sophisticated subjectivity-lexicon is needed to achieve a deeper, 
more thorough, multi-dimensional opinion analysis (MDOA) system. 

In this paper, a framework is proposed to learn the reviewers’ opinions to the char-
acters (objects) of fictions, rather than their recommendations of the fictions as a 
whole. The task of MDOA is to learn the dimensions of opinions towards objects, and 
to analyze opinions and objects from the learned dimensions. A multi-dimensional 
subjectivity-lexicon (MDSL) is learned and generated from corpus. A “subjectivity-
term to object” matrix is firstly created from modeling fiction reviews in the blo-
gosphere, and then transforming the subjectivity-terms into a feature-space. The trans-
formation is based on measuring the similarity (or redundancy) between subjectivity-
terms. The entities in the MDSL are represented by real-value vectors rather than 
polarity signs (+/-), which are commonly used in previous studies [9]-[12]. 

The rest of the paper is organized as following: in the next section, the proposed 
framework is formally described. In section 3, experiment results are shown. Section 
4 is conclusions and future work. 

2   Multi-dimensional Opinion Analysis 

The proposed framework aims to generate a vector-space-modeled subjectivity-
lexicon for fiction review analysis. The system structure is shown in Figure 1; the 
framework consists of four major parts, namely: (i) data collecting, (ii) preprocessing, 
(iii) transformation, and (iv) opinion analysis. 

2.1   Data Collecting 

The goal of the data collecting phase is to construct a raw dataset of fiction reviews 
for building the subjectivity-lexicon. In this phase, reviews (blog posts) of fictions are  
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Fig. 1. The overview of multi-dimensional opinion analysis framework 

crawled by querying the Google blog search service. Irrelevant posts (not a criticism 
or irrelevant to the given fictions) are filtered out by a rule-based scheme and human 
intervention; those remaining posts are considered as relevant reviews, denoted by R 
= {ri| 1 ≤ i ≤ number of reviews}, and each ri is segmented into individual sentences, 
denoted by {si,j| 1 ≤ j ≤ |ri|}, where |ri|=number of sentences in review ri. 

2.2   Preprocessing 

The preprocessing phase is to create the “subjectivity-term to object” matrix, the 
source of the transformation phase, for forming the final vector-space-modeled sub-
jectivity-lexicon. In the current implementation, only adjectives are considered as 
subjectivity-terms. In this phase, firstly, adjectives (JJs) are identified; secondly, since 
the objects are referred as person names or person pronouns mentioned in reviews, the 
named-entity recognition and pronoun resolution are needed; and thirdly, to create the 
JJ-object matrix, the dependencies between JJs (hereby, denoted as set JJ) and objects 
(hereby, denoted as set O) are modeled. 

To build the JJ-object matrix, every token in review sentences is tagged by the 
Stanford POS Tagger and person names are identified by the Stanford Named Entity 
Recognizer.  Also, person pronoun resolution (anaphora resolution) is performed; 
every third person pronoun is resolved to a person named-entity, which will be re-
solved to a corresponding fiction character next. Finally, a subjectivity-term to object 
matrix is constructed by modeling the dependencies of the objects (fiction characters) 
and their modifiers in reviews. The final “subjectivity-term to object” matrix is de-
noted as C|JJ|x|O|=[cij]. 

2.3   Transformation 

The vector model is employed to represent an object jo  and a subjectivity-term it . In 

the transformation phase, the subjectivity-term to object matrix is transformed into a 
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smaller feature space for three sakes: execution-efficiency in later use, finding seman-
tic relationships between features, and finding subjective relationships between ob-
jects. The transformed subjectivity-term vectors are then saved as the multi-
dimensional subjectivity-lexicon. Note that, entities in the subjectivity-lexicon are 
represented as real vectors, and the elements of the vectors are seen as the correspond-
ing degrees between the subjectivity-terms and the un-semantically-tagged attributes, 
that is, how similar they are from the views of the learned dimensions.  

The proposed framework employs four different transformation models: Weighting 
(TF-IDF), Singular Value Decomposition (SVD), Subjectivity-Clustering (SC) (or 
feature-clustering) based approach [19], and their combination. For the final con-
structed feature-space, represented by centroids f1,f2,…fn, subjectivity-term 

it =(sim(f1,ti), sim(f2,ti),…,sim(fn,ti)), and object jo =(P(f1|oj), P(f2|oj),…, P(fn|oj)) where 

P(fk|oj) = ( )log 1 sim ,
i

k i ij
t JJ

f ct
∈

+
⎛ ⎞
⎜ ⎟
⎝ ⎠

∑  

2.4   Opinion Analysis 

Once the multi-dimensional subjectivity-lexicon (MDSL) is generated, the MDSL can 
be used for sentiment analysis and mining. A simple clustering is performed on the 
fiction review collection for evaluation and demonstration, which is given in the ex-
periment section. 

3   Experiments 

The dataset was created from the blogosphere literature reviews about Gustave 
Flaubert's Madame Bovary, Jane Austen’s Pride and Prejudice, Fyodor Dostoevsky’s 
Crime and Punishment, and Leo Tolstoy’s War and Peace. The total reviews col-
lected are 191 blog posts, segmented into 8250 sentences, and 73 fiction characters. 
Taking negation factors into account, the dataset contained 1785 unduplicated subjec-
tivity-terms, as shown in Table 1. 

Table 1. Data set 

Fiction Reviews Sentences JJs Characters 
Madame Bovary 76 3137 843 13 
Pride and Prejudice 61 2561 763 18 
Crime and Punishment 23 748 281 19 
War and Peace 31 1759 437 23 
All Collection 191 8250 1785 73 

 
In the SC transformation and clustering evaluation, the EM algorithm was em-

ployed. The generated MDSL was evaluated in terms of the feature entropy of subjec-
tivity-terms and objects. The computation of entropy was specified in [19], in which a 
lower value indicates a better performance. 

The example output of subjectivity-term clustering and object clustering of the 
proposed MDOA model are shown in Table 2 and 3. The examples show that the  
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Table 2. Example of subjectivity-term clustering results (MDOA) 

Cluster Words 
Cluster 1 true   

Cluster 2 

attractive 
clever 
genuine 
pretty 

decisive 
smart 
strong-willed 
female 

lovely 
quick 
tolerable 

Cluster 3 

annoyed 
handsome 
inferior 
proud 

generous 
ideal 
shy 
sympathetic 

ironic 
sensible 
snobbish 
wealthy 

Cluster 4 

abusive 
amiable 
angry 
arrogant 

beloved 
boring 
confident 
crazy 

dull 
emotional 
frivolous 
self-centered 

Cluster 5 

-good 
-happy 
afraid 
unhappy 

beautiful 
young 
broken-hearted 
devoted 

desperate 
selfish 
naïve 
self-absorbed 

Table 3. Example of object-clustering results (MDOA) 

Cluster Characters  

Cluster 1 

Lheureux 
Leon 
Berthe Bovary 
Mr. Bennet 

Homais 
Justin 
Lydia Bennet 
Charlotte Lucas  

Heloise Bovary 
Mrs. Bennet 
Miss Bingley 
Georgiana Darcy 

Cluster 2 Emma Bovary 
Charles Bovary 

Elizabeth Bennet 
 

Fitzwilliam Darcy 

Cluster 3 Rouault 
Hippolyte 

Katerina Ivanovna 
 

Zossimov 

Cluster 4 

Rodolphe 
Mr. Bingley 
Mr. Collins 
Pierre Bezukhov 

Jane Bennet 
 Sonya Semyonovna  
Andrew Bolkonski 

George Wickham 
Rodion  
Romanovich  
 

 
subjectivity-terms and objects clustered together are semantically or subjectively 
similar to each other. Indeed, in Table 2, the subjectivity-terms in cluster 2 indicate 
some attractive personalities; cluster 3 consists of some unattractive personalities; 
cluster 5 implies some unpleasant emotional states. However, cluster 1 consists of 
only one subjectivity-term, this phenomenon is due to the over-frequently used terms 
were not filtered out. In Table 3, we can see that characters with common personali-
ties were clustered together; for instance, most characters in cluster 2 are supporting 
roles with lovely and innocent characteristics (except Lheureux, Homais, and Leon), 
while in cluster 4, most characters have honest personalities and draw sympathies 
(except Rodolphe and George Wickham). In cluster 2, those are major characters that 
encircle love, and are most widely and thoroughly discussed by readers. The result is 
meaningful and useful for opinion and sentiment analysis. The performance and accu-
racy may be improved if a larger and more complete dataset is built. 



 Unsupervised Subjectivity-Lexicon Generation Based on Vector Space Model 377 

Table 4. Feature evaluation of subjectivity lexicon and objects (with negation and filtering) 

Model Entropy (# of attributes) 
 Subjectivity-Lexicon Objects 
MDOA-weighting 0.966 (73) 0.774 (195) 
MDOA-weighting-SVD 0.964 (39) 0.800 (39) 
MDOA-weighting-SC 0.921 (4) 0.644  (4) 
MDOA-weighting-SVD-SC 0.908 (4) 0.805 (4) 
MDOA-weighting-SVD-SC (without filtering) 0.808 (4) 0.751 (4) 
SO 0.799 (1) 0.650 (1) 

 
To compare with existing polarity opinion analysis approaches, the semantic orien-

tation (hereby, denoted as SO) computed by PMI was implemented [9]. A comparison 
of the SO model with the proposed MDOA model is shown in Table 4. Here, the 
MODA model incorporates a cumulative frequency filter and negation factor.  The 
subjectivity-terms (lexicon) and the subjectivity-term to object relationship matrix used 
in the SO model and the proposed MDOA model are the same; both are constructed by 
the MDOA model. However, in the SO model, the subjectivity-terms and objects were 
modeled by calculating their overall SO value, that is object jo =(Σi [cijSO(ti)]). We can 

see that, both the proposed MDOA model and the SO model had comparable result in 
terms of the entropy metric. But in the SO model, which was a polarity model, subjec-
tivity-terms and objects were modeled as a value along one dimension. 

The example output of object clustering with the SO model used is given in  
Table 5. We can see that, with the traditional polarity semantic orientation analysis, 
the clustering could only be done by separating the SO value range. Note that, most 
characters have negative SO value. Besides, the magnitude of the value could provide 
little, if any semantic meanings. The magnitude of the value merely implies how often 
the objects were mentioned in reviews. As mentioned before, a lot of attitudes (such 
as sympathy, disapproval, disappointment, tragedy, sorrow etc) have negative SO, the 
SO value alone cannot provide adequate information to distinguish and determine the 
differences of the subjectivity-terms as well as the objects. Polarity opinion analysis is 
not adequate for more refined analysis. On the other hand, the proposed MDOA pro-
vided a promising result for criticism analysis. 

Table 5. Example of object-clustering results (SO) 

Cluster Characters (SO)  
Cluster 1 Leon (4.89)   

Cluster 2 

Lheureux (-0.54) 
Elizabeth Bennet (-5.42) 
Mr. Bingley (-5.34) 
Mr. Collins (-9.27) 

Berthe Bovary (-10.21) 
Homais (-1.89) 
 Sofya  Semyonovna (0.85) 
Natasha Rostova (-5.62) 
George Wickham (-4.50) 

Heloise Bovaryais (0.61) 
Lydia Bennet (-7.545) 
Miss Bingley (-1.64) 
Lizaveta Ivanovna (1.05) 

Cluster 3 Emma Bovary (-42.1) 
Charles Bovary (-32.56) 

Rodion Romanovich (-28.00) Pierre Bezukhov (-22.23) 

Cluster 4 Rodolphe (-12.37) 
Jane Bennet (-2.16) 

Fitzwilliam Darcy (-12.98) 
Semyon Zakharovitch (-12.39) 

 Catherine Bennet (-12.16) 
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4   Conclusions and Future Work 

In this paper, the process flow of opinion mining and sentiment analysis is introduced, 
and the need of a more sophisticated subjectivity-lexicon for multi-dimensional opinion 
analysis (MDOA) is described. Moreover, the proposed multi-dimensional subjectivity-
lexicon (MDSL) generation framework engineered for analyzing literary criticism, blog 
posts of fiction reviews, is also formally described. Finally, the merits of this proposed 
approach are illustrated in the experimental results: first, a MDSL can be generated by 
learning the usage of subjectivity-terms; secondly, a performance evaluation in terms of 
feature entropy achieves an up to 31% improvement by applying the proposed trans-
formations; thirdly, reasonable subjectivity-term and object clustering results were ob-
tained in the demonstration of fiction review analysis, and fourthly, the comparison and 
limitation of traditional polarity opinion analysis is also demonstrated. The proposed 
framework can also be adapted to other domains which require MDOA techniques. 

In the future, we intend to test the proposed MDOA framework with a larger scale 
database that includes other literature reviews. The framework is planned to incorpo-
rate   sentence–level opinion extraction and classification mechanisms. To improve the 
accuracy, more subjectivity-term selection algorithms and criteria, such as graph-based 
clustering or one which integrates the existing lexicon (General Inquirer), will also be 
studied. In addition, more completed experiments, such as precision and recall of re-
trieval and classification results evaluated by expert judgment, will also be performed. 
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Abstract. Sentiment classification on product reviews has become a popular
topic in the research community. In this paper, we propose an approach to gener-
ating multi-unigram features to enhance a negation-aware Naive Bayes classifier
for sentiment classification on sentences of product reviews. We coin the term
“multi-unigram feature” to represent a new kind of features that are generated
in our proposed algorithm with capturing high-frequently co-appeared unigram
features in the training data. We further make the classifier aware of negation
expressions in the training and classification process to eliminate the confusions
of the classifier that is caused by negation expressions within sentences. Exten-
sive experiments on a human-labeled data set not only qualitatively demonstrate
good quality of the generated multi-unigram features but also quantitatively show
that our proposed approach beats three baseline methods. Experiments on impact
analysis of parameters illustrate that our proposed approach stably outperforms
the baseline methods.

Keywords: Sentiment Classification, Multi-Unigram Feature Generation,
Negation-Aware Classifier.

1 Introduction

As the internet reaches almost every corner in this world, more and more people are
used to accessing information on the World Wide Web (WWW). At the meantime, with
rapid expansion of Web 2.0 technologies that facilitate people to write reviews and share
opinions on products, a large amount of review texts are generated online. These user-
generated product reviews not only provide useful information to potential customers
but also form credible resources that companies and organizations might make use of to
investigate on products and brands. However, as the amount of online product reviews
grows rapidly, it becomes impossible for an individual to study product review texts one
by one manually. Faced with this problem, research on sentiment analysis was proposed
and has become a popular research topic at the crossroads of information retrieval and
computational linguistics.

Sentiment analysis concerns analyzing sentiment information expressed within texts.
Existing works on sentiment analysis can be divided into two categories. One category

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 380–391, 2010.
c� Springer-Verlag Berlin Heidelberg 2010
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of works (e.g., [8,1,5,6,7,10,3,27,25,26,22]) are devoted to determining sentiment at-
titude expressed in texts, which is referred to as “sentiment classification” task. The
other category of works (e.g., [9,11,18,12,13,20,28,14,23]) are dedicated to analyzing
which aspect of the topic the sentiment is expressed on, which is usually referred to as
“attribute-based sentiment analysis” task. In this paper, we mainly focus on the purely
“sentiment classification” task, i.e., classifying target texts as positive or negative. The
target texts we analyze in this paper are subjective sentences from product reviews.

Unlike other user-generated online texts, product review texts hold a unique intrinsic
property, i.e., vocabularies used in product reviews tend to be highly overlapping. For
one product, there only exist a finite number of aspects (product’s attributes) that can
be commented on. For example, for a digital camera, attributes that are usually men-
tioned in reviews are “price”, “LCD”, “picture quality” and “battery life”, etc. For each
reviewed attribute, there are a finite number of vocabularies that are usually involved
in sentiment expressing. Therefore, words referred to attributes of a product as well as
words for describing sentiment on the attributes will co-appear in the product’s review
texts with high frequency. For example, in reviews for a digital camera, it is common to
locate sentences commenting on a camera’s LCD, e.g., “The big and bright LCD makes
me enjoy reviewing pictures”. In this sentence, words such as “LCD”, “big”, “bright”
not only guide people to catch the sentiment information expressed therein but also are
potentially candidate terms to be frequently utilized to express the same opinion on a
camera by others. Hence, it is reasonable to argue that if highly-repeated paired terms,
e.g., [LCD, big] and [LCD bright], can be appropriately identified as selected features,
the accuracy of sentiment classification on product reviews will be improved.

In this paper, we propose an approach to generating multi-unigram features to en-
hance a negation-aware Naive Bayes classifier for sentiment classification on sentences
of product reviews. We coin the term “multi-unigram feature” to represent the process
that a new kind of features are produced by our generation algorithm that takes an ini-
tial set of unigram feature candidates as input. A negation-aware Naive Bayes classifier
implies that in the training and classification process, negation expressions within each
review sentences are captured to eliminate the confusion of the classifier. The proposed
approach is evaluated against a human-labeled data set. Experimental results demon-
strate significant e�ectiveness of ideas of both the generated multi-unigram features
and the negation-aware classifier on improving the classification accuracy. Moreover,
extensive experiments on parameters testing show that our proposed approach stably
outperforms the other three baseline methods.

The rest of the paper is organized as follows. In Section 2, we present an overview of
related works. In Section 3, we present a review on Naive Bayes classifier. After that, we
formulate our method in Section 4. The empirical analysis and the results are presented
in Section 5, followed by a conclusion and future work presented in Section 6.

2 Related Work

The problem of sentiment classification has drawn great attention within research com-
munity. There have already been a lot of research works that are dedicated to solving
this problem. With di�erent grouping criterion existing research works can be grouped
into di�erent categories.
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According to di�erent granularity levels on which sentiment classification is to be
analyzed, existing works will mainly fall into two categories: word-level sentiment clas-
sification and phrase-level sentiment classification. The word-level sentiment classifica-
tion is to utilize the polarity orientation of words in each sentence and summarize the
overall sentiment of each sentiment-bearing word to infer the overall sentiment within
the text [8,1,5,6,7,10,3,27]. The phrase-level sentiment classification focused sentiment
orientation on phrases not words with concerns that atomic units of expression is not
individual words but rather appraisal groups [25]. In [26], the concepts of prior polarity
and contextual polarity were proposed. That paper presented a system that is able to
automatically identify the contextual polarity for a large subset of sentiment expres-
sions. In [22], an unsupervised learning algorithm was proposed to classify reviews as
recommended or not recommended by the average semantic orientation of phrases in
the review that contain adjectives or adverbs. Compared with these existing works, our
work not only analyzes word-level features but also extends the analysis on multi-word
level features. In contrast with phrase-level sentiment analysis, our work is more flexi-
ble for dealing with co-appeared words that is not only limited to phrase words.

According to techniques that sentiment classification mainly utilize, existing works
can be roughly grouped into rule-based sentiment classification and machine learning
sentiment classification. Rule-based methods for sentiment classification is to develop
a certain of rules based on which sentiment information can be extracted from texts.
In [1], a rule-based algorithm was presented for extracting sentiment-bearing adjectives
from WordNet1. In [4], the authors proposed to use some linguistic rules to deal with
the sentiment classification problem together with a new opinion aggregation function.
Machine learning sentiment classification is to utilize traditional machine learning tech-
niques to classify texts by therein sentiment. In [17], it is found that the three employed
machine learning methods did not perform as well on sentiment classification as on tra-
ditional topic-based categorization. In [16], the relationship between opinion detection
and sentiment classification was examined. In that paper, text categorization technique
was applied to extract subjective portions of text from documents. In [24], Whitelaw
et. al. proposed a Naive Bayes version of Turney’s model and provided a framework
that enabled human-provided information to be with unlabeled and labeled documents.
Although existing machine learning works have already made a certain success on sen-
timent classification, they did not pay enough attention to co-appeared words and se-
lected them whole as features. In this sense, our work di�ers with above previous works
and is expected to enhance the performance of a Naive Bayes sentiment classifier by
the generated multi-unigram features.

Among all the existing publications, ideas in works of [2] and [15] are the most sim-
ilar to ours. In [2], the authors investigated on the relationships between features and
opinion words using a corpus-based approach. However, this work didn’t propose to
utilize the extracted relationships to generate features for enhancing machine learning
sentiment classification. In [15], a range of feature selectors and feature weights with
both Naive Bayes and Support Vector Machine classifiers were systematically evalu-
ated. However, it failed to break a new path on generating new features. Unlike this
work, our approach is a pioneer on proposing the concept of multi-unigram features

1 http:��wordnet.princeton.edu�



Enhancing Negation-Aware Sentiment Classification 383

and design an algorithm to identify these features for the accuracy improvement of
sentiment classification.

3 Naive Bayes Classifier Review

In this section we will review the basic concept of a Naive Bayes (NB) classifier. An NB
classifier is a simple but e�ective probabilistic classifier on text classification based on
applying Bayes’ theorem. With the Bayes’ rule, the probability of a document d being
in class c is computed as:

P(c�d) �
P(c)P(d�c)

P(d)
�

Since for each class c, the probability of a document d, i.e., P(d), can be treated equally,
with conditional independent assumption on term features of the document d, the prob-
ability of d being in c can be derived as:

P(c�d) � P(c)
�

� f�d

P( f �c)�

where P( f �c) is the conditional probability of a feature f occurring in a document that
belongs to class c.

4 Our Method

In this section, we will formulate our method on enhancing the NB classifier of senti-
ment classification on sentences of product reviews. First, we propose a multi-unigram
feature generation algorithm to generate features for NB classification. The generated
features not only contains unigram features but also contains multi-unigram features that
is a combination of highly-repeated co-appeared terms. Then we make the NB classifier
aware of negation expressions in the training and classification process to eliminate the
confusions of the classifier that is caused by negation expressions within sentences.

4.1 Multi-Unigram Feature Generation for NB Classifier

In this section we present our proposed method on multi-unigram feature generation
for enhancing the NB classifier. In a unigram language model, each unigram presence
is usually treated as a feature of the NB classifier. In our method, we coin the term
“multi-unigram feature” to represent a new kind of features that are generated with cap-
turing high-frequently co-appeared unigrams in the training data. Before presenting the
algorithm on multi-unigram features generation, we need to first perform some neces-
sary preprocessing on the training data to get a set of initial unigram feature candidates.

Preprocessing for Unigram Feature Generation. For the purpose of generating a set
of unigram feature candidates, we first employ an existing POS-tagger [21] to conduct a
POS-tagging process on all the training data. According to the POS tags associated with
each word, we select words only with interesting POS tags, e.g. verbs, nouns, adjectives,
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etc. to be unigram feature candidates. Then we perform a stop-word-removing process
on the list of unigram feature candidates so that meaningless words, e.g. this, that, will
be removed. Furthermore, we transform each word to its stem with the porter stemming
algorithm [19] and get a set of stems. We use the set of stems as initial unigram feature
candidate set and denote it by F0.

Multi-Unigram Feature Generation Algorithm. Based on the initial unigram feature
candidate set F0, we propose a Multi-Unigram Feature Generation algorithm to gener-
ate a set of multi-unigram features in Algorithm 1. Let Dtraining denote the training data

Algorithm 1. Multi-Unigram Feature Generation Algorithm

1: F � Ø; � initialized to be empty set
2: F1 � � f0� f0 � F0� f0�count � �1�; � select unigram features based on appearance frequency
3: for (k � 2; Fk�1 � Ø; k��) do
4: Fcand � Ø; � initialized to be empty set
5: Fk � Ø; � initialized to be empty set
6: for all f0 � F0 do � feature f0 contains one stem t0

7: for all fk�1 � Fk�1 do � feature fk�1 contains k � 1 stems �t1� t2� ���� tk�1�

8: with f0 � �t0� and fk�1 � �t1� t2� ���� tk�1�

9: if t0 � fk�1 then � if feature fk�1 does not contain stem t0

10: fcand � �t0� t1� t2� ���� tk�1�; � combine f0 and fk�1 to generate a candidate
11: Fcand � Fcand � � fcand�; � put candidate fcand into set Fcand

12: end if
13: end for
14: end for
15: for all fcand � Fcand do
16: for all sentences d � Dtraining do
17: if fcand occurs in d then
18: fcand.count��; � record fcand occurs in d
19: end if
20: end for
21: if fcand �count � �2 then � if the number of occurrence satisfy the threshold
22: Fk � Fk � � fcand�; � fcand is promoted to be a feature in Fk

23: end if
24: end for
25: end for
26: return F � �kFk; � return the generated feature set F as a union of all the generated Fk

set. F represents the set of features generated by the proposed algorithm. F is initialized
to be an empty set. Fk (k � 1) represents the set of features generated in the kth round.
It is worth noting that each feature fk � Fk generated in the kth round must contain k
stems. When k is equal to 1, any unigram feature candidate f0 � F0 is selected to be a
member of F1, if f0�count , i.e., the number of times f0 occurring in Dtraining is equal to
or greater than the threshold �1. In the kth (k � 2) round, if the generated feature set in
the last round is not an empty set, i.e., Fk�1 � Ø, the algorithm will continue to generate
Fk until the terminal condition is satisfied. In the module of Fk’s generation (line 3 - 25



Enhancing Negation-Aware Sentiment Classification 385

in the Algorithm 1), the candidate feature set Fcand and the generated feature set Fk is
initialized to be an empty set. The algorithm firstly generates a set of feature candidates
in Fcand (line 6 - 14 in the Algorithm 1) and then filters out those candidates that occurs
in Dtraining less than a threshold of �2 times to generate the feature set Fk (line 15 - 24
in the Algorithm 1). In the module between line 6 and line 14 in the Algorithm 1, each
feature fk�1 generated in the previous round will be combined with each unigram fea-
ture candidate f0. If the stem t0 of the unigram feature candidate f0 is not in the stem
set �t1� t2� ���� tk�1� of the feature fk�1, f0 and fk�1 can be combined into be a new feature
candidate and be put into Fcand. In the module between line 15 and line 24 in the Al-
gorithm 1, the number of occurrence fcand.count of each candidate feature is recorded.
The feature candidate fcand in Fcand will become a member of Fk, if fcand.count is equal
to or greater than the threshold �2. Finally, the returned feature set F is a union of all
the generated feature set Fk in each round.

4.2 Negation-Aware Classifier

When the NB classifier is applied to sentiment classification on each sentence, negation
words like “not”, “never”, etc. will always be treated as stop words and not be selected
as classification features. This is reasonable for text classification according to topics.
However, when it comes to sentiment classification, these negation words might be-
come pivotal terms. For instance, a sentence like “I never had a problem with image
quality of this camera” is obviously a positive comment on the camera. However, with-
out the negation word “never”, this sentence becomes a negative statement. In order
to eliminate the confusion caused by negation words, we utilize some specific regular
expressions and a list of negation words, e.g., “won’t”, “never”, “without”, etc. to catch
negation expressions within sentences. Therefore the classifier is able to make neces-
sary adaptation in the training and classification process when negation expressions are
identified.

Negation-Aware Training. Let n be number of negation expressions identified in a
sentence. For example, in sentences like “I cannot take beautiful pictures without this
camera” and “This camera is not expensive”, n will be set to 2 and 1 respectively. In the
training process, if n of a labeled sentence is not an even number, the training sentence
will be treated as from the opposite class of its label. In the above example, although
both sentences are positive sentences, feature terms in the first sentence, e.g., “beautiful
picture”, will be counted in positive class, whereas feature terms in the second sentence,
e.g., “expensive” will be counted in negative class.

Negation-Aware Classification. Let C � �1��1� represent a set of classes in the clas-
sification, where positive class is represented by 1 ,and negative class is represented
by -1. The output of an NB classifier on a sentence d is denoted by ��(d), i.e.,
��(d) � �1��1�. Then the negation-aware NB classifier should classify a sentence
d to be in a class c � C as:

c � (�1)nd��(d)�

where nd is the number of negation expressions identified in the sentence d. In this
way, when observing a testing case like the second sentence in the above example, the
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negation-aware NB classifier will be able to classify it to be a positive sentence. How-
ever, if without being aware of the negation words, the NB classifier might probably
classify the sentence to be a negative one due to the occurrence of the term feature
“expensive”.

5 Empirical Analysis

In this section, we conduct experiments to perform empirical analysis on our proposed
approach. With three implemented baseline methods, our experiments are intended to
verify the following issues: (1) whether the generated multi-unigram features enhance
the performance of the NB classifier; (2) whether negation-aware NB classifier performs
better than the NB classifier without being aware of negation expressions; (3) how the
performances of methods in comparison are impacted by the threshold �1; (4) how the
performances of methods in comparison are impacted by the threshold �2.

5.1 Experimental Settings

The proposed approach is empirically analyzed against a human-labeled data set that
contains 700 sentences of customer reviews on digital cameras selected from a cus-
tomer review website2. In order to catch the statistical significance of the experimental
results, we carry out five separate executions for each experiment. In each separate run-
ning of experiment, we randomly select out 100 positive sentences and 100 negative
sentences to make a uniformly-distributed testing data so that the accuracy of random-
choice method becomes 50%. All the experimental results are averages on results of the
five separate executions of the experiments.

5.2 Experimental Results

In order to show the e�ectiveness of generated multi-unigram features and negation-
aware concept respectively, we implement baseline approaches of NB classifier on Uni-
gram features (denoted by NB-U), NB classifier on Multi-Unigram features (denoted by
NB-MU), and Negation-Aware NB classifier on Unigram features (denoted by NANB-
U). We compare our proposed Negation-Aware NB classifier on Multi-Unigram features
(denoted by NANB-MU) with the three implemented baseline methods. In the experi-
ments, the threshold �1 is set to 1 for all the approaches, which means that all the unigram
feature candidates in the initial set F0 are selected as features and are utilized to gener-
ate new multi-unigram features. The threshold �2 is set to 5 for approaches NB-MU and
NANB-MU, which means that for a new generated multi-unigram feature candidate, it
will be selected as a feature only if it appears at least 5 times in the training data.

Qualitative Evaluation on Generated Features. Tab. 1 presents top ranked generated
features according to their frequencies in the training data of “positive” and “negative”
classes with our proposed NANB-MU approach in one execution running. From Tab. 1,
we can see that most top ranked features for respectively “positive” and “negative”

2 http:��www.consumerreview.com�
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Table 1. Top Ranked Features according to Frequencies in Each Class

Class Top Frequency Features
Positive �good qualiti build�,�batteri long life�,�excel qualiti imag�, �great len�,�great pictur�,�valu monei�,�good

life�,�good grip�,�good pictur�,�high qualiti�, �best camera�,�camera solid�,�feel hold�,�big lcd�,�long
life�,�imag fantast�,�imag sharp�, �batteri long�,�great imag�,�built bodi�,�good camera�,�good feel�,�good
build�,�feel solid�, �low nois�,�qualiti build�,�work�,�great�,�solid�,�good qualiti�,�good�,�great camera�,

�good imag�,�camera like�,�excel�,�nice�,�ergonom�,�best�,�focu fast�
Negative �heavi weight�,�limit�,�poor�,�problem�,�wait�,�heavi�, �disappoint�,�less�,�paid�,�problem camera�,�bit

heavi�,�small�,�disapoint�,�regret�, �plastic�,�hate�,�unaccept�,�creep�,�gear�,
�weak�,�flaw�,�shake�,�distort�,�clip�, �late�,�stretch�,�dislik�,�slow speed�,�cost�,�bad�,�dark�,�feel

grip�,�nois iso�,�expens�

Table 2. Performance Comparisons

Approaches Features Negation-Aware Parameters Accuracies in Percent
NB-U unigrams no �1� 1 N�A 0.6630

NB-MU multi-unigrams no �1� 1 �2� 5 0.6850
NANB-U unigrams yes �1� 1 N�A 0.7200

NANB-MU multi-unigrams yes �1� 1 �2� 5 0.7480

classes are reasonable and consistent with human beings intuition. Especially, there are
features containing multiple unigram stems, such as �good qualiti build� for “positive”
class and �heavi weight� for “negative” class, that won’t exist in unigram feature set.
These multi-unigram features generated by our proposed algorithm are believed to be
pivotal features that benefit the NB classifier.

Quantitative Evaluation. Tab. 2 summarizes the results of the three implemented
baseline methods as well as our proposed method. From Tab. 2, we can observe that our
proposed NANB-MU approach beats the other three baseline approaches. The NB-MU
approach performs better than the NB-U approach, which implies that the performance
of the NB classifier is improved by the generated multi-unigram features. The NANB-U
approach outperforming the NB-U approach verifies that the negation-aware NB clas-
sifier produces better results than the NB classifier without being aware of negation
expressions.

Impact of Parameter �1. The parameter �1 controls the frequency threshold that fea-
ture candidates in the initial set F0 are selected as features. If �1 is set too small, some
non-relevant stems might be selected as unigram features. If �1 is set too large, some
important stems might be missed. Therefore, the parameter �1 is a factor that might im-
pact quality of the generated features and hence a�ects the classification accuracy. Fig. 1
demonstrates the impact of �1 on the classification accuracies of the four approaches,
where �1 varies from 1 to 30 and �2 is set to 5 (if applicable). From Fig. 1, it is in-
teresting to observe that all the four approaches achieve their best performances when
the value of �1 is set to 1, i.e., all the feature candidates in F0 are selected as unigram
features. It is reasonable since that all the feature candidates in the initial set F0 are not
on the stop-word list and further selected according to their POS tags. This probably
ensures that most considered stems in the initial set F0 are relevant stems. It can be also
observed from the Fig. 1 that the accuracies of the four approaches generally decrease
as the threshold �1 increases. This means when �1 becomes larger more useful stems
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will be filtered out of the feature list, so that the performance of classification will be
depressed. In Fig. 1, it is important to notice that no matter how the parameter �1 varies,
our proposed approach always generally outperforms the other three baseline methods.

Impact of Parameter �2. The parameter �2 controls the frequency threshold that multi-
unigram feature candidates are promoted to be features. If �2 is set too small, some
meaningless multi-unigram features is expected to be generated. If �2 is set too large,
some useful multi-unigram features is expected to be missed. Therefore, the parameter
�2 is a factor that might impact quality of the generated features and hence a�ect the
classification accuracy. Fig. 2 shows the impact of �2 on the classification accuracy of
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the approaches NB-MU and NANB-MU, where �2 varies from 2 to 30 and �1 is set to
be 1. From Fig. 2, we can observe that as the value of �2 increases, the performances of
both the approaches of NB-MU and NANB-MU eventually decrease until they reaches
respectively the result levels of the approaches of NB-U and NANB-U. This implies that
as �2 becomes larger, the e�ectiveness of multi-unigram features will disappear since
less multi-unigram features that contains multiple stems can be generated to benefit the
classifier. In Fig. 2, it is important to notice that no matter how the parameter �2 varies,
classifiers with negation-aware (NANB-U and NANB-MU) always beats the classifiers
without negation aware (NB-U and NB-MU). From the Fig. 2, It is also observable
that as far as some multi-unigram features can be generated (i.e., when �2 is not too
large), classifiers on the generated multi-unigram features (NANB-MU and NB-MU)
outperform classifiers on unigram features (NANB-U and NB-U).

6 Conclusions and Future Work

In this paper, we propose an approach to generating multi-unigram features to enhance
a negation-aware Naive Bayes classifier. The term “multi-unigram feature” is coined to
represent the process that the generated features are produced by our generation algo-
rithm that takes an initial set of unigram feature candidates as input. We further make
the Naive Bayes classifier aware of negation expressions in the training and classifica-
tion process to eliminate the confusions of the classifier that is caused by negation ex-
pressions within sentences. Extensive experiments not only qualitatively show the good
quality of the generated features but also quantitatively demonstrate that our proposed
approach beats other three baseline methods. That implies a significant e�ectiveness of
ideas of both the multi-unigram features generation and the negation-aware classifier
on improving the performance of the original Naive Bayes classifier. Experiments on
parameter testings of �1 and �2 further illustrate that with variance of the parameters our
proposed approach is stably superior to the three baseline methods.

Sentiment classification is a very challenging task. Since natural language expression
is complicated and varies from time to time, no method can deal with every situation
exhaustively. Although our proposed method succeeds in some aspects, when we look
at some cases where our proposed method fails, we can still find some situations that
are not dealt with very well. When encountering sentences, e.g., “I expected the im-
age would be more sharp”, our method will probably fail due to the feature of “image
sharp” that is deemed as a strong evidence for “positive” class. Currently our proposed
method cannot detect this kind of “hidden” meanings behind words in sentences, e.g.,
subjunctive sentences. We would like to tackle this problem in the future work.
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15. OḰeefe, T., Koprinska, I.: Feature selection and weighting methods in sentiment analysis.
In: Proceedings of the 14th Austraasian Document Computing Symposium (2009)

16. Pang, B., Lee, L.: A sentimental education: Sentiment analysis using subjectivity summariza-
tion based on minimum cuts. In: Proceedings of 42nd Annual Meeting of the Association for
Computational Linguistics (ACL 2004), Barcelona, Spain (2004)



Enhancing Negation-Aware Sentiment Classification 391

17. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? sentiment classification using machine
learning techniques. In: Proceedings of 7th Conference on Empirical Methods in Natural
Language Processing (EMNLP 2002), Philadelphia, US (2002)

18. Popescu, A.-M., Etzioni, O.: Extracting product features and opinions from reviews. In: Pro-
ceedings of Human Language Technology Conference and Empirical Methods in Natural
Language Processing Conference (HLT�EMNLP 2005), Vancouver, Canada (2005)

19. Porter, M.F.: An algorithm for suÆx stripping. Readings in Information Retrieval, 313–316
(1997)

20. Titov, I., McDonald, R.T.: Modeling online reviews with multi-grain topic models. In: Pro-
ceedings of 17th International World Wide Web Conference (WWW 2008), Beijing, China
(2008)

21. Toutanova, K., Manning, C.D.: Enriching the knowledge sources used in a maximum en-
tropy part-of-speech tagger. In: Proceedings of the Empirical Methods in Natural Language
Processing Conference (EMNLP 2000), Hong Kong, China (2000)

22. Peter, D.: Turney. Thumbs up or thumbs down? semantic orientation applied to unsupervised
classification of reviews. In: Proceedings of 40th Annual Meeting of the Association for
Computational Linguistics (ACL 2002), Philadelphia, USA (2002)

23. Wei, W., Gulla, J.A.: Sentiment learning on product reviews via sentiment ontology tree. In:
Proceedings of 48th Annual Meeting of the Association for Computational Linguistics (ACL
2010), Uppsala, Sweden (2010)

24. Whitelaw, C., Garg, N., Argamon, S.: Using appraisal groups for sentiment analysis. In:
Proceedings of 14th ACM Conference on Information and Knowledge Management (CIKM
2005), Bremen, Germany (2005)

25. Whitelaw, C., Garg, N., Argamon, S.: Using appraisal taxonomies for sentiment analysis. In:
Proceedings of 14th ACM Conference on Information and Knowledge Management (CIKM
2005), Bremen, Germany (2005)

26. Wilson, T., Wiebe, J., Ho�mann, P.: Recognizing contextual polarity in phrase-level sen-
timent analysis. In: roceedings of Human Language Technology Conference and Empiri-
cal Methods in Natural Language Processing Conference (HLT�EMNLP 2005), Vancouver,
Canada (2005)

27. Yu, H., Hatzivassiloglou, V.: Towards answering opinion questions: Separating facts from
opinions and identifying the polarity of opinion sentences. In: Proceedings of 8th Confer-
ence on Empirical Methods in Natural Language Processing (EMNLP 2003), Sapporo, Japan
(2003)

28. Zhou, L., Chaovalit, P.: Ontology-supported polarity mining. Journal of the American Soci-
ety for Information Science and Technology (JASIST) 59(1), 98–110 (2008)



D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 392–398, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Building Associated Semantic Overlay for Discovering 
Associated Services 

Shunxiang Zhang1,2, Xiangfeng Luo1,2, Wensheng Zhang3, Jie Yu1,2,  
and Weimin Xu1,2 

1 School of Computer Engineering and Science, Shanghai University, 
2 High Performance Computing Center, Shanghai University, 

200072, Shanghai, China 
3 Lab. of Complex Systems and Intelligence Science, Institute of Automation,  

CAS, 100190, Beijing, China 
{sxzhang,luoxf,jieyu,wmxu}@shu.edu.cn, wensheng.zhang@ia.ac.cn 

Abstract. Due to the lack of associated links among web resources, it is hard 
for knowledge-based system to provide flexible associated services for users. 
To solve this problem, Associated Semantic Overlay (ASO) is proposed to 
semantically organize the loose web domain resources and provide support for 
associated services. First, using the Element Fuzzy Cognitive Maps (E-FCM) as 
the semantic representation of web resources, mapping from keywords to web 
resources is built to make ASO appropriate for the discovery of associated 
services. Secondly, based on domain keywords and domain association rules, an 
efficient computing approach of associated links among web resources is 
presented to automatically build the ASO, which can assist the discovery of 
associated services. Experimental results demonstrate that ASO can efficiently 
provide associated services for users. 

Keywords: knowledge discovery, associated semantic overlay, associated  
service. 

1   Introduction 

With the growth of web domain resources such as the news of health, sports and 
environment, how to discover the knowledge (e.g. associated knowledge) from these 
resources and provide knowledge services for users is a very meaningful work. 

The key problem is how to organize web resources to facilitate knowledge discovery. 
Currently, two types of links are used to organize web resources, hyperlink and Seman-
tic Web (SW). However, hyperlink does not involve any semantic information, which 
makes it unable to discover associated knowledge. The semantic relations in SW are 
very detailed and accurate, but the non-automatic construction of SW schemas ex-
pressed in either RDF/S[1] or OWL[2] still hinder automatically organizing web re-
sources by machine. To solve the problem mentioned above, Associated Link Networks 
(ALN) has been proposed in [3] to automatically organize web resources. In the ap-
proach of ALN, Element Fuzzy Cognitive Maps (E-FCM [3],[4]) is used as the original 
semantic representation of data to overcome the non-automatic construction of OWL. 
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Associated links among E-FCMs can solve the problem that the hyperlink is non-
semantics, which are based on domain keywords [5] and association rules [6],[7] among 
web resources. Associated links in ALN are very precise and valuable. However, 
massive associated links will take up a lot of memory space. 

In this paper, we propose Associated Semantic Overlay (ASO), which is used as an 
optional approach of semantic organization of resources. In ASO, only a few required 
associated links are built by real-time computing to discover associated services. 
Therefore, although the precision of associated links of ASO is slightly lower that of 
ALN, ASO can avoid storing massive links. Fig.1 shows the layer structure of ASO-
based associated services system. The bottom level is the domain-oriented data which 
represents texts of classified web resources on a given website or a domain literature 
in databases such as Springer. There are no any associated semantic links among 
these data, so it can not provide associated services directly. Upon this level, ASO is 
built to semantically organize these domain-oriented data and can provide associated 
links among domain data. Based on ASO, the system can automatically discover 
associated knowledge and provide flexible associated services for users. 

The major contributions of our work include two aspects: 1) we propose a building 
method of ASO to solve the lack of associated semantic links among E-FCMs (each 
E-FCM semantically represents a description text of web resource); 2) We present an 
ASO-based approach of associated services to meet user's requirements of associated 
knowledge. 

The rest of this paper is organized as follows: Section 2 introduces the building 
method of ASO. Section 3 presents the ASO-based approach for discovering associ-
ated services. Section 4 presents experimental evaluation of associated services. Con-
clusions are given in Section 5. 

 
 

 

Fig. 1. The layer structure of ASO-based associated services system. ASO can semantically 
organize web resources of a domain and provide support for associated services. 

2   Building Method of ASO 

The procedure of building ASO mainly involves two steps computing. The first step is 
mapping from keywords to E-FCMs to help rapidly find those nodes associated with a 
given node. The second step is computing associated semantic links among the 
discovered associated nodes. 

Associated Semantic Overlay 

 Data level 

ASO-based associated 
services level 
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2.1   Mapping from Keywords to E-FCMs for Building ASO 

Based on the extracted domain keywords and all generated E-FCMs of a domain, we 
can complete the mapping from keywords to E-FCMs. The computing procedures are 
as following. 
 

(a) Matrix construction: Let m denote the number of E-FCMs of a domain and 
n denote the number of domain keywords, the mapping from E-FCMs to keywords 
can be denoted as matrix EK  (i.e.Formula (1)) which can be automatically built ac-
cording to domain E-FCMs. If the ith E-FCM contains the jth keyword of a domain, 
then element i je k =1; else i je k =0. 

EK =
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                                  (1) 

(b) Matrix transposition: Carrying out transposition of matrix EK , we can get 
transposition matrix 'KE EK= . The element nonzero i jk e in KE  represents that the 

ith domain keyword is an element semantic of the jth E-FCM. 
(c) Matrix reduction: Deleting all zero elements of matrix KE  and record column 

index of nonzero elements of KE , we can complete the mapping from keywords to E-
FCMs. It is the preliminary organization of E-FCMs to help rapidly find associated E-
FCMs with a given E-FCM. 

In the procedure of building mapping, the application of matrix operation can fa-
cilitate concurrent computation and enhance computing efficiency of this mapping. 
The time complexity of building mapping from keywords to E-FCMs is ( * )O m n . 

2.2   Computing Associated Links among E-FCMs for Building ASO 

In this section, an efficient computing approach for building associated links among 
E-FCMs is provided to complete the building of ASO. The computing procedure of 
this approach can be described as follows. 
 

(a) Matrix construction: All association rules of a domain can be reflected by ma-
trix KK (i.e.Formula (2)). The element locating in the ith row and the jth column of 
this matrix is denoted as i jk k . If there is an association rule from the ith keyword to the 

jth keyword in a domain, then the element i jk k =1; else i jk k =0, where, , 1i j n= . 
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(b) Picking sub-matrix: All association rules between two E-FCMs are denoted 
by sub-matrix _S KK  (i.e.Formula (3)). The sub-matrix _S KK is generated by di-

rectly selecting crossing point of corresponding row and column of matrix KK . That 
is, we can take the keyword's ID of one E-FCM as row index and take the keyword's 
ID of another E-FCM as column index, select corresponding element in matrix KK to 
constitute sub-matrix _S KK . Suppose the former E-FCM contains s  keywords and 

the latter E-FCM contains t  keywords, obviously, _S KK is a s t×  matrix. Note that 

there is inequality ,s t n . 

_S KK =
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                                 (3) 

(c) Computation of associated links' strength: Associated semantic link between 
two E-FCMs is computed by summing up the confidence of all existing association 
rules as well as all non-zero elements in sub-matrix _S KK . 

The second step of building ASO provides a fast computing approach of associated 
semantic link between any two nodes (or two E-FCMs), because the small sub-matrix 
is directly selected from larger matrix KK , not global scanning of larger matrix KK . 
Therefore, computing of strength of associated semantic link between two nodes is 
very efficient, and the time complexity is ( * )O s t . 

3   Discovering Associated Services Based on ASO 

Associated knowledge is a type of knowledge which has dependency with given 
knowledge or object. Associated knowledge and the given knowledge are linked by a 
general relation, association relation, which has many types such as instance, causal-
ity, inclusion, affiliation and other relations. Therefore, associated knowledge can 
provide comprehensive understanding of the given knowledge for users. In this paper, 
we do not distinguish which type an associated link belongs to, and only focus on 
how to provide services of associated knowledge. In section 2, we have explained that 
each node of ASO semantically represents a corresponding resource. Therefore, dis-
covering of associated knowledge is find those resources containing associated 
knowledge with given resource. 

From views of graph theory, services of associated knowledge are the computing 
procedure of finding all 1-order adjacent nodes of the given node from complex asso-
ciated ASO. To efficiently discover all associated knowledge with a given resource, 
we present the ASO-based method of discovering associated services. Consider a 
given node contains s  keywords, and the unique identifier of the ith keyword of the 
given node is denoted as iID . Then the set of keywords' identifiers of this node can be 

denoted as Sr = { |1 }iID i s≤ ≤ . Fig.3 presents detailed algorithm of ASO-based ap-

proach for discovering associated knowledge. 
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Fig. 2. The algorithm of ASO-based associated services 

This algorithm mainly includes three sequential computing (i.e. step (2)(3)(4)). The 
first computing takes each keyword of current node as antecedent to find possible 
descendant by scanning some rows of association rules matrix KK , and add the pos-
sible descendant into the set Sc . The second computing starts from each possible 
descendant in the set Sc , rapidly finding possible associated nodes by scanning some 
rows of KE matrix. The third computing is calculating associated links among current 
node and possible associated nodes to prepare the provision of associated services. 
This algorithm adapts to concurrent computation and efficiently enhances computa-
tional efficiency of associated services. 

4   Experiments 

In this section, we present our experimental evaluation method and the experimental 
results of associated services. 
 

(a) Evaluation method 
In research papers, authors usually propose an approach (or a theory) for solving a 

problem (or explaining an idea), and arrange all the sections of a paper by a certain 
sequence, aiming to improve the readability of the paper. Based on this common 
sense, we propose an evaluation method to verify the precision of associated services. 

We pick the sections of every paper except the front-most parts (e.g. abstract) and 
the rear-most parts (e.g. conclusion, reference). Assigning a unique identifier (i.e. ID)  

 

for each selected section to facilitate recognition of all sections, and building corre-
sponding ASO by our proposed approach. Starting from each node of ASO, we find a 
maximal associated link by fast computing approach given in section 3. We divide 
maximal associated links into two types (see Fig.3). If two nodes linked by the dis-
covered associated link belong to the same paper, we name this associated link as 
inner associated link. On the contrary, we name it as outer associated link. The ratio 
of inner associated link can be as a measurement of precision of associated services. 

Input: a node of given resource; Output: associated services; 
(1) According to the E-FCM of this node, building the 
set Sr ={ |1 }iID i s≤ ≤ ; 

(2) for(i=1;i++;i<=s) 
Picking the column index of nonzero element of iID row in sparse 

binary matrix KK , adding them into Sc ={ |1 }jID j n≤ ≤ ≤ ; 

(3) for(j=1;j++;j<=the number of element in Sc) 
Scanning the jID row in the KE matrix, adding E-FCM ID to the set 

Se ={ |1 }kID k l≤ ≤ ≤ ; 

(4) for(k=1;k++;k<=the number of element in Se) 
calculate the associated link between the given node and the kID  node 

(5) Output the discovering nodes as associated service 
(6) end; 
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Fig. 3. Two types of maximal associated links 

(b) Experimental results 
We download all papers on "Transactions on knowledge and data engineering" 

during 2009.01 to 2009.12, and build seven ASOs according to literature in different 
time spans. The experimental data and results of the seven ASOs are listed in table 1. 

Table 1. Evaluation of associated services 

size n-papers n-sections support ratio Time span 
s1 30 168 3.57% 0.81 2009.01 ~ 2009.03 
s2 32 184 3.26% 0.82 2009.04 ~ 2009.06 
s3 30 178 3.37% 0.83 2009.07 ~ 2009.09 
s4 30 175 3.43% 0.80 2009.10 ~ 2009.12 
s5 62 352 3.13% 0.82 2009.01 ~ 2009.06 
s6 60 353 3.12% 0.83 2009.07 ~ 2009.12 
s7 122 705 2.84% 0.85 2009.01 ~ 2009.12 

 
In table 1, n-papers and n-sections represent the numbers of papers and the picked 

sections during a given time span; the given support (about 3%) ensures that enough 
associated links are built to help provide associated services; and the ratio is the num-
ber of inner associated links versus the total of maximal associated links. 
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In Fig.4, we plot the ratio of forward associated links for the seven ASOs, compar-
ing it with the ratio of backward associated links. From Fig.4, we find that the ratios 
of forward associated links all greater than 0.8. It shows that the directions of maxi-
mal associated links are consistent with the sequence given by authors, which demon-
strates that our approach of associated services is very precise. 

5   Conclusion 

With the growth of domain-oriented web resources, how to discover associated 
knowledge from these resources and provide flexible knowledge services for users is 
a very meaningful task. In this paper, we have proposed a systematic approach for 
automatically building Associated Semantic Overlay (ASO). ASO is a new virtual 
technique of semantically organizing and managing the resources of a domain, which 
can provide associated links among web resources. Based on ASO, an efficient 
computing approach of services has been proposed, which can automatically discover 
associated services to satisfy the requirement of users' associated knowledge. The 
basic operations of matrix including transpose of matrix, picking sub-matrix can fa-
cilitate for parallel computing and enhance the efficiency of processing massive data. 
Experimental results have demonstrated the validity of this method. 
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Abstract. More and more unknown malware that hide itself in the operating 
system kernel make the traditional antivirus difficult to detect. Inspired by the 
biological immune system, we proposed a novel immunity-inspired model for 
malware detection---IMD. The IMD model extracts the I/O Request Packets 
(IRPs) sequence produced by the process running in kernel mode as antigen, de-
fines the normal benign programs as self programs, and defines the malwares as 
nonself programs. By the process behavior monitoring and the family gene 
analysis, the model can monitor the evolution of malware. The model generates 
the immature antibodies by vaccination, produces mature antibodies by clonal 
selection and gene evolution, and then learns and evolutionary identifies the 
unknown malware by the mature antibodies. Experiments show that the pro-
posed model for unknown malware detection has high detection rate, low false-
positive rate, and low omission rate. 

Keywords: Malicious code detection, artificial immune system, IRPs sequence, 
antivirus.  

1   Introduction 

The rapid development of Internet technology promotes the malware technology with 
two remarkable characteristics as follows: (1) the increasing number of unknown 
malwares; (2) the gradual rootkits techniques used by malwares. The former leads to 
update frequently the malware database, while the latter results in malware hidden in 
the system kernel, which will steal user sensitive data, monitor user network behavior 
and attack the networks. The traditional signature antivirus technology is difficult to 
effectively respond to the challenges of malware of new generation [1]. Therefore, 
how to effectively deal with such challenges of malware has become an important and 
urgent problem to resolve [2,3]. 

Biological immune system with the characteristic of robustness, adaptability, scal-
ability, and efficiency, has the similar functions with the information security system, 
which brings inspirations for the design of the information security system [4]. In-
spired by the biological immune system, researchers have proposed a variety of algo-
rithms and models of artificial immune system that focus on malware detection. 
Forrest et al. [5] for the first time applied the immune principle to information  
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security systems, and proposed a general-purpose artificial immune system model 
named ARTIS. Kephart et al. [6] in IBM corporation proposed a digital immune sys-
tem---DIS. Harmer et al. [7] proposed a computer immune system model called 
CDIS. Tao Li [8] presented a dynamic immune-based model for computer virus de-
tection. These artificial immune systems draw inspirations from the biological im-
mune system and have some similar features in functions that regard the normal pro-
grams as Self, suspicious programs as Nonself, malware detectors as antibodies or 
immune cells, all procedures in the network system as antigen. Moreover, these artifi-
cial immune systems generate qualified malware detectors by negative selection 
mechanism, clonal selection mechanism and genetic evolution mechanism, and detect 
malware by detectors/antigens matching. 

However, the immune systems above still have some shortcomings: (1) the defini-
tions of Self and Nonself lack flexibility, which do not reflect the dynamic evolution 
of network environment; (2) low generation efficiency of antibody (detector), which 
do not make use of the reservation of the best antibody genes; (3) insufficiency of 
antibody diversity; (4) antigen extraction method is simple and does not reflect the 
process behavior. These deficiencies led to the big cost of antibody (detector) genera-
tion, long detection time, and high false-positive rate. 

Given these considerations, the paper proposed a novel immunity-inspired model 
for malware detection named IMD. The model extracts the I/O Request Packets 
(IRPs) sequence produced by the process running in kernel mode as antigen, defines 
the normal benign programs as Self, and defines malware as Nonself. Moreover, the 
IMD model can monitor the evolution of malware by the process behavior monitoring 
and genetic analysis of family genes of malware, learn and evolutionary identify the 
unknown malware through vaccination, clonal selection, genetic evolution, and after-
wards extract the malware genes to update the antibody genes pool. Both theoretical 
analysis and experiments show that the proposed model has high detection rate and 
low false-positive rate for unknown malware. 

2   Theory of Proposed Model 

2.1   The Proposed Model Architecture 

The architecture of the proposed model is shown in Figure 1. First, the model forms 
immature antibody set (immature detectors) by both some new antibodies vaccinated 
with vaccines extracting from the antibody genes pool and some randomly generated 
antibodies. Second, the immature antibody set will be divided into two groups by 
undergoing self-tolerance (negative selection). Those who endure the self-tolerance 
will evolve into mature antibody set (mature detectors), while those who fail to pass 
through the self-tolerance (or match one of self) will be removed. Third, some of the 
mature antibodies will be activated and evolve into memory antibody set (permanent 
detectors) if they match enough antigens (learning process) in their life cycle, other-
wise some mature antibodies will be apoptosis. During this learning process, mature 
antibodies could cause initial response if they detect and identify malware antigen. 
These memory antibodies that evolved from the mature antibody set have infinite 
length of life cycle, during which they will be immediately activated once matching  
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Fig. 1. The Proposed Model Architecture 

any antigen, resulting in secondary response. In addition, part of memory antibodies 
will go through high-frequency variation and clonal expansion to produce new next 
generation immature antibodies. Finally, the model will extract malware gene by 
antigen-presenting from these detected malware to form the antibody gene pool. 
Moreover, the memory antibody set used to detect known malware and the mature 
antibody set used to unknown malware have different activation threshold values, 
respectively. 

2.2   Antigen 

We use I/O Request Packets (IRPs) sequence created by the process running in the 
kernel mode as antigen based on the following reasons. First, all user mode or running 
time API functions eventually execute the kernel mode system calls through the sys-
tem call gate (INT 2E or SYSENTER). Second, those malwares that use rootkits 
techniques running in kernel mode will directly or indirectly call or hook the kernel 
mode system calls. Third, the I/O (input and output) operations conducted by the 
kernel mode system calls eventually complete by passing corresponding IRPs [9] 
created by I/O Manager to the device driver. Finally, the process dynamic behavior 
can be acquired by intercepting its IRPs sequence whether generated by user mode 
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API or kernel mode API. Therefore, the antigen extraction method used in this model 
reflects the essential characteristics of running process, and thereby overcomes tradi-
tional artificial immune system defects in antigen-extracting. 

According to experimental observation, the commonly used IRPs types are fifteen 
or more. For the sake of simplicity, we have encoded these IRPs with hexadecimal 
characters from 0 to F, respectively, and the others are encoded with character “*”. 
The commonly used IRPs types and their corresponding codes are shown in Table 1. 

Table 1. IRPs types and the corresponding codes 

IRPs types Corresponding codes 
IRP_MJ_CREATE 0 
IRP_MJ_READ 1 
IRP_MJ_WRITE 2 
IRP_MJ_CLEANUP 3 
IRP_MJ_CLOSE 4 
IRP_MJ_SHUTDOWN 5 
IRP_MJ_PNP 6 
IRP_MJ_POWER 7 
IRP_MJ_FLUSH_BUFFERS 8 
IRP_MJ_QUERY_INFORMATION 9 
IRP_MJ_SET_INFORMATION A 
IRP_MJ_DEVICE_CONTROL B 
IRP_MJ_INTERNAL_DEVICE_CONTROL C 
IRP_MJ_SYSTEM_CONTROL D 
IRP_MJ_QUERY_VOLUME_INFORMATION E 
IRP_MJ_SET_VOLUME_INFORMATION F 
Others * 

 
Definition 1: Antigen space is an IRPs sequence set generated by the running proc-

esses, which can be expressed as A＝
1

iH
i

∞

=
∪ ,where 

H={0,1,2,3,4,5,6,7,8,9,A,B,C,D,E,F,*}, and i is a positive integer. 
 

Definition 2: The antigen is an IRPs sequence created by the running process ex-
pressed as { |Ag x x= = IRPs sequence created by the running process, }x A∈ . 

 

Definition 3: Self are benign Windows system files and application programs in com-
puter, indicted as { |N x x= =  IRPs sequence created by the malicious codes, }x A∈ .   

 

Definition 4: Nonself are the files and processes with unusual suspicious behavior in 
a computer system, expressed as  

{ |N x x= = IRPs sequence created by the malicious codes, }x A∈ . 

The above Self and Nonself meet these conditions as follows: S Ag⊂ , N Ag⊂ , 

=∪ NS Ag, φ=∩ NS . 
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2.3   Antibody 

Definition 5: Antibody is the malware detector extracted from IRPs sequence of Non-

self, expressed as Ab＝
1

j
H

j

∞

=
∪ , in which j <i is a positive integer and Ab N⊂ . 

As presented in the literature [1], a negative selection algorithm based on self-
tolerance was designed to establish the model ARTIS. Although this elegantly simple 
algorithm seemed to make a lot of sense, it had problems in training costly the eligible 
antibodies. To address this problem, we propose a novel negative selection algorithm 
that creates eligible antibodies based on both Self and Nonself. The reason we propose 
such idea is that Self and Nonself in the process antigen space exist intersection. To 
specifically speaking, some Self programs(benign codes) may be refer a certain tech-
nology of Nonself programs(malware), and vice versa. 

To better simulate real biological functions of antibody in the immune system, 
the model has establish corresponding antibody evolutionary mechanism as follows. 

 

, 0
( )

( 1) ( ), 1
initialAb t

Ab t
Ab t Ab t tnew

=
=

− + ≥
⎧
⎨
⎩

 (1) 

( 1) ( 1) ( 1)( 1) t t timmature mature memoryAb t Ab Ab Ab− + − + −− =  (2) 

( 1) ( 1) ( 1)t Ab t Ab timmature new vaccinationAb − = − + −  (3) 

( 1) { | ( , ) }( 1)immaturetmatureAb v v y N affinity v yAb t β− = ∈ ∧ ∀ ∈ ∧ ≥−  (4) 

( 1)( 1) { | ( , ) }tmatureAb t v v Ab y N affinity v ymemory δ− ∧− = ∈ ∀ ∈ ∧ ≥  (5) 

 

As shown in above equations, ( ), ( 1) AAb t Ab t ⊂−  represent the antibody set at time 

t and t-1, respectively. ( 1), ( 1), ( 1)t t t Aimmature mature memoryAb Ab Ab− − − ⊂ mean 

the immature antibody set, the mature antibody set, and the memory antibody set at 

time t-1, respectively. ( 1)Ab tnew − stands for the newly random generated antibodies 

at time t-1. ( 1)Ab tvaccination −  represents the antibodies vaccinated by the vaccines 

from the antibody genes pool at time t-1. affinity ( ) is the affinity function (see  
section 2.4 below). 

2.4   Affinity 

The proposed r-step-matching algorithm is based on both immunological theory and 
software behavior theory. The immunological theory is as follows. First, the antibody 
in the biological immune system consists of a constant region and a variable region. 
Second, the gene diversity in antibody variable region makes the antibody combine 
different antigens. Third, the affinity between the antibody and the antigen is a kind of 
approximate matching, of which the antibody that has relatively large affinity will be 
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proliferated. The software behavior theory is as shown below. First, the static property 
of a program is represented by a data-and-instruction code source file. Second, the 
dynamic property of a program is expressed by running processes, which is the execu-
tion of the program. Third, programs whether malware or benign codes have some 
commonalities in static source files and dynamic processes. Finally, in terms of mal-
ware commonalities, they are composed of a series of malware gene fragments. 
Therefore, if these malware gene fragments appear in a program, the program could 
be identify as a malware. 

The proposed r-step-matching rule is described below in detail. 

( , ) ( , ) , | |affinity x y Match x y l x l= =∑                                             (6) 

1

1 ( )
( , )

0

n

i
i

,    m a tch x x , y /n
M atch x y

,    o therw ise   

ε
=

⎧ → ≥⎪= ⎨
⎪⎩

∑

                      

(7) 

1 1 1, , ,0 , , ,...,1,
( , )

0,
i j i j x j x

i

i j j i x i j l x y x y x y
match x x y

otherwise

+ + + −⎧ ∃ − ≥ < ≤ ≤ = = =⎪→ =⎨
⎪⎩        

(8) 

 

where ( , )affinity x y  indicates the affinity between antibody x and antigen y; 

( , )Match x y expresses the total match value between antibody x and antigen y; 

( , )imatch x x y→ describes the match value between antibody gene fragment xi 

and antigen y, l the length of the antibody x, ε  the matching threshold value, and n 
the dimension of the antibody x. 

3   Experiments and Results 

Due to the specificity of malware detection, the experiments were carried on in an 
isolated environment or a virtual environment. This study was tested in such virtual 
environment as VMWare 5.5. The antigen in the model is defined as IRPs sequences 
created by the processes running in the system kernel-mode, so we use the tool IRP-
Trace to capture IRPs sequence. As for the malware type in the experiments, we 
choose computer viruses, worms, and Trojan horse. These malware were selected 
from the international authority malware library named WildList [10], which is the 
source library of the International Computer Security Association ICSA, and the Na-
tional Software Testing Laboratory NSTL. However, the WildList is only available 
for malware name and does not provide malware samples. Therefore, the malware 
samples used in the experiments were derived from VX Heavens [11], which provides 
a large number of timely updating malware samples. 

The Experimental data shown in Table 2 were divided into two groups of which 
one is for learning and the other is for testing. 
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Table 2. Experimental sample classification 

Self Malware 
Self-tolerance 
（for learning） 

Immune  
Recognition 
（for testing） 

Antibody gene 
pool 

Immune  
Recognition 
（for testing） 

500 500 400 600 

 
As shown in Table 2, there are 500 Self for antibody learning and 500 malware for 

establishing the antibody gene pool. The test samples consist of 500 Self and 600 
malware which are composed of 500 learned samples(simulating known malware) 
and 100 unlearned samples(simulating unknown malware). 

The steps of the experiments are as follows.  
 

(1) The establishment of Self set. The Self in the model is the IRPs sequence ex-
tracted from 1000 normal Windows system files and application programs with the 
tool IRPTrace. The Self set is composed of 1000 Self, of which 500 Self are for anti-
body learning and the rest 500 Self for malware test. 

(2) The establishment of the antibody gene pool. The whole antibody gene pool 
consists of 200 malware gene fragments, which are extracted from 200 malware sam-
ples. The malware gene fragments are the IRPs sequence captured by the IRPTrace 
when malware running in a virtual environment VMWare + Windows XP. 

(3) The creation of antibodies. The 100 mature antibodies are generated by success-
fully undergoing the self-tolerance, of which the tolerance objects are composed of 
both 500 Self and 400 Nonself samples. 

(4) The evolutionary identification and detection of malware. The detection of 
malware is executed by 100 mature antibodies. The test objects consist of 500 Self 
and 600 malware samples. During the test, if any mature antibody matches a Self, it 
will be removed; otherwise, if the number of malware it detects is equal to or larger 
than the threshold value, this mature antibody will evolve into a memory antibody. 

The experimental parameters are deployed as follows. The antibody length l is 
variable, ranging from 4 to 8; the self-tolerance threshold value α =0.1; the mature 

antibody matching threshold value β =0.4; the memory antibody matching thresh-

old value δ =0.5; the malware detection threshold value ε =0.5. We use detection 
rate, false-positive rate, and omission rate to assess the proposed detection model 
performance.  

The experimental results are shown in Table 3.  

Table 3. The experimental results 

Antibody Length l Detection Rate Omission Rate False-positive Rate 
4 94.35% 5.65% 1.58% 
5 97.56% 2.46% 1.25% 
6 95.82% 4.18% 1.42% 
7 92.68% 7.32% 3.18% 
8 85.12% 14.82% 2.46% 
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4   Conclusions 

The trends that networks are everywhere, system complexity is rising, and systems 
are easily extensible have a large influence on the recent wide spread propagation of 
malware. Malwares have been becoming invisible in our computer systems when 
using rootkits and thus making traditional antivirus difficult to detect. Fortunately, 
artificial immune system has brought a ray of hope for network security community.  

However, traditional artificial immune system has problems of Self integrity and 
detector completeness, which lead to high training costs and difficult to expand. We 
present a novel immunity-inspired model for malware detection---IMD . We propose 
the IRPs sequence as the antigen for the first time, and present Self/Nonself evolution-
ary equations, antibody gene pool evolutionary equation, and antibody evolutionary 
equation which can improve the efficiency of mature antibody generation. By vacci-
nation, self-tolerance, and clonal selection, IMD could dynamically monitor malware 
evolution, which also improved the detection rate and lower the false-positive rate. 
The main innovations of the paper are as follows. First, a novel antigen extraction 
method was proposed which extracts the IRPs sequence of the process running the 
system kernel-mode as antigen. Second, a novel immature antibody generation 
method that vaccinates the randomly created antibody was presented. Third, a new 
self-tolerance method that is based on both Self and Nonself to produce mature anti-
body was proposed. Finally, a new antibody/antigen matching algorithm called r-step-
matching algorithm was presented. 
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Sparse Representation-Based Face Recognition for One 
Training Image per Person 
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Abstract. In this paper, motivated by the recent development of sparse repre-
sentation (SR) and compressive sensing (CS), in order to address one sample 
problem, we propose two approaches: shifted images +SRC (SSRC) and re-
constructed images +SRC (RSRC). Specifically, we generate the multiple im-
ages by shifting the original image or reconstructing the original image via 
PCA(Principle Component Analysis), and regard new images as training sam-
ples, and then apply SRC (Sparse Representation-based Classification) on new 
training samples set. The experimental results on the two popular face data-
bases (ORL and Yale) demonstrate the feasibility and effectiveness of our pro-
posed methods. 

Keywords: Face recognition, One sample problem, PCA, SRC. 

1   Introduction 

Face recognition (FR) is one of the most active research areas in computer vision and 
pattern recognition. However, in many application scenarios, such as law enforce-
ment, driver license or passport card identification, surveillance photo identification, 
we actually collect one training sample per person, which makes the task of FR more 
difficult.  

Recently, sparse representation (SR) has proven to be an extremely powerful tool 
for acquiring, representing, and compressing high-dimensional signals[1-5]. In the 
past few years, compressive sensing (CS) proposed by D. Donoho, E. Candes, T. Tao 
et al make SR reach a new level. SR has been successfully applied to solve many 
practical problems in signal processing, statistics, and pattern recognition [6-10]. 

In this paper, motivated by the recent development of SR and CS, in order to ad-
dress one sample problem, we generate the multiple images by shifting the original 
image, and regard shifted images as new training samples, or consider the recon-
structed images of the original image by PCA and the original ones as new training 
samples, and then apply SRC on  the new training images available. Experiments on 
the well-known ORL database show that the proposed two methods are about 5.56% 
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and 2.78% more accurate than the original SRC method when considered in the con-
text of one training sample face recognition problem. Moreover, the feasibility and 
effectiveness of the proposed two methods are also verified on the famous Yale data-
base with promising results.  

2   Generating Redundant Samples 

The lack of adequate training samples in the available image collections is one key 
technical barrier that one sample problem for face recognition solutions have to over-
come. Increasing redundant information of the sample is an effective way to solve one 
sample problem.  

2.1   Generating Shifted Images 

Given a face image matrix D of size NM × , we generate the following nm ×  number 
of synthesized (shifted) images with size of rl × : 

,1,1)),1(:),1(:( njmijrjiliDDij ≤≤≤≤−+−+=  (1) 

where m and n are parameters, 1+−= mMl and 1+−= nNr .When 1== nm , there 
is only one shifted image, i.e., the original face image; when m and n are relatively 
small, say 3== nm , there are 9 shifted images (illustrated in Fig.1) that resemble the 
original face image visually; and when m and n are very large, say Mm = and Nn = , 
there are NM ×  number of shifted images that contain little visual information, since 
they reduce to points. Therefore, the values of m and n trade off the number of the 
shifted images and the information delivered [11].  

We regard the multiple images by shifting the original image as new training sam-
ples for training. For example, we select one sample image per person for training in 
the experiments based on ORL database (There are 10 sample images of each of 40 
distinct persons in the ORL database). when 3== nm , we can get 360 shifted im-
ages (9 shifted images of each of 40 distinct persons) for training. 

 

              
Fig. 1. Illustration of a face image D and its 9 shifted images ijD ’s with 3== nm  

2.2   Generating Reconstructed Images by PCA 

PCA is one of the most successful techniques used in face recognition. And it is an 
unsupervised linear technique which provides an optimal, in the mean square error 
sense, representation of the input in a lower dimensional space. It tries to find eigen-
vectors of sample covariance matrix that corresponds to the direction of principal 
components of original data.  
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One can compute the eigenvalues and eigenvectors of the sample covariance ma-
trix. The first k  eigenvectors, corresponding to the k largest eigenvalues are forming 
the transform matrix. The cardinality of the transform matrix, namely k , is chosen 

such that

∑

∑

=

=
c

i
i

k

i
i

1

1

λ

λ
 is greater than a thresholdθ [12].where iλ  is the i th eigenvalue of the 

sample covariance matrix. 
According to these characters of PCA, we reconstruct face images by setting dif-

ferent value of θ  so as to obtain redundant samples. And we regard reconstructed 
face images as independent samples, combined with the original face images, for 
training. An example is depicted in Fig.2. 

 

 

Fig. 2. The original image and reconstructed images by PCA according to different value 
ofθ ( ,0.85,90.9=θ ). 

3   SRC 

The key idea of SRC is that one can exploit the discriminative nature of sparse 
representation to perform classification. Instead of using the generic dictionaries 
discussed above, one can represent the test sample in an overcomplete dictionary 
whose base elements are the training samples themselves. If sufficient training 
samples are available from each class, it will be possible to represent the test sam-
ples as a linear combination of just those training samples from the same class. This 
representation is naturally sparse, involving only a small fraction of the overall 
training database. We argue that in many problems of interest, it is actually the 
sparsest linear representation of the test sample in terms of this dictionary and can 
be recovered efficiently via 1l -minimization. Seeking the sparsest representation 

therefore automatically discriminates between the various classes present in the 
training set (see [2-3] for details). 

4   Experimentation 

In order to demonstrate the validity of the proposed solution, the well-known 
ORL database2 and Yale database3 are used in our experimentation. Before the 
experiment, all face images are rotated and scaled so that the centers of the eyes 
are placed on specific pixels and the image size is normalized to 3232× . For each 
person, we select one sample image per person for training and the rest images for 
testing. 

                                                           
2 http://cvc.yale.edu/projects/yalefaces/yalefaces.html 
3 http://www.cl.cam.ac.uk/Research/DTG/attarchive/facesataglance.html 
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4.1   ORL Database 

Fig.3 dipicts 10 sample images of one person in the ORL database. In the experiment 
SSRC, the value of m and n trade off the number of the shifted images and the infor-
mation delivered. Therefore, one can obtain different number of shifted images ac-
cording to different values of m and n. We have observed in the experiments that 

4== nm  is better for the proposed SSRC approach. As shown in the table 1, ex-
periments show that the proposed two methods are about 5.56% and 2.78% more 
accurate than the original SRC method, respectively. Fig.4 shows the recognition 
rates of SSRC when m and n take different values. Similarly, we can get different 
recognition results of RSRC with varying the number of θ  we take when reconstruct-
ing images by PCA, as shown in Fig.5. Fig.6 and Fig.7 illustrate the recognition rate 
of SPCA (shifted images + PCA+NNC) and SLDA (shifted images + LDA(Linear 
Discriminative Analysis )+NNC) with varying values of m and n. 

 

Fig. 3. Some sample images of ORL database 
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Fig. 4. Recognition rate of SSRC with varying values of m and n 
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Fig. 5. Recognition rate of RSRC with varying the number of θ  
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Table 1. Comparison of recognition rate of SSRC, RSRC and SRC 

Methods Recognition rate 
SSRC 71.39% ( 4== nm ) 
RSRC 68.61%（ ,0.60,90.9=θ ） 
SRC 65.83% 
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Fig. 6. Recognition rate of SPCA with varying values of m and n 
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Fig. 7. Recognition rate of SLDA with varying values of m  and n 

The following table 2 depicts that SPCA outperforms significantly the traditional 
PCA+NNC method and SLDA and RLDA (reconstructed images +LDA +NNC) 
extraordinary outperform the traditional LDA+NNC method. The recognition rate of 
SPCA is 62.78% ( 14== nm , 95.0=θ ), while that of PCA+NNC is 55.56% ( 95.0=θ ). 
SPCA is about 7.22% more accurate than the traditional PCA+NNC method. Compar-
ing with the traditional LDA+NNC method (12.22%), SLDA (66.94%) and RLDA 
(58.06%) give 54.72% and 45.84% improvement respectively. Experimental results of 
RLDA with varying the number of θ  are given by the following Fig.8. 

Table 2. Comparison of recognition rate of SPCA, SLDA, RLDA, PCA+NNC and LDA+NNC 

Methods Recognition rate 
SPCA 62.78% ( 14== nm , 95.0=θ ) 
SLDA 66.94% ( 2== nm ,39 dimension) 
RLDA 58.06%( ,0.94,90.9=θ ,39dimension) 
PCA+NNC 55.56% ( 95.0=θ ) 
LDA+NNC 12.22%(39 dimension) 
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Fig. 8. Recognition rate of RLDA with varying the number of θ  

4.2   Yale Database 

Fig.9 shows some sample images of one individual in the Yale database. Recognition 
rates of SSRC with varying values of m and n are given by the following Fig 10. As 
shown in Fig.10, we can see that in the best situation, the recognition rate of SSRC 
achieves 70%. Similarly, we can get different recognition results of RSRC with vary-
ing the number of θ  we take when reconstructing images by PCA. However, as 
shown in Fig.11, RSRC performs poorly in the Yale database. Experiments in the 
following table 3 show that SSRC outperform the original SRC method. For instance, 
SSRC achieves 70% recognition rate, whereas SRC (57.33%) performs poorly. SSRC 
are about 12.67% more accurate than the original SRC method. 

 
Fig. 9. Some sample images of Yale database 
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Fig. 10. Recognition rate of SSRC with varying values of m and n 
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Fig. 11. Recognition rate of RSRC with varying the number of θ  



 Sparse Representation-Based Face Recognition for One Training Image per Person 413 

Table 3. Comparison of recognition rate of SSRC, RSRC and SRC 

Methods Recognition rate 
SSRC 70% ( 6== nm ) 
SRC 57．33% 

 
Experimental results given by the following table 4 show that SPCA, SLDA, and 

RLDA outperform significantly the traditional PCA+NNC and LDA +NNC method. 
The recognition rate of SPCA is 71.33% ( 25== nm , 95.0=θ ), while that of PCA+NNC 
is 44.67% ( 95.0=θ ).Comparing with the traditional LDA+NNC method (16%), SLDA 
(66%) and RLDA (52.67%) give 50% and 36.67% improvement respectively. Fig. 12 
and Fig.13 illustrate the recognition rate of SPCA and SLDA with varying values of 
m and n . Experimental results of RLDA with varying the number of θ  we take are 
given by the following Fig. 14. 

Table 4. Comparison of recognition rate of SPCA, SLDA, RLDA, PCA+NNC and LDA+NNC  

Methods Recognition rate 
SPCA 71.33% ( 25== nm , 95.0=θ ) 
SLDA 66% ( 4,3 == nm ,14 dimension) 
RLDA 52.67%( ,0.9890.9=θ ,14 dimension) 
PCA+NNC 44.67%( 95.0=θ ) 
LDA+NNC 16%(14 dimension) 
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Fig. 12. Recognition rate of SPCA with varying values of m  and n  
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Fig. 14. Recognition rate of RLDA with varying the number ofθ  

5   Conclusion 

In this paper we have proposed SSRC and RSRC, the extension of SRC to perform 
face recognition when just one sample per training class is available. The feasibility 
and effectiveness of the proposed methods are verified on the two famous face data-
bases (ORL and Yale) with promising results. 
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Abstract. In the paper, we present an improved approach based on Semi-
supervised Discriminant Analysis (SDA), called semi-supervised local dis-
criminant embedding (SLDE), for reducing the dimensionality of the feature 
space. We take the manifold structure into account and try to learn a subspace 
in which the Euclidean distances can better reflect class structure of the images. 
The weight matrix and the scatter matrices in SDA are improved to make effi-
cient use of both labeled and unlabeled images. After being embedded into a 
low-dimensional subspace, the similar images maintain their intrinsic neighbor 
relations, whereas the dissimilarity neighboring images no longer stick to one 
another. Experiments have been carried out to validate our approach. 

Keywords: semi-supervised learning, local discriminant embedding, nearest 
neighbor, label propagation. 

1   Introduction 

Dimensionality reduction is broad in solving many computer vision and pattern rec-
ognition problems. Principle component analysis (PCA) is widely used for linear  
dimensionality reduction. Techniques originated from manifold learning such as  
Isomap, LLE , and Laplacian Eigenmap consider nonlinear dimensionality reduction 
by investigating the local geometry of data set. Such embeddings are good for repre-
sentation, but only concern with the training data. To facilitate nearest-neighbor 
searches for new test data, BoostMap and locality preserving projection (LPP) attempt 
to reconstruct data localities or similarities in the low-dimensional Euclidean space. 
LPP is linear and more crucially is defined everywhere in ambient space rather than 
just on the training data points. LPP has been applied to face recognition and image 
retrieval. More recently, Local discriminant embedding (LDE) is proposed to over-
come the drawbacks of LPP. 

The above-mentioned linear or nonlinear dimensionality reduction approaches are 
generally not devised for classification. However, Linear Discriminant Analysis 
(LDA) seeks the best projection subspace for separating data, and is shown to be an 
useful tool for feature extraction of classification. However, when there is no suffi-
cient labeled samples relative to the number of dimensions, the covariance matrix of 
each class may not be accurately estimated. In this case, the generalization capability 
on labeled samples can not be guaranteed. A possible solution to deal with insuffi-
cient labeled samples could be learning by making use of both labeled and unlabeled 
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data. It is natural and reasonable since in reality we usually have only part of input 
labeled data, along with a large number of unlabeled data. Thus, semi-supervised di-
mensionality reduction, using some labeled data and lots of unlabeled data to find a 
low-dimensional representation, is of great practical importance. 

In the last decades, semi-supervised learning has attracted an increasing amount of 
attention. Recently, there are considerable interest and success on graph based semi-
supervised learning algorithms, which consider the graph over all the samples as a 
prior to guide the decision making. All these algorithms considered the problem of 
classification, either transductive or inductive. In this paper, we introduce a improved 
Semi-supervised dimensionality reduction algorithm based on semi-supervised Dis-
criminant Analysis (SDA)[1], semi-supervised local discriminant embedding (SLDE), 
which can more accurately characterize the geometrical and discriminant structure of 
the data manifold. 

2   Related Work 

2.1   Linear Neighborhood Propagation (LNP) 

LNP[2] is carried out under the framework of an intrinsic Gaussian Markov random 
field, which can iteratively propagate the labels of the labeled data to the remaining 
unlabeled data on the constructed graph.  

2.1.1   Construct the Graph 

Let { }
1 2
, , , ,

l n
X x x x x= ,  m

X R⊂  be an m -dimensional data feature space, 

{ }
1

l

i i
x

=
 is a labeled data set, the remaining  { }

1

n

i i l
x

= +
 is an unlabeled data set. LNP con-

structs the graph not only by considering pairwise relationships in traditional graph-
based methods, but also  by using the neighborhood information of each point. For 
computational convenience, assume that all these neighborhoods are linear, i.e. each 
data point can be optimally reconstructed using a linear combination of its neighbors. 
Hence objective is to minimize: 

2

: ( )j i

i i ij j
j x N x

E x w x
∈

= − ∑  (1) 

Where ( )iN x is the set of the k -nearest neighbors of the point ix  .To avoid having a 

negative energy, we further constrain 
: ( )

1
j i

ijj x N x
w

∈
=∑  and 0

ij
w ≥ . Usually, the more 

similar jx  is to ix , the larger ijw  will be. Thus, ijw  can be used to measure the 

similarity degree from jx  to ix . 

After all the reconstruction weights are computed, a sparse matrix W  is con-
structed by: 

( )
ij n nW w ×=  (2) 
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2.1.2   Label Propagation 

Suppose there are b  class data in the data database. Let 
1 2

[ , , , ]
T T T T

n
F F F F= , 

n b
F R

×∈  be the predicted label matrix, where b

i
F R∈  (1 i n≤ ≤ ) are row vectors and 

0 1
ij

F≤ ≤ . Initially, we set the label matrix 
1 2

[ , , , ]
T T T T

n
B B B B= , n b

B R
×∈ , where 

b

i
B R∈ , (1 i n≤ ≤ ) are row vectors. 1

ij
B =  if ix  is labeled as 

j
l  and 0

ij
B =  other-

wise. In order to facilitate the calculating, we normalize the weight matrix W , i.e., 
1

P D W
−= , where D  is the diagonal matrix, 

ii ijj
D W= ∑ . The labels of each data 

object will be updated until convergence, as follows [3]: 

1
( )( )F I I I I P B

α α

−= − −  (3) 

where I
α

 is an n n×  diagonal matrix with the i -th entry being 
i

α  ( 0 1α≤ < ), 
i

α  is the 

fraction of label information that data ix  receives from its neighbors during the iteration. 

2.2   Semi-supervised Discriminant Analysis 

For X , we can use a k -nearest neighbor graph G  to model the relationship between 

nearby data points. Specifically, we put an edge between nodes i  and j  if ix  and 

jx  are “close”, i.e., ix  and jx  are among k  nearest neighbors of each other. Let the 

corresponding weight matrix be S , defined by 

,

1, ( ) ( )

0, .

i k j j k i

d ij

if x N x or x N x
S

otherwise

∈ ∈
=
⎧
⎨
⎩

 (4) 

Let a  is a projection vector, then T

i iy a x= . If two data points are linked by an 

edge, they are likely to be in the same class. Moreover, the data points lying on a 
densely linked subgraph are likely to have the same label. Thus, a reasonable criterion 
for choosing a good map transformation vector a  is to optimize the following objec-
tive functions: 

2

,

,

min
d ij

i j

T T
i ja a Sx x−∑  (5) 

where 
,d ij

S  evaluate the local structure of the data space. The objective function with 

the choice of symmetric weights 
,d ij

S  (
, ,d ij d ji

S S= ) incurs a heavy penalty if neighbor-

ing data points 
i

x  and 
j

x  are mapped far apart. Therefore, minimizing it is for the 

purpose of ensuring that if 
i

x  and 
j

x  are close then 
i

y  and 
j

y  are close as well. 
,d ij

S  

can be thought of as a similarity measure between objects. 
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For the objective function of LDA, when there is no sufficient training sample, 
overfitting may happen. A typical way to prevent overfitting is to impose a regular-
izer, the optimization problem of the regularized version of LDA can be written as 
follows: 

max
( )

T

b

T T T
a

t d

a S a

a S a a XL X aβ+
 (6) 

The projective vector a  that maximizes the objective function is given by the 
maximum eigenvalue solution to the generalized eigenvalue problem: 

( )T
b tS a S XLX aλ α= +  (7) 

3   SLDE Method 

In this section, we combining two ideas together and introduce an improved construc-
tion algorithm i.e., SLDE method. 

3.1   Idea 

Denote by X  the data matrix whose column vectors are data points. In order to dis-
cover both geometrical and discriminant structures of the data manifold, construct 

graphs 
d

G . Let ( )
k i

N x  denotes the set of k -nearest neighbors of ix . For each data 

point ix , the set ( )
k i

N x  may contain unlabeled data. However, there is reason to as-

sume that these data are likely to be related to ix  if they are sufficiently close to 

ix [4]. Try to learn a subspace in which the Euclidean distances can better reflect class 

structure of the images. Let n n

d
S R

×∈  be the weight matrices of 
d

G . It is defined as 

follows: 

,

, ,

1,

( ) ( ),

0, .

i j

i j

d ij

i k j j k i

if both nodes x and x have the same label

if node x or x is unlabeled
S

but x N x or x N x

otherwise

γ

=
∈ ∈

⎧
⎪
⎪
⎨
⎪
⎪⎩

 (8) 

where r  is a suitable constant. When both data points are relevant, it is with high 

confidence that they share the same label. Therefore, the value of  
,d ij

S  should rela-

tively be large.  
In order to keep the labeled data with the initial label information, for the each step 

iteration, Eq.(3) can be changed as follows: 
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1

,

( )( ) , .

,i i

i

i

B if x labeled
F

I I I I P B otherwise

is

α α
−

=
− −

⎧
⎨
⎩

 (9) 

After finishing the label propagation, we obtain the probability ijF  of each data 
i

x  

belonging to class j . In LDA, the scatter matrices 
b

S  and 
t

S  are defined as bS  and 

tS  based on the probability 
ij

F  of ix  belonging to class j , the 
j

l  is either 0 or 1. 

Thus, the objective function Eq.(6) can be rewritten to the follows: 

( )max
( )

T

T Ta
d

b

t

a a

a XL X a

S

S β+
 (10) 

The projective vector a  that maximizes (10) is given by the maximum eigenvalue 
solution to the generalized eigenvalue problem: 

( )T

db ta XL X aS Sλ β= +  (11) 

Let the column vector 
1 2
, , ,

d
a a a  be the solutions of (11)  ordered according to 

their eigenvalues 
1 2
, ,

d
λ λ λ . Thus, the embedding is given as T

i i
y A x= , where 

i
y  is 

a d -dimensional vector, and A  is an m d×  matrix. 

3.2   Algorithm Description 

Based on the above analysis, a dimensionality reduction algorithm by label transduc-
tion, called semi-supervised local discriminant embedding (SLDE), is proposed. It 
propagates label information from labeled data to unlabeled data according to the dis-
tribution of labeled and unlabeled data. 

The algorithmic procedure of semi-supervised local discriminant embedding 
(SLDE) is stated below: 

 

Input: Data matrix m n
X R

×∈  (each column is a data point), Projected dimension d  
and other related parameters. 

Output: The d  dimensional subspace Y . 
Algorithm: 

Step 1. For each data point 
i

x  of the database, find its k nearest neighbors. 

Step 2. Calculate the weight matrix W  by Eqs. (1) and (2); Construct the weight 

matrix 
d

S  as in Eq. (8) and calculate the graph Laplacian 
d d d

L D S= − . 

Step 3. Calculate the label matrix F : Perform label propagation by Eq. (9) and ob-
tain the label matrix F . 

Step 4. Construct the labeled scatter matrice bS and total scatter matrix tS  respec-
tively. 
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Step 5. Solve the eigen-value problem: Compute the eigenvectors with respect to 
the non-zero eigenvalues for the generalized eigenvector problem Eq. (11) and obtain 
the projection matrix A . 

Step 6. Linear embedding: A  is a n d×  transformation matrix. The samples can 

be embedded into d  dimensional subspace by TX Y A X→ = . 

4   Experimental Results 

In order to evaluated the performance of the method SLDE and compare it to LDA [5] 

and SDA [1]. In the experiments of this section, iα  is set to 0.99.  

4.1   Test on USPS Handwritten Dataset 

The effectiveness of the SLDE method is illustrated by the problem of classifying 
hand-written digits. The adopted dataet is the USPS handwritten digits dataet, which 
consists of 8-bit grayscale images of “0” through “9”. The 110 images of digits that is 
randomly selected in each class are used in this experiments , and there are a total of 
1100 examples in experiment database. 

The learning performance of some methods usually vary with different choices of 
the parameters, then we evaluate the performance of the algorithm with different val-
ues of the parameters. In SLDE algorithm, there are four parameters, i.e., a parameters 
of nearest neighbors: k , a parameters r  controls the weight, β  is the regularization 

parameters, 
i

α  is the fraction of label information that 
i

x  receives from its neighbors. 

We make 
i

α  as 0.99. Since the algorithm tries to obtain the local discriminant struc-

tures and class information of the data space, k  is often set to a small number. In  
the parameters analysis experiment, empirically set 13k = , 1.4r = , 1.7β = , the 11 

samples per class are used as the labeled data and the remaining data are as unlabeled 
data. Euclidean distance and nearest neighborhood classifier are used in the experi-
ments. Fig.1 shows the diversification of the parameters values. 

According to the experiment on the analysis of the parameters, set 10k = , 
1.3r = , 1.2β =  for the SLDE method in the USPS handwritten digits dataset. The 

experiment settings for LDA and SDA are as same as described in [5] and [1]. Ta-
ble.1 and Fig.2(a) shows the overall classification precision on the USPS handwrit-
ten digits dataset.  

4.2   Test on COREL Database  

In the experiment, choose COREL database to test the method on image classification 
application. The used dataset contains 1000 color images from COREL database  
(http://wang1.ist.psu.edu). The dataset consists of 10 classes. The images are repre-
sented by a 256-dimensional Color Histogram[6], a 5-dimensional Edge Histo-
gram[6], a 5-dimensional Color Moment[6], a 18-dimensional Wavelet texture[7] and 
a 18-dimensional Edge Direction Histogram [8]. 
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In the paramenter analysis experiment, also set 8k = , 1.3r = , 1.6β = , the 10 

samples per class are used as the labeled data and the remaining data are as unlabeled 
data. For consistency and simplicity, nearest neighborhood classifier are used in the 
projected space. Fig.1 shows the diversification of the parameters values. 

   
                                 (a)                                                (b)                                                  (c) 

Fig. 1. Parameter selection for SLDE: classification precision versus different values of the 
parameters k, Beta, and r. 

According to the parameters analysis, we set 6k = , 1.2r = , 1.5β =  for our 

method in the COREL dataset. Table.1 and Fig.2(b) shows the overall classification 
precision on the COREL dataset.  

Table 1. Classification precision on USPS and COREL 

USPS COREL 
Train number 

LDA SDA SLDE LDA SDA SLDE 

5 Train 56.3810 74.6190 79.1221 55.0526 70.1813 71.2849 

10 Train 73.2000 84.5000 86.1500 63.1111 70.8889 71.7053 

15Train 80.4211 86.4737 87.0831 66.7059 73.4445 74.5036 

20 Train 82.7778 89.2222 90.6133 69.5000 75.4445 75.6163 

25 Train 86.0000 91.1176 91.1456 72.4000 76.9112 77.8477 

30 Train 84.5000 90.2500 90.8839 72.7143 77.3016 78.2024 

       
  (a)                                                                                     (b) 

Fig. 2. Comparison with other methods LDA and SDA 
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The result in Fig.1 shows the effect of the size of  the three paramenters on the 
classification performance. It is clear that the classification precision is better im-
proved in the two database when the β  is from 0 to 0.1. The paramenter r  is also 

important to get best classification performance for SLDE, bcause the different value 
of r  can reflect the relativity between  the data points. It is crucial for SLDE that the 
paramenter are in most setting. 

From Table.1 and Fig.2, we have the following observations: 

• SDA and SLDE methods perform better than LDA because they take care of both 
discriminant and geometrical structures in the data.  

• SLDE assigns higher weights to the data with the same label data pairs and make 
more use of both labeled and unlabeled data by label propagation procedure, which 
is helpful to separate the different class images, that is why it outperforms the LDA 
and SLDE. 

5   Conclusion 

We have an improved manifold embedding method for dimensionality reduction 
based on SDA. The approach can make efficient use of both labeled and unlabeled 
data points and achieve good accuracy by rectifying the neighbor relations with 
weight matrix. Experiments are designed and conducted on USPS dataset and 
COREL dataset for performance evaluation. The results have shown the encouraging 
performance of the method. 
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Abstract. In this paper, a novel linear subspace leaning algorithm called or-
thogonal discriminant local tangent space alignment (O-DLTSA) is proposed. 
Derived from local tangent space alignment (LTSA), O-DLTSA not only inher-
its the advantages of LTSA which uses local tangent space as a representation 
of the local geometry so as to preserve the local structure, but also makes full 
use of class information and orthogonal subspace to improve discriminant 
power. The experimental results of applying O-DLTSA to standard face data-
bases demonstrate the effectiveness of the proposed method. 

Keywords: Dimensionality reduction, subspace learning, manifold learning, 
face recognition. 

Introduction 

Recently, a large number of nonlinear manifold learning methods have been pro-
posed, including isometric feature mapping (ISOMAP) [1], locally linear embedding 
(LLE) [2], Laplacian eigenmaps (LE) [3], Hessian-based locally linear embedding 
(HLLE) [4], and local tangent space alignment (LTSA) [5]. Each manifold learning 
method attempts to preserve local structures in small neighborhoods and successfully 
derives the intrinsic features of nonlinear manifold. However, current manifold learn-
ing methods suffer from some drawbacks when they are applied to pattern recognition 
tasks. One problem is that they yield an embedding restrictedly limited on the training 
data set, but, because of the implicitness of the nonlinear map, when applied to a new 
sample, they cannot find the sample’s image in the embedded space. The other prob-
lem is that classical manifold learning methods neglect the class information, which 
will inevitably lead to a heavy weakening of their performance on pattern recognition.  

To overcome these drawbacks, many subspace learning methods which character-
ize locally geometrical structure and discriminant power of the data have been  
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presented, such as marginal Fisher analysis (MFA) [6] and locality sensitive discrimi-
nant analysis (LSDA) [7]. Following this notion, a supervised version of LTSA, 
namely orthogonal discriminant local tangent space alignment (O-DLTSA), is pro-
posed for feature extraction. In the proposed method, we attempt to enhance the rec-
ognition ability of the original LTSA from two aspects. On the one hand, we convert 
the optimization problem of LTSA into multi-object optimization problem, i.e., a 
linear transformation matrix, which maps the input data to a low-dimensional feature 
space, is obtained by solving multi-object optimization that captures the discrepancy 
of the local geometries and introduces the maximum margin criterion (MMC) [8] in 
the reduced space simultaneously. Therefore, our method effectively combines the 
ideas of LTSA and MMC. It not only holds the strong dsicriminant power of MMC, 
but also preserves the intrinsic geometry of the data samples. On the other hand, in 
order to improve the discriminant power, we take an orthogonal step to obtain a set of 
orthogonal basis eigenvectors. 

2   A Brief Review of LTSA 

Let 
1 2[ , ,..., ] m n

nX x x x ×= ∈  denote n  data points in a high m dimensional space. 

The goal of dimensionality reduction is to project the high-dimensional data into a 
low-dimensional feature space. Let us denote the corresponding set of n  points in the 

reduced space as 
1 2[ , ,..., ] d n

nY y y y ×= ∈ , with d m , in which iy  is a low-

dimensional representation of ix  ( 1, 2,...,i n= ).  

Local tangent space alignment (LTSA) [5] is developed from the framework of part 
optimization and whole alignment. Each data point is represented in different local 
coordinate systems by part optimization. But its global coordinate should be main-
tained unique. Whole affine transformation is constructed to achieve this goal. For 

each point ix , let
1 2

[ , ,..., ]
k

m k
i i i iX x x x ×= ∈ denote the collection of its k  nearest 

neighbors. To preserve the local geometry of each
iX , performing a singular decom-

position of the centralized matrix of
iX , we have 

, 1,..., ,T
i k i i iX H U V i n= ∑ =  

where /T
kH I ee k= − is the centering operator, 

1( ,..., )i kdiag σ σ∑ =  contains the sin-

gular values in descending order, 
iU  is an m m×  matrix whose column vectors are 

the left singular vectors , and 
iV  is a k k×  matrix whose column vectors are the right 

singular vectors. The local tangent space coordinates can be obtained from the follow-
ing formula: 

( ) ( ) ( )
1 2[ , ,..., ],T T i i i

i i i k i i kU X H V θ θ θΘ = = ∑ =                          (1) 

where ( )i
jθ  is the local tangent coordinate of the thj  nearest neighbor of data point 

ix . In essence, it is equal to performing a local principal component analysis (PCA); 

iΘ  is the projection of the points in a local neighborhood on the local PCA. 
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We now consider constructing the global coordinates , 1,...,iy i n= , in the d -

dimensional feature space based on the local coordinates ( )i
jθ  which represents the 

local geometry. Let 
1 2

[ , ,..., ]
k

d k
i i i iY y y y ×= ∈  contain the corresponding global coor-

dinates of the k  data points in 
iΘ  and 

1[ ,..., ]i i
i kE ε ε=  be the local reconstruction 

error matrix. To preserve as much of the local geometry in the low-dimensional fea-

ture space, we seek to find iy  and the local affine transformations 
iL  to minimize the 

reconstruction errors
iE , i.e., 

2 2

2 2, ,
arg min arg min .

i i i i
i i k i i

Y L Y L
i i

E Y H L= − Θ∑ ∑                              (2) 

Obviously, the optimal alignment matrix iL  is given by ,i i k iL Y H += Θ and thus 

( )i i k iE Y H I += − Θ Θ , where 
i
+Θ  is the Moore-Penrose generalized inverse of .iΘ  

Let 
1 2[ , ,..., ]nY y y y=  and 

iS  be the 0-1 selection matrix such that
i iYS Y= . We 

need to find Y  to minimize the overall reconstruction error 
 

2 2
arg min arg min arg min ( ) arg min ( ),T T T T

i F FY Y Y Y
i

E YSW tr YSWW S Y tr YBY= = =∑      (3) 

where
1[ ,..., ],nS S S= ,T TB SWW S= and 

1( ,..., )nW diag W W=  with ( ).i k i iW H I += − Θ Θ  Let 
T
i i iQ RΘ =  be the QR decomposition of T

iΘ , then T
i i i iQ Q+Θ Θ = . We can rewrite 

iW  as 

[ / , ][ / , ] .T T
i i i i iW I e k Q e k Q I G G= − ≡ −                                        (4) 

To uniquely determineY , we impose the constraint TYY I= . Then, the optimal d -
dimensional global embedding Y  is given by the d  eigenvectors of the matrix ,B  

corresponding to the 2nd to ( 1)std +  smallest eigenvalues of .B  

3   Orthogonal Discriminant Local Tangent Space Alignment 

In this section, we propose a supervised LTSA algorithm named as O-DLTSA. O-
DLTSA aims to take full advantage of class information and orthogonal subspace to 
improve discriminant power of the original LTSA. 

3.1   The Linearization of LTSA 

In order to circumvent the out-of-sample problem, an explicit linear map from X  to 
Y , i.e. TY V X= , is constructed. Thus the objective function for the original LTSA 
can be converted to the following form: 

1( ) min ( ) min ( ).T T TJ Y tr YBY tr V XBX V= =                                   (5) 
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Mapping new data points to the low-dimensional space becomes trivial once linear 
transformation matrix V  is determined. Some studies have found that the linearization 
of LTSA (LLTSA) [9-10] shows better recognition ability than the original LTSA [5]. 
However, since LLTSA does not take class information into account which is important 
for recognition problem, the linear transformation is not always the optimal one that 
the proposed O-DLTSA pursues. That is to say, O-DLTSA needs a criterion that can be 
used to automatically find an optimal linear transformation for classification. 

3.2   Optimal Linear Discriminant Embedding 

LLTSA only puts stress on preserving as much as possible local structure defined by 
the nearest neighbors, however, class information is ignored. In order to obtain opti-
mal linear discriminant embedding, we introduce the MMC presented above to the 
LLTSA, which characterizes as much as possible local neighborhood structure on the 
original data manifold, and at the same time, maximizes the average margin between 
classes in the embedded space. That is to say, the linear transformation obtained by 
LLTSA can satisfy maximum margin criterion (MMC) [8] simultaneously, i.e., maxi-
mizing the average margin between classes in the projected space.. Thus the problem 
can be written as the following multi-object optimized problem: 

min { }

max { ( ) }

s.t. .

T T

T
b w

T T

tr V XBX V

tr V S S V

V XX V I

⎧⎪
⎨

−⎪⎩
=

                                                   (6) 

The constrained multi-object optimization is conducted to minimize the reconstruc-
tion error and maximize the margin between difference classes simultaneously. We 
formulate this discriminator by using the linear manipulation as follows: 

min { ( ( )) }

s.t. .

T T
b w

T T

tr V XBX S S V

V XX V I

− −

=
                                            (7) 

The solution of Eq. (7) is obtained by solving the generalized eigenvalue decomposi-
tion problem: 

    ( ( )) .T T
b wXBX S S v XX vλ− − =                                           (8) 

Therefore, the transformation matrix V  which minimizes the objective function is 

composed of the d  smallest generalized eigenvectors of ( )T
b wXBX S S− −  and 

TXX corresponding to the d  smallest eigenvalues. The transformation matrix V  
which minimizes the objective function is as follows: 

 

1 2[ , ,..., ].dV v v v=  

3.3   Obtaining Orthogonal Eigenvectors 

The generalized eigenvectors obtained by solving Eq. (8) are nonorthogonal. This 
makes it difficult to faithfully represent the manifold. We use Gram-Schmidt orthogo-
nalization to produce orthogonal basis vectors, which is called O-DLTSA. Set 
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1 1g v= , and assume that 1k −  orthogonal basis vectors 
1 2 1, ,..., kg g g −  have been 

worked out, thus kg  can be computed as follows: 

1

1

.
Tk
i k

k k iT
i i i

g v
g v g

g g

−

=

= −∑                                                     (9) 

Then 
1 2[ , ,..., ]dG g g g=  is the transformation matrix of O-DLTSA. 

3.4   The Outline of O-DLTSA 

The algorithmic procedure of O-DLTSA can be summarized as follows: 
 

Step 1: Project the data set X  into the PCA subspace by discarding the minor  
components. 

Step 2: For each data point ix , determine its k  nearest neighbors by KNN or ε -

ball algorithm. 
Step 3: Compute the d  left singular vector matrix iU  of iX H . Set  iΘ  as in  

Eq. (1). 
Step 4: Compute the orthogonal basic matrix iQ  of T

iΘ  by QR decomposition, and 

form [ / , ]i iG e k Q= . 
Step 5: Construct affine alignment matrix B  by locally summing as follows: 

( , ) ( , ) 1, 2,...,T
i i i i i iB I I B I I I G G i n← + − =  

with the initial 0B = , where 1{ ,..., }i kI i i=  denotes the set of indices for the k  

nearest neighbors of ix . 

Step 6: Compute matrix TXBX . 
Step 7: Compute the between-class scatter bS , within-class scatter wS , and their dif-

ference b wS S− , respectively. 

Step 8: Compute the d  eigenvectors corresponding to the d smallest eigenvalues 
based on Eq. (8). 

Step 9: Orthogonalize the d  basis vectors based on Eq. (9) and obtain 

1 2[ , ,..., ]dG g g g= . 

4    Experiments 

In this section, the performance of O-DLTSA is evaluated on Olivetti Research Labo-
ratory (ORL) face image databases and compared with the performances of PCA [11], 
MMC [8], LDA [12], marginal Fisher analysis (MFA) [6], and supervised LLTSA 
(SLLTSA) [9-10]. In our experiments, each image was manually cropped and resized 
to 32×32 pixels. Thus, each image can be represented by a 1024-dimensional vector 
in image space. The k -nearest neighborhood parameter in SLLTSA and O-DLTSA 
can be chosen as 1k l= − , where l  denotes the number of training samples per class.  
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For each individual, seven images were randomly selected for training and the rest 
were used for testing. The experimental design is the same as before. We averaged the 
results over 20 random splits. The best mean recognition rates are shown in Table 1. 
As can be seen, O-DLTSA algorithm significantly outperforms the other techniques. 
We investigate the maximal average recognition accuracy at 278, 36, 39, 51, 111, and 
39 dimensions for PCA, MMC, LDA, MFA, SLLTSA, and O-DLTSA, respectively. 
The best mean recognition rates of PCA, MMC, LDA, MFA, SLLTSA, and O-
DLTSA are 91.42(±2.26)%, 94.92(±1.77)%, 95.71(±1.86)%, 96.46(±1.97)%, 
94.21(±1.92)%, and 97.03(±1.70)%, respectively. The corresponding face subspaces 
obtained by carrying out the methods mentioned above are called optimal face sub-
space for each method.  

Moreover, the effect of the training sample number is also tested in the following 
experiment. We randomly selected 3, 4, 5, 6, and 7 training samples and then the rest 
samples for test ones. We repeated these trails 20 times and computed the average 
results. The best results obtained in the optimal subspace are shown in Fig. 1. It can be 
seen that our O-DLTSA algorithm significantly performs the best among all the cases. 

Table 1. Performance comparison and the corresponding standard deviations (percent) with the 
reduced dimensions for BASELINE, PCA, MMC, LDA, MFA, SLLTSA, and O-DLTSA 

Method Dimension Recognition 
rate 

BASELINE 1024 90.92±2.26 

PCA 278 91.42±2.26 

MMC 36 94.92±1.77 

LDA 39 95.71±1.86 

MFA 51 96.46±1.97 

SLLTSA 111 94.21±1.92  

O-DLTSA 39 97.03±1.70 
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Fig. 1. Performance comparison of recognition rates with different training sample number 
using BASELINE, PCA, MMC, LDA, MFA, SLLTSA, and O-DLTSA 

5   Conclusions 

In this paper, we develop an orthogonal discriminant local tangent space alignment 
(O-DLTSA) technique for supervised feature extraction of high-dimensional data. The 
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projection of O-DLTSA can be viewed as a linear approximation of the nonlinear map 
that faithfully preserves both discriminant power and local geometrical structure hid-
den in the data. The experimental results on ORL databases show that the new method 
is indeed effective and efficient. 
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Abstract. In this paper, the spatial distributions of pigments in foliage which 
lead to color variation are separated by independent component analysis (ICA) 
from a single leaf color image. The results can be applied to the reproduction of 
leaf color, the diagnosis of leaf disease, and leaf texture synthesis. Our results 
shows that the components of pigments which are different color influential fac-
tor are separated from leaf color image. We use images to demonstrate results 
and show how each component of pigment affects the leaf color. 

Keywords: image processing, leaf color, leaf texture, texture synthesis, inde-
pendent component analysis. 

1   Introduction 

In the field of botany and agriculture, for a long time the digital images of the plants 
leaves have been used to get intrinsic characteristics of color and texture by image 
process for higher-level application such as pattern recognition, texture synthesis and 
so on. Recently, digital photography has been used to assess viral infection of leaves 
by extracting the color features [1] and insect feeding [2]. Schaberg et al. [3] and 
Murakami et al. [4] developed a method for leaf color analysis using the Scion Image 
software package (Scion Corporation, Frederick, MD). El-Helly [5] developed a pre-
processing system interface for preprocessing diseased plant images for diagnosis. 
Another application of analysis of the leaf image is to render a virtual plant realisti-
cally in Computer Graphics. Desbenoit [6] built leaf model map stencil groups, and 
synthesized all kinds of texture of leaf combing with circumstance parameters. Shige-
nori Mochizuki [7] used color-stealing algorithm (CSA) to extract natural-like color 
from some photographic images to realize the autumn colorings. Also by analyzing 
the leaf image sequence, many other advanced leaf models such as BRDF and BTDF 
model [8] had been developed for the real-time rendering of plant leaves. 

The color and texture of a leaf are mainly caused by the pigments it contains, and 
more precisely the light absorption behavior of these pigments [9]. In this research, 
the spatial distributions of pigments which influence the main color of leaf are sepa-
rated by independent component analysis (ICA). Recently, some researchers applied 
ICA to learn efficient codes of natural images that utilize a set of linear basis  
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functions or features [10-12]. In the field of color processing, Inoue et al.[13] firstly 
proposed a technique to separate each pigment from compound color images, and the 
technique is improved by N.Tsumura [14, 15] to synthesize various skin color and 
texture by changing the extracted amount of hemoglobin and melanin spatially in the 
human skin color image. Similar to N.Tsumura [14], we focus on the separation of the 
pigments which influence the color appearance. In our approach, we use FastICA to 
learn the basis independent components of a leaf color image. Compared with con-
ventional methods, the proposed method is based on the fact that variation of color or 
texture is caused by two factors: First the kind of pigments that the leaf containing in 
different time and situation, the second is the situation that pigments increasing, de-
creasing spatially and temporally. So we firstly described the type of influenced pig-
ments according to priori knowledge. And then we used a leaf model to separate leaf 
image into the intrinsic component images, which is also the spatial distribution of the 
pigment relative quantities. The intrinsic image representation of pigment distribution 
may be useful as a stepping-stone to high lever application like disease diagnosis, 
texture synthesis and so on. 

2   FastICA of Color Image 

Independent Component Analysis (ICA) is a signal processing method originally 
developed for the blind signal separation (BSS) problem [15]. Recently, there have 
been a considerable amount of papers presenting the applications of ICA algorithms 
on image data [16, 17]. Aapo Hyvärinen [18] proposed an efficient and popular Fas-
tICA algorithm to find independent components by separately maximizing the negen-
tropy of each mixture. The deflation approach of FastICA is able to use some non-
quadratic contrast function to provide estimates of negentropy [18]. 

The update rule for the deflation method is given by: 

* 1 '( ) [ ( ( 1) )] [ ( ( 1) )] ( 1)T Tw k C E xg w k x E g w k x w k−= − − − − . (1) 

*

* *

( )
( )

( ) ( )T

w k
w k

w k Cw k
=  (2) 

where E is the expectation operation, w*(k) is the complex conjugate of w(k), g can be 
any suitable non-linear contrast function, with derivative g’, and C is the covariance 
matrix of the mixtures, X. 

In this paper, for color image separation, it is assumed that the different pigment 
quantity as independent component, the observation xi (i=1, 2, 3) is optical density 
domain of each color channel. To simplify the description, first assuming that the 
media in color image includes three pigments and it is captured by an image acquisi-
tive system with three color channels. We denote si (j, k) (i=1, 2, 3) as the quantity of 
three pigments and S(j, k)=[s1(j, k),s2(j, k), s3(j, k)]T, ai denotes the pure color vectors 
of every pigments. The dimension of the ai is equivalent to the number of color chan-
nel, and each element is the pure color value of one unit pigment. N.Tsumura assumed  
 



432 Y. Tian et al. 

that compound color vector X(j, k) from three channels can be calculated by linear 
combination of pure color vectors with the quantity matrix X: 

( , ) ( , )X j k AS j k= . (3) 

where X(j, k)= [x1(j, k),x2(j, k), x3(j, k)]T, each element indicates the pixel value of 
each channel.  

By applying the ICA to the compound color vectors in the image, the relative quan-
tity and pure color vector ai of each pigment are extracted without a priori information 
on the quantity and color vector under the assumption that quantities of pigments are 
mutually independent for the image coordinate. Let define the separating equation: 

( , ) ( , )Y j k MX j k= . (4) 

where the separating matrix M=[m1,m2], the intrinsic signals Y(j,k)= [Y1(j, k),Y2(j, k), 
Y3(j, k)]T. 

The extracted signal matrix Y(j, k) is not the absolute quantity of S(j, k) without an 
assumption, Therefore the extracted independent vector: 

( , ) ( , )Y j k RTS j k= . (5) 

where R is the permutation matrix that may substitute the elements of the vector each 
other, T is the diagonal matrix to relate the absolute quantities to relative qualities, 
using (3)(4)(5), the mixing matrix A is calculated as follows: 

1A M RT−= . (6) 

Note that relative quantities and directions of compound color vectors are pragmati-
cally enough in most cases. 

3   Leaf Color Model 

Figure 1 shows a color image from a cucumber leaf with 500×500 pixels. We choose 
samples that have disease or lack nutrition like aging to analyze for further applica-
tions. The image is taken by digital camera (SONY DSC-F717) with 3648×2736 
pixels under a fixed light source. Every color image has three color channels: red, 
green, blue. And denote r(j, k), g(j, k), b(j, k) to be three pixel color value on the im-
age coordinate (j, k), respectively. 

Two assumptions on leaf color were made in this section. First, Lambert-Beer law 
or modified Lambert-Beer law holds in the reflected light among the quantities and 
observed color signals. Second, these quantities are mutually independent spatially. 
The first assumption assures the linearity among the observed color signals and pure 
color signals of pigments in the spectral density domain. 

We use optical density domain of three channels: log( r(j, k)), log( g(j, k), log 
( b(j, k)) as compound signals. Denote color density vector C(j, k) on image coordinate 
(j, k) as 

( , ) [ log( ( , )), log( ( , )), log( ( , ))]C j k r j k g j k b j k= − − − . (7) 
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Fig. 1. The analyzed cucumber aging image with 500×500 pixels 

 

Fig. 2. Biological model of leaf with epidermal layer and palisade cell layer 

Various pigments such as chlorophyll, carotene, anthocyanin, tannin are contained 
in the epidermal layer and palisade cell layer of leaf (Fig.2). Chlorophyll is responsi-
ble for the greenish color, during the aging process in autumn, carotene, anthocyanin 
and tannin grow more, and they create yellow-orange color, or even red color. To 
simplify the description we define chlorophyll as the Greenish Pigment (GP), other 
pigments as Aging Pigment (AP). Therefore in Fig.1, the aging cucumber leaf color is 
determined by AP and GP. Note that this definition is simplified and also can be ad-
justed to some other cases. For example maple leaf, which turns yellow and red in 
autumn, it can also denote the chlorophyll, carotene, anthocyanin as three independent 
signals in compound color. 

Since we assumes there are two types of pigments in aged leaf and disease leaf, the 
color density vector of skin can be denoted as 

3( , ) ( , ) ( , )C j k BQ j k c j k= + . (8) 

where B=[b1, b2]
T, C(j, k)=[ c1(j, k), c2(j, k)], c1(j, k) and c2(j, k) are normalized as 

1 2( , ) ( , ) 1c j k c j k= = .And b1 and b2 are pure color vectors of two types of 
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pigments (GP, AP or DP), q1, q2 are relative quantities of the pigments respectively, 
c3(j, k) is spatially stationary vector caused by other pigments and leaf structure.  

Note that the number of pigments is smaller than the number of channels, we pro-
ject the three optical density domain on the two dimensional plane that c1 and c2 
spanned using Principal component analysis (PCA). Let denote the principal compo-
nent matrix as P=[p1,p2,p3], p1 and p2 are the first and second principal component 
vectors which can span the plane spanned by c1 and c2. The projection Matrix is 

1 2 1 2[ , ][ , ]T TPP p p p p= . (9) 

The color density can be divided into two components as: 

3 3( , ) ( ( , ) ( , )) ( ) ( , )T TC j k PP BQ j k c j k I PP c j k= + + − . (10) 

where matrix I is an identity matrix. The first term indicates the component in the two 
dimensional subspace while the second term indicates the component in one dimen-
sional subspace.  

4   Pigment Components Separation and Results 

In two dimensional plane proposed in the previous section, the FastICA can be used 
to estimate the quantity matrix Q and color density matrix A as follows. 

In preprocessing of FastICA, firstly to center C(j, k), the elements in C(j, k) were 
made zero-mean variable by subtracting the mean vector of C(j, k). Secondly, to whit-
ening the signal, which means to transform C(j, k) linearly, the observed vector was 
multiplied with the whitening matrix. The whiten vector can be indicated as: 

1

2( , ) ( ( , ) ( , ))TX j k D P C j k C j k
−

= − . (11) 

where ( , )C j k  is the mean vector of C(j, k), D is the diagonal matrix of its first two 

eigenvalues , 1 2( , )D diag d d=  and 1/2 1/2 1/2
1 2( , )D diag d d− − −= . Substitute (10) 

into (11) gives: 

1/2 1 1/2 1
3( , ) [ ( , ) ( , ) ( ) ( , )]T TX j k D P B Q j k B c j k D P B C j k− − − −= + − . (12) 

Here, the independent component vector is defined as: 

1 1/2 1
3( , ) ( , ) ( , ) ( ) ( , )TS j k Q j k B c j k D P B C j k− − −= + − . (13) 

Also, we define: 

1/2 TA D P B−= . (14) 

The mixed matrix A is obtained by FastICA described in previous section, substi-
tuting into (9), the estimated pure color density matrix B is calculated as: 

1/2 1( )TB D P H RT− −= . (15) 
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Using FastICA Matlab toolbox proposed by Aapo Hyvärinen, we get the separation 
matrix M and mixed matrix A, and using deflation approach to provide estimates of 
negentropy. After Estimation of the color density vector B, similar as [19], we denote 
the color separation and synthesis equation as: 

'( , ) ( , ) ( ) ( , )TC j k BKY j k i I PP C j k= + − . (16) 

where C’(j, k) is the synthesized color, Y(j, k) is independent component matrix after 
analysis, K is a diagonal matrix to change quantities of pigments Q(j, k), i is the value 
to change quantities of stationary color vector c3(j, k). Through changing the K and i, 
the two images that are only influenced by different independent component respec-
tively can be separated. We set the K=diag[1,0] and i=0 to get the image that the first 
independent component determined, also K=diag[0,1] and i=0 get the second 
one(Fig.3). 
 

 

Fig. 3. Two separated independent component image of the leaf color image. The synthesis 
parameters are set as K=diag[1, 0] and i=0 in the left, K=diag[0, 1] and i=0 in the right. 

Since the yellow and brown point and speckle which are caused by Aging Pig-
ments are not appeared in first component image (Fig.3), but appeared in the second, 
it is considered that the first image component is caused by Greenish Pigments and 
the second is caused by Aging Pigments. In this case, it is possible to segment any 
other region which color is caused by different pigments from a single leaf image. 
The statistical characteristics can be extracted from the independent component im-
age. Also, for image-based material weathering[19], using color synthesis equa-
tion(16), it is possible to change the pigments relative quantity to change the appear-
ance of a single leaf image according to weathering process including aging and dis-
ease development. 

5   Conclusion and Discussion 

We have presented fixed-point independent component analysis (FastICA) of a single 
leaf color image, and separated it into two independent component images. And it is 
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believed that the separated images correspond to the spatial distribution of different 
independent pigments. For a higher application, this approach may acquire remark-
able characteristics from independent distribution of leaf appearance, which can be 
applied to analyze plant disease and aging degree. Also, based on physiological 
knowledge or a database containing the spatio-temporal variation of leaf texture, the 
amount of the pigments can be changed nonlinearly to synthesize the weathering 
process from a single leaf image.  

In this paper, the Lamber-Beer Law is assumed for the leaf surface. However, in 
practical applications, there is shading on the surface caused by directional light. 
Therefore, in the future work, our technique needs to be fixed for a more correct esti-
mation of the pigment density in the shading area, which can be dealt with using re-
flectance/shading separation from a single image [20]. Another of our goals in future 
work is to handle the weathering effects on a single leaf image using texture analysis, 
also extending to a natural weathering scene including a lot of leaves. 
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Abstract. Due to the different imaging characteristics of sensor, there are big 
differences of multisource images in gray and trend of gray gradient. And the 
existing algorithms of image registration were time-consuming or low match-
ing. In view of the status quo, a brief review of the SIFT algorithm is firstly 
given, and the shortcoming of SIFT, in which the matching rate is vulnerable to 
influence by gray feature, is pointed out. Then a fast algorithm for multisource 
image registration based on geometric feature of corners was presented. It 
adopts geometric feature of corners rather than gray feature. So the shortcoming 
of SIFT can be overcome. The novel algorithm can be used to register multi-
source images with large differences in gray or with different wavebands, and 
can increase the speed and raise the matching rate of registration. This section 
focused on how to select the corners, how to calculate feature vectors, and the 
feature matching algorithm. Finally, experiments have been done to prove that 
this algorithm can register images quickly and efficiently. 

Keywords: Registration, multisource image, geometric feature, corner, SIFT. 

1   Introduction 

With the development of sensor technology, different imaging characteristics were 
showed by various sensors, so it has become an important means of obtaining infor-
mation by synthesize multi-sensor images for extracting features and analyzing the 
images. But multi-sensor images must have been registered strictly on geometry and 
grayscale before extracting features and analyzing its. This makes image registration 
to be one of rapidly developing image processing technologies in recent years, and it 
has been widely used in medicine, pattern recognition, computer vision, remote sens-
ing and military application [1-4].  

Image registration technology can be classified as grey-based and feature-based. 
The grey-based registration technology needs manual intervention generally, which 
largely restricts its applications, and feature-based uses common feature of two  
                                                           
∗ Correspondence author. 
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(or more) images to register, so the more features, the higher registration accuracy. As 
the feature-based registration technology does not require manual intervention, it has 
become the mainstream of image registration technology [5-7]. 

Feature-based image registration technologies is made up of feature extraction, fea-
ture vector calculation and feature matching. According to image features, Feature-
based image registration technologies can fall into three categories: image registration 
based on corner feature, line feature and surface feature. The interest point detector 
plays an important role in image registration based on corner feature, which is widely 
used currently, and includes the Harris [9-10], Forstner [9-11], SUSAN [9], Moravec 
[12-14] interest point detector, etc. The SIFT algorithm [14-16] proposed by Lowe is 
relatively good, and it is a scale invariant, rotation invariant, illumination invariant and 
affine invariant. But it is time-consuming because of high dimensions of feature vector. 
So Y. Ke1 [17] proposed PCA-SIFT algorithm to improve it, which draw lessons from 
principal component analysis (PCA), and convert to high- dimensional feature vector 
to several independent Components to reduce the dimension of feature vector. So it can 
greatly improve the matching speed, and maintain the original feature invariance. 

The remainder of this paper is as follows. Firstly, a brief review of the SIFT algo-
rithm is given. Then, a fast algorithm for multisource image registration based on 
geometric feature of corners is presented, and the shortcoming of SIFT, in which 
matching rate is vulnerable to influence by gray feature, is overcome. Lastly, the new 
algorithm can be used to register multisource images with large differences in gray or 
with different wavebands, and can increase the speed and raise the matching rate. 

2   A Brief Review of the SIFT Algorithm 

David G. Lowe proposed the SIFT (Scale Invariant Feature Transform) feature 
matching algorithm in 2004 [15], which detected the local maximum as feature points 
simultaneously in image two-dimensional plane space and the DoG (Difference-of-
Gaussian) scale space, in order to have good uniqueness and stability. DoG operator is 
defined as the difference of two Gaussian kernels with different scales, the character-
istics of its simple computation, and that is approximation of normalized LoG (Lapla-
cian-of-Gaussian) operator. DoG operator is defined as follow: 

.                  (1) 

SIFT features matching algorithm includes two stages. The first stage is to calcu-
late the SIFT features vector, and the second stage is to match the SIFT feature vector. 
While calculate SIFT feature vector of images, gray gradient distribution character of 
neighboring pixels is used to calculate the direction parameters for each corner, so 
that SIFT operator will have rotation invariance. In practical applications, we sample 
in the neighborhood of the key point and count the neighboring pixels gradient direc-
tion by the histogram. Gradient histogram ranges from 0° to 360°, and it is one col-
umn per 10°and total to 36 columns. The peak of histogram represents the main gra-
dient direction of the neighborhood, i.e., the direction of the key point. In the gradient 
histogram, where there is another peak that has 80% energy of the principal peak, the 
direction will be defined as the secondary direction of the key point. One key point 
may be specified with multiple directions (one main direction, more than one supple-
mentary direction) to enhance the robustness of matching. 
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3   Geometric Features of Corners 

The SIFT features vector not only is invariant to shift, rotation, and scale, but also 
take advantage of distinctiveness and calculation speed. However, because the algo-
rithm depends on gray level of key point, but the gray level of the heterogeneous 
sensor images of the same goal may be inconsistent, so the rate of matching may be 
low due to difference of the gray level of two images. 

The gradient amplitude and gradient direction of corners and neighborhood may af-
fect the applicability of SIFT. Assuming there are many images of the same scene, the 
image A may have a distinct Contour, and image B may be similar to the black-white 
negative film, or the gray distribution of some regions in A is contrast to that in B, thus 
the gradient of edge in two images may be opposite; all would affect the matching 
results. On account of above reasons, gradients of corners and neighborhood are no 
longer used, but the geometric feature of corners is only. The algorithm we presented 
(named as Fast Algorithm Based on Geometric Feature of Corners, FABGFC) is di-
vided into steps as follows: ①Extract the potential feature points using SIFT algo-
rithm; ②extract the contour [18]; ③locate points on the contour as the primary key 
points to generate the geometric feature vector; ④register images using the geometric 
feature vector. For image taken by fisheye lens or distorted image, in step 3, points 
with local maximum but not in the contour are considered as the secondary key points. 
Link every other secondary key points, and if there are intersections of two lines, re-
move the longer line and keep the rest one. Register triangle regions which are made 
up of these lines again. The above steps will be described further as follows. 

3.1   Determination of the Corners 

There are many methods to extract feature point, such as the SUSAN operator [9], the 
Harris operator [10] and SIFT operator [15], etc. In SIFT algorithm, the procedure of 
extraction extremum in scale-space are: ①.calculate the convolution of input im-

age  and Gaussian integrable function , product the corresponding scale 
space , and express with a Gaussian Pyramid; ②. subtract adjacent two-layer 

Gaussian Pyramid to generate differential Gaussian pyramid; ③. in differential Gaus-

sian pyramid, detect the maxima points of the same layer  neighborhood and 
adjacent layer  neighborhood. In order to reduce computational complexity and 
ensure consistency and speed of our algorithm, the method of extract feature point 
which is used in SIFT is used. 

According to the previous analysis, feature points obtained by above three steps 
have scale invariance. In order to extract more stable geometric feature, the contour 
which through the point can apply to calculate the feature vector, and points which 
have no intersection with the contour are ignored. But even so, feature points of dif-
ferent images which are photographed by different sensor have different feature vec-
tors. The contour needs to be extracted in different scale spaces so as to obtain more 
stable and fewer feature points to accelerate the matching speed.  

Edges of image are extracted as contour, but because of the presence of noise, con-
tour through points will appear intermittent or not clear enough, so it needs to remove 
miscellaneous redundant edge and patch the edge according to contour characteristics 
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of objects. In this paper, a Canny operator is used to extract the image edge [19-20]. 
The Canny operator firstly proposed in 1986 by Canny. It is widely used in edge detec-
tion. The specific algorithm is as follows: ①filter images with Gauss-filter to remove 
noise; ②calculate the gradient amplitude  and direction  for each pixel in 
the filtered image to obtain gradient image; ③use non-maxima suppression technology 
on each point of gradient image, determine whether the candidate points are the corner, 
then generate the thinning edge; ④remove false edge by the Double Threshold Algo-
rithm, link interruption to get the edge image. Obviously, the advantages of Canny 
Edge Detection Algorithm are as follows: ①suppress the noise interference with the 
Gaussian filter. ② obtain refined edge by non-maxima suppression technique. ③Use 
the Double Threshold Algorithm to eliminate impact of the false edge and increase the 
accuracy of edge locating. Research shows that in most cases, Canny Edge Detection 
Algorithm can generate a single pixel successive edge, but occasionally lead to phe-
nomena such as breaking edge. Many algorithms were put forward to get continuous 
edge or profile. But these methods are complex, and the purpose of extracting profile is 
only to extract the geometric feature from corners, so the absolute accuracy of contour 
is not required. To make calculations simple and fast, an adjacent area (usually is a belt 
zone which containing the contour) that has a clear gradient change (judged by a 
threshold) is calculated firstly, and then, the skeleton of neighborhood is calculated to 
obtain more stable contour, which is denote by .  

Geometric feature of a point include point size, the number of lines through the 
point and the angle between the lines through the point and so on. Obviously, point 
size is not a good feature, because it is not an invariant to scale. Therefore, in 
FABGFC algorithm the geometric feature vectors of key points are composed of the 
number of lines through key points which is defined as  (Denote briefly by ), 
and angles sequence. As a number of lines can form multiple angles, from maximum 
angle, clockwise, point by point take angles sequence as , so total ( ) 
feature values are obtained, and these feature parameters are more stable than gradient 
in the above cases. Furthermore, the calculation is simple and fast. Then, we can get 
the feature vector of a corner as . 

3.2   Calculating Feature Vector of Corners 

For calculating feature vectors, we define the distance of two corners  and 
 (denoted briefly by  and ) which are in the same image as follow: 

.                      (2) 

And define the minimum distance of image  as follow: 

.                   (3) 

Let  is the radius, and points are the centre, we get a circle, denote 
the circumference by , then the number of intersections of the circle and 
contour is defined as Degree: 

.               (4) 
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And “ ” express the Cardinality of set, this namely fore-mentioned 3.1 N of 

. Furthermore, the angles sequence of  are need to calculate. 
So, the intersection points of circumference  and contour  are 
numbered according to following algorithm for calculating the angle .  

 

1. To the points in the Fourth Quadrant of Cartesian coordinate system, we number 
them according to the order of x decreasing gradually, y decreasing gradually also. 

i. Determine the initial point; and take the point with the maximum x coordinate 
value as the initial point. 

   ; ;   

ii. Initialize the point set with the points in the Fourth Quadrant, but  is excluded. 

 
iii. In the rest points, the point with maximum x and maximum y is the succeed one, 

and loop this step until  

     

   ; ;  
2. Number the points in the Third Quadrant of Cartesian coordinate system according 

to x decreasing gradually, and y increasing gradually. 
i. Initialize the point set with points in the Third Quadrant 

;  
ii. In the rest points, the point with maximum x and minimum y is the succeed one, 

and loop this step until  

 
; ;  

3. Number the points in the Second Quadrant of Cartesian coordinate system accord-
ing to x increasing gradually and y increasing gradually. 

i. Initialize the point set with the points in the Second Quadrant 

;  
ii. In the rest point, the point with minimum x and minimum y is the succeed one, 

and loop this step until  

 

  ; ;  
4. Number the points in the First Quadrant of Cartesian coordinate system according 

to x decreasing gradually and y increasing gradually. 
i. Initialize the point set with the points in the First Quadrant 

;  
ii. In the rest points, the point with minimum x and maximum y is the succeed one, 

and loop this step until  

 

  ; ;  
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The intersections points of  and  are numbered 
 according to clockwise direction. Especially, if , define 

 (or ), respectively, if , define  (or 
). When , take any three consecutive points 

, , , we judge whether they are in the same line, if so, let 
 and ; Else if they are not in a line, then a triangle can form by 

these three points. Thus we can define: 

.     (5) 

where the subscript , N is the number of intersections points (i.e. Degree). 
Thus the geometry feature vector is defined as   

.                                            (6) 

Since the  will change while the  is change, the dimension of the fea-
ture vector will change, the calculation become difficult. So, 
(a) traverse , let: 
 

i.  

ii.  

iii.  
 

In the above formula,  express the successor of , and  express 
the k-th successor of , and  denote calculating remainder. So the different be-
tween sequence  and  is:  is the maximum of , and the order of other 
elements are keep invariable. 
(b) We can stipulate that the first  angles are adopted, if the number of angles is 
less than , for instance, the number is , then, the latter  angles are as-
signed 0. And if the number of angles is exceed , the latter  angles are 
ignored. According to (a) and (b), we can get  angles, so the feature vector of cor-
ner can express as: 

.                   (7) 

In this example, we let , and  may be assigned other value in other cases. 
If necessary, the grey feature which is used in the SIFT algorithm and the length ratio 
of the angle both sides line [21] may be utilized also to enhance the description abili-
ties of feature vector. But it needs to consider weight of each feature suitably, and 
make a compromise between the calculation complexity and feature stability. 

3.3   Feature Matching 

Feature matching is a process to find matching point in another image for each point 
in an image. An effective method of finding matching point is the Nearest Neighbor 
Algorithm, and the Nearest Neighbor point is a neighbor point of corner which has the 
shortest European distance to it. 

In the European distance, weights for each component of feature vectors are the 
same. But in practical application, components of feature vector have a different  
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contribution to identify the corner in image. For images have no occlusion, the stabil-
ity of  is higher than the angle . But if images have occlusion or camou-
flage, the stability of  may lower than the angle . If there is a disturbance, 
the relative error of  is different to angle . If it is in absence of occlusion 
and camouflage, the  almost have no error, but angle  may have error. 
Generally, the  and  are given different weights. So the definition of 
weighted distance  between two feature vectors is as follow: 

.    (8) 

The Exhaustive Algorithm is an effective algorithm to find the Nearest Neighbor 
point. But if there are a large number of corners, the computational complexity will 
grow exponentially. To solve this problem, Friedman proposed the K-D Tree Algo-
rithm in 1977 [13, 22]. The K-D Tree algorithm bases on the Exhaustive Algorithm 
and accelerates the computation. However, when the dimension of feature vector is 
greater than 10, the computational efficiency is still not much higher than the Exhaus-
tive Algorithm. Subsequently, Beis and Lowe [23] proposed a approximation algo-
rithm of the k-d tree (named Best-Bin-Fist, BBF). This algorithm can find the nearest 
neighbor with more rapidly and higher probability.  

D. Lowe [15, 23] pointed out that if a global threshold was set to eliminate the 
false matching points. Although the false matching points may be eliminated, the 
right points may be removed also because each descriptor has high uniqueness. So the 
ratio of the nearest neighbor distance to the second nearest neighbor distance is used, 
and a threshold ratio is specified to determine whether a point is a matching point. In 
this paper, the threshold value is assigned 0.6, i.e.,  is a point of image , the near-
est neighbor point  and the second nearest neighbor point  in reference image  
are found, then the distance  and the second nearest neighbor distance  
are calculated according to the formula (8), let . In the BBF 
algorithm, when the number of leaf nodes is 150, the BBF algorithm can find out the 
nearest neighbor by more than 90% probability [23]. Therefore, the number of leaf 
nodes is assigned 160. For each feature point, the nearest neighbor point and the sec-
ond nearest neighbor point are found in the reference image according to the BBF 
algorithm. Then, the distance ratios are judged by the threshold value 0.6, if the ratio 
is less than 0.6, a matching point is found, otherwise, it is not a match point. Other 
matching points are found in the same way. The transformation matrix can be calcu-
lated by using these points in theory. However, in order to improve the accuracy of 
registration, RANSAC [24] consistency testing is done with these points, and removes 
these point-pairs which may cause the registration errors. 

4   Experimental Results 

The experiments were done by using the SIFT algorithm and the FABGFC algorithm, 
and the match results and time-consumed of two algorithm were given as follows. 

Fig.1 shows the registration results of the SIFT algorithm and the FABGFC algo-
rithm. Among them, the left part is the results of SIFT algorithm and the right part is 
the result of FABGFC algorithm. As can be seen from Figure 1, FABGFC algorithm  
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                                                     (a)                           (b) 

Fig. 1. The registration result of experiments, (a) used SIFT algorithm and (b) used FABGFC 
algorithm 

has a better result than SIFT algorithm. Because the FABGFC algorithm do not ex-
cessively extract many point-pairs with similar features, simultaneously, it extracts 
the feature points used the geometric feature and rejects some less accurate feature 
point, the FABGFC algorithm can calculate more rapidly and more accurately.   

The FABGFC algorithm uses geometric feature which is invariant to rotation, gray 
scale, texture, shift, and scale, but is not gray, texture and edge. So it can match im-
ages of different sensors, and can automatically register images. Moreover, the algo-
rithm has very intuitive registration criteria and high computation speed. In addition, 
if the FABGFC algorithm is used to register the multi-source images which are pho-
tographed by heterogeneous sensor, the actual effect of registration should be better. 
The related experiment is in progress. In practical application, the grey feature which 
is used in the SIFT algorithm and the ratio of the line lengths which formed the angle 
[21] may be utilized to significantly improve registration effect, if it is necessary. 

 
Table 1. The matching result comparison of SIFT and FABGFC algorithm 

 Elapsed time(s) Matching / Extracted points Matching ratio 

SIFT 3.4177 200/624 0.3205 

FABGFC 3.0639 77/173 0.4451 

 
It is worth noting that the data of Table1 have not been optimized, if optimize the 

algorithm, it will significantly improve the speed and match effect. And the optimiza-
tion of the FABGFC Algorithm, i.e., how to further improve the speed and accuracy 
of registration, is the work of next step. 
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Abstract. In this paper, we propose a novel online newborn personal authenti-
cation system based on footprint recognition. Compared with traditional offline 
footprinting scheme, the proposed system can capture digital footprint images 
with high quality. We also develop a preprocessing method for orientation and 
scale normalization. In this way, a coordinate system is defined to align the im-
ages and a region of interest (ROI) is cropped. In recognition stage, several rep-
resentative subspace learning methods such as PCA, LDA are exploited for rec-
ognition. A newborn footprint database is established to examine the perform-
ance of the proposed system, and the promising experimental results demon-
strate the effectiveness of proposed system. 

Keywords: Biometric, Newborn, Infant, Footprint recognition, Subspace learn-
ing methods. 

1   Introduction 

In information and network society, there are many occasions in which the personal 
authentication is required. There is no doubt that biometric is one of the most impor-
tant and effective solutions for this task. Generally, biometric is a field of technology 
that uses automated methods for identifying or verifying a person based on a physio-
logical or behavioral trait [1]. In real applications, the traits that are commonly meas-
ured in different systems are the face, fingerprints, hand geometry, palmprint, hand-
writing, iris, and voice, etc [1]. However, most biometric systems mentioned above 
are developed for adults. How to design a biometric system for newborns and infants 
has not been well studied in the past. Therefore, few literatures and products about 
this issue can be found from scientific document databases and markets.  

Actually, in many countries, footprint recognition has been used for newborn per-
sonal authentication for a long time. Usually the footprints are collected with ink 
spread on the foot with a cylinder or a paper, and then printed on the newborn’s medi-
cal record, along with the mother’s fingerprint [2].  

Fig. 1 depicts two inked newborn footprint images. It can be seen that some thin lines 
can’t be clearly observed, and some thick lines become white areas. Due to bad image 
quality of offline footprinting, it is nearly impossible to obtain desirable recognition rates.  
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Fig. 1. Inked footprint images 

Several researchers have conducted experiments to evaluate the recognition performance 
of offline footprinting. Unfortunately, they drawn a conclusion that newborn’ offline foot-
printing can’t be used for identification purposes, and then the acquisition of footprints in 
hospital should be abandoned because it only generates unnecessary work and costs [2].  

As stated previously, offline footprinting can’t satisfy the demanding for fast and 
reliable newborn personal authentication. The online system based on digital image 
acquisition and processing is becoming a promising choice for this task. Generally, an 
online system captures footprint images using a digital capture sensor that can be con-
nected to a computer for fast processing. In this paper, we propose an online newborn 
footprint recognition system based on low-resolution imaging. The resolution of image 
used for recognition is less than 100 dpi. 

2   Image Acquisition and Preprocessing 

In our system, the first step is image acquisition. We captured the newborns’ footprint 
images using a digital camera, whose type is Cannon Powershot SX110 IS. The image 
capturing work was done in Anhui Province Hospital, which is one the biggest hospital in 
Anhui province, China. When capturing images, two persons are needed. One person is 
one of the authors of this paper, whose task is to take pictures using camera. The other 
person is a nurse of hospital, whose tasks are to pacify the newborn and hold the foot. 

In order to facilitate image segmentation, we used a black cloth to wrap the ankle. 
Fig. 2 depicts a captured color footprint image, whose cloth background has been 
removed by image segmentation method. It can be seen that the quality of online 
footprint image is much better than that of inked footprint image. So it is possible to 
achieve promising recognition rates using online system.  

All the images were collected in one session during the first two days following 
birth. After we explained some knowledge about the importance and significance 
about Newborn’s Biometrics to newborn’s parents, they consented that we can cap-
ture footprint images once and use these images for scientific research purpose. How-
ever, we failed to collect the images again from a same newborn since most parents 
declined our request of second image capturing. The main reason is that, in China, a 
newborn is so important for a family that the parents are unwilling to let other persons, 
especially strangers, to touch their baby once again. So they were very impatient for our 
second request. At last, we regretted to abandon the second image collection.  
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Fig. 2. A captured digital footprint image 

In image acquisition stage, a crucial problem is to select an opportune time to cap-
ture images. If a newborn is hungry or crying, he/she will ceaselessly move his/her 
hands, feet, and whole body. In this time, it is difficult to capture footprint images 
with desirable quality. On the contrary, if a newborn is calm or sleeping, the task of 
image capturing will become easy. In this paper, all images were captured when new-
borns were calm or sleeping. 

After image acquisition, the next task is image preprocessing. In our image acquisi-
tion system, orientation and scale changes between different images captured from a 
same foot are inevitable caused by unconstrained image acquisition. Thus, several 
tasks should be done in preprocessing stage, i.e., orientation normalization, scale 
normalization and ROI extraction. 

In [3], Nakajima et al. proposed a footprint recognition scheme utilizing pressure-
sensing, and described an orientation normalization method for footprint pressure 
images, which can also be used in our system. The main steps of orientation normali-
zation are given in Fig. 3. 

 

 
Fig. 3. Orientation normalization. (a) Original gray image G(x,y), (b) Binary image B(x,y), and 
the center of footprint, (c) estimating the angle of major axes of footprint, from image C(x,y), 
(d) orientation normalized 
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We can perform the scale normalization at the vertical or horizontal direction. Ver-
tical based scale normalization means that all footprints should have the same height 
in the position of crossing foot center. However, toes of the foot may have different 
poses. Thus, vertical based scale normalization may be not very reliable. In this paper, 
we conducted the scale normalization at the horizontal direction. Here, WH denotes 
the horizontal width of foot crossing foot center. For horizontal based scale normali-
zation, all footprints were normalized to have the same WH, i.e., 246 pixels, which is 
the mean of all footprints’ WH. Fig. 4(a) and (e) are two images captured from a same 
newborn’s foot. Obviously, there exist scale changes between them. Their normaliza-
tion images are Fig. 4(b) and (f), respectively. It can be observed that the scale varie-
ties have been well corrected. After scale normalization, the center part (ROI) of nor-
malized image was cropped for feature extraction (see Fig. 4(c), (d), (g), and (h)). The 
size of ROI image is 220×180. 

 

 

Fig. 4. Scale normalization and ROI extraction 

3   Several Representative Subspace Learning Methods 

Generally, classical subspace learning methods seek to find a low-dimensional sub-
space in a high-dimensional input space by linear transformation, which are also 
called appearance methods or subspace analysis methods. This low-dimensional sub-
space can provide a compact representation or extract the most discriminant informa-
tion of the high-dimensional input data. It is well known that principal component 
analysis (PCA) [4] and linear discriminant analysis (LDA) [4] are two typical sub-
space learning methods. PCA is the optimal representation of the input data in the 
sense of the minimum reconstruction error. In contrast to PCA, LDA takes the class 
labels into consideration and can produce optimal discriminant projections. As we 
know, kernel PCA (KPCA) and kernel LDA (KLDA) are kernel based versions of 
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PCA and LDA, 2DPCA [5] and 2DLDA [6] are matrix based versions of PCA and 
LDA, and concurrent subspaces analysis (CSA) [7] and multilinear discriminant 
analysis (MDA) [8] are tensor based versions of PCA and LDA. 

It should be noted that many subspace learning methods have been proposed in re-
cent years. In this paper, due to space limitation, only PCA, LDA and their improved 
versions will be used for newborn’s footprint recognition.   

4   Experiments 

A newborn’s footprint database was established. In total, the database contains 1968 
images from 101 newborns’ feet. That is, about 19~20 images were collected from 
each foot. In each class, we use the first three footprint images for training and leave 
the remaining footprint images for test. Therefore, the numbers of images for training 
and test are 303 and 1635, respectively. In experiments, the nearest neighbor rule 
(1NN) is used for classification. The the accuracy recognition rate is exploited to 
evaluate the identification performance. For convenience, the top part of ROI image 
whose size is 180×180 is used for feature extraction. And then we resize this part 
from 180×180 to 128×128. Fig 5~8 depict the recognition rates of different methods 
under different dimensions. Table 1 lists the highest recognition rate of different  
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Fig. 5. Recognition rates of PCA and LDA under different dimensions 
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Fig. 6. Recognition rates of KPCA and KLDA under different dimensions 
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methods and corresponding dimension. Among all methods, 2DLDA achieves the 
best recognition rate of 98.04%. From Fig 4~7 and Table 1, it can be concluded that 
subspace learning methods are very effective for newborn’s footprint recognition. 
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Fig. 7. Recognition rates of KPCA and KLDA under different dimensions 
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Fig. 8. Recognition rates of KPCA and KLDA under different dimensions 

Table 1. Highest recognition rate (%) of different methods and corresponding dimension 

 PCA LDA KPCA KLDA 2DPCA 2DLDA CSA MDA 
Highest 
recognition 
rate (%) 

89.36 97.74 89.30 95.33 89.60 98.04 97.37 96.51 

Dimension 140 10 150 100 13×128 7×128 5×5 5×5 

5   Conclusion 

In this paper, we proposed a novel online newborn recognition system for newborn 
personal authentication. We developed preprocessing methods for orientation and 
scale normalization of footprints, and utilized several representative subspace learning 
methods for recognition. Compared with traditional offline footprinting scheme, the 
proposed system can capture footprint images with high quality, has fast processing 
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speed, and more importantly, achieves very promising recognition performance. So, 
our work has important significance in the research of newborn personal authentica-
tion. In the future, we will develop other new algorithms to further improve the rec-
ognition performance. 
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Abstract. The 2D-LDA algorithm operates on data represented as 2D matrices, 
instead of 1D vectors, so that the dimensionality of the data representation can be 
kept small as a way to alleviate the SSS problem. Given a set of samples of each 
class, the 2D-LDA extracts most informative features which could establish a 
high degree of similarity between samples of the same class and a high degree of 
dissimilarity between samples of two classes. In this paper, we apply 2D-LDA to 
plant leaf classification. The experiments on the real plant leaf database demon-
strate that 2D-LDA is effective and feasible for plant leaf classification. 

Keywords: Linear discriminant analysis (LDA), 2D-LDA, small-sample-size 
problem, plant leaf classification. 

1   Introduction  

Dimensional reduction is an important issue when facing high dimensional data. Linear 
discriminant analysis (LDA) [1] encodes discriminatory information by finding direc-
tions that maximize the ratio of between-class scatter to within-class scatter. However, 
there are some main drawbacks of LAD. To solve these problems, a principle com-
ponent analysis (PCA) plus LDA method was proposed [2]. In this approach, PCA is 
used as a preprocessing step for dimensionality reduction so as to discard the null space 
of the within-class scatter matrix of the training data set. Then LDA is performed in the 
lower dimensional PCA subspace. However, the PCA step may discard dimensions that 
contain important discriminant information. There is another approach to address the 
SSS problem, with 2D LDA (2D-LDA) [3-14] being the representative of this ap-
proach. The major difference between the 2D-LDA algorithms and the LDA algorithms 
lies in their data representation. Specifically, 2D-LDA operates on data represented as 
(2D) matrices, instead of (1D) vectors, so that the dimensionality of the data repre-
sentation can be kept small as a way to alleviate the SSS problem. They pointed out that 
from the bias estimation point of view, 2D-LDA might be more stable than 1D LDA. In 
this paper, the 2D-LDA algorithm is introduced to classify the plant leaf images. 
2D-LDA helps to overcome the SSS problem and improve the classification results. 
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The rest of this paper is organized as follows: Section 2 gives a brief review of the 
LDA and 2D-LDA algorithms. Experimental results on plant leaf classification are 
given in Section 3. Finally, some concluding remarks are provided in Section 4. 

2   Linear Discriminant Analysis (LDA) 

LDA is one of the most popular dimensional reduction methods, which tries to find an 
optimal projection that best discriminates the different data classes by optimizing the 
ratio between the within-class scatter Sw and the between-class scatter Sb in the 
low-dimensional representation of the data. Sw and Sb are defined respectively as follows 
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where
iM is the class mean of the class Ci, M is the global mean of all samples, 

and
iC is the cardinality of Ci. 

LDA finds a projection matrix A by maximizing the following objective function: 
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where the solution { 1,2,..., }ia i d= is a set of generalized eigenvectors of Sb and Sw 

corresponding to the d largest generalized eigenvalues { 1,2,..., }i i dλ = , 

i.e., , 1, 2,...,b i i w iS a S a i dλ= = . The projection matrix is formed by
1 2[ , ,..., ]dA a a a= . 

3   Two-Dimensional LDA (2D-LDA) 

2D-LDA is based on 2D matrices rather than 1D-vector, which is introduced as fol-
lows. Suppose 2D-LDA 

1 2[ , ,..., ]NX X X X= be N image matrices of size m n× , which 

belong to C known pattern classes,
1 2, ,..., cC C C , N is the total number of training 

samples and 
iC is the number of training samples in class 

iC . The jth training image in 

class 
iC  is denoted by an m n×  matrix i

jX . The mean image of training samples in 

class 
iC  is denoted by i

jX  and the mean image of all training sample is X . Then the 

between-class scatter matrix bG  and the within-class scatter matrix wG  of the training 

images are written as follows: 
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2D-LDA attempts to seek a set of optimal discriminating vectors to form a transform A 
by maximizing the following Fisher criterion: 
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T
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T
w
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=                                                     (6) 

It can be proven that the eigenvector corresponding to the maximum eigenvalue of 
1

w bG G−  is the optimal projection vectors which maximizes J(W). Generally, as it is not 

enough to have only one optimal projection vector, we usually look for d projection 
axes, say 

1 2, ,..., da a a , which are the eigenvectors corresponding to the first d largest 

eigenvalues of 1
w bG G− . In 2D-LDA, once these projection vectors are computed, each 

training image i
jX is then projected to i

jY of size m×d of the training image i
jX . The 

solution to the optimization problem (6) is obtained by an eigenvalue decomposition of 
1

w bG G−  and taking the d eigenvectors corresponding to the d largest eigenvalues. So, 

during training, for each training image i
jX , a corresponding feature matrix of size m×d 

is constructed and stored for matching at the time of recognition and classification. So 
the given n-dimensional images reduce to ( )d d n< dimensions. 

Let 
1 2[ , ,..., ]dA a a a= be the Fisher optimal projection matrix, and the new data X is 

projected onto A by the following linear transformation: 

TY A X=                                                        (7) 

The main aim of data classification is to seek a projection characterized by 
within-class compactness and between-class separability. The 2D-LDA algorithm can 
be applied to data classification. The classification procedure is formally summarized 
as follows: 

 

Step 1: Use training data to compute the between-class scatter matrix bG  and the 

within-class scatter matrix wG by Eqs.(4) and (5). 

Step 2: Construct the objective function, i.e., Eq.(6) and compute the eigenvectors of 
1

w bG G− , then form the transformation matrix A. 

Step 3: Project the test data points into low-dimensional subspace by Eq.(7). 
Step 4: Predict the corresponding class labels by using the nearest neighbor classifier. 
The principle of the nearest neighbor classifier is simply explained as follows:  
 

For the projection Ytest corresponding to the test image Xtest, compute the dis-

tance ( , )test m test md Y Y Y Y= − . If the distance between 
test

Y  and mY is minimal, and 

mY belong to the mth class, then Xtest is classified as belonging to the mth class. 
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4   Experiment Results 

Whether for agriculture informization or ecological protection, the study of the plant 
leaf classification is very necessary. In this subsection, using the plant leaf images, we 
try to classify the plant by the 2D-LDAmethod. 

All the plant leaf images are collected at Hefei Botanical Garden in Hefei, the capital 
city of Anhui province of China by people from Intelligent Computing Laboratory 
(ICL) in Institute of Intelligent Machines, Chinese Academy of Sciences. For the whole 
dataset, there are 17032 plant leaf images of 220 species and image number of each 
class is unequal. To verify the 2D-LDA method for plant classification, we select 1500 
leaf images from 50 kinds of plants; each kind of plant leaf contains 30 images, in this 
subset all classes are carefully selected and most of the shapes could be distinguished 
easily by human. All kinds of plants are also carefully selected and most of the shapes 
are similar but still distinguishable. Fig.1 shows some examples.  

 

 

Fig. 1. Typical images from the ICL leaf data set 

Since the original leaf images are not squares, we enlarge them with background 
color to form square images before resizing. All images are cropped and normalize (in 

scale and orientation) and resized to 32×32 pixels by histogram equilibrium with 255 

gray levels per pixel and with the white background. The preprocessed images are 
shown in Fig.2, where (B) are gray images with the white background. 

Then we reduce the dimension of images by 2D-LDA, this dimension reduction 
process significantly improves the classification performance. After dimension reduc-
tion, the k nearest neighbor classifier is used for the final classification. 

The leaf dataset randomly is split into two parts which are used for training set and 
the second part is kept for test set. For each kind of plant, we randomly select l leaf 
images from each class as training set, and the rest (30-n) are considered as test set. For 
each given l, we perform 50 times experiments to choose randomly the training set. The 
final result is the average classification rate over 50 splits. Table 1 shows the maximal 
average classification results of the Baseline, LDA and 2D-LDA. For Baseline, we 
simply perform nearest-neighbor classification in the original 1024-dimensional space. 
For LDA, we transform the 2D leaf images into 1024-dimensional vectors. PCA is 
adopted as preprocess in before performing LDA. 
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A

B
 

Fig. 2. Preprocessed leaf images 

Table 1. The maximal average classification rates with standard deviations of Baseline, LDA 
and 2D-LDA 

Method l =6 l =10 l =14 l =18 l =22 l =24 

Baseline 
0.5934 
±0.031 

0.7879
±0.033

0.8203
±0.024

0.8639
±0.025

0.9125
±0.028

0.9215 
±0.024 

LDA 
0.6474 
±0.053 

0.8484
±0.035

0.9074
±0.038

0.9272
±0.034

0.9443
±0.034

0.9574 
±0.038 

2D-LDA 
0.7332 
±0.034 

0.8812
±0.036

0.9459
±0.037

0.9543
±0.034

0.9647
±0.033

0.9742 
±0.031 

 
LDA and 2D-LDA take full advantage of class information and try to find a projec-

tion to map the nearby points with the same label as close as possible while map the 
nearby points with different labels as far apart as possible. The key difference between 
LDA and 2D-LDA lies in the model for data representing form. LDA works with 
vectorized representations of data, while 2D-LDA works with matrix representation of 
data. By encoding each image as a matrix, 2D-LDA can capture higher-order structures 
in the data without requiring a large sample size. That is to say that 2D-LDA can 
overcome the curse of dimensionality dilemma and the singularity problem implicitly. 
Not only does 2D-LDA have a lower computational complexity than LDA, but it is 
superior to LDA in terms of its recognition accuracy. 

5   Conclusions 

This paper introduced the 2D linear discriminant analysis algorithm for plant leaf clas-
sification. By encoding each image as a naturally matrix, 2D-LDA can capture 
higher-order structures in the data without requiring a large sample size and has a lower 
computational complexity than other image-as-vector methods. In plant leaf classifica-
tion experiments, 2D-LDA is adopted to extract the classification feature. Experimental 
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results showed that 2D-LDA is effective and feasible. 2D-LDA is linear projection 
algorithm, which may fail to discover the intrinsic geometrical structure when the data 
are highly nonlinear. Our future work is to generalize the 2D-LDA algorithm to 
nonlinear case. This is another future work. 
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Abstract. In this paper, we present a palmprint recognition method which com-
bines local binary pattern (LBP) and cellular automata. The LBP descriptor is 
proposed as a unifying texture model that describes the formation of a texture 
with micro-textons and their statistical placement rules. Because texture is one 
of the most importent features in palmprint image, so we think the features 
based on LBP will be good discriminative for palmprint identification. Cellular 
automata can be generally described as discrete dynamic systems completely 
defined by a set of rules in a local neighborhood. In this paper, we use cellular 
automata to extract features as the part of feature vector. The experiments con-
ducted on Polytechnic University Palmprint Database I demonstrates the effec-
tiveness of proposed method.  

Keywords: biometric, newborn, infant, footprint recognition, subspace learning 
methods. 

1   Introduction 

Nowadays, palmprint recognition, as a new biometric technology, has been receiving 
wide attentions from researchers [1]. So far, there have been many approaches proposed 
for palmprint recognition. Kong et al. made a survey for this technique and divided the 
approaches into several different categories [2]. For texture based approaches, Wavelet 
transform, DCT, and some statistical method are often used for texture feature extraction 
[3]. There are also some line based approaches since lines including principal lines and 
wrinkles are essential and basic features of palmprint [4]. Coding approaches are 
deemed to have the best performance on both accurate recognition rate and matching 
speed. The representative coding methods are Competitive Code [5], Ordinal Code [6], 
and Robust Line Orientation Code [7]. In addition, some representative appearance 
based approaches were also applied to palmprint recognition [8].  

As we have mentioned above, there are many texture based approaches proposed 
for palmprint recognition. Among them, Local Binary Pattern (LBP) is an excellent 
and powerful descriptor for texture feature analysis, and robust to illumination and 
rotation invariances. In this paper, we propose a new LBP descriptor for palmprint 
recognition, which combines the original multi-scale LBP and cellular automata. The 
new LBP descriptor has better recognition performance than original one. The  
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experiments conducted on Polytechnic University Palmprint Database I demonstrates 
the effectiveness of proposed method. 

2   LBP Descriptor and Cellular Automata 

2.1   Introduction of LBP  

LBP is very effective for texture description. Due to its rotation invariance, the gray-
scale invariance and other obvious advantages, it has been widely used in texture 
classification, texture segmentation, facial image analysis and other fields. LBP was 
proposed by Ojala T and developed by many researchers based on gray level co-
occurrence matrix method [9].  

The premier LBP assigns a label to every pixel of an image by thresholding the 
3×3-neighborhood of each pixel with the center pixel value and considering the result 
as a binary code. Fig. 1 gives an example of generating LBP representation. By con-
sidering the label result as a decimal number, pattern=111100012=241, a 256-bin his-
togram of the LBP labels computed over a region will be created. 

Fig. 1. A Sample graph of LBP 

 
After the original LBP descriptor was proposed, it was extended to use different 

neighborhood with different sizes, and use circular region instead of square neighbor-
hood area. In addition, the improved LBP descriptor allows any number of neighbor-
hood pixels in a circular radius R region. Generally, common LBP descriptor s are 
LBP8,1, LBP16,2 and LBP24,3, as shown in Fig 2. 

(P=4, R=1)        (P=8, R=1)       (P=12, R=1.5)       (P=16, R=2)      (P=24, R=3) 

Fig. 2. Circularly symmetric neighbor sets for different (P, R), where P is the number of pixels 
around the center, and R denotes the radius of LBP descriptor 
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The later extension to the original operator is the method named "uniform patterns". 
In a local binary pattern, when the continuous bitwise transitions from 0 to 1 or 1 to 0 
changed at most 2, this pattern called a "uniform patterns", and it was denoted as 
LBPP,R

riu2. When accumulating the patterns which have more than 2 transitions, it be-
longs to the other one single bin. Experiments show that the use of  LBP8,1

riu2 operator 
for feature extraction, the "uniform patterns" accounts for about 90% of the total model. 

2.2   The Cellular Automata 

Generally speaking, cellular automata is a dynamic system which consists of cells and 
defined in a discrete, finite state cells space and developed in discrete time dimension 
with some certain local rules. The rule of cellular automata is simple but it can result 
in very complex behavior, like the branch of the system, attractor and self-similarity 
etc. Cellular automata model is raised by Von Neumann to simulate the self-
replicating of biology [11]. In Von’s model, the state of a system was presented 
within a two dimensional grid of ones and zeros - just like a digital binary image. The 
value of a slot in the state grid at time instant t + 1 was determined by the values of its 
nearest neighbors at time instant t [10]. Fig 3(a) shows one cellular automaton rule, in 
which one is represented by white and zeros is denoted by black squares. The automa-
ton number of this particular automaton is 100010012 = 137[12].  

It looks the relation between multi-scale LBP and cellular automata may not be 
quite obvious. However, if we think of the thresholded circular neighborhoods as one 
dimensional circular binary signals, the notation of “time” in the evolution of the cel-
lular automaton pattern is replaced by the radius of the circular neighborhood, we can 
regard cellular automata as texture features. As Fig 3(b) shows, two LBP8,R codes are 
dressed to form the two rows of a two-dimensional pattern[13]. 

 

 
           (a)                                                                                       (b) 

Fig. 3. A cellular automaton rule and turning a LBP into a two-dimensional pattern 

3   Results and Discussion 

PolyU I [15]database contains 600 grayscale palmprint images from 100 palms corre-
sponding to 50 individuals. In PolyU database I, 6 samples from each of these palms 
were collected in two sessions, where 3 samples were captured in the first session and 
the second session, respectively. The total numbers of images captured in the first 
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session and the second session are all 300. In PolyU database II, we use first three 
palmprints from the first session for training and leave the palmprints from the second 
session for test.    

In our paper, by using the similar preprocessing approach described in literature 
[1], palmprint is orientated and the ROI, whose size is 128×128, is cropped in both 
databases. 

In this paper, the whole feature consists of two parts. The first part is using 3 scales 
"uniform patterns": LBP, LBP8,1

riu2, LBP16,2
riu2 and  LBP24,3

riu2. The extracted feature 
vector for LBPP,R

riu2 descriptor is a histogram, include P+2 dimensional component, 
and the P+1 were derived from "uniform patterns", the other one isn`t the "uniform 
patterns", so the joint three-scale LBP characteristic dimensions is 10+18+26=54. It 
can be calculated by formulation (1), in which ),( yxf  is LBPP,R

riu2 binary code. 

⎩
⎨
⎧

=+===∑ false is X 0,

 tureis X  ,1
)(        1,...0 ,}),({

,

XIPiiyxfIH
yx

i
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Since LBP is a local operator, a large number of experiments and literature sug-

gested that the recognition rate would be low if we only used the histogram of the 
whole pictures as a feature. Therefore, we need divide the whole image into appropri-
ate sub-image blocks, and then to calculate characteristics in each of the small pieces. 
Experimental results have shown that after blocking, the recognition rate has been 

significantly improved. Here, we divide the image into 1R , 2R ...... nR  regions (see 

Fig. 4), and can calculate the LBP histogram characters by the following formula: 

∑ ∈==
yx

jji RyxIiyxfIH
,

, }),{(}),({   (2) 

 

       

   (a)original image            (b) 3×3 blocks                  (c) 5×5 blocks 

Fig. 4. The original palmprint image and two blocking image 

The second part of feature in our method was derived from the statistics of cellular 
automata rule which produced by LBP8,1

riu2, and LBP8,2
riu2. Here we do not use cellular 

automata number as a characteristic, but directly use the values generated from statisti-
cal rules, which can be found in [14]. So that we can get 16-dimensional characteristics 
of components of use cellular automata. And therefore, we get 70-dimensional vector  
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Table 1. The recognition rate obtained under the different sub-blocks and operator 

 2
1,8

riuLBP  
2

2,16
riuLBP  

2
3,24

riuLBP  
2

1,8
riuLBP + 

2
2,16

riuLBP + 

2
3,24

riuLBP  

Three LBP+CA 

33×  0.923 0.933 0.93 0.97 0.988 

55×  0.903 0.92 0.918 0.963 0.98 

77 ×  0.878 0.893 0.903 0.94 0.973 

 
in each sub-block concatenation with 3 scales "uniform patterns" features as in the first 
part mentioned. In this paper, the different sub-blocks are used, and the detailed results 
are shown in Table 1. 

We use the 2χ distance as the matching distance, and use the nearest neighbor as 
criterion. The 2χ distance can calculate as:  

∑ +
−

=
ji jiji

jiji
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MS
MS
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,,2

)(
),(χ   (3) 

 
 

where S and M represent the features of training samples and test samples separately.   
All of experiments are executed on a computer system of Intel(R) Dual-Core CPU 
E4500 @2.20GHz and 2GB RAM with Visual studio C++2008. 

In our experiment ,we have test different sub-blocks from 2 to 7, but we only list 
three different sub-blocks, the effects of others are between the three listed. From this 
table ,we can see the recognition rate of our method are 5~6 percentage points higher 
than merely use "uniform patterns"LBP, and 1~3 percentage points higher than use 
of three joint "uniform patterns" LBP. In next figure (Fig 5), we show the experiment 
indicators FRR and FAR.      

We also make a performance comparison between proposed method and other 
methods such as PCA and LDA, which is listed on Table 2. It can be seen that the 
recognition rate is better than that of PCA and LDA. 

Table 2. Performance comparison between proposed method and other methods 

methods Recognition rates 
(%) 

PCA 84.33 
LDA 96.3 

Propsed method 98.8 
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Fig. 5. Relation curve of FRR and FAR 

 
From Fig 5 and Table 1 we can see that ,the equal error rate is about 18.3% when 

the threshold is about 3.5,and the topmost recognition of our method is 98.8%, so our 
method have some comparability compared with other palmprint recognition methods.  

4   Conclusion 

In this paper, we proposed a novel palmprint recognition method which combines LBP 
and cellular automate. Through experiments, we can see that the recognition rate of 
proposed method is about 99%, which is better than that of original LBP method. So 
our method is effective, and comparable with some other palmprint recognition meth-
ods. But our method also has one shortcoming which is the length of our feature vector 
is too long. As a result, the matching is very time-consuming. Our future work is trying 
to reduce the cost of computing and to further improve the recognition performance. 
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Abstract. In this paper we proposed a dual unsupervised discriminant projection 
(DUDP) method for dimensionality reduction tasks. The proposed method is de-
rived from the efficient unsupervised method called unsupervised discriminant 
projection (UDP). UDP takes into account both the local and nonlocal character-
istics to seek a projection that simultaneously maximizes the nonlocal scatter and 
minimizes the local scatter. While UDP adopt PCA procedure to avoid a singular 
scatter matrix by ruling out some small principal components in which it lost a 
lot of potential and valuable discriminant information of original data. To over-
come this problem, we proposed our algorithm to carry out discriminant analysis 
both in null space and range space to avoid loss of discriminant information. The 
advantage of our algorithm is borne out by comparison with some other widely 
used methods in the experiments on Yale face database. 

Keywords: Dimensionality reduction, unsupervised discriminant projection, 
subspace learning, face recognition.  

1   Introduction 

In many areas of computer sciences, people often confronted with intrinsically low 
dimensional data lying in a very high dimensional space. In order to benefit decision 
making and data analyzing, people try to find appropriate representations by project-
ing high dimensional data into a low-dimensional feature subspace that can reflect the 
important intrinsic structure of the original complex data. In recent years, dimension-
ality reduction have aroused large amount of attention and many useful algorithms 
have been proposed. 

Among the numerous methods, some well-known classical methods such as Princi-
pal Component Analysis (PCA) [1], Linear Discriminant Analysis (LDA) [2, 3] have 
been extensively applied in many areas. As representatives of linear dimensionality 
reduction methods, PCA and LDA both provide linear projection matrices that could 
directly transform the original high-dimensional data into a low-dimensional subspace. 
However, recently, it is discovered that many high-dimensional data are intrinsically 
                                                           
* Corresponding author. 
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low-dimensional and lying on a low-dimensional manifold where the nonlinear data 
structural could not be effective discovered by traditional linear dimensionality reduc-
tion methods. Hence, people developed several powerful nonlinear dimensionality 
reduction algorithms, such as Isometric Mapping (ISOMAP) [4], locally linear embed-
ding (LLE) [5] and Laplacian eigenmap (LE) [6] and are proved to show exciting good 
performance in nonlinear dimensionality reduction tasks. Since these manifold learning 
based methods attempt to preserve original data structure when performing dimension-
ality reduction. 

However the nonlinear method shares a common drawback which is they can not 
deal with “out-of-sample” problem [7]. Therefore, many researchers have paid a lot of 
attention on linearized approximation methods of the manifold learning algorithms. 
Among them, UDP [8] is an effective unsupervised linearized method which focuses 
on not only local scatter but also nonlocal scatter which could be seen as a linear 
approximation of multi-manifolds learning method. It also provides a linear projection 
matrix to transform the original data into a low dimensional space where the nonlocal 
scatter is maximized and meanwhile the local scatter is minimized. But UDP suffers a 
disadvantage that, it should take PCA ahead of other procedures so that PCA cause 
discriminant information loss when transforming high-dimensional data into low-
dimensional subspace since it throw away some small principal components. This 
weaken the performance of UDP in practical applications, we therefore proposed a 
modified algorithm named dual unsupervised discriminant projection (DUDP) which 
is motivated by [9] in order to overcome the dilemma. DUDP makes full use of two 
kinds of discriminant information, regular and irregular, which is a powerful strategy 
proved in our experiments. 

The remainder of this paper is organized as follows: Section 2 introduced the algo-
rithm in detail; In section 3, the proposed method is examined on a well-known face 
database to show its effectiveness. Section 4 finishes this paper with some conclusions. 

2   Algorithm Discription 

The generic dimensionality reduction problem can be described as follows. Original 
data can be represented as a D n×  matrix

1 2{ , ,..., } D n
nX x x x ×= ⊂ . The goal of 

dimensionality reduction is to project the high-dimensional data into a low-

dimensional feature space d as 1 2{ , ,..., } d n
nY y y y ×= ⊂ , where iy is a low-

dimensional representation of ix in d space, often d D.  

In the following parts, we will give the characterizations of the nonlocal scatter and 
the local scatter as introduced in [8]. 

2.1   Characterize the Local Scatter 

Here the local scatter is defined as below: 

( )2

1 1

1 1 1
( )

2

N N

L ij i j
i j

J w H y y
N N = =

= −∑∑                                       (1) 
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where N is the number of training samples and ijH is a denoter of whether the two 

data are neighboring point, which means:  

1, .

0,
i j

i j

if x isamong nearest neighborsof x or viceversa

otherwise
H

κ −⎧
=⎨
⎩

               (2) 

All the ijH ’s constitute a adjacent matrix H . Then we can transform local scatter 

matrix as follows: 

( )2

1 1

1 1 1
( )

2

N N
T T T
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N N = =

= − =∑∑                      (3) 

where LS is the local scatter matrix:  

( )( )
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= − −∑∑                                 (4) 

Due to the symmetry of H , we have 

1 1 1 1 1 1
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where 1 2 3( , , ,..., )NX x x x x= and D is a diagonal matrix whose elements on  

diagonal are column sum of H ,i.e., 
1

N

ii ijj
D H

=
=∑ . L D H= − is called the 

Laplacian matrix. 

2.2   Characterize the Nonlocal Scatter 

Similar to local scatter, we can naturally describe the nonlocal scatter as follows: 

          ( )( )2
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By some simple algebra transformation, we can reduce N ( )J w as: 
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NS is called the nonlocal scatter matrix which has a close relation to TS and LS . 

That is TS = LS + NS , which means ( ) ( ) ( ).T L NJ w J w J w= +  

2.3   Discriminant Criterion 

UDP proposed an integrated discriminant criterion: 

( )
( )

( )

T
N N

T
L L

J w w S w
J w

J w w S w
= =                                                 (9) 

Since ( ) ( ) ( )T L NJ w J w J w= + , (9) is actually equivalent to: 

      ( )
arg max arg max

( )

T
T T

opt T
L L

J w w S w
w

J w w S w
= =                                (10) 

The Rayleigh quotient can be solved as a generalized eigen-equation: 

      N LS w S wλ=                                                       (11) 

The criterion is similar to the Fisher criterion in LDA. Also, (10) shares the same 

problem as it is in LDA that is, the local scatter matrix LS usually is singular, espe-

cially in the small-sample-problem [10]. Therefore, UDP adopted the same strategy as 
LDA did which is to perform a PCA procedure first to eliminate or reduce “superflu-
ous” information contained in the original data set. By this means, we can mathemati-

cally assure that LS is nonsingular. But, the problem is, we may lost much useful 

information in this procedure. How to solve this dilemma is the central concern in this 
paper. 

2.4   Dual Unsupervised Discriminant Projection 

As we discussed above in UDP, a PCA procedure is adopt to eliminate matrix singu-

larity of LS . However, there is a dilemma that LS might still be singular if we keep 

too much energy in PCA processing and on the contrary, if we abandon too much 

energy to ensure the nonsingularity of LS , many useful discriminant information will 

be lost. Therefore, we propose dual unsupervised discriminant projection to deal with 
the problem. We adopt a profound analysis developed by Yang in [9] to try our best to 
preserve original useful discriminant information in dual space including null space 
and range space.  

According to Theorem 1 [9], we can conclude that al optimal discriminant vectors 

can be derived from tφ  without any loss of optimal discriminantory information with 

respect to the discriminant criterion. The algorithm steps are as follows: 
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By this way, we can reduce the dimensionality of original with loss of discriminant 

information and meanwhile overcome the singularity of LS . In the next part we will 

conduct experiments to validate the advantage of our proposed method.  

3   Experimental Results 

To evaluate the effectiveness of the proposed method, the experimental results on real 
world face database are presented in this section. In the experiment, some other well-
known algorithms are also applied to do comparison with DUDP, i.e., PCA [1], LDA 
[2, 3] and also UDP [8]. First of all, we do some data preparation.  

3.1   Data Preparation  

Yale database [11] includes 165 face images belonging to 15 individuals. The images 
demonstrate variations in lighting condition (left-light, center-light and right-light), 
facial expression (normal, happy, sad, sleepy, surprised and wink), and with or with-
out glasses. The original face images were then cropped and resized to 32 32× pixels 
with 256 gray levels per pixel as shown in Fig.1. Thus each image can be represented 

as a 1024-dimensional vector in 1024  space. Before performing the algorithms, the 
data vectors need to be normalized. 

Step 1. Construct the adjacency diagram. For the given training data set 

{ }1 2, , ... NX x x x= , find K nearest neighbors of each data point and build up the adja-

cency matrix H . 
Step 2.  Construct the local scatter matrix and nonlocal scatter matrix according to 

Eq.(4) and Eq.(8). 

Step 3.  Perform PCA transform of data, in PCA transformed space d , work out the 
local scatter matrix

LS , nonlocal scatter matrix 
NS and

TS . Calculate 
LS ’s eigenvalues 

{ }1 2, ,... mλ λ λ , and the associated orthonormal eigenvectors { }1 2, ,... mγ γ γ . We suppose the 

first q eigenvalues are zero. 

Step 4.  Let { }1 1 2, ,...q q mP γ γ γ+ += and 
1 1
T

N NS P S P= , work out 
NS ’s orthormal eigen-

vectors 
1 2, ,..., lZ Z Z ,then, the optimal discriminant vector contained in 

wφ ⊥ are 

1j jY PZ= , 1, 2,...,j l= . 

Step 5. Let { }2 1 2, ,... qP γ γ γ=  and
2 2

T
N NS P S P= , 

2 2
T

T TS P S P= work out the d l−  

orthormal eigenvectors
1 2, ,...,l l dZ Z Z+ + , then the optimal discriminant vector contained 

in 
wφ are 

2j jY P Z= , 1, 2,...,j l l d= + + . 

Step 6. Integrate 
1P  and 

2P  to form the final projection matrix 

1 2 1( , ,... , ,.. )l l dY Y Y Y Yφ += . 
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3.2   Experiments on Yale Face Database 

We randomly selected 2, 3, 4, 5, 6, 7, 8 images each individual to construct 2Train, 
3Train, 4Train, 5Train, 6Train, 7Train, 8Train dataset respectively with their labels, 
and each time we use the remaining images as test sets. We randomly selected  p im-

ages ( p varies from 2 to 8) for 20 times to constructed 20 different data splits for 

experimental training and test. The recognition rates of algorithms are acquired as the 
mean of 20 recognition rates on 20 different splits.  

 

 

Fig. 1. Two persons in Yale face database are drawn here and each person has eleven cropped 
and resized samples. Each line represents a person. 

Shown in Table 1 are the recognition rates of PCA, LDA, UDP and the proposed 
DUDP. From this table, it can be found that our method outperforms the other algo-
rithms in all training sets.  

Table 1. The Experimental Results on Yale face database 

Methods 2 Train 3Train 4Train 5Train 6Train 7Train 8Train 

Baseline 42.63 48.08 52.86 55.44 58.80 59.67 63.44 

PCA 42.63 48.08 52.86 55.44 59.13 59.83 64.33 

LDA 45.19 59.42 68.95 74.89 79.27 79.83 83.22 

UDP 55.93 65.08 73.43 78.65 82.56 85.83 87.89 

DUDP 57.19 66.92 75.14 79.22 83.63 86.15 88.22 

 
The experimental results illustrate that our proposed algorithm presents better per-

formance than those competing methods and supported our idea and analysis. 

4   Conclusion 

In this paper, we proposed an effective unsupervised dimensionality reduction method 
which can be used as a powerful discriminator for classification task. We constructed 
local and nonlocal scatter matrix to represent local and nonlocal characters of original 
dataset and try to preserve the local characters and meanwhile enlarge nonlocal scatter. 
Also, we make good use of the discriminant information by conducting our method 
both in range space and null space to avoid information loss. The effectiveness of the 
proposed method has been testified in the experiments on Yale face database. 
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Abstract. Query-biased summary is a query-centered document brief
representation. In many scenarios, query-biased summarization can be
accomplished by implementing query-customized ranking of sentences
within the web page. However, it is a tough work to generate this sum-
mary since it is hard to consider the similarity between the query and the
sentences of a particular document for lacking of information and back-
ground knowledge behind these short texts. We focused on this problem
and improved the summary generation effectiveness by involving seman-
tic information in the machine learning process. And we found these
improvements are more significant when query term occurrences are rel-
atively low in the document.

Keywords: query-biased summary, explicit semantic analysis,
Wikipedia, machine learning.

1 Introduction

Living with tens of billions of web pages on the Internet, users are found grow-
ingly relying heavily on Search Engines to locate their specific resources. Typ-
ically a short piece of text (a generated query-biased summary) is given after
every result entry. As Tombros et al. mentioned in [10], a query customized sum-
mary plays an important role in improving both the accuracy and the speed of
judging document relevance.

Query-biased summaries can be generated in several different algorithms, and
in many cases, query-biased summarization is performed in the sentence selec-
tion framework[11][12][8]. It is based on the assumption that the best piece of
summary should lie in the article itself. The advantage of this method is that the
original texts are best kept for users. Some recent work proposed a framework
to use machine learning to guide the sentence selection process, but the features
used in their paper are still constrained to the terms and cannot measure the
hidden semantic relationship.

In the purpose of assigning semantic meaning to short texts such as queries,
a lot of works have been focused on utilizing semantic knowledge collected from
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collaborative knowledge bases, such as Wikipedia, to optimize search in informa-
tion retrieval systems. Explicit Semantic Analysis (ESA) [6]systems are used to
determine the semantic aspects behind an arbitrary text. It maps the text snip-
pets directly to a series of concrete human cognizable concepts extracted from
large collaborative edited knowledge sources. ESA bridges short texts to seman-
tic concepts, leading to a great improvement in classification and relationship
measuring.

In this paper, we add new features derived from ESA into the existing machine-
learning-based query-bias summary generation method to further improve the
summary generation effectiveness. We summarize our contributions as follows:
First, we applied Wikipedia based ESA to the sentences and query texts, from
which we derived two features Concept TFIDF and Concept Vector Similarity as
the metrics of the two texts. Second, we combined these Wikipedia-based features
and traditional sentence selection features, applying them to machine learning al-
gorithm and achieved improvements in query-biased summary generation effec-
tiveness. Third, we found these improvements are more significant when query
term occurrences are rare in the document. So we can only apply this method to
part of the document set to improve performance.

The rest of the paper is organized as follows. In Section 2, we show some
related work on query-biased summary generation and explicit semantic analysis.
And we describe our method in detail in Section 3. Extensive experiment results
will be given in Section 4. Finally, we conclude in Section 5.

2 Related Work

A query-biased summary is a summary extracted from the document to present
the information relevant to both the search query and the document rather
than the document only. In modern search engines, it is very useful for user to
determine whether a result entry meets his needs conveniently.

In many cases, query-biased summarization can be considered as a sen-
tence selection task, and this sentence selection problem can be solved by ei-
ther classification[2][3] or ranking [8][12][11] techniques. Traditionally, in ranking
methods, conventional metrics such as TF-IDF or BM25 are used. However, re-
cent research has proposed methods to perform this job through machine learn-
ing. In these methods, a ranking model is trained by the features extracted
from every sentence of the documents. And the top ranking ones of the docu-
ment will be selected as the summary [8][12]. Both query-dependent and query-
independent features are involved to predict the score of sentences according to
a specified query. However, the conventional methods failed to go beyond the
constraints of the text literals. In other words, lacking of semantic information
for short texts, traditional method is only well performed with exact match by
terms, but not conceptual related sentences.

Extensive research has been done on the data mining on the Wikipedia data
set. Gabrilovich and Markovich [6] found a method to enhance text classification
performance using semantic analysis, which called the Explicit Semantic Anal-
ysis (ESA) method. This method is an efficient tool to measure the semantic
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relationship (SR) between text snippets. By using Wikipedia, they measure the
semantic relationship between the text snippets by calculating the similarity be-
tween concept vectors which are extracted from the snippets by Wikipedia. For
example, given query “Search Engine”, a concept vector (“Web Search Engine”,
weight 0.28), (“World Wide Web”, weight 0.21) ... can be generated by ESA.
This method has been proved to be effective in problems dealing with either
short texts or long ones. This information can be very useful in many IR tasks.

3 Apply Wikipedia Knowledge to Query-Biased
Summary

Our method shares the same framework with [8]. First, we need some manually
identified sentence selections. Second, numerous features are extracted from the
sentences and a learning model is trained from these features. And finally, in
summary generation, we can use this model to rank all the sentences to select
the top ones, which is the origin of the summary. The learning model we used is
Gradient boosted decision trees (GBDTs)[5] , which is a technique can be used
for estimating a regression model, and is proved to be effective in web search
related problems[14]. To begin with, we now introduce the features we used,
both traditional ones and the ones we developed.

3.1 Traditional Features

We employ several traditional features extracted from every query-sentence
pair. These features belong to two categories: query-independent and query-
dependent. we use the same traditional feature set as [8].

Query-dependent Features. Query-dependent features are used to measure
the relationship of the query and the sentence. Given a particular query Q and
a sentence S, the extracted query-dependent features are shown below: (Note:
Before extracting these features, all terms in the sentences are normalized and
stemmed.)

Feature Name Description

Exact Match fEXACT (Q, S) = I(Q substringof S)

Overlap fOV ERLAP (Q, S) =
∑

w∈Q I(w∈S)
|Q|

Overlap-syn fOV ERLAP−SY N (Q, S) =
∑

SY N(w)∈Q I(w∈S)
|Q|

Language Model Feature fLM (Q, S) =
∑

w∈Q tfw,Q log tfw,S+μP (w|C)
|S|+μ

where I is the indicator function that has a value of 1 if satisfied and |Q| is
the number of non-stopword terms that occur in Q. SYN(w) denotes the set of
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synonyms of w. The language model feature mentioned is developed by F.Song.
et. al[9]to describe the relationship between query and texts. It is computed as
the log likelihood of query being generated from the sentence. As what it is used
in [13], we also apply a Dirichlet smoothing here. In the equation, tfw,Q is the
number of occurrences of w in the query, while tfw,S is the number of occurrences
of w in the sentence. |S| is the number of terms in the sentence, P (w|C) is the
behind language model and μ is a tunable smoothing parameter.

Query-independent Features. Besides query-dependent features, there are
also some features for describing the probability of a sentence to be part of the
summary. Two features in this category are :

Feature Name Description

Sentence Length fLENGTH(S) = |S|

Sentence Location fLOCATION(S, D) = sentnumD(S)
maxS ,sentnumD(S′)

where |S| is the number of terms in sentence S, sentnumD(S) is the sentence
number for S in D and maxS , sentnumD(S′) is the total number of sentences
in D.

3.2 Features Derived from Wikipedia

One of the highlights of this paper is to employ Wikipedia knowledge in the
machine learning process. The features we introduced are:

Concept TF-IDF. Using ESA, we can get a weighted vector of related concepts
of a particular query. For example, for a query “Explicit Semantic Analysis”, we
can acquire a concept vector like: Semantic, Semantic Web, ..., Latent Semantic
Indexing, ... As we all know, ESA shares a similar idea with LSA(Latent Semantic
Analysis)[4] and can be used in many semantic web applications. So if a sentence
has a snippet “Semantic Web has the idea...”, it is more likely to be selected as
the summary corresponding to the query “ESA”, initiatively. We introduce this
feature to indicate the case, which is the weighted sum of the TF-IDF measure of
every concept relative to the sentence. It is denoted as CTFIDF in the following
experiments, which can be computed as:

fCTFIDF (S, Q) =
∑

C∈VQ

wC

∑
t∈C

tft,S log
|D|
dft

(1)

where VQ is the query’s concept vector retrieved by ESA with wC as its cor-
responding weight. tft,S is the concept term t’s number of occurrence in the
sentence, while dft is term t’s global document frequency and |D| is the num-
ber of the documents in the data set from which df is computed. The original
TF-IDF formula replaced tf with the ratio between tf and |S|, but since we’ve
included the sentence length information independently in the above traditional
features, we removed this factor from this formula.
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Concept Vector Similarity. As we described above, by using ESA, for which text
snippet, a vector of related concepts can be obtained. So the similarity between
the query text and the sentence can be measured by comparing the corresponding
concept vectors. We use simple cosine similarity here. It is denoted CSIM in the
following experiments, which can be computed as:

fCSIM (S, Q) =

∑
CQ∈VQ

∑
CS∈VS

g(CQ, CS)wCQwCS√∑
CQ∈VQ

w2
CQ

√∑
CS∈VS

w2
CS

(2)

where VQ and VS are the concept vectors of the query and the sentence re-
spectively. wCQ and wCS are the corresponding weights of the concepts. And
g(CQ, CS) is a boolean function that has a value of 1 when CQ = CS . Although
not showed and used here, more information can be added to create more fea-
tures, such as paragraph information, etc.

4 Experiment

We have done extensive experiments to evaluate our method’s effectiveness. We
performed our experiment on different data sets and compared the results with
the baseline method [8], and we also evaluated the features’ and its parameters’
effectiveness as well.

4.1 Experiment Setup

We implemented Metzler’s method[8] by ourselves with GBDTs as the learn-
ing model, which is denoted “baseline” in the following experiments. Our own
method use the same set of traditional features as the baseline method, and
additional Wikipedia-based features CTFIDF and CSIM are employed. In both
methods, Wordnet database[1] is used as the synonym source in the overlap-syn
feature.

Real-world web pages are used to evaluate our methods’ effectiveness. The data
set is constructed by submitting 400 random chosen non-navigationalqueries from
the AOL query set to the Google search engine and retrieve the top 5 result pages.
For each page, 10 sentences were labeled a relatedness score ranging from 1 to 5
manually to every query. Half of these sentences were selected using cosine simi-
larity measure, and the other half were selected randomly throughout the whole
article.

4.2 Evaluation Metrics

Here normalized Discounted Cumulative Gain (nDCG)[7] is used as the metric
of the effectiveness of the summarization. DCG(Discounted Cumulative Gain) is
computed by accumulating the gains from the top of the rank list to the bottom
with each gain entry discounted at lower ranks. nDCG is the normalized version
of DCG, which is the ratio between the rank’s DCG value and the idealized
DCG value. In order to generalize our experiments to independent data sets, we
applied a 5-fold cross validation to each of the experiments.
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4.3 Results

Different Data Sets. We first apply our algorithm to different data sets divided
by the frequency of query term occurrence in the document. The data sets we
organized include: All, The entire data set, which contains all the documents;
L(n) the data set representing the documents in which the query term occurs
not too often, We put the query-document pair into this data set if any of the
query terms occur in less than n sentences of the document. GE(n), the data
set consist of the query-document pairs that query term occurs in no less than
n sentences, i.e., the complement of L(n).

4.4 Effectiveness

We now perform the experiment of four feature sets ( baseline, baseline + CT-
FIDF, baseline + CSIM, baseline + CTFIDF + CSIM ) on four different data
sets (All, GE(10), L(10), L(5) ). Here baseline denotes the traditional feature
set we mentioned above, both query-dependent and query-independent. GE(10)
contains 54.9% of the query-document pair in the training, while L(10), L(5)
contains 45.1% and 36.0% respectively. The results are shown in Figure.1.

Fig. 1. Effectiveness, measured in terms of nDCG, on different data sets

From the Figure 1 we can get the following points. First, the feature set
baseline + CTFIDF + CSIM achieved an obvious boost in all data sets ex-
cept GE(10), and the drop on GE(10) dataset is relatively small. In GE(10)
data set, the group of lexical features plays a decision role in the summary
generation process, so semantic features may be hard to lead a gain. Second,
our method caused a significant improvement when dealing with the documents
with low occurrence of query terms (e.g., L(10) and L(5)). For the L(5) data set,
our method achieved a 5% improvement in nDCG compared with the baseline
method, which is significant enough for users to feel the improvement of the
summarization quality. After carefully examining the sentence selection result,
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we found that this improvement is caused by the involvement of semantic infor-
mation. For example, when applying query pink eye to a document describing
Conjunctivitis, traditional methods will get confused because they cannot found
any pink eye occurrences. Third, we found that CSIM is the most effective fea-
ture among the newly-added ones, even without CTFIDF, CSIM can still lead to
good enough results. Though CTFIDF behaves not so good in the experiments,
we still notice a considerable gain it when it is combined with CSIM, compared
with CSIM only.

4.5 Concept Vector Lengths

One of the parameters in our method is the length of the concept vector for each
piece of text. Short vector cannot bring enough information of the semantics of
the text, while very long vectors will bring a lot noise and spoil the summary
generation. So we conducted an experiment on concept vector lengths to inves-
tigate how concept vector length affects the generation effectiveness. We applied
baseline + CTFIDF + CSIM method with all the above features to the data set
L(5), L(10), All. By varying the concept vector length from 10 to 450, the result
is as follows.

0 10 50 100 150 200 250 300 350 400 450
All 0.879 0.879 0.884 0.891 0.891 0.891 0.891 0.892 0.892 0.891 0.893

L(10) 0.844 0.869 0.864 0.881 0.885 0.884 0.888 0.885 0.885 0.887 0.884
L(5) 0.817 0.834 0.844 0.865 0.864 0.870 0.859 0.866 0.868 0.859 0.859

From the result, we can infer that on each data set the effectiveness increases
with the growth of the concept length when the length is lower than 100. But
further growth of concept vector length doesn’t bring significant boost in the
effectiveness. We even noticed a drop in effectiveness on L(5) data set when
concept vector length exceeds 100. From the figure we found a concept length
around 150 is the best for most of the cases.

5 Conclusions and Future Work

In this paper, we applied Wikipedia-based explicit semantic analysis to query-
biased summary generation process. Our Experiment results showed our method
achieved a significant gain in summary generation effectiveness, especially for the
documents with rare occurrences of query terms. We also investigated how the
concept vectors’ length affects our method and found too long concept vectors
may cause a drop in summary generation quality. As part of future work, we plan
to try different machine learning techniques and involve more features derived
from Wikipedia.
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Abstract. This paper presents an efficient human verification system based on 
vein patterns of the hand. A new absorption based technique has been proposed 
to collect good quality images with the help of a low cost camera and light 
source. The system automatically detects the region of interest from the image 
and does the necessary processing to extract various features. Matching tech-
nique based on Euclidean Distance has been used for making the decision. It 
has been tested on a data set of 1750 image samples collected from 341 indi-
viduals. The accuracy of the recognition system is found to be 99.26% with 
FRR of 0.03%. 

Keywords: Recognition system, Palma Dorsa, Region of Interest, Vein Struc-
ture, Minutiae, Ridge Forkings. 

1   Introduction 

Vein pattern of the palma dorsa is the geometry of the network of veins running under 
the skin, in the back of the hand. Since this geometry of the network is random, it can 
be considered as a possible biometric trait [12]. The existing biometric traits, with 
varying capabilities, have proven successful over the years. Traits like Face, Ear, Iris, 
Fingerprints, and Signatures etc. have dominated the world of biometrics over the 
years. But each of these biometric traits has its shortcomings. Ear and iris pose a prob-
lem during sample collection. Not only is an expensive and highly attended system 
required for iris but it also has a high failure to enroll rate. In case of ear data, it is 
hard to capture a non-occluded image in real time environment. In case of the most 
well known face recognition systems, there exist some limitations like aging, back-
ground, etc [2]. Fingerprints, though most reliable, still have the problem of automa-
tion and viability as they are also susceptible to wear and aging. Signatures are liable 
to forgery. Venal patterns, on the other hand, have the potential to surpass most of 
these problems. Apart from the size of the pattern, the basic geometry always stays 
the same. Unlike fingerprints, veins are located underneath the skin surface and are 
not prone to external manipulations. Vein patterns are also almost impossible to repli-
cate because they lie under the skin surface. 
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It seems the first known work in the field of venal pattern has been found in [8].  
Badawi [1] has also established the uniqueness of vein patterns using the patterns 
from the palma dorsa. The data acquisition technique mentioned in [1] is based on a 
clenched fist holding a handle to fixate the hand during image capture. This method is 
found to have limitations with respect to orientation. Substantial works in this field 
have been done by Leedham and Wang [9] [10] [11]. Thermal imaging of the com-
plete non-fisted hand has been done using infra-red light sources. These lamps are 
found to be costly. Also infra-red light has been used to either reflect or transmit light 
to the desired surface [7] [9] [10] [12]. These techniques have both their advantages 
and disadvantages. It has been observed that the images captured through a reflection 
based system may not produce consistent results owing to excessive noise generated 
due to unnecessary surface information [9]. The surroundings need to be controlled 
always and the skin color or skin abnormalities are bound to have an effect. The best 
results can only be expected after exposure from the near infra-red lamps which are 
costly.  

Matching technique in a biometric system is a crucial step because the accuracy of 
the system alone can determine its effectiveness. Badawi [1] has used a correlation 
based matching algorithm and achieved excellent results. However, correlation-based 
techniques, though the most popular, become costly on larger databases. Wang and 
Leedham [11] have used a matching technique based on Hausdorff distancing which 
is limited, in principle, by the slightest change in orientation. 

This paper proposes an efficient absorption based technique for human identifica-
tion through venal patterns. It makes use of a low cost sensor to acquire images. It 
uses a fully automated foreground segmentation technique based on active contour-
ing. Reduced manual interference and an automatic segmentation technique guarantee 
the uniform segmentation of all samples. The paper also employs a rotation and trans-
lation invariant matching technique. The proposed system uses critical features of 
veins to make the decision. The results, thus far, have been found to be encouraging 
and fulfilling. 

Next section presents the experimental setup used to acquire images. Its various 
sub-sections deal with the proposed venal pattern based biometric system. Critical 
issues such as use of a low cost sensor for acquiring images, automatic detection of 
region of interest, rotation and translation invariant matching etc. are discussed in this 
section. This system has been tested on the IITK database consisting of 1750 image 
samples collected from 341 individuals under a controlled environment, over the 
period of a month. Experimental results have been analyzed in Section 3. Concluding 
remarks are given in the last section. 

2   Proposed System 

Like any other biometric system, the venal pattern based system consists of four ma-
jor tasks and they are (i) image acquisition (ii) preprocessing of acquired image data 
(iii) feature extraction (iv) matching. Flow diagram of the proposed system is given in 
Fig. 1. 
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Fig. 1. Flow Diagram of the Proposed System 

2.1   Image Acquisition 

Performance of any biometric system depends on the quality of the acquired images. 
This system aims to capture the best possible images with cost effective equipment. 

In our experiment, a simple digital SLR camera combined with an infra-red filter 
has been used for data acquisition. It employs a low cost night vision lamp of wave-
length 940 nm as its light source. The proposed set-up is a modest wooden box with a 
hollow rod lodged in the middle accommodating the infra-red lamp. The camera is 
fixed at a perpendicular to the light source and is held on a tripod attached to the box. 
The robustness and the flat face of the night vision lamp provide a sturdy plinth for 
the subject’s hand. The sensor is kept on the opposite side of the light source as 
shown in Fig. 2. The subject has to place his palm on the plinth surface to provide the 
image. 

The experimental setup for the proposed system is not only the cost effective but 
also provides good quality images. The light source is placed behind the surface to be 
captured. It helps to make an ideal data scheme and standard, as all parameters can be 
fixed. Unlike [7] [9] [10] and [12] where infra-red light has been reflected or transmit-
ted to the desired surface, this paper proposes an absorption-based technique to ac-
quire images. The technique provides a good quality image regardless of the skin 
color or any aberrations or discolorations, on the surface of the hand. In this technique 
the veins pop out when the hand is fisted and it becomes much easier to capture high 
contrast images. The time and cost of image processing therefore can be kept to a 
minimum. The image capturing however would be limited by anomalies on the palma 
dorsa itself, like tattoos etc. On the other hand, skin color or the gradual change of it 
(due to diseases or sunlight exposure, etc.) or, the gain and loss of weight would not 
hamper the pattern collection process. Since the light illuminates the entire hand, it is 
a common notion that the veins in the front of the hand might interfere with the pat-
tern at the back. However, it is crucial to note, that infra-red light does not make the 
hand transparent. It simply illuminates the hemoglobin in the veins which appear  
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black. The partition of the bone between the two planes in the front and the back of 
the hand does not allow interference. And since the sensor is always facing the dorsal 
surface, it becomes the only captured surface. 

2.2   Data Pre-processing 

The color image acquired through a camera generally contains some additional infor-
mation which is not required to obtain the venal pattern. So there is a need to extract 
the region of interest from the acquired image and finally to convert into a noise free 
thinned image for generating the raw venal pattern. Badawi [1] has considered the 
skin component of the image as the region of interest (ROI). Wang and Leedham [9] 
have used anthropometric points of a hand to get ROI from the images. In [7] there is 
a similar work which is based on ROI selection employ arbitrary and inconsistent 
techniques and so end up enhancing manual intervention during processing. The ex-
tracted region is used for processing to obtain the venal pattern.  

 

 

Fig. 2. Experimental Setu 

In this paper the segmentation technique used to segregate the skin area from the 
acquired image selects the ROI in a systematic manner and it successfully gets rid of 
all manual intervention. It fuses a traditional technique based on active contouring [5] 
with a common cropping technique. It works on the principle of intensity gradient 
where the user initializes a contour to detect the boundary of the object easily. A tra-
ditional active contour is defined as a parametric curve   v(s) = [x(s), y(s)],s ∈ [0, 1] 
which minimizes the energy function: 

1 2 2

1 20

1
( '( ) "( ) ) ( ( ))

2contour extE v s v s E v s dsη η= + +∫  (1) 

where η1 and η2 are weights to control the relative importance of the elastic and bend-
ing ability of the active contour respectively; v’(s) and v′′(s) are the first and second 
order derivatives of v(s), and Eext is derived from the image which takes smaller val-
ues at the feature of interest like object boundaries etc.  
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The active contour deforms itself with time to exactly fit around the object. It can 
thus be represented as a time varying curve: 

v(s, t) = [x(s, t), y(s, t)]  (2) 

where s ∈ [0, 1] is arc length and t ∈ R+ is time. 
Active contouring helps the contours to settle at the object boundary. It is followed 

by the iterative use of a cropping tool to extract the object automatically [3]. In this 
paper this active contouring snake has been modified from its regular run. Instead of 
initiating the snake from the outside in, it is run in reverse, after initiating it from the 
centre of the image. This initiation is done automatically since the images are of fixed 
size. 

The extracted ROI of the colored image is converted into a grey scale image [3]. 
The segmented image has been enhanced using Gaussian filtering technique and is 
then normalized by converting it to an image having a pre-defined mean and variance. 
The resultant image is then binarized by mean filtering. It may still contain noise like 
dots, blobs and stains, etc. Median filtering is used to remove these noise particles. 
The image may consist of a few edges of the vein pattern that may have been falsely 
eroded during filtering. These edges are reconnected by dilation and then skele-
tonized. To obtain only desired components amongst veins, all connected components 
are labeled and others are discarded.  

From the skeleton of the hand, the skeletonized veins are extracted. The Connected 
Component Labeling (CCL) algorithm [6] is modified to determine all the connected 
components in an image and remove the isolated and disconnected components of 
size less than a specified threshold from the final skeleton. 

2.3   Feature Extraction 

This section extracts forkings from the skeleton image by examining the local 
neighborhood of each ridge pixel using a 3X3 window. The ridges representing vein 
patterns can be used to extract features. Features like ridge forkings are determined by 
computing the number of arms originating from a pixel (AN). The AN for a pixel P 
can be given as: 

8

1 9 1
1

AN =0.5 | |,i i
i

P P P P+
=

− =∑  (3) 

For a pixel P, its eight neighbors are scanned in an anti-clockwise direction as follows: 

P4 P3 P2 

P5 P P1 

P6 P7 P8 

A given pixel P is termed as a ridge forking for a vein pattern if the value of AN for 
the pixel is 3 or more. This ridge forking pixel is considered as a feature point which 
can be defined by (x, y, θ) where x and y are coordinates and θ is the orientation with 
respect to a reference point. Figure 3 shows the final image of the extracted vein pat-
tern with all forking points. 



 A New Approach for Vein Pattern-Based Recognition 487 

2.4   Matching Strategy 

Suppose, N and M are two patterns having n and m features respectively. Then the 
sets N and M are given by: 

N = {(x1, y1, θ1), (x2, y2, θ2), …,  (xn, yn, θn)} 

M ={(a1, b1, φ1), (a2, b2, φ2), ..., (am, bm, φm)} 
(4) 

where (xi, yi, θi) and (aj, bj, φj) are the corresponding features in pattern N and M  
respectively. For a given minutiae (xi, yi, θi) in N, it first determines a minutiae (aj, bj, 
φj) such that the distance sdi = 22 )()( jiji byax −+−  is minimum for all j,  

j=1,2,3 ...,m. Let the corresponding difference between two directions be ddi, where 

jiidd ϕθ −= .  

 

 

Fig. 3. Final Vein Pattern with all Forking Points 

This is done for all features in N. To avoid the selection of same feature in M for a 
given minutiae in N, one can follow the following procedure. Suppose, for the ith 
feature in N, one gets sdi for the jth feature in M. Then, in order to determine sdi+1, one 
considers all features in M which are not selected in sd1, sd2….sdi. Let A be a binary 
array of n elements satisfying: 

{ 1 ( ) ( 2)

0
[ ]

if sdi ti and ddi t

otherwise
A i

≤ ≤=  (5) 

where t1 and t2 are predefined thresholds.  
Then the percentage of match for the pattern N having n features against the pattern 

can be computed by 

1

[ ]
100%

n

i

A i
V X

n
==
∑

 
(6) 

If V is more than a given threshold then one can draw the conclusion that both the 
patterns are matched [4].  
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Fig. 4. Graph Accuracy 

 

Fig. 5. Graph indicating FAR and FRR 

 

Fig. 6. The ROC Curve- GAR v/s FAR 

3   Experimental Results 

The system has been tested on the IITK database consisting of 1750 images obtained 
from 341 individuals under controlled environment. Out of these images, 341 are used 
as query samples. A graph is plotted for the achieved accuracy against the various 
threshold values as shown in Fig.4. It is observed that the maximum accuracy of 
99.26% can be achieved at the threshold value, T, of 25. Graphs showing FAR and 
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FRR against various thresholds are plotted in Fig. 5 while the ROC curve between the 
values of GAR and the FAR is given in Fig. 6. These figures reveal that the value of 
FRR for which the system achieves maximum accuracy is achieved when FRR is 
0.03%. 

4   Conclusion 

This paper has proposed a new absorption based vein pattern recognition system. It 
has a very low cost data acquisition set up. It has made an attempt to handle issues 
such as effects of rotation and translation on acquired images, minimizing the manual 
intervention to decide on the verification of an individual. The experimental results 
provide an accuracy of 99.26% with FRR 0.03%.  
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Abstract. A new hand-dorsa vein recognition method based on Partition Local 
Binary Pattern (PLBP) is presented in this paper. The proposed method em-
ploys hand-dorsa vein images acquired from a low-cost, near infrared device. 
After preprocessing, the image is divided into sub-images. LBP uniform pattern 
features are extracted from all the sub-images, which are combined to form the 
feature vector for token vein texture features. The method is assessed using a 
similarity measure obtained by calculating the Chi square statistic between the 
feature vectors of the tested sample and the target sample. Integral histogram 
method, original LBP and Partition LBP with 16, 32, 64 sub-images are tested 
on a database of 2040 images from 102 individuals built up by a custom-made 
acquisition device. The experimental results show that Partition LBP performs 
better than original LBP, Circular Partition LBP performs better than Rectangu-
lar Partition LBP, and when the image was divided into 32 performs better than 
others. 

Keywords: Biometrics, hand-dorsa vein, Partition Local Binary Pattern (PLBP). 

1   Introduction 

Personal verification is becoming an increasingly important and widely used tech-
nique for security access systems. Biometric feature authentication technology is a 
process using inherent physiological or behavior characteristics to enable identifica-
tion of individuals. It has high security and reliability compared to the traditional 
authentication modes such as password or code, because biometric features are hard 
to forge and relatively easy to use.  

Vein patterns have attracted significant attention in the research community re-
cently, as a new means of biometric recognition. Compared to more established bio-
metric patterns, such as finger, face and iris, vein patterns have higher convenience 
and higher security [1] [2]. A typical vein pattern recognition system is shown in 
Fig.1. 
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Fig. 1. A typical vein pattern recognition system 

Former researchers usually obtain the vein structure first and use shape descriptors 
to extract features. Wang et al. [3] use endpoints and cross points. Cross and Smith 
[4] consider every vascular as a short straight vector, which has position and angle. Li 
et al. [5] use modified moment invariants to extract features. 

However, all of these methods extracted features on the images after segmentation. 
In fact, segmentation errors cannot be avoided. Some thin vessels could be missed, 
and some dark regions could be considered as vein patterns by mistake. To solve this 
problem, we employ LBP uniform pattern as the feature of vein pattern. In this case, 
the images do not need thinning and pruning. 

And the acquired vein images may exhibit different rotations, they usually should 
be normalized for angle before feature extraction. In this work, we use Circle Partition 
LBP as the feature. It has rotation invariance, so the normalization for angle is not 
necessary.  

2   Vein Image Acquisition 

The acquisition of hand vein images using near IR (NIR) imaging has been studied in 
[6], [7], and [8]. In this work, a low-cost NIR camera, traditionally used for medicine, 
was employed for image acquisition. 

A database of hand-dorsa vein images was created using our custom-made device. 
Our database contains 2040 images from 102 individuals in which 52 are female and 
50 are male. Ten images of the right hand and ten images of the left hand were cap-
tured for every individual. The database obtained by custom-made acquisition device 
is shown in Fig.2. Some image samples acquired from our device are reproduced in 
Fig.3. 

 

Fig. 2. The database obtained by our vein images acquisition device 
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Fig. 3. Samples obtained by our device 

3   Vein Image Preprocessing  

3.1   Filtering  

Our camera is not a professional one. It introduces noise to the images we obtained, 
therefore noise removal is required. Possible noise removal methods are discussed in 
[3], [6]. As our images exhibit different noise characteristics, these methods are not 
necessarily suitable. In this work, we employ a filtering process comprising a matched 
filter, a wiener filter and a smoothing filter, as shown in Fig.4. The results of filtering 
are shown in Fig.5. 

 

Fig. 4. Multi-stage filtering process 

   

(a) Original vein images 

   

(b) Vein images after filtering  

Fig. 5. Original and filtered vein images 

Because our images are natural images, it is not easy to calculate signal-to-noise 
ratio (SNR) exactly. So we use total variation (TV) as the evaluation for noise [6]. For 
a digital image I (x, y), TV is calculated as shown in equation (1). 
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A bigger TV value means more noise. Table 1 shows the TV values of the original 
and filtered images shown in Fig. 5. 

Table 1. TV values of original and filtered images 

 Original After filtering 
4273.4 1822.6 
4207.2 1744.6 

TV 
value 4175.6 1716.4 

3.2   Region of Interest 

In the vein images, the region that we are interested in is only the region which con-
tains the information of the vein pattern. So we extract the region of interest (ROI) 
from the filtered images. 

Extraction of ROI has been discussed in [9] [10]. In this work, we employ the cen-
troid as the centre to extract the ROI. The centroid (x0, y0) of vein image f(x, y) can be 
calculated as shown in equation (2). 
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Fig. 6. ROI of the vein images 

We get the region of size 360×360 with the centroid as the centre according to our 
vein images. The results are shown in Fig.6. 

Because the centroid of the hand-dorsa vein region is invariable, extracting ROI 
using this method can correct the location difference. 

3.3   Segmentation 

Since the light intensity may vary at different times, the grey scale distribution of vein 
images is different. To reduce these differences and thereby simplify the segmentation 
process, a method of grey scale normalization is adopted, defined by equation (3).  

min)/(max)255min)(( −×−= xy    (3) 
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Where x  is the grey scale value of the original image; y  is the grey scale value after 

normalization; and min and max are the minimum and maximum grey scale values of 
the original image respectively. 

Vein pattern images have low contrast. We choose Shi Zhao’s improved threshold 
image segment method [6]. The main idea of this method is calculating a threshold for 
each pixel as (4). 

 ),(),(),( yxskyxmyxT ×+=    (4) 

Where ),( yxm is the mean, ),( yxs is the variance of the rr × region. k  is the 
coefficient of correction. ),( yxm  and ),( yxs  are calculated as follows. 
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Then the segmentation follows the equation (7). And the results of segmentation 
are shown as Fig. 7.  
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Fig. 7. Segmentation results 

4   Feature Extraction 

Former researchers usually obtain the vein structure first and use shape descriptors to 
extract features. Wang et al. [3] use endpoints and cross points. Cross and Smith [4] 
consider every vascular as a short straight vector, which has position and angle. 
Xueyan et al. [5] use modified moment invariants to extract features. 

However, all of these methods extracted features on the images after segmentation. 
In fact, segmentation errors cannot be avoided. Some thin vessels could be missed, 
and some dark regions could be considered as vein patterns by mistake. To solve this  
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problem, we employ LBP uniform pattern as the feature of vein pattern. In this case, 
the images do not need thinning and pruning. 

LBP is a powerful means of texture description [11]. It is an efficient rotation-
invariant texture classification technique. The original LBP labels the pixels of an 
image by comparing the 3×3-neighbourhood of each pixel with the centre value, and 
considering the result as a binary number. Then the histogram of the labels can be 
used as a texture descriptor. An illustration of the basic LBP operator is shown in 
Fig.8. 

 

 
Fig. 8. Example of basic LBP operator 

Ojala et al. [11] extended the operator to use neighborhoods of different sizes. Us-
ing circular neighborhoods and bilinearly interpolating the pixel values allows any 
radius and number of pixels in the neighborhood. RPLBP ,  means P sampling points 

on a circle of radius of R. Examples of the circular neighborhood are shown in Fig.9. 
 

 

(a) 1,8LBP             (b) 2,16LBP           (c) 2,8LBP  

Fig. 9. Circular neighborhoods for LBP 

To remove the effect of rotation, the operator ri
RPLBP ,  is defined as shown in  

equation (8) 

{ }12,1,0,(min ,, −== PiiLBPRORLBP RP
ri

RP …  (8) 

Where ( )ixROR , performs a circular bitwise right shift on the P-bit number x i times. 

Another extension to the original method is called uniform patterns [11]. A Local 
Binary Pattern is called uniform if it contains at most two bitwise transitions from 0 to 
1, or vice versa, when the binary string is considered circular. For example, 
00000000, 00011110 and 10000011 are uniform patterns. The operator 2

,
riu

RPLBP  is 

defined to indicate LBP uniform patterns. 
In this work, we use 2

2,8
riuLBP  as the features for the vein images. 
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To describe the vein pattern in more detail, the vein image is divided into N re-
gions as shown in Fig.10. 2

2,8
riuLBP  features are extracted from all the sub images. 

Then 32 features are connected to form a 59×N dimensions vector, which describes 
the vein pattern more accurately than the original 2

2,8
riuLBP  with a 59 dimensions 

vector. 

       

                       (a) Rectangular partitions    (b) Circular partitions 

Fig. 10. Sketches of image partitions 

The similarity score of two vein images needs to be calculated for judging if they 
are from the same person or not. Chi square statistic similarity measures has been 
proposed by Ahonen et al. for histograms of LBP [12]. It is defined as shown in  
equation (9) 

∑ +
−

=
i ii

ii
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TF
TF

2)(
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Where F and T are two images’ LBP histograms to be compared. For Partition LBP, F 
and T are two images’ feature vectors. 

5   Experiments and Results  

To test the proposed algorithm, we created a database of hand-dorsa vein images 
using our custom-made device. Our database contained 2040 images from 102 indi-
viduals in which 52 are female and 50 are male.  Ten images of the right hand and ten 
images of the left hand were captured for every individual. To simulate the actual 
application environment, each image was captured at different times and some of 
them have shift and rotation. 

The database was divided into two sets A and B. Set A had five images of every 
hand, and set B had the other five. We used set A for registering, and tested on set B. 
Integral histogram method and three LBP methods were applied to the data-
base: 2

,
riu

RPLBP , Rectangular Partition LBP and Circular Partition LBP. The results are 

shown in Table 2. 



 Study of Hand-Dorsa Vein Recognition 497 

Table 2. Results of Integral histogram,
2

,
riu

RPLBP , Rectangular Partition LBP and Circular 

Partition LBP 

 images correct error 
correct 

rate 
error 
rate 

2
,  LBP Original riu
RPLBP  1020 756 264 74.12% 25.88% 

16 sub-images 1020 811 209 79.50% 20.50% 
32 sub-images 1020 836 184 81.96% 18.04% 

Rectangular 
Partition 

LBP 64 sub-images 1020 854 166 83.73% 16.27% 
16 sub-images 1020 813 207 79.71% 20.29% 
32 sub-images 1020 927 93 90.88% 9.12% 

PLBP 
Circular 
Partition 

LBP 64 sub-images 1020 853 167 83.63% 16.37% 
Integral histogram 1020 886 134 86.86% 13.14% 

 
It is evident from these results that Partition LBP gives an improved performance 

compared to original LBP.  Furthermore, the performance of Circular Partition LBP is 
seen to be better than Rectangular Partition LBP. And Circular Partition LBP with 32 
sub-images performs better than others. 
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Abstract. An image registration method using boundary optimization is pro-
posed to register dorsal-hand vein (DHV) images of different rotation angles. 
Since image rotation is inevitable during image capture, the proposed method is 
important in human identification based on DHV images. The proposed method 
consists of two main procedures, i.e., boundary detection and boundary optimi-
zation. Boundary detection is used to create a boundary map, and boundary op-
timization is used to find the best rotation angle with the boundary map. Simu-
lations and extensive experiments show that the proposed method can reduce 
equal error rate (EER) efficiently. The experiments also show that the method is 
fast and can be completed in 50 milliseconds. 

Keywords: Biometrics, DHV images, Image registration, Boundary optimization, 
EER. 

1   Introduction 

As a newly emerged topic, biometrics has attracted more and more attention in the 
past decades. Biometrics aims to recognize human identification using the physiologi-
cal or behavioral characteristics, such as fingerprint, face, iris, dorsal hand vein, 
voice, gait, signature, and so on. Because of its high reliability and convenience, bio-
metrics has many potential applications in surveillance, access control, network secu-
rity, etc [1, 2].  

As a new branch of biometric techniques, human identification based on DHV im-
ages attracts increasing interests of researchers due to its potential advantages. It can 
be non-invasive because the images can be captured without touching the device. 
Moreover, the DHV images are difficult to be forged. 

However, most researchers focus on recognition algorithms and put less focus on 
pre-processing of DHV images. Thus, there is usually a handle in the capture device 
to fix the hand pose and position [3-5, 7]. This makes the capture device invasive. The 
motivation of this paper is to remove the handle to make the device non-invasive. 

Without the handle, the users can show their hands under the camera with different 
poses; however removing the handle results in translation and rotation in the captured 
images. In this paper, we try to correct the rotation.  

Some researchers obtained some progress in rotation correction of images. Koichi 
et al. developed a phase-only method to estimate the rotation angle between two 
palmprint images [6]. The method is based on the FFT transform of each image, thus, 
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the method has to deal with a lot of operations of floating point numbers and the 
computational complexity is high. Although the computation time is acceptable if the 
code is optimized carefully on some PCs, it does not work in some clips which do not 
support floating point computations. Kumar and Zhang proposed a hand geometry 
recognition using entropy-based discretization [8]. By analyzing these methods, we 
proposed a method to correct the rotation using a boundary optimization method. Our 
idea is to create a boundary map of the DHV images to describe the hand pose and 
finds the rotation angle with a boundary optimization procedure. 

The remainder of the paper is organized as follows. Section 2 details the proposed 
registration method. Experimental results are reported in section 3. Section 4 con-
cludes the whole paper. Acknowledgements and references are given at the end of the 
paper. 

2   Algorithm Description 

It is challenging to estimate the rotation angle between two DHV images. First, our 
low-cost ordinary camera brings much noise to the images. Moreover, the distribution 
of the dorsal hand veins is almost random and different subjects have different key 
points. It is like iris recognition, in which rotation correction is done in feature match-
ing procedure. 

In the subsequent parts, we try to use the DHV image boundary to estimate the ro-
tation angle. The proposed method contains two main procedures, i.e., boundary de-
tection and boundary optimization. Boundary detection creates a boundary map with a 
triangle model. Boundary optimization determines the rotation angle using the bound-
ary map by maximizing a criterion which measures the distribution of the boundary 
points. 

2.1   Boundary Detection 

To detect the hand boundary while remaining the boundary shape, a geometric 
method is adopted. The method uses a triangle model which can be illustrated with 
Fig.1. 

 

C

A

 
                                          (a)                                          (b) 

Fig. 1. Illustration of triangle model 

In Fig.1(b), curve AMC, denoted with AMCC , represents the sampling along the 

white line in Fig.1(a). Point A represents the point of maximum gray value in 
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AMCC and point C stands for an edge point of the image. A straight line is obtained by 

connecting point A and C and the line can be denoted with ABCL . Curve AMCC and 

line ABCL combine an approximate triangle and point M is the point which is farthest 

to line ABCL . Therefore, the boundary point M can be found as follows. 

( )ABC
Cp

LpDM
AMC

,maxarg
∈

=  (1) 

where ( )ABCLpD , is the distance between point p and line ABCL  and p is a point 

lying on curve AMCC . 

For each possible sampling line which is similar to the white line in Fig.1(a), we 
first obtain the position of the maximal gray value, then repeat Eq.(1) to detect all the 
boundary points. These boundary points give a boundary map which describes the 
hand contour. 

The reason to adopt the above model is the noise in the captured images. The SNR 
is low in our images captured with low-cost cameras. Thus, simple threshold method 
may induce much noise in the binary images. Moreover, threshold method may de-
stroy the hand boundary when lighting is not distributed equally.  

2.2   Boundary Optimization 

Boundary optimization is used to estimate the rotation angle. We rotate an image by 
each candidate angle and compute the corresponding variance of the boundary projec-
tion. If the variance reaches its maximum, we obtain the angle by which the image 
should be rotated.  

Suppose I represents the boundary map and θI  represents the boundary map rotated 

by an angle θ , then the best angle can be estimated using the following equations. 

( )θIPS =  (2) 

( )
( )SVaropt

45,45

maxarg
−∈

=
θ

θ  (3) 

where ( )θIP  is the vertical projection of the rotated boundary map. ( )SVar  is the 

variance of the projection.  
Since the rotation angle is estimated with the same criterion, all the images are reg-

istered after rotated by the angle optθ . It is equivalent to normalize all the images to a 

fixed pose. 
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By analyzing Eqs.(1) to (3), we can see that all the computations are integer opera-
tions if we make several small look-up tables. Thus, the whole method can be com-
pleted in short time. 

3   Experimental Results 

In our previous work, a capture device is designed as a fundamental work. The device 
consists of a general-purpose camera, an infrared filter and a well designed light 
source.  Two databases are collected and used in the following experiments. 

The first database is called Dataset_Rotation. It contains the images of both left 
and right hands of 5 subjects.  There are 10 images for each hand. Although there is 
still a handle in our device, we do not hold the handle with the same pose, so that we 
can simulate the distortions as if the handle is removed. However, to make the prob-
lem simple, only rotation is simulated. The rotation angle of the images is distributed 
from -30 to 30 degrees. Dataset_Rotation is used to evaluate the accuracy of the pro-
posed method. Two examples in Dataset_Rotation are shown in Fig.2. The handle is 
marked with a white circle in Fig.2(b).  

 

           

                                         (a)                                              (b) 

Fig. 2. Samples of DHV images 

The second database is called Database_Regular. We collected a large database 
which contains the images of both left and right hands of 102 men and women sub-
jects. There are 10 images for each hand. We collected only one picture every time the 
users hold the handle. No obvious rotation can be seen in the images in the database.  

Extensive experiments are done to evaluate the performance of the proposed method. 
The first experiment is a simulation to test the accuracy of the proposed method. The 
second experiment is done on Dataset_Rotation to show that the EER can be reduced 
with the proposed method. The last experiment is done on Database_Regular to test if 
the method works for the regular images without obvious rotation. 

3.1   Results of Boundary Detection 

An image is selected to show the performance of the boundary detection method in-
troduced in Section 2.1. The detection results are shown in Fig.3, where white pixels 
represent the boundary points. These white pixels form the boundary map which can 
be used by the subsequent boundary optimization procedure. 
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Fig. 3. Results of boundary detection 

3.2   Simulations 

The simulations are used to test the accuracy of the proposed method. We randomly 
select one image in Dataset_Rotation and normalize the image so that the image has 
zero rotation angle according to Eq.(3). Then the normalized image is rotated by a 
random angle α  distributing in (-45, 45) degrees and a nearest-neighbor interpolation 

is adopted during image rotation. Finally, the estimated angle 
∧
α  is obtained with our 

method. The estimation angle error is defined with αα −
∧

 and the histogram of the 

errors between α and 
∧
α is drawn in Fig.4. The simulation shows that the error is 

small. 
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Fig. 4. Histogram of estimation errors 

3.3   Experiments on Dataset_Rotation 

To show the efficiency of the proposed method, we did a comparison experiment on 
Dataset_Rotation. The experiment computes the EER with and without the proposed 
method, respectively, to test if the EER is reduced when the proposed method is 
adopted.  

Because our focus is not the recognition algorithm, we use arc-cosine of the corre-
lation coefficient as the distance measure. We select this measure because the method 
is simple and it is not rotation invariant, as can be illustrated in Fig.5. It can be seen  
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that the distance increases when the rotation angle becomes bigger. When the rotation 
angle is bigger than a fixed threshold, the image may be regarded as a picture from a 
different subject. 
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Fig. 5. Draw of arc-cosine distance vs rotation angle 

Since recognition rate depends on the rotation angle, the following experiments are 
done to show the performance of the proposed method. First, all the images are regis-
tered, then the EER is obtained on the collected database. We show some examples in 
Dataset_Rotation in Fig.6 and the corrected images in Fig.7. 

On this dataset, the EER is reduced from 20.2% to 4.96%. The EER decreases 
sharply because rotation exceeds the threshold of correlation method and rotation 
correction can compensate the rotation efficiently. 

 

     

     

     

Fig. 6. Examples of the same subject in Dataset_Rotation 
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Fig. 7. Images after rotation correction 

3.4   Experiments on Database_Regular 

When the proposed method is applied to Database_Regular, the EER is reduced from 
3.57% to 3.51%. This indicates that small rotation still exists though there is a handle 
in our device. And the EER can be reduced slightly for the regular images by adopt-
ing our method. 

3.5   Speed of the Proposed Method 

The experimental results also show that the proposed method can be completed in 
about 50ms on a desktop of 2G DRAM and 1.6G CPU. The reason is analyzed at the 
end of section 2. The method in reference [6] which is realized by us takes more than 
400 ms to register a pair of DHV images of the same resolution. 

4   Conclusions 

The paper proposed a DHV image registration method using boundary optimization. 
The method can correct the rotation induced by different capture poses. All the sam-
ples are normalized according to a statistical criterion. The distribution of the hand 
boundary points is used to estimate the rotation angle by maximizing the variance of 
the projection of the boundary maps. Extensive experiments are reported to evaluate 
the performance of the proposed method. 

The originality can be described in the following three aspects. 

(1) The rules are simple. Only two maximization procedures are used to find the 
best rotation angle. 
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(2) All the samples are normalized according to the same statistical criterion. By 
doing this, we do not need to compare a sample with every template in the registration 
database. This increases the matching efficiency especially when the registration 
database is quite big. This means that the identification can be done in short time, 
therefore, the system based on DHV images can work not only in verification mode, 
but also in identification mode. Moreover, by doing this, we do not need to store the 
original images of every template to compute the rotation angle between a sample and 
the template, so the proposed method saves a lot of disk spaces. 

(3) The method is quite robust. By adopting a statistical model, the method works 
well even when the SNR is small. This is helpful for the images captured with low-
cost ordinary cameras. 

In the future, we will make a comparison with the previous rotation correction [6] 
and rotation-invariant features, such as LBP based features. We will also focus on 
correcting the defocusing and affine distortion. 

Acknowledgements 

The authors want to present their thanks to Hai Wang for his fundamental work in the 
design and making of capture device. The authors also want to thank the volunteers 
from whom we collected our databases. This work is supported by the NCUT Scien-
tific Research Foundation. 

References 

1. Jain, A.K., et al.: Biometrics: Personal Identification in a Networked Society. Kluwer,  
Norwell (1999) 

2. Zhang, D.: Automated Biometrics: Technology and Systems. Kluwer, Norwell (2000) 
3. Ahmed, M.B., et al.: Hand Vein Biometric Verification Prototype: A Testing Performance 

and Patterns Similarity. In: Proceedings of the 2006 International Conference on Image 
Processing, Computer Vision, and Pattern Recognition, Las Vegas, USA, June 26-29 (2006) 

4. Maleika, H.K., et al.: A New Method to Extract Dorsal Hand Vein Pattern using Quadratic 
Inference Function. (IJCSIS) International Journal of Computer Science and Information 
Security 6(3) (2009) 

5. Lin, X.R., et al.: Measurement and Matching of Human Vein Pattern Characteristics. Jour-
nal of Tsinghua University, Sci. and Tech. (2003) 

6. Koichi, I., et al.: A Palmprint Recognition Algorithm using Phase-Only Correlation. IEICE 
Trans. Fundamentals E91-A(4) (April 2008) 

7. Khan, M.M.: Low Dimensional Representation of Dorsal Hand Vein Features Using Princi-
ple Component Analysis (PCA). World Academy of Science, Engineering and Technol-
ogy 49 (2009) 

8. Ajay, K., Zhang, D.: Hand: Geometry Recognition Using Entropy-based Discretization. 
IEEE Trans. Information Forensics & Security 2, 181–187 (2007) 



D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 507–514, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

A Novel Level Set Model Based on Local Information 

Hai Min1,2, Xiao-Feng Wang1,3,*, and Ying-Ke Lei1,2 

1 Hefei Institute of Intelligent Machines, CAS, P.O. Box 1130, Hefei, 230031, China 
2 Department of Automation, University of Science and Technology of China,  

Hefei 230027, China  
3 Key Lab of Network and Intelligent Information Processing,  

Department of Computer Science and Technology, Hefei University, Hefei, 230022, China 
minhai361@yahoo.com.cn, xfwang@iim.ac.cn 

Abstract. Local image information is crucial for accurate segmentation of im-
age with intensity inhomogeneity. However, the local information is not em-
bedded in Chan-Vese model. In this paper, we propose a novel level set model 
which takes the local boundary information into account. The proposed model 
can overcome the difficulty that CV model suffered, i.e., the unsuccessful seg-
mentation of object with intensity inhomogeneity. Finally, we validate the effi-
ciency of our model on some synthetic and real images.  

Keywords: Level set, Image segmentation, Local information. 

1   Introduction 

Active contour model have become very important in the image segmentation filed 
[1], in which active contour based on level set is quiet popular. One of the most fa-
mous models is the Chan-Vese (CV) model (the detailed description can be found in 
[2]). CV model can detect objectives whose boundaries are not necessarily defined by 
gradient. However, the model that attempt to model regions using global statistic are 
usually not ideal for segmenting image with intensity inhomogeneity. 

In order to accurately segment these heterogeneous objectives, several methods in 
the literatures which combined global information with local information were pro-
posed. The idea of incorporating localized statistics into a framework begins with the 
work of Brox and Cremers [3] who show that segmenting with local means is a first 
order approximation of the piecewise smooth simplification [4] of the Mumford-Shan 
functional [5]. Li [6] proposed a method which can coordinate the local and global 
minimization. Sum [7] presented a new method that integrates CV model with local 
model. Besides, some methods utilized window function to obtain local information. 
Darolti [8] proposed novel local region descriptors, which can segment objects that 
have largely overlapping global probability densities. In [9] and [10], intensity infor-
mation extracted from image region can be incorporated into an edge-based energy 
function to make active contour more robust. Further results for energies based on a 
linear combination of edge and region terms can be found in [11] and [12]. Paragios 
                                                           
* Corresponding author. 
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and Deriche [13] presented a method in which edge-based energies and region-based 
energies were explicitly summed to create a joint energy.  

In this paper, we propose a level set model which incorporates the local informa-
tion to segment the images with intensity inhomogeneity. The efficacy of our method 
is validated by experiments on some synthetic and real images. 

In the remainder of the paper, we shall describe our model in section 2, and then 
show the experimental results in section 3. In section 4, we make concluding remarks 
and give directions for future research. 

2   Model Description 

The proposed level set model is composed of three parts: the global term, the local 
term and the regularize term. We define Ω  as an entire image domain, and ω  as an 

inside area of active contour C . 0u  denotes the original image. 

2.1   Global Term 

We adopt the fitting term from the CV model as the global term: 

2 2

1 0 1 2 0 2( ) ( , ) ( , )\GE C u x y c dxdy u x y c dxdyλ λω ω= − + −∫ ∫Ω , (1) 

where 1λ  and 2λ  are respectively positive constant weighting parameters, and 1c  and 

2c  denote the average intensity value of image area inside and outside contour C . 

As discussed in the former paragraph, the global term is only an auxiliary term in 
our method. The local term plays a decisive role in detecting objective boundary ac-
curately. 

2.2   Local Term 

Since the global model can’t extract some image boundaries with intensity inhomoge-
neity, we proposed our local term. Let us first explain the model in a simple case. We 
assume that the change of image intensity is a maximum in the neighbor of objective 
boundary. First, the idea of neighboring difference is used to enhance the contrast 
between boundary and inner region. Then, the region-based method is used to con-
struct the local term. 

We define the local term as follows: 

2 2

3 3 4 4( ) ( , ) ( , )\L N NE C u x y c dxdy u x y c dxdyλ λω ω= − + −∫ ∫Ω , (2) 

where  3λ  and 4λ  are still the weighting factors. The treated image is defined as Nu , 

3c  and 4c  are the average intensity value of the area inside and outside of C  in Nu .  

( , )Nu x y  is transformed from 0 ( , )u x y , ( , )i j stands for the position of matrix. 
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1 2( , ) ( , ) ( , )Nu i j z i j z i j= − . (3) 

1z and 2z are respectively written as: 

1( , ) max( ( , ))nz i j u i j= , (4) 

2 ( , ) min( ( , ))nz i j u i j= , (5) 

where nu  denotes a series of matrix of a b⋅ , and a  and b  respectively represent the 

row and column of 0u . We define a neighboring window of ( ) ( )2 1 2 1m m+ × +  in 

image 0 ( , )u x y . Thus, ( , )nu i j  can be written as:  

( , ) ( , ) ( , )0 0 0

( 1, 1) ( 1, ) ( 1, 1)0 0 0
(, ) (, 1) (, ) (, 1) ( , )(, ) 0 0 0 0 0

( 1, 1) ( 1, ) ( 1, 1)0 0 0

( , ) ( , ) ( , )0 0 0

u i m j m u i m j u i m j m

u i j u i j u i j

u i j m u i j u i j u i j u i j mu i jn

u i j u i j u i j

u i m j m u i m j u i m j m

− − − − +⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥− − − − +⎢ ⎥
⎢ − − + +=⎢
⎢ + − + + +
⎢
⎢
⎢ + − + + +⎢⎣ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥

. 
(6) 

Generally speaking, we assume that the image intensity is very similar in a small 
image region. The gray image has maximum intensity differences only in boundary. 
So we utilize this idea to design a local term for enhancing the local contrast. In (6), 
we define a ( ) ( )2 1 2 1m m+ × +  window in which the corresponding value is replaced 

by the difference between maximum and minimum value of window as defined in 
(3). ( , )Nu x y  has the maximum value in object boundary, and has more minor value in 

other position. Obviously, our purpose is to enhance the contrast between boundary 
and inner region. Finally, the part of larger intensity is the boundary of image. After 
the process as before described, we derive the term as defined in formula (2).  

2.3   Regularization Term 

In this section, as described in [2], we choose the length of active contour as a regu-
larization term, and then add to our energy function. It is used to keep smoothing of 
the active contour when the contour evolution directs for objective boundary. Let C  

as the active contour ( )C p : [0,1]→Ω parameterized by parameter p ∈ [0,1] . The 

regularization term can be written as: 

( )R CE C d pμ= ∫ , (7) 
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where μ is a positive constant weighting parameter. Besides, it is demand to meet 

with the Newman boundary condition [2]. 

2.4   Level Set Formulation 

In the level set formulation, the curve C  is replaced by the zero level set of a 

Lipschitz functionφ . Our energy function is written as: 

2 2

1 0 1 2 0 2

2 2

3 3 4 4

0

( ) ( ) ( ) ( )

( , ) ( ) ( , ) (1 ( ))

( , ) ( ) ( , ) (1 ( ))

( ( , )) ( , )

G L R

n n

E E E E

u x y c H dxdy u x y c H dxdy

u x y c H dxdy u x y c H dxdy

x y x y dxdy

φ φ φ φ

λ φ λ φ

λ φ λ φ
μ δ φ φ

Ω Ω

Ω

Ω

= + +

= − ⋅ + − ⋅ −∫ ∫

+ − ⋅ + − ⋅ −∫ ∫Ω
+ ⋅ ∇∫

 (8) 

where ( )H φ and ( )δ φ denote the Heaviside function and Dirac Delta function [2], 

which divide the image into three parts: inside C , outside C   and on C . 1c , 2c  , 3c  

and 4c can be written as: 

0
1

( , ) ( ( , ))
( )

( ( , ))

u x y H x y dxdy
c

H x y dxdy

φ
φ

φ
Ω

Ω

⋅∫=
∫

, (9) 

0
2

( , ) (1 ( ( , )))
( )

(1 ( ( , )))

u x y H x y dxdy
c

H x y dxdy

φ
φ

φ
Ω

Ω

⋅ −∫=
−∫

, (10) 

3

( , ) ( ( , ))
( )

( ( , ))
nu x y H x y dxdy

c
H x y dxdy

φ
φ

φ
Ω

Ω

⋅∫=
∫

, (11) 

4

( , ) (1 ( ( , )))
( )

(1 ( ( , )))
nu x y H x y dxdy

c
H x y dxdy

φ
φ

φ
Ω

Ω

⋅ −∫=
−∫

. (12) 

Keeping 1c , 2c 3c  and 4c  fixed, and then minimizing formula (8) with respect to φ . 

We deduce the associated Eular—lagrange equation for φ  by steepest descent 

method, parameterize the descent direction by an artificial time t , and then we derive 
the evolution equation (13) of φ . 

[

]

0 1 0 1

2 2 2
2 0 2 3 3 4 4

2( ) ( ( , ) )

( ( , ) ) ( ( , ) ) ( ( , ) ) ( )N N

u x y c
t

u x y c u x y c u x y c div

φ δ φ λ

φλ λ λ μ
φ

∂ = − −
∂

∇+ − − − + − + ⋅
∇

 (13) 
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In traditional level set method, re-initialization step is demanded in the process of 
evolve. However, our numerical method ignored the re-initialization process.  

3   Experiment Results 

In this section, three experiments are used to demonstrate the capability of the  
proposed model. In all three experiments, the proposed model is compared with  
the CV model. Some parameters used in this paper are 1m = , 3λ = 4λ =1, 

0.001 255 255μ = × × .  
In the first experiment, a synthetic image with non-uniform illumination is seg-

mented. What we emphasized is that our model can extract the very accurate objec-
tive boundary (as shown in Fig.1(c)). In general, our model with smaller scale pa-
rameter m  can extract more accurate location of the object boundary. However, CV 
model can’t produce an accurate result. As the Fig.1 showed, the original image and 
initial contour are shown in (a) and (b) respectively, (c) and (d) are the result pro-
duced by our model and CV model. 

 

                     
                                          (a)                                                                    (b) 

 

                    
                                          (c)                                                                   (d) 

Fig. 1. Comparison of our model with CV model: (a) the original image. (b) Initial contour. (c) 
Result of our model after 15 iterations with parameters 1λ = 2λ =0.03. (d) Result of CV model 

after 150 iterations. 
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                                     (a)                                                                           (b)  
 

                       

                                     (c)                                                                        (d) 

Fig. 2. The result of vessel extraction under non-uniform illumination: (a) the original image. 
(b) Initial contour. (c) Segmentation result with our model with parameters 1λ = 2λ =0.001. (d) 

Segmentation result of CV model. 

A synthetic image of blood vessel with inhomogeneity is shown in Fig.2 (a). The 
initial contour is placed in Fig.2 (b), the result of our model and CV model are respec-
tively shown in Fig.2(c) and Fig.2 (d). It can be seen that the proposed model effi-
ciently improves the segmentation performance of CV model while segmenting the 
blood vessel image with intensity inhomogeneity. 

In fig.2, we show that our model works on an intensity non-uniform image, and we 
are very satisfied with the result. The original image and initial contour are shown in 
(a) and (b) respectively, and (c) show that our result is very accurate, however, (d) 
show that CV model can’t extract this objective accurately. 

In Fig.3, we show that our model works on a real image with intensity inhomoge-
neity, and we got a satisfying result. The original image and initial contour are shown 
in (a) and (b) respectively. Fig.3(c) shows that our result is accurate to some extent. 
However, it can be seen from Fig.3 (d) that CV model can’t extract this objective 
accurately. In this experiment, the advantage of our model is fully reflected. The CV 
model only measures the global statistics information in the whole evolution process. 
On the contrary, our model combines the global information with local information, 
and provides a better solution than CV model. 

 



 A Novel Level Set Model Based on Local Information 513 

                          
                                     (a)                                                                            (b) 

 

                          
                                       (c)                                                                            (d) 

Fig. 3. Comparison between the segmentation results of our model and CV model. (a) Image 
with intensity inhomogeneity. (b) Initial contour. (c) Segmentation result of our model with 
parameters after 5 iterations with parameters 1λ = 2λ =0.3. (d) Segmentation result of CV model 

with the same parameters. 

It should be noted that the velocity of the curve evolution of our model is quiet 
fast. In Fig.1, the active contours arrive at the accurate objective boundary after only 
15 iterations. Actually, the local term play an important role in our model, and the 
global term only strengthen the stability of the curve evolution.  

4    Conclusion and Further Discussion 

In this paper, we proposed a novel and efficient level set model which integrates the 
global and local information of image. We made full use of local information in im-
age with intensity inhomogeneity. The experiments show that our method is effective. 
Besides, we can change the value of the parameters to regulate the final segmentation 
results. 

Our future works will focus on utilizing the prior information to improve the image 
segmentation effect of our model.  
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Abstract. Three practices commonly used in image classification meth-
ods have led to the inferior performance of Nearest-Neighbor (NN) based
image classifiers: (i)Way of constructing “bag-of-visual-words”. (ii)Using
only one kind of descriptor. (iii)Without considering which category
the NN comes from. We propose a novel NN-based classifier –MDMNN
(Multi-Descriptor Multi-Nearest Neighbor), which classifies an unlabeled
image by employing its nearest neighbors coming from all of the cate-
gories and different kinds of feature descriptors to images. Empirically,
we conduct experiments on two real-world image databases, and show
that although MDMNN requires no learning phase, its performance ranks
some outstanding learning-based image classifiers.

Keywords:ImageClassification,NearestNeighbor,Bag-of-Visual-Words.

1 Introduction

Despite of some merits, it has been proved that non-parametric NN-based im-
age classifiers provide inferior performance compared to learning-based methods
[2].We argue that three practices lead to significant degradation in the perfor-
mance of non-parametric image classifiers: (i)“Bag-of-visual-words” has been
used in image classification [2][15][13]. However, the choice of dimension, selec-
tion and the weight of visual words has not been deal with successfully [13].
(ii)Some approaches represent image by only one kind of feature. However, some
classes in the database will be more distinctive to other classes using other kind
of feature descriptor [7][11]. (iii)It is difficult to set optimal number of nearest
neighbors [3] and the ignorance of other images which are not the K nearest
neighbors will be likely to degrade the performance of image classification.

In this paper we propose a novel and generalized non-parametric NN-based
classifier, which can tackle the problems mentioned above to some extent. Near-
est Neighbors mentioned in this paper are a set of Nearest Neighbors generating
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from all of the classes the labeled images in rather than the K nearest neighbors.
We call them “Multi-Nearest-Neighbor”s. For brevity, we refer to this classifier
as “MDMNN”, which stands for “Multi-Descriptor, Multi-Nearest-Neighbor”.

Figure 1 shows the framework of MDMNN. Firstly, we detect salient points
for each image. Secondly, we construct each image’s “bag-of-visual-words”. After
finding its Nearest Neighbors under the same type of descriptor in all of the
classes, we compute the Earth Mover’s Distance (EMD) between the unlabeled
image and all of the Nearest Neighbors. Finally, unlabeled image is classified by
using the rule in Sec.5.

Detect salient
regions

Find the
exemplars

Image Classification

Feature K
extraction

Feature K
extraction

Feature 1
extraction

Find the
exemplars

Find the
exemplars

Detect salient
regions

Detect salient
regions

Feature 1
extraction

Feature 1
extraction

Find the
exemplars

Find the
exemplars

Feature K
extraction

Find the
exemplars

Find Nearest
Neighbor

Find Nearest
Neighbor

Find Nearest
Neighbor

Find Nearest
Neighbor

Unlabeled ImageClass 1 Class C

Using feature 1

Using feature K

Num. of features

Num. of classes

EMD EMD

Fig. 1. A Framework of Multi-Descriptor Multi-Nearest-Neighbor Image Classification.
Input is subclasses of labeled images coming from all categories in a database and
unlabeled images. Output is the class labels for the unlabeled images.

This paper is organized as follows. Sec.2 discusses saliency image patches in
images. Sec.3 discusses our method of constructing “bags-of-visual-words” for
images. Sec.4 shows image-to-image distance. Sec.5 provides our formulation for
classifying unlabeled images. Sec.6 provides empirical evaluation and comparison
to other methods. Finally, Sec.7 concludes this paper and gives our further work.

2 Saliency Image Patches

We use the Harris-Laplace detector [11] to automatically detect saliency image
patches (keypoints) from an image. Denoted by small crosses in Figure 2(b),
keypoints are usually around the corners and edges of image objects, such as
the outline of the Mountain, beach and the sea. According to [7] the size of
the normalized region is arbitrarily set to 41 pixels in this paper. Subsequently,
salient patches are depicted using Color Moments, Color Moment Invariants,
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RGB histogram, rg histogram, Hue-SIFT and SIFT respectively in this paper,
all of which are evaluated in [11].

Let us denote the j-th patch depicted with the k-th type of feature descrip-
tor dk in the i-th image Ic

i belong to the c-th class in database as pj(Ic
i , dk) ,

where j = 1, 2, . . . , Jc
i , k = 1, 2, . . . , K, i = 1, 2, , |c|. Jc

i , K and |c| are the total
number of patches in Ic

i , total number of feature descriptors and total number
of images in the c-th class, respectively. We also denote the corresponding fea-
ture f(xj |pj(Ic

i , dk)), which is a n-dimensional real-valued feature vector and n
decided by the k-th type of feature descriptors dk.

3 Constructing Bag-of-Visual-Words

Although some methods such as those used in [5] have been proposed for con-
structing “bag-of-visual-words”, they still suffer from the choice of dimension,
selection and the weight of visual words in the representation [13]. Since the ex-
emplars of the patches can usually present the whole image well [15], we use the
exemplars to construct “bag-of-visual-words”. There are several algorithms to
obtain the exemplars, such as K-means++ [3]. However, these cluster algorithms
require to choose some original points and are time-consuming, which are unre-
alistic [4]. We use affinity propagation algorithm [4] to generate the exemplars of
the patches, which can tackle these problems mentioned above to some extend.

In brief, the affinity propagation algorithm propagates two kinds of informa-
tion between each two data points: the “responsibility” r(m, n) sent from data
point m to data point n, which reflects how well n serves as the exemplar of m
considering other potential exemplars for m, which also reflects how appropriate
m chooses n as its exemplar considering other potential points that may choose
n as their exemplar. The information are updated in an iterative way as:

r(m, n) := s(xm, xn)−max
n′ �=n

{a(m, n′) + s(xm, xn′)} ,

a(m, n) := min{0, r(n, n) +
∑

m′ /∈(m,n)

max {0, r(m′, n)}} (1)

Where, the function s(xa, xb) is the similarity measure between two points xa

and xb . We let s(xa, xb) = ‖xa − xb‖2 in our paper. The self-availability is
updated in a slightly different way as:

a(n, n) :=
∑

m′ �=n

max {0, r(m′, n)} (2)

Upon convergence, the exemplar for each data point xm is chosen as e(xm) = xn

where n maximizes the following criterion:

arg max
k

a(m, n) + r(m, n) (3)

According to criterions 1∼3, we could generate the exemplar f (xn|pe
n (Ic

i , dk))
and its corresponding weight we

n (Ic
i , dk) = |e (xm) = xn|/Jc

i , where |e (xm) =
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xn| is the number of patches which share the same exemplar xn, via replacing m,
n, m′, n′, xm, xn with the m-th, n-th, m′-th, n′-th patches and f (xm|pm (Ic

i , dk)),
f (xn|pn (Ic

i , dk)), respectively. Therefore, we can use weight-exemplar feature
pairs to depict an image Ic

i =
⋃Ec

i

l=1 {we
l (I

c
i , dk), f (xl|pe

l (I
c
i , dk))} as “bag-of-

visual-words” of an image, where Ec
i is the total number of exemplars in image

Ic
i . Figure 2(c)∼(h) shows an example of finding exemplars under different types

of feature descriptors, in which we link patches to the same exemplar shared by
them with the same colors through drawing colorful lines.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. An example of the results of salient regions detection and finding exemplars un-
der different feature descriptors. (a) original image from the ’beach’ class in 1000-image
database, (b) result of detecting salient region using Harris-Laplace saliency region de-
tector, (c)∼(h) result of finding exemplars under SIFT, hue-SIFT, color moments, color
moment invariants, RGB histogram and rg histogram descriptor respectively.

4 Image-to-Image Distance

Since the Earth Mover’s Distance(EMD) [9] has been proved effectiveness in
image classification [1], we use this metric to measure the image-to-image dis-
tance. EMD is defined as the minimal cost that must be paid to transform one
histogram into the other, where there is a “ground distance” between the basic
features that are aggregated into the histogram.

Given two image Ic
P = P , Ic

Q = Q, and viewed them as two histograms:
P = {(we

p1(Ic
P , dk), f(xp1|pe

p1(Ic
P , dk))), . . . , (we

pm(Ic
P , dk), f(xpm|pe

pm(Ic
P , dk)))},

Q = {(we
q1(I

c
Q, dk), f(xq1|pe

q1(I
c
Q, dk))), . . . , (we

qm(Ic
Q, dk), f(xqm|pe

qm(Ic
Q, dk)))}.

In brief, let wp1 = we
p1(I

c
P , dk), pp1 = f(xp1|pe

p1(I
c
P , dk)), wpm = we

pm(Ic
P , dk),

ppm = f(xpm|pe
p1(Ic

P , dk)), wq1 = we
q1(Ic

P ,dk), qq1 = f(xq1|pe
q1(Ic

q , dk)) wqn =
we

qn(Ic
P , dk), qqn = f(xqn|pe

qn(Ic
P , dk)), i.e., P = {(pp1, wp1), . . . , (ppm, wpm)} be

the first signature with m exemplars, where ppi is the cluster representative, i.e.,
exemplar and wpi is its corresponding weight; Q = {(qq1, wq1), . . . , (qqn, wqn)}
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the second signature with n exemplars, where qqj is the cluster representative,
i.e., exemplar and wqj is its corresponding weight; and let D = [dij ] be Euclidean
distance matrix, where dij is Euclidean distance between ppi and qqj .

Find a flow F = [fij ], with fij the flow between ppi and qqj , that minimizes
the overall cost:

WORK(P, Q, F ) =
m∑

i=1

n∑
j=1

dijfij (4)

subjected to the following constraints: fij ≤ wpi 1 ≤ i ≤ m, 1 ≤ j ≤ n;∑n
j=1 fij ≤ wpi 1 ≤ i ≤ m;

∑n
j=1 fij ≤ wqj 1 ≤ j ≤ n; and

∑m
i=1

∑n
j=1 fij =

min(
∑m

i=1 wpi,
∑n

j=1 wqj). Once WORK(P, Q, F ) is figured out, and we have
found the optimal flow F , the earth mover’s distance between two image Ic

P and
Ic
Q is defined as the resulting work normalized by the total flow:

EMD(Ic
P , Ic

Q) = EMD(P, Q) =

∑m
i=1

∑n
j=1 dijfij∑m

i=1
∑n

j=1 fij
(5)

5 Image Classification Formulation

In this section we derive MDMDD. Suppose that there has been a set of labeled
images from all classes in a database. Given a new query (unlabeled/unknown)
image Iq, we want to find its class: ĉ = arg maxc p(c|Iq).

For the sake of deriving easily, let Ic
i (dk) be an image which is the i-th image in

the c-th class and its patches be depicted by the k-th descriptor, i = 1, 2, . . . , |c|,
c = 1, 2, . . . , C, k = 1, 2, . . . , K and Iq(dk) be a query image depicted by the k-th
type of descriptor, where C is the total number of classes.

Traditionally, NN-based classifier is used to classify image Iq by the class of
its nearest image in the database. Although this is the most popular approach
among the NN-based image classifiers, it provides inferior performance. We pro-
pose a novel image classification algorithm, i.e., MDMNN, which depends on the
nearest neighbor images, the classes the nearest neighbor image belong to, and
the types of descriptors to images.

Let dist(Iq(dk), c) = mini EMD(Iq(dk), Ic
i (dk)) denotes the distance between

query image Iq(dk) and c-th class when using the k-th type of descriptor. Before
classifying query image, we normalize this distance to be:

N [dist(Iq(dk), c)] =
dist(Iq(dk), c)

maxc dist(Iq(dk), c) + minc dist(Iq(dk), c)
(6)

We can classify the unlabeled image by the following formulation:

ĉ = arg max
c

p(c|Iq) = arg max
c

{
1−

K∏
k=1

N [dist(Iq(dk), c)]

}

= argmax
c

{
1−

K∏
k=1

dist(Iq(dk), c)
maxc dist(Iq(dk), c) + minc dist(Iq(dk), c)

}
(7)
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Compared to other NN-based image classification [2][14], MDMNN combines
different kinds of descriptors depicting salient patches with Nearest Neighbors
coming from all classes rather than using the K nearest neighbors under only one
style of feature descriptor; therefore, MDMNN can boost the object recognition.

6 Experiment and Results

We evaluate our MDMNN on 1000-image1 and Caltech 101-object2 databases.

6.1 Exp. 1: 1000-Image Database

The 1000-image challenging database, which was used in [1], consists of ten
distinctive categories (Africa people and villages, Beach, Buildings, Buses, Di-
nosaurs, Elephants, Flowers, Food, Horses, Mountains and glaciers), and each
category of which consists of 100 images.

We randomly choose 2, 5, 10, 20 and 30 images per category, use six feature
descriptors to represent the patches in each image, and classify all the images in
this database. We present our experimental result in two ways: drawing graphs
for each class in 1000-image database under different kinds of patches’ feature
descriptors over the number of 2, 5, 10, 20 and 30 images per category. Mean-
while, for demonstrating the effectiveness of MDMNN on classifying images, we
also present the experimental result in the form of mean recognition rate.

Figure 3 shows our experiment on 1000-image database. Figure 3(a) illustrates
that when using RGB descriptor, it is the most effective feature descriptor to
classify whether an unlabeled image is belong to class ‘Africa people and village’;
however, Figure 3(j) shows that it is the worst feature descriptor to identify
whether unlabeled image is coming from class ‘Mountain’. The recognition rate
of using Hue-SIFT, SIFT , et al., feature descriptor for image classification is
also similar to that of RGB feature descriptor, which demonstrates that differ-
ent kinds of feature descriptors perform different recognition rate over different
classes. Figure 3 also tells that although the combination of different kinds of
feature descriptors (‘ALL’) can not always perform better than any other fea-
ture descriptor, it almost outperforms most of the feature descriptors over all of
the classes in 1000-image database. More importantly, As shown in Figure 4, for
mean recognition over different number of labeled images per class, the combi-
nation of all features (‘ALL’) outperforms any other kinds of feature descriptors
apparently, which proofs that MDMNN is an effective algorithm.

6.2 Exp. 2: Caltech-101 Database

The Caltech-101 database [8] consists of images from 101 object categories (ap-
proximately 30∼800 images per category). The significant variation in intraclass
pose, color and lighting makes this database challenging.
1 http://wang.ist.psu.edu/docs/related/
2 http://www.vision.caltech.edu/Image Datasets/Caltech101
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Fig. 3. Image classification result. CMI, CM, HSIFT, rg, RGB, SIFT and All are the
patches descriptors respectively, i.e., color moment invariants, color moments, Hue-
SIFT rg histogram, RGB histogram, SIFT and combination of all descriptors using
in this paper. (a)∼(j) recognition rates (%) of classes in 1000-image database using
different kinds of descriptors over number of image per category (2, 5, 10, 20, 30).
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To stay as close to the paradigm of the previous work on this dataset, we
followed the methodology of [5], and performed experiments using 5, 10, 20, and
30 images per category, using the remaining images in the dataset for testing.
We follow the standard approach for evaluation.

Figure 5 compares our results with those of state-of-the-art algorithms pub-
lished in the last few years. At five and ten images per category, we perform
better than [12], [5], [6], [14], [6] and [10] but worse than [2]. At twenty images
per category, we achieve a recognition rate of 63.19%, little below that of [6] and
almost the same as [14], and at thirty, we achieve 65.80%, smaller than most
of the existed algorithms. It makes sense that although our performance would
not perform well at large number of images per category, it achieves quite high
recognition rate at five and ten images per category, which demonstrates that
under certain circumstance, e.g., the case of having difficulty to collect large
number of images per category, MDMNN are of great value. More importantly,
Figure 5 also shows that although MDMNN is a non-parametric NN-based image
classifier, its performance ranks some learning-based image classifiers.
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Fig. 4. Mean recognition rate (%) over
number of images 2, 5, 10, 20, 30 per cat-
egory in 1000-image database
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7 Conclusion

In this paper, we have proposed a novel non-parametric NN-based image clas-
sification algorithm by employing multi-descriptor and multi-nearest neighbor.
We have further shown that MDMNN can boost the recognition rate effectively,
though it is not a learning based image classifier, and it performs quite well,
especially over small number of images per category.

There are some open problems for further studies. For instance, it is still an
unsolved problem that what kinds of feature descriptors should be combined in
NN-based image classification and how to combine them effectively.



A MDMNN Approach for Image Classification 523

References

1. Chen, Y., Wang, J.Z., Krovetz, R.: Clue: Cluster-based retrieval of images by unsu-
pervised learning. IEEE Transactions on Pattern Analysis and Machine Intelligence
(2005)

2. Boiman, O., Shechtman, E., Irani, M.: In defense of nearest-neighbor based image
classification. In: IEEE International Conference on Computer Vision and Pattern
Recognition (2008)

3. David, A., Sergei, V.: k-means++: the advantages of careful seeding. In: Proceed-
ings of the eighteenth annual ACM-SIAM symposium on Discrete algorithms, pp.
1027–1035 (2007)

4. Frey, B.J., Dueck, D.: Clustering by passing messages between data points. Sci-
ence 315, 972–976 (2007)

5. Frome, A., Singer, Y., Sha, F., Malik, J.: Learning globally consistent local distance
functions for shape-based image retrieval and classification. In: IEEE International
Conference on Computer Vision (2007)

6. Griffin, G., Holub, A., Perona, P.: Caltech-256 object category dataset. Technical
report California Institute of Technology (2007)

7. Mikolajczyk, K., Schmid, C.: A performance evaluation of local descriptors. IEEE
Transactions on Pattern Analysis and Machine Intelligence 27, 31–47 (2005)

8. Fei-Fei, F.L., Perona, P.: Learning generative visual models from few training exm-
ples: an incremental bayesian approach testing on 101 object categories. In: IEEE
Workshop on Generative-Model Based Vision (2004)

9. Rubner, Y., Tomasi, C., Guibas, L.J.: A metric for distributions with applications
to image databases. In: IEEE International Conference on Computer Vision (1998)

10. Serre, T., Wolf, L., Poggio, T.: object recognition with features inspired by vi-
sual cortex. In: IEEE International Conference on Computer Vision and Pattern
Recognition (2005)

11. van de Sande, K.E.A., Gevers, T., Snoek, C.G.M.: Evaluation of color descrip-
tors for object and scene recognition. IEEE Transactions on Pattern Analysis and
Machine Intelligence (2010)

12. Vedaldi, A., Gulshan, V., Varma, M., Zisserman, A.: Multiple kernels for object
detection. In: IEEE International Conference on Computer Vision and Pattern
Recognition (2009)

13. Yang, J., Jiang, Y.G., Hauptmann, A.G., Ngo, C.: Evaluating bag-of-visual-words
representations in scene classification. In: 9th ACM SIGMM International Confer-
ence on Multimedia Information Retrieval (2007)

14. Zhang, H., Berg, A.C., Maire, M., Malik, J.: Svm-knn: Discriminative nearest
neighbor classification for visual category recognition. In: IEEE International Con-
ference on Computer Vision and Pattern Recognition (2006)

15. Zhang, J., Marszalek, M.: Local features and kernels for classification of texture
and object categories: A comprehensive study. International Journal of Computer
Vision (2006)



D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 524–530, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Orthogonal Locally Discriminant Projection for 
Palmprint Recognition 

Shanwen Zhang and Wei Jia 

Institute of Intelligent Machines, Chinese Academy of Sciences, Hefei 230031, P.R. China 
wjdw716@163.com, jiawei78@mail.ustc.edu.cn 

Abstract. Supervised dimensional reduction methods play an important role in 
factual applications, which are likely to be more suitable for palmprint recogni-
tion. In this paper, a supervised dimensional reduction algorithm called orthogo-
nal locally discriminant projection (OLDP) is proposed, which can effectively 
extract the low-dimensional discriminative data representation with the generali-
zation ability. In OLDP, an effective weight measurement between two data 
points is designed combining the sample class information and local information. 
The experiments on palmprint recognition demonstrate that OLDP is effective 
and feasible. 

Keywords: Manifold learning, Palmprint recognition, Orthogonal locally dis-
criminant projection. 

1   Introduction 

In information and networked society, automatic personal identification is an impend-
ing and crucial problem that needs to be solved properly. As an efficient and safe 
solution, biometrics technologies have recently been receiving wide attention from 
researchers. Among them, palmprint based identification has several special advan-
tages such as stable line features, rich texture features, low-resolution imaging, low-
cost capturing devices, easy self positioning, and user-friendly interface etc. For these 
reasons, nowadays the research related to this issue is becoming more active, and 
there have been many approaches proposed for palmprint recognition including veri-
fication and identification [1-7].  

In increasingly many cases of interest in palmprint recognition, one is confronted 
with the situation where the dimensionality of palmprint data is very large. However, 
there might be reason to suspect that the ‘intrinsic dimensionality’ of the data is much 
lower. This leads one to consider methods of dimensionality reduction that allow one 
to represent the data in a lower dimensional space.  

Over the last decade, a great number of dimensionality reduction techniques exist 
in the literature, among them, a large number of manifold learning techniques for 
dimensionality reduction have been proposed, such as Locality preserving projections 
(LPP) [8] and Unsupervised Discriminant Projection (UDP) [9]. Compared to the 
traditional linear techniques, these manifold learning based techniques have ability to 
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deal with complex nonlinear data, which can be available for palmprint recognition. 
LPP is linear and more crucially defined everywhere in ambient space rather than just 
on the training data points. Due to introducing the linearization and locality preserv-
ing character, the LPP algorithm shows its merits on lowering the computational cost 
and enhancing the relative robustness to noise and outliers. So it is frequently applied 
to many areas. Hu et al. [10] employed two dimensionality LPP (2D-LPP) for palm-
print recognition. UDP was one of the variations of discriminant LPP, achieved satis-
fying palmprint recognition results [9]. Yan et al.[11] proposed the discriminant pro-
jection embedding (DPE) for face and palmprint recognition. DPE utilizes within-
class local manifold variations to characterize the distribution of transformation dif-
ference and between-class nearest neighbor variations to characterize the distribution 
of intrinsic difference. In this paper, we propose an orthogonal locally discriminant 
projection (OLDP) for palmprint recognition.  

The rest paper is organized as follows. Section 2 simply introduces the LPP algo-
rithm. Section 3 describes the OLDP method. Section 4 gives the experimental  
results. Finally, discussions and conclusions are presented in Section 5. 

2   Locality Preserving Projections (LPP) 

Given n high-dimensional data points
1 2[ , ,..., ] m n

nX X X X R ×= ∈ , it is desired to find n 

corresponding low-dimensional data points 1 2[ , ,..., ] d n
nY Y Y Y R ×= ∈ , T

i iY A X= , 

d m . The algorithmic procedure of LPP includes three steps, is formally intro-
duced below: 

Setp 1: Constructing adjacency graph 
An adjacency graph G=(V, E) is constructed using k-nearest neighbor criterion, 

where G denotes the graph, V is the node set and E is the edge set. 
Setp 2: Choosing the weights 
If nodes i and j are connected, the affinity matrix W could be defined with the ele-

ment as follows 
2

exp( )
i j

ij

X X
W

β
−

= −                                                   (1) 

Setp 3: Eigenmaps 

Compute the eigenvectors and eigenvalues for the generalized eigenvector problem: 
T TXLX A XDX Aλ=                                        (2) 

where D is diagonal matrix whose entries are column (or row, since W is symmetric) 
sums of W, 

ii jij
D W= ∑ . L=D-W is the Laplacian matrix. The ith column of matrix X 

is xi.  
Matrix D provides a natural measure on the vertices of the graph. The bigger the 

value 
ii

D  (corresponding to the ith node) is, the more ‘important’ is that node. Lapla-

cian matrix is symmetric, positive semi-definite matrix which can be thought of as an 
operator on functions defined on vertices of G. 
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Let 
0 1 1
, ,...,

k
A A A

−
be the solutions of Eq.(2), ordered according to their eigenvalues, 

0 1 1
...

k
λ λ λ

−
< < < . Thus, the embedding is as follows: 

0 1 1
( , , ..., )

T

i i i

k

X Y A X

A A A A −

→ =
=

                                                   (3) 

where 
i

Y  is a d-dimensional vector, and A is a d×n matrix, i.e. a linear transformation 

projecting matrix. 
In the LPP algorithm, it is likely that a nearest neighbor search in the low dimen-

sional space will yield similar results to that in the high dimensional space. This 
makes for an indexing scheme that would allow quick retrieval. LPP is an optimal 
linear approximation to the eigenfunctions of the Laplace Beltrami operator on the 
manifold. It is linear and can deal with new data easily, so it is fast and suitable for 
practical application. 

3   Orthogonal Locally Discriminant Projection (OLDP) 

In this section, the orthogonal locally discriminant projection is proposed by combin-
ing the both the neighbor information and class information, and a locality discrimi-
nant criterion is adopted to find the projections that best preserve the within-class 
local structures while decrease the between-class overlap. OLDP is introduced as 
follows. 

Recall that given a data set we construct a weighted graph G=(V, E) with edges 
connecting nearby points to each other. Consider the problem of mapping the 
weighted graph G to a line so that connected points stay as close together as possible. 

Suppose 1 2[ , ,..., ] D n
nX X X X R ×= ∈  is n  high-dimensional data points, ic  is the 

class label of 
i

X , ( )
i

N X  is the k nearest neighbors of 
i

X , A is a transformation 

matrix, 
T

i i
Y A X=  is the mapping of Xj. Define the intra-class and inter-class weights 

respectively as follows, 

, if ( ) or ( )

                                     and  

0, otherwise

2

i j

i j j i

I i j

ij

i j

X - X
X N X X N X

X X
W

c c

⎧
⎪ ∈ ∈

⋅⎪= ⎨
=⎪

⎪
⎩

                  (4) 

, if ( ) or ( )

                                     and  

0, otherwise

2

i j

i j j i

B i j

ij

i j

X - X
X N X X N X

X X
W

c c

⎧
⎪ ∈ ∈

⋅⎪= ⎨
≠⎪

⎪
⎩

                    (5) 

For the purpose of classification, we try to find a projection A which will draw  
the within-class samples mapped closer together while simultaneously making the 
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between-class samples mapped even more distant from each other. From this point of 
view, a reasonable criterion for choosing a “good” projection is to optimize two fol-
lowing objective functions 

2
min I

ij i j
i j

W Y Y−∑∑                                                (6) 

2
max B

ij i j
i j

W Y Y−∑∑                                                (7) 

with some appropriate constraints. 
Following some simple algebraic steps, Eq.(6) is reduced as 

( )

( )

2

1 1

2

1 1

1 1 1 1

1

2

1

2

( )

n n
I

ij i j
i j

n n
I T T

ij i j
i j

n n n n
T I T T I T
i ii i i ij j

i i i j

T I T T I T

T I I T

T I T

W Y Y

W A X A X
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A XD X A A XW X A

A X D W X A

A XL X A

= =

= =

= = = =

−

= −

= −

= −

= −

=

∑∑

∑∑

∑∑ ∑∑                      (8) 

where I I IL D W= − , ID is a diagonal matrix with I I
ii jij

D W=∑ , 
IW is the intra-

class weight matrix with I

ij
W ; I

iiD  measures the local density around i
X . 

Similarly, Eq.(7) can be reduced to 

( )2

1 1

1

2

( )

n n
B

ij i j
i j

T B B T

T B T

W Y Y

A X D W X A

A XL X A

= =

−

= −

=
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                                           (9) 

where B B BL D W= − , BD  is a diagonal matrix with B B
ii jij

D W=∑ ,
BW is the inter-

class weight matrix with B

ij
W . 

We combine the two objective functions (6) and (7) by a suitable parameter, and 
impose the orthogonal condition, then the locality discriminant criterion is given by: 

max
T

T B T

T I T
A A I

A XL X A

A XL X A=
                                               (10) 

Let
1 2

{ , ,..., }
d

A A A  be the orthogonal basis vectors, define ( 1)

1 2 1
[ , ,..., ]i

i
A A A A−

−
= . The or-

thogonal basis vectors
1 2

{ , ,..., }
d

A A A can be computed by step-by-step procedure [12]. 
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After calculating the projections
1 2 1

{ , ,..., }
i

A A A
−

, the i-th projection Ai is calculated by 

solving the following optimization problem 

0
arg max

T B T

i T I TA AT
i

A XL X A
A

A XL X A=−

= i - 1 i - 1

i - 1 i - 1
i - 11

                                        (11) 

Once A has been learnt, the projection of any new test point Xnew is projected by  

new new

TY A X=                                                     (12) 

where A∈R n×d, Xnew∈RD, Ynew∈Rd, d D. 

From above analysis, the algorithmic procedure of OLDP is expressed as follows: 

(1) Constructing the adjacency graph. 
(2) Choosing the weights. 

The steps (1) and (2) are fulfilled as in LPP. 

(3) Initialize A as an arbitrary column-orthogonal matrix. 

(4) Compute the trace ratio value 
( )
( )

T B T

T I T

tr A XL X A

tr A XL X A
δ = . 

(5) Form the trace difference problem as 
' max ( ( ) )

T

T B T I T

A A I
A tr A XL X XL X Aδ

=
= − . 

(6) Establish 'A  by the d eigenvectors of B T I TXL X XL Xδ− corresponding to 
the d largest eigenvalues. 

(7) Update A by 'A . 
(8) Iteratively perform steps (4)-(7) until convergence. 
(9) Project the new data points to feature space by Eq.(12). 

4   Experimental Results 

The main objection of palmprint recognition and classification algorithm is to seek a 
projection characterized by within-class compactness and between-class separability. 
Owing to the analysis mentioned above, it is obvious that the proposed algorithm can 
be applied to palmprint recognition.  

Usually, a square region is generally identified as the region of interest (ROI) be-
fore dimensional reduction and feature extraction. Thus the relevant features can be 
extracted and matched only in this square region. The benefit of this processing is that 
it can define a coordinate system to align different palmprint images. Otherwise, the 
matching result would be unreliable without this processing. In this paper, by using 
the similar preprocessing approach described in literature [13,14], the central part of 
each original palmprint image of size 128×128 in the palm is automatically orientated 
and cropped to be the ROI. Fig. 1 shows an original image and its extracted ROI. 
Moreover, according to the wavelet theory, we retain the low-frequency sub-band of 
the approximation coefficients as most of the energy content is concentrated in the 
low-frequency sub-band, and then we reduce the each image from 128×128 to 32×32. 
Six palmprint images of an individual are shown in Fig.2.  



 Orthogonal Locally Discriminant Projection for Palmprint Recognition 529 

A B C D  

Fig. 1. The process of palmprint preprocessing. (A) Original palmprint; (B) contour line, where 
p1 and p2 are detecting points; (C) constructing new coordinate axis; (D) extracted ROI. 

 

Fig. 2. Six cropped palmprints of one palm on the PolyU palmprint database 

For each palm, we randomly select l palmprints from each class as training set, and 
the rest (6-l) are considered as test set. The recognition process has three steps. First, 
the palmprint subspace is calculated from the training set. To further reduce computa-
tional cost, following an idea proposed in [15], we performed a PCA preprocessing 
step on the images reducing them to their 100 largest principal components, effec-
tively keeping over 99% of their information.  

Then, the palmprint image is projected onto low-dimensionality subspace. Finally, 
the palmprint image is identified by the 1-nearest-neighbor classifier. For Baseline, 
we simply perform nearest-neighbor classification in the original 1024-dimensional 
space. For UDP, LDA, DPE and OLDP, the high-dimensional palmprint dataset are 
projected into the low-dimensional PCA subspace to avoid the small sample size 
problem by retaining a 90% portion of energy. For each given l, we perform 20 times 
experiments to choose randomly the training set. The final result is the average classi-
fication rate over 20 splits. Table 1 shows the performance of the Baseline, UDP, 
LDA, DPE and OLDP with different l.  

OLDP is a suitable technique for palmprint recognition. From Table 1, we note that 
OLDP outperforms LDA, UDP and DPE.  

Table 1. Recognition results of Baseline, LDA, UDP, DPE and OLDP  

Method l=2 l=3 l=4 l=5 
Baseline 78.34 80.28 80.39 81.52 
LDA 81.62 82.94 84.37 90.65 
UDP 83.64 84.43 88.22 91.04 
DPE 94.31 95.14 95.26 96.36 
OLDP 94.08 95.86 96.17 97.49 
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5   Conclusions 

This paper proposed a new discriminant projection algorithm for palmprint recogni-
tion, named OLDP. OLDP is a linear supervised dimensional reduction method, 
which tries to maximize the inter-class objective function, while minimize the intra-
class objective function. Experimental results show that OLDP is effective for palm-
print recognition. Our future work is to extend OLDP to nonlinear form by kernel 
trick and multi-dimensionality OLDP by tensor subspace analysis. 
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Abstract. Data representation in devices of industrial systems is simple
data. However, the structural data organization is used in upper layers
of such systems. This information can be modeled by vendors, which of
course would lead to different ways of how to model similar information
thus makes the life hard for clients, e.g., OPC clients. There are efforts
to define a base model to expose device information and device types.
A vendor will use this base model and extend it with vendor-specific
information about its devices. This paper introduces an object-oriented
data model based on the OPC Unified Architecture (UA) specifications
and Unified Modeling Language (UML) used for communication in dis-
tributed industrial systems. This model is applied for device and infor-
mation models to provide data for enterprise systems.

Keywords: ERP, MES, OPC Unified Architecture, Industrial system,
Information model, Unified modeling language.

1 Introduction

Industrial informatics systems have become more and more distributed from the
topological and from the system logic points of view due to the development
of microelectronic technology and web service-enabled devices in the last years
[3,1,7]. Modern control systems can be divided into layers for control, visualiza-
tion, and production support systems. These layers are considered in the most of
classifications like (i) field layer composing of instrumentation, (ii) control layer
with automation devices, (iii) real-time HMI (Human Machine Interface) layer
with visualization devices, and (iv) real-time MES (Manufacturing Execution
System) layer with data processing devices [2]. Therefore, the ERP (Enterprise
Resource Planning) layer is considered as a separate layer that is also used in
industrial and informatics systems.

Data exchange has been changed to state-of-the-art, platform independent,
secure, and reliable technologies and the capabilities to model information are
improved. Clients can achieve the information that they are dealing with the
same kind of device at different places or locations. Exposing information in
much more semantics will allow clients to process highly sophisticated tasks in
industrial and informatics systems.

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 531–539, 2010.
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Traditionally, information models for industrial systems have been formulated
based on domain-specific languages and tools satisfying the requirements of stan-
dards such as IEC 750, IEC 61346, and ISO 10303 [4,2]. The solution of IEC
61346 is applied to power plants and other industrial systems [4]. It describes
principles for modeling the structure of information about the systems and of
the systems themselves. Different viewpoints of a system are modeled such as
function-oriented viewpoint, location-oriented viewpoint, and product-oriented
viewpoint. ISO 10303 [6] is a specification to address information modeling of in-
dustrial systems with different goals. This is a large set of standards for exchange
of product data including domain-specific languages and notations. By using
open IT standards like UML (Unified Modeling Language) and XML (Extensi-
ble Markup Language), another approach is to be able to connect the company
industrial IT platform not only to plant-specific systems, but also to general IT
systems like ERP systems or office applications. The principle of this approach
is based on IEC 61346 to model information about industrial systems.

Due to the new OPC Unified Architecture (UA) specifications from the OPC
Foundation [9], there are efforts to define a base model exposing device infor-
mation and device types for OPC UA based industrial applications [5,3,1,8]. An
information modeling approach should be proposed to allow that clients can ac-
cess device information provided by different, vendor-specific OPC UA servers
in the same manner. In addition, this approach should provide data to MES
and ERP systems. The OPC UA standard is based on XML, web services, and
SOA (Service-Oriented Architecture) to share information in more complex data
structure formats. Information modeling is required to expose the measured val-
ues of the device as well as configure the device by using device model [4,5]. UML
and object-oriented techniques have been applied for software analysis and de-
sign. They are widely used not only in pure software companies, but also in the
software department of automation companies.

The study of this paper introduces an object-oriented information modeling
approach based on the OPC UA specifications and object oriented techniques
for communication in distributed industrial systems. The ability of this model
is to apply not only for device models, but also for other scenarios to provide
data to MES and ERP systems. The principles of OPC UA based information
modeling approach are: (i) using object-oriented approach with hierarchies and
inheritance to hand all instances of the same type in the same way and to ignore
more specialized information, (ii) the type information is provided by server and
could be accessed with the same mechanisms, (iii) allowing the same information
to be exposed in different ways effectively, and (iv) extensibility regarding the
type hierarchies for vendor-specific information.

2 OPC UA and Its Architecture in Industrial Systems

The requirement is to provide better integration of alarms and events in the
address space of a Data Access server, especially for the process industry and
building automation. Three different types of data such as current data, historical
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data, and alarms and events with different semantics have been required. The
OPC UA technology enables all three types of data to be accessed by a single
OPC server. It unifies the current data access (DA), alarms and events (AE),
historical data access (HDA) models and additional process calls into a single
integrated address space and makes data management simpler, richer, and more
centralized in additional information. An OPC UA server provides access to
three kinds of objects and they are available to OPC UA clients as follows:

1. Type Definition. Type information is provided not only on data type level,
but also on object level as well. Standard types can be defined and inheri-
tance vendor-specific types can be derived from those standard types. They
can be used for objects, variables, data, and reference definitions.

2. Object Definition. Objects reflect real system structure defined by given
type objects with their variables, properties, and methods.

3. View Mechanism. A view is used to restrict the number of visible nodes
and references in a large address space of the OPC UA server. By using
the view mechanism servers can organize large data structures to represent
information in the given context.

The OPC UA architecture is designed in a generic manner and therefore can
be applied in a diverse range of applications running at various locations on
the network of an organization. An ERP system can use an OPC UA client
as an interface for consuming services in the corporate network. Four different
architectural patterns for OPC UA systems are proposed such as client-server,
chained server, server-to-server communication, and aggregating server [8].

3 OPC UA Based Information Modeling Approach

Many field devices from different vendors are being connected to industrial sys-
tems through fieldbus communication [5]. A device has some configuration pa-
rameters and some measurement values that may differ depending on the con-
figuration. It provides that information in an OPC server, for example OPC
UA server. The clients can provide an appropriate interface to expose the mea-
sured values of the device as well as configuration of the device. The device data
model should include events and historical data. The client can use a generic
user interface or a specific-user interface to show a graphical representation of
the devices and the main parameters. Based on the OPC UA specifications, the
information modeling concepts are related to Nodes, References between nodes,
Objects, Variables, and Methods.

3.1 Nodes and References

The address space of an OPC UA based application is composed of nodes and
references between nodes. There are two kinds of nodes, one used for representing
instances and another one used for representing types. In the concept of the
OPC UA standard, seven attributes such as NodeId, NodeClass, BrowseName,
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Fig. 1. The UML class diagram for concept of information modeling approach

DisplayName, Description, WriteMask, and UserWriteMask are used to describe
nodes (see the BaseNode class in Fig. 1). NodeId uniquely identifies a node in
the server. It is used for exchanging in the services to reference nodes. The server
returns when browsing or querying the address space and clients use the NodeId
to address nodes in the service calls. In normal cases, a node can have several
alternative NodeIds that can be used to address the node.

The BrowseName is used for browsing purposes and should not be used for
displaying the name of a node. The DisplayName containing the name of a node
is used for displaying the name of a node in a user interface. The Description is
an optional attribute that contains a localized textual description of the node.
The WriteMask and UserWriteMask are also optional attributes that specify
which attributes of the node can be modified by an OPC UA client or by the
user currently connected to the server [9].

A reference describes the relation between two nodes in the address space.
Thus it is uniquely identified by the source node of the reference, the target node,
the semantic of the reference, and the direction of the reference. In practice, a
server exposes a reference only in one direction and the reference may point to
a node in another OPC UA server or nonexisting node.

Reference Types. References are used to expose different semantics on how
the nodes are connected. Therefore, a reference type defines the semantic of a
reference and every reference is typed and has a defined semantic. References are
managed in a Reference Type hierarchy that can be represented in UML class
diagram as shown in Fig. 2 [9]. Hierarchical references should be used when a
hierarchy is modeled and non-hierarchical references are used for other intention
like exposing relationships between different hierarchies.
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Fig. 2. The UML class diagram of Reference type hierarchy

3.2 Concept of Objects, Variables, and Methods

Object, variable, and method in the introduction of the OPC UA standard are
important concepts that come from object-oriented programming. Objects have
variables and methods and can also have events. A variable is used to represent
a value in which the data type of the value depends on the variable. OPC UA
clients can read the value, subscribe to changes of the value, and write the data
to OPC servers. A method is represented as a node in the address space of the
OPC UA server, called by a client, and returns a result. Each method specifies
the input arguments and the output arguments. Objects are used to structure
the address space to describe the node with attributes like DisplayName and
Description (see Fig. 1 [9]). Methods and variables are always called in the
context of the object. For example, the object Motor contains a status variable
to identify if the motor is running or not. In addition, the Methods like Start
and Stop can be invoked by the client to start or stop the motor.

Two kinds of variables are defined in the OPC UA specifications: Data Vari-
ables and Properties. Data variables are used to represent the data of an object,
for example, the temperature of a temperature sensor or the flow of a flow trans-
mitter. They can have sub-variables containing parts of the data and properties.
Properties are often used to represent the characteristics of a node, for example,
the engineering unit of a measured temperature.

(1) Object Types. Type information is provided not only on data type level,
but also on object level as well. Object types can be simple or complex.
Complex object types are used to define a structure of nodes. A server in
order to expose complex object types and instance of those types gives clients
the possibility of the knowledge of the type information. A client can have a
specific mechanism of a user interface based on the object type and displays
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it for each instance of the type. For example, the object type of the Sensor
is complex.

(2) Variable Types. Variable types can be either simple or complex. The com-
plex type exposes a structure of nodes, whereas the simple variable type
defines only the semantic of a variable or restricts the usage of the data
type of the value attribute on the instances. Variable types can only ex-
pose additional variables or either describe the variable like providing the
engineering unit, etc., or expose parts of the structure of the values. In
general, all the common attributes used for the node class of Variable Types
are Value, DataType, ValueRank, ArrayDimensions, and IsAbstract [9]. The
Value attribute and the definition of the data type for the Value attribute
are contained. However, the Value attribute is optional since it has no real
use for Variable Types. All attributes except for the Value attribute of Vari-
ables and Variable Types have a fixed data type. The DataType attribute
is used to define the type used as scalar or array. Four kinds of Data Types
are used in the OPC UA applications such as Built-in Data Types, Simple
Data Types, Enumeration Data Types, and Structured Data Types [8].

3.3 Events

Events are received from notifications when subscribing to an Event Notifier. A
server needs to expose its Event Types hierarchy in the address space, so that
clients can retrieve this information. In fact, the node class of Object Types is
used for Event Types: (i) no additional information is needed to expose Event
Types; (ii) clients can use their mechanisms to handle Event Types as well as to
handle Object Types; (iii) some events can be represented as objects (see Fig. 1).

3.4 Historical Access

Dealing with the history of the data in industrial systems, three facets need to
be considered such as historical data, historical events, and historical address
space of the server.

(1) Historical Data and Historical Events. Two attributes like AccessLevel
and UserAccessLevel indicate the history is accessible and changeable. These
attributes indicate some history is available if only if currently history is col-
lected. Thus the attribute Historizing is used for indicating whether the his-
tory is currently collected or not. For events, the history can be gained from
Event Notifiers. The attribute EventNotifier indicates whether the history
of events can be accessed and manipulated.

(2) Historical Address Space. Nodes and references in the address space of an
OPC UA server can be added or deleted over time by the clients. Therefore,
allowing to track the changes and to access different versions of the address
space by referencing different points of time is an optional feature that should
be supported by servers.
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Fig. 3. The UML class diagram of type hierarchy for different controllers

3.5 Views

A view is used to restrict the number of visible nodes and references in a large
address space of the server side. With using views a server can organize its
address space and provide it to specific-tasks or user cases. In general, two ways
can be used for looking at views in OPC UA based applications: (i) A view is
represented as a node in the address space. This node gives an entry point into
the content of the view. All nodes that are part of a view must be accessible
starting from the view node; (ii) The NodeId of the view node can be used as
filter parameter when browsing the address space.

4 Example and Discussion

An example is for modeling an air condition machine and a furnace controller
that are used in a room [8]. A typical air conditioner application has a control
module that the controller application is running. The controller provides two
set-points to define the requested temperature and humidity. In addition, the
air conditioner is turned on or off depending on the purpose of use. It offers
the actual temperature and humidity as well as the power consumption, the fan
speed, and the cooler state as measured values.

The controller of the furnace provides the temperature, the power consump-
tion as well as the gas consumption by measuring the gas flow. It provides the
state of the burner and allows setting the temperature and turning it on or
off. It uses a temperature sensor to measure the temperature, a watt-meter to
measure the power consumption, and a flow transmitter to measure the gas
consumption. Based on the information modeling approach with the OPC UA
specifications, a type hierarchy to expose information and to make it possible
for client applications to be more general by using some base Type Definitions
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and be programmed based on those supertypes is used. As Fig. 3 shows, the
abstract base type ControllerType for all controllers referenced by control mod-
ules, TemperatureController, AirConditionerController, and FurnaceController
are illustrated in UML class diagram. The AirConditionerController and The
FurnaceController inherit from the TemperatureController with overriding the
state. The FurnaceController adds the gas consumption and the AirCondition-
erController adds the humidity and the humidity set point. All the concepts
mentioned above can be represented in the C# language as follows:

class ControllerType

{

private void Initialize();

private double m_measurement;

private double m_setPoint;

private double m_controlOut;

...

}

class TemperatureController : ControllerType

{

// attributes

public double temperature;

public double temperature_setPoint;

public string state;

public double power_consumption;

// methods

public int Start();

public int Stop();

}

class AirConditionerController : TemperatureController

{ // additional attributes

public double humidity;

public double humidity_setPoint;

public double fan_speed;

}

class FurnaceController : TemperatureController

{ // additional attributes

public double gas_consumption;

public override EnumStrings state;

}

Typically, a server should support several Information Models where some of
them might be based on other information models. Other Information Models
can be derived for domain specific types and thus a server specific Information
Model is used by the specific data provided by the server. The base Information
Model is extended by a topology and a Device Information Model (DIM). The
DIM is inherited from the vendor-specific DIM that contains vendor-specific
types of devices.
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5 Concluding Remarks

An object oriented information modeling approach based on the OPC UA spec-
ifications and object oriented techniques was introduced for communication in
industrial systems. The proposed approach can be applied not only for device
models, but also for other scenarios as well as providing data and related in-
formation from devices on the plant floor to MES and ERP systems. By using
UML and object oriented technologies for information modeling, this approach
in turn allows designers and developers to perform dependency analysis, design,
and reuse. Exposing information in much more semantics allows clients to process
highly sophisticated tasks in industrial and informatics systems. The presented
approach permits clients can access device information and device data provided
by different, vendor-specific OPC UA server in the same manner.
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SOCRADES: A Web Service Based Shop Floor Integration Infrastructure. In: Flo-
erkemeier, C., Langheinrich, M., Fleisch, E., Mattern, F., Sarma, S.E. (eds.) IOT
2008. LNCS, vol. 4952, pp. 50–67. Springer, Heidelberg (2008)
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Abstract. A voting-averaged (VOA) method is presented to combine an en-
semble for the regression tasks. VOA can select ensemble components dynami-
cally using the hidden selectivity mechanism of voting, and hence VOA can be 
regarded as an improvement and extension of both voting and average methods. 
The experiment results of ten regression tasks show VOA and a representative 
selective average (SEA) method of GASEN (genetic algorithm-based selective 
ensemble), are of similar performances to each other, and both of better per-
formance than simple average (SIA) in Bagging ensemble. SEA produces the 
ensemble subset in the using genetic optimization with validation datasets after 
the individuals are trained well; however, VOA combines a selective ensemble 
directly according to the cluster of the component outputs, not to determine en-
semble subsets beforehand. 

1   Introduction 

The importance of ensemble learning has been recognized by many scholars and 
researchers in recent years, with the development of the statistical learning, manifold 
learning and multi-instance learning. T. G. Dietterich, the international academic 
authority of machine learning, believed that the ensemble learning is the first of all 
four directions in the machine learning field [1]. Therefore, the study on the theories 
and techniques of the ensemble learning, can not only perfect its structural system, but 
also facilitate the cooperating development of the machine-learning field. 

The first research upsurge was the presentation of two popular strategies for multi-
learners training: Bagging and Boosting. The most straightforward way of manipu-
lating the training set is named a Bagging (bootstrap aggregating) technique presented 
by Breiman in 1996 [2]. The other methods to manipulate the training sets are Boost-
ing and the developed version of AdaBoost (adaptive boosting), illustrated by Freund 
and Schapire from 1995 to 1996 [3-4]. From then on, a series of AdaBoost, including 
AdaBoost.M1 [5] and AdaBoost.MH [6] are contributed for classification tasks, and 
AdaBoost.R2 [7] and AdaBoost.RT [8] for regression tasks, etc.  
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The next upsurge was the development of the ensemble pruning. Margineantu and 
Dietterich [9] pointed out a drawback that ensemble methods require a large amount 
of memory to store all of the learners when deploying them in a real application, and 
thus proposed the idea of pruning AdaBoost ensemble. Before long, Zhou et al. 
proved the statement of "many could be better than all" [10] and presented the selec-
tive ensemble theory [11] and an implementation method of GASEN (genetic algo-
rithm-based selective ensemble) [12], a famous and popular method to prune an en-
semble. Many researchers have proposed various selective or pruning methods [13-
16] based on particle swarm optimization [13], immune clonal principle [14], rein-
forcement learning [15] or semi-definite programming [16], and so on. 

According to the current research status, there are two ways to combine an ensemble, 
voting and average, corresponding to the classification and regression tasks, respec-
tively. Moreover, the clustering tasks can also use voting to combine a clusterer ensem-
ble [17]. In a word, an ensemble needs to take advantage of different combination 
methods to solve different problems. In order to obtain a unified combination for en-
semble, this paper proposes a hybrid strategy of voting-averaged (VOA) combination to 
solve regression and classification tasks simultaneously. The VOA combination, inherit-
ing the merits of both voting and average, can improve the ensemble performance when 
constructing ensembles by selecting some of trained learners dynamically. 

2   Voting-Averaged Combination 

2.1   Hidden Selectivity Mechanism of Voting 

Voting is a choosing means between numbers of options based on the input of many 
voters, which is a common combination method in classifier or clusterer ensembles. 
Voting covers only parts of the trained learners instead of all of them in the average 
combination. According to the number of voted results, voting can be divided into 
plurality and majority voting. For two-class classification tasks, they are equivalent to 
each other; while for multi-class tasks, many theories and experiments show the ma-
jority voting is superior to the plurality one. Therefore, the classifier ensemble usually 
adopts the majority voting as the combination method. 

In fact, a selectivity mechanism is implied in both the majority and the plurality 
voting. For example, a two-class problem Q = {–1, +1} is given with the trained clas-
sifiers Ci (i = 1, 2, …, 2n+1), where the outputs of m classifiers are +1, and the others 
are -1. If m > n, the voted output of the ensemble is +1 based on the majority voting, 
and -1 otherwise. In any way, the ensemble output can be regarded as the selection of 
max(m, 2n+1–m) classifiers with the same outputs (max is denoted as a maximum 
function). In contrast, the average combination, either the weighted average or the 
simple (unweighted) average method, need to consider all of the classifiers to com-
bine the ensemble output.  According to this standpoint, there should be a hidden 
selectivity mechanism in the voting combination. Moreover, the selective ensemble 
theory that many trained learners could be of better performance than all of them to 
combine ensembles [10-11], verifies that the selectivity mechanism can be a good 
way to improve the performance of ensembles in a sense.  
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2.2   Voting-Averaged Scheme 

For regression problems, regressor ensembles usually adopt simple average or weighted 
average to combine the outputs. In order to improve the ensemble's generalization  
performance, GASEN [12] is proposed to combine the ensemble output with selective 
learners instead of all of them. Considering GASEN belongs to the post-training combi-
nation and may lose the rapidity of ensemble learning, the voting-averaged combination 
method is proposed in this paper, which should be used in both classification and re-
gression tasks in a unified format. 

Given a single-value regression problem without loss of generality, f ={(x1; y1), 
(x2; y2), … (xt; yt)}, there exists n learners or regressors Ri (i = 1, …, n) using t train-
ing samples. According to the weighted average, the ensemble output ŷ  is, 

1 1

ˆ ( ) ( 1,2,..., )
n n

j i ij i i j
i i

y w z w R j t
= =

= = =∑ ∑ x  (1) 

where wi is the weight of the i-th regressor Ri, and zij is the i-th regressor output corre-
sponding to the j-th training sample xj,  zij = Ri(xj).  

Different from the all-combined ensemble, the voting-averaged ensemble combine 
the output according to the following steps.  

(1) Classifying: The regressor output zj = (z1j, z2j, …, znj)
T can be divide into m 

classes Cjk (k = 1,…, m) according to some strategy, such as 

1 2( , , ) ( ).j j jm jC C C Classifying= z  

(2) Voting: Based on the majority voting, the k*-th class is the winner class, such 
as * 1 2( , , )jk j j jmC Voting C C C= .  

(3) Averaging: The weighted or simple average value of the k*-th class is taken as 
the ensemble output corresponding to the j-th sample, such as *ˆ ( )j jky Averaging C= .  

Note that Classifying(·) means some classifying strategy, e.g. one clustering 
method as an unsupervised classifying method, Voting(·) indicates some voting strat-
egy, e.g. a majority voting method, and Averaging(·) denotes some averaging strategy, 
e.g. a simple average method. In fact, the designing steps above can construct only a 
voting-averaged scheme, which is a paradigm and any classifying, voting and averag-
ing algorithm can be applied in. 

Moreover, the voting class Cjk* is aimed to the j-th training sample. In other words, 
Cjk* is a dynamic subset for the original classifiers, varying with different training 
samples, in contrast to GASEN, a static subset obtained by the genetic algorithm.  

2.3   Voting-Averaged Algorithm 

Clustering is a feasible way to examine similarities and dissimilarities of observations 
or objects. Data often falls naturally into groups or clusters of observations, where the 
characteristics of objects in the same cluster are similar and the characteristics of 
objects in different. Hierarchical clustering is a way to investigate grouping in the 
data, simultaneously over a variety of scales of distance, by creating a cluster tree. 
The tree is not a single set of clusters as in k-Means (a method of cluster analysis 
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which aims to partition n observations into k clusters in which each observation be-
longs to the cluster with the nearest mean), but rather a multi-level hierarchy, where 
clusters at one level are joined as clusters at the next higher level.  

Here we take the hierarchical clustering as the reificatory clustering method of the 
voting-averaged scheme, because it allows users to decide what scale or level of clus-
tering is most appropriate in this application. The corresponding procedure is shown 
in Fig. 1. 

 
Input: N learners' outputs fi  (i = 1, …, N). 
Procedure: 
1. d = pdist( f ), to calculate the pairwise distance of  f  = (f1, f2, …, fN). 
2.  t = linkage(d), to create a hierarchical cluster tree according to d. 
3. G = cluster(t), to construct the clusters from t, the hierarchical cluster tree. 
Output: The clustered classes G. 

Fig. 1. Hierarchical clustering 

Based on the classification of hierarchical clustering, the majority voting and the 
simple average methods, we can design a voting-averaged ensemble combination 
based on the hierarchical clustering (Fig. 2). 

 
Input: N learners' outputs fi  (i = 1, …, N). 
Procedure: 
1. G = Hierarchical-Clustering(f1, f2, …, fN), to determine the clustering classes G 
2. G*= Majority-Voting (G), to select the voted class G* from the classes G 
3. ŷ = Simple-Averaging (G*), to calculate the regression output from G* 

Output: The ensemble output ŷ . 

Fig. 2. Voting-averaged combination based on hierarchical clustering 

3   Experiment and Discussion 

3.1   Datasets 

In order to compare with the other well-known ensemble combination methods, the 
datasets listed below were used to test the performance of some well-known methods 
in machine learning, e.g., Bagging [2] and GASEN [10].  

The constraints on the variables are shown in Table 1, where "U[x, y]" means a 
uniform distribution over the interval determined by x and y. Furthermore, we can 
generate the training, test and validation sets according to the corresponding datasets. 
The generating functions are neglected in this paper, detailed in [10]. Furthermore, we 
normalize the datasets to [-1, 1] or [0, 1] to ensure the enough accuracy of single 
neural network, and add a Gaussian artificial noisy item with the relative noise ratio 
equal to 0.05 to simulate the real-world data. 
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Table 1. Datasets for regression tasks 

Dataset Variable Size Dataset Variable Size 

2-D Mexihat x ~ U [-2π, 2π] 5000 Gabor xi ~ U [0, 1] 3000 
3-D Mexihat x ~ U [-4π, 4π] 3000 Multi xi ~ U [0, 1] 4000 
Friedman #1 xi ~ U [0, 1] 5000 Plane xi ~ U [0, 1] 1000 

Friedman #2 5000 Polynomial xi ~ U [0, 1] 3000 

Friedman #3 

x1 ~ U [0, 100] 
x2 ~ U [40π, 560π]
x3 ~ U [0, 1] 
x4 ~ U [1, 11] 

3000 Sinc x ~ U [0, 2π] 3000 

3.2   Experiment Results 

The performance in the regression tasks are measured as mean squared error (MSE) 
on the test datasets. We normalize the results of simple average (SIA) in Bagging, 
selective average (SEA) in GASEN and voting average (VOA) method according to 
that of the average error of single neural networks. The reported relative results in 
Table 2 are the average of ten folds on the test datasets with the noise ratio equal to 
the training datasets. In order to show the hidden selectivity of voting, we compare 
the combined-learner numbers of three ensembling methods above, listed in Table 3. 

Table 2. Relative mean square error of comparison approaches 

Dataset SIA SEA VOA Dataset SIA SEA VOA 
2-D Mexihat 0.2537 0.0665 0.0669 Multi 0.5968 0.5465 0.6382 
3-D Mexihat 0.8627 0.8139 0.8630 Plane 0.8274 0.8506 0.8394 
Friedman #1 0.2890 0.1373 0.3113 Polynomial 0.9750 0.9913 0.9763 
Friedman #2 0.1342 0.0373 0.0395 Sinc 0.8302 0.8227 0.8273 
Friedman #3 0.5734 0.4442 0.5607 <Average> 0.4204 0.2725 0.3815 

Gabor 0.4095 0.1356 0.4477     

Table 3. Combined-learner numbers of comparison approaches 

Dataset SIA SEA VOA Dataset SIA SEA VOA 
2-D Mexihat 20 2.90  14.79 Multi 20 4.80  12.98 
3-D Mexihat 20 3.90  13.75 Plane 20 3.10  12.74 
Friedman #1 20 3.10  14.40 Polynomial 20 2.70  12.75 
Friedman #2 20 4.10  16.10 Sinc 20 2.50  12.94 
Friedman #3 20 4.20  12.90 <Average> 20 3.52 13.61 

Gabor 20 3.90  12.71     

3.3   Discussions 

The results in Tables 2 and 3 show that both the MSE performance and the combined 
-learner number of the voting-averaged method lie in between those of simple average 
and selective average. VOA is superior to SIA and inferior to SEA in each and aver-
age experimental regression task. These results also indicate that the voting average 
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method can be regarded as a tradeoff of the simple average and selective average 
methods. 

This fact validates the hidden selectivity in voting makes the voting average more 
effective than simple average in Bagging, and is of more efficiency than selective 
average in GASEN with a dynamic selectivity mechanism online instead of a static 
process of post training in the selective average method. 

4   Conclusions 

A hybrid combination strategy of the voting average method is proposed in this paper. 
Voting-averaged combination not only keeps the rapidity and diversity that an aver-
agely-combined ensemble holds, but also improves the accuracy performance by 
selecting and combining an ensemble dynamically based on the hidden selectivity 
mechanism of the voting.  

Experiment results show that, as for the ensemble, voting average can achieve bet-
ter performance than simple average in Bagging ensemble, but slightly worse than 
selective average in GASEN ensemble.  
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Abstract. A new face recognition method, realized by the feature fusion tech-
nique based on Local Non-negative Sparse Coding (NNSC) and Local Non-
negative Matrix Factorization (LNMF) algorithms, is proposed in this paper. 
NNSC and LNMF are both part-based representations of the multi-dimensional 
data, used widely and efficiently in image feature extraction and pattern recog-
nition. Here, considered the high recognition rate, the weighting coefficient fu-
sion method between features obtained by algorithms of NNSC and LNMF is 
discussed in the face recognition task. Using the distance classifier and the Ra-
dial Basis Probabilistic Neural Network (RBPNN) classifier, the recognition 
task is easily implemented on the ORL face database. Moreover, compared with 
any other algorithm of NNSC and LNMF, experimental results show that the 
feature fusion method is indeed efficient and applied in the face recognition. 

Keywords: Face recognition, LNMF, NNSC, Classifier. 

1   Introduction 

Over the last ten years, face recognition has become a specialized applications area 
within the larger field of computer vision. And many methods of face recognition 
have been exploited, such as  methods of eigenfaces [1-2], wavelet –based [3], gabor 
wavelet [4], Principal Component Analysis (PCA) [5], Independent Component 
Analysis (ICA) [5-7], Non-negative Matrix Factorization (NMF) [8-9], Local NMF 
(LNMF) [10], local Non-negative Sparse Coding (NNSC) [10] and so on. Wavelet-
based methods depend on the mathematical reasoning, and they are difficult to deal 
with multi-dimensional data. It is well known that eigenfaces have employed forms of 
PCA, and PCA is optimal for finding a reduced representation that minimizes the 
reconstruction error, but it cannot de-correlates the high order moments of input in 
addition to the second order moments. However, in face recognition, much of the 
important information is contained in the high-order statistics of the images. So, the 
high-order statistical methods of NMF, LNMF, ICA and NNSC are used widely in the 
face recognition task at present [10]. Moreover, ICA and NNSC methods are in fact 
sparse coding techniques, which are qualitatively very similar to the receptive fields 
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of simple cells in the primary visual cortex (V1) in brain, and are successfully applied 
to the learning of facial features for face recognition. Although any method mentioned 
above is efficient in implementing face recognition, the illumination changes, out of 
plane rotations and occlusions are still remain as challenging problems. The recogni-
tion rate is still not ideal in application. 

In this paper, in order to improve the recognition rate, we attempt to utilize the fu-
sion features, obtained by the weight coefficient fusion between features learned by 
LNMF and NNSC algorithms, as the new face images’ features. Further, using the 
Distance classifier and RBPNN classifier, the face recognition is implemented on the 
ORL face database. Under the same experimental condition, compared with the 
LNMF method and the NNSC method, simulation results show that our feature fusion 
method based on LNMF and NNSC is the best in performing the face recognition 
task.   

2   Local Non-negative Matrix Factorization (LNMF) 

2.1   NMF Algorithm 

Non-negative Matrix Factorization (NMF) can be applied to the statistical analysis of 

multivariate data [10]. Given an n L×  non-negative matrix [ ]1 2, , , , ,v v v v
T

k N=V  

(each row vector vk  has L samples), the goal of NMF is to find  the non-negative 
matrix W and H  such that: 

≈V WH  . (1) 

where W is the feature basis matrix with the size of n m× (placed in the column), H  
is the weight coefficient matrix with the size of m L× (where m n≤ ). Thus, we mini-
mize the error of reconstruction. This can do so by minimizing the cost function:  

F
D = −V WH  . (2) 

where 
F

⋅  is the Frobenius norm, and constrains to or by using an alternative measure: 

,

vlog( )v v w h
w h

ij
ijij ij ij

i j ijij

D
⎞⎛

= − +∑ ⎟⎜
⎝ ⎠

.  (3) 

where , 0≥W H , 1w ij
i

j= ∀∑ . D reduces to Kullback-Leibler divergence when 

, ,
1v w h ijij ij

i j i j
= =∑ ∑ . Otherwise, it is noted that both of these measures equal zero if 

=V WH .  

2.2   LNMF Algorithm 

The Local Non-negative Matrix Factorization (LNMF) algorithm is aimed at learning 
local features by imposing three additional constraints on the NMF basis [10, 12] in  
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order to enforce the local property of the main parts of the feature matrix W . The 
three constraint conditions also emphasize strongly the locality of basic feature com-
ponents in the decomposition process of original images used in test. Letting 

u T
ij= =⎡ ⎤⎣ ⎦U WW , q T

ij
⎡ ⎤= =⎣ ⎦Q HH , both being the size of m m× . The incorporated of 

the three constraints leads the following constrained divergence as the objective func-
tion for LNMF [12]: 

, ,

vlog( ) qv v w uh
w h

ij
ijij ij ij ij ij

i j i j iijij

D α β
⎞⎛

= − + + −∑ ∑ ∑⎟⎜
⎝ ⎠

.  (4) 

where , 0α β >  are constant parameters. The LNMF factorization is defined as a 

solution to the constrained minimization of the following formula (5). A local solution 
to the above constrained minimization can be found by using the following three step 
update rules: 

k

w
vh h

w h

h
w v

w h
w

h

w
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ik
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lj
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⎪
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⎪
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∑⎪

⎪⎩

.  

 

 

(5) 

3   Local Non-negative Sparse Coding  

Non-negative Spare Coding (NNSC) was early proposed by P. O. Hoyer in 2002 [9]. 
Let a dataset of L training images be given as an n L× matrix V  with each column 
denoting an image or a patch sampled from an image. This matrix is approximately 
factorized into non-negative basis matrix W with n m×   and non-negative sparse 
coefficient matrix  H  with m L× . Eac facial image can then be represented as a lin-
ear combination of the basis images using the approximate factorization (1). As stated 
earlier, each column of matrix W contains a basis vector, while each column of H 
contains the weights needed to approximate the corresponding columns in V using the 
bases from W. The rank m  of factorization usually is chosen as ( )m nL n L< + . 

The NNSC algorithm’s cost function contains two terms: the small reconstruction 
error and the sparse penalty function [9,10-11], and it is written as the following form: 

( ) ( ) ( ) ( ) ( )
2

1 1 1 11

1
hhw w

2

N L M L N MN TT
kjkjkj ik ikikij kj

i j k j i ki
J fλ α β

= = = ==
= + + −−∑∑ ∑ ∑ ∑ ∑∑W,H V W HH .  (6) 
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subject to the constraints: 0≥V , ∀i : 0w k ≥ , 0hk ≥ , 0>λ , 0α > , and 

1w k = ( 1,2, ,k m= , ). Where [ ]kj
⋅  denotes an element of a matrix. 2 2hkkσ = ,  V  

denotes an image, w k  and hk denotes respectively the kth  column of W  and the 
kth  row of H, λ is the tradeoff between sparseness and accurate reconstruction, and 
γ has to do with the variance of the prior distribution of w k . And the self-adaptive 

sparse constraint function ( )⋅f  is chosen as ( )kj kjf h h= . It can be observed that 

NNSC subject to  the same constraints as those of NMF.  The objective function listed 
in (6) is minimized by the following rules[9,12]: 

( )
1

w w

T
n

kj
kj kj T

i
kj

T
k k

h h λ

μ γ

=
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W
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W
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(7) 

4   Experiment Results 

4.1   Face Recogniton in the Part-Based Subspace 

Let v i ( 1,2, ,i n= ) denote the ith  face image, and V  denote the mean of all train-
ing face images. Each training face image v i is projected into the linear space as a 

feature vector ( ) ( )1

vh
T T

i i

−
= −W W W V , which is used as a prototype feature point. 

A query face vq to be classified is represented by its projection into the space as 

( ) ( )1

vh
T T

q q

−
= −W W W V . Then, the Euclidean distance between the query and each 

prototype ( ),hh q i
d  is calculated. The query is classified to the class to which the 

closest prototype belongs [12]. 

4.2   Face Databases 

The Cambridge ORL face database is used in our test. In this face database, there are 
400 images of 40 persons, namely 10 images per person. This database includes both 
males and females, and each original image is the size of 92×112. To reduce the 
computation complexity, each image size is reduced to 46×56. A person’s 10 images 
used in this paper are shown in Fig.1. These images are taken at different time, with 
only slightly varying illumination, different facial details (glasses/no-glasses). All the 
images are taken against a dark homogeneous background. The faces are in up-right 
position of frontal view, with slight left-right out-of-plane rotation. Each image is 
linearly stretched to the full range of pixel values of [0 255]. For 10 images of each 
person, the first 5 images are used as training images, and last 5 images are used in 
test images. Thus, the training images and test images are a matrix with the size of 
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200×2576. The training set is then used to learn basis vectors, and the test set is used 
to evaluate. All compared methods here take the same training and test data under the 
same experimental conditions. 

 

 

Fig. 1. Twenty images of two persons in the ORL database. Each image is the size of 46×56. 

4.3   Learning Basis Vectors 

Assume that16, 25, 36, 49, 64, 81, 100, 144 basis components are considered in test 
using different algorithm representations. This was done to determine how the results 
are affected by the number of dimensions of the feature space. Using the training set, 
the images of basis coefficients h i obtained by different algorithms by utilizing the 
appointed dimension are showed in Fig2. Higher pixels are in darker color, and the 
components in each basis set of LNMF and NNSC have been ordered (from left to 
right, and top to bottom) according to the maximum feature values. Clearly, LNMF 
and NNSC methods both can obtain part-based basis images, but the NNSC basis 
images have clearer sparseness in feature subspace, further, when the dimensionality 
is increased, they tend to become more localized compared with LNMF basis images. 

 

               

Fig. 2. Bases components (the left panel) and sparse coefficients (the right panel) obtained by 
the fusion features of LNMF and NNSC with the different dimensions 16 (the top row), 36 (the 
middle row) and 81 (the last row). 
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Fig. 2. (continued) 

4.4   Face Recogniton 

In this subsection, for the test set, utilizing the distance classifier and the Radial Basis 
Probabilistic Neural Network (RBPNN) classifier, the face recognition process can be 
successfully implemented according to the fusion basis components obtained by 
LNMF and NNSC algorithms. The recognition accuracy is used as the performance 
measure. Test was done with different basis components with the level of 25, 64 and 
81. The recognition rates obtained by different algorithms responding to different 
basis components were listed in Table 1. It is easy to see that the larger the dimension, 
the larger the recognition is in despite of the type of classifiers used. Considering 
different basis components, for the ORL face database, the recognition rate obtained 
by NNSC algorithm is better than LNMF, and this is coincident with the reference 
[12]. And the feature fusion method based on LNMF and NNSC obtained the best 
recognition rate. However, it must be noted that when the dimension excess 64, the 
recognition rate increases slowly. In other words, the recognition rate of different 
algorithm as near as makes no different. Otherwise, when the number of the basis 
dimensions is very small, the recognition rates of the feature fusion method are still 
very high.  This further proved our method is indeed effective in application.  
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Table 1. Recognition rate obtained by different algorithms and different classifers 

LNMF NNSC LNMF+NNSC 
Contents 

RBPNN 
（%） 

Distance 
（%） 

RBPNN 
（%） 

Distance 
（%） 

RBPNN 
（%） 

Distance 
（%） 

16 82.13 79.32 84.85 81.57 86.42 83.28 
25 87.43 85.62 89.25 86.92 91.34 88.76 
36 91.46 87.96. 94.98 89.47 95.83 90.34 
49 93.78 89.56 95.86 91.67 96.56 92.75 
64 94.27 91.83 96.69 92.87 97.45 93.92 
81 95.16 93.35 97.32 93.56 97.78 94.16 

100 95.76 94.06 98.39 94.68 98.05 94.93 

5   Conclusions 

This paper proposes a novel face image recognition method using the feature fusion 
technique based on average weighting coefficients. Face image features of ROL data-
base are respectively extracted by the local non-negative matrix factorization (LNMF) 
and the local non-negative sparse coding. All features behave locality and sparseness. 
Using the distance classifier and the radial basis probabilistic neural network 
(RBPNN) classifier, the recognition task was implemented. Considering different 
basis dimensions of 16, 25, 36,…, 100 , simulation experimental results show that the 
recognition rates obtained by NNSC algorithm are better than those obtained by 
LNMF, but they are smaller than those obtained by the feature fusion method pro-
posed here. Importantly, the feature fusion method can obtain higher recognition 
accuracies with a relatively smaller number of basis dimensions.   
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Abstract. Based on optimality criterion method, proportional and differential 
optimality criterion（PDOC）method is proposed and applied in topology op-
timization design. Since the phenomenon of low efficiency and overshoot caused 
by the uncertain deviation, this method introduces the proportional and differ-
ential control to improve the iteration operator, and constructs more reasonable 
iteration formula to accelerate the convergence. A new algorithm is utilized to 
calculate the density distribution of new material, so the trend of deviation can be 
predicted and corrected in advance. Finally, experiment results indicate that 
PDOC method is feasible and efficient.   

Keywords: topology optimization, optimality criteria method, iteration operator, 
proportional and differential control. 

1   Introduction 

Topology optimization is to find the optimal topology in design domain. The main idea 
for solving this problem is to transform it into finding the optimal material distribution. 
It is a very effective way which could help designers choose the initial topology 
structure. It has a guiding significance in the conceptual design phase. 

Compared with other model solving methods, Optimality Criteria method(OC) [1] is 
the criteria satisfying a variety of constraints (stress, displacement, frequency, etc.). 
The original OC includes constant mutual energy design,stress ratio method and fully 
stressed design [2]. In recent years,  many scholars have conducted a lot of research on 
OC methods. Meske R, et al. has studied the robustness and rapid convergence of 
OC,and applied OC to the optimization of natural frequency[3]. Logo J, et al. used it in 
random topology optimization design problem[4]. Chiandussi G, et al. added the 
genetic path into OC [5]. 

According to inherent criteria to calculate the density of new material, each iteration 
is based on the material density and sensitivity in the former in OC. Because of its low 
search efficiency, it is very difficult to converge in the process of solution. Aiming at 
these problems, this paper proposes a PDOC method based on traditional OC, 

                                                           
* Corresponding author. 
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SIMP[6]density interpolation model and PD control theory. The objective function 
minimizes the structure's compliance. This method has improved the iteration operator, 
simultaneously, offered an update scheme of iterative on design variables. On one 
hand, search efficiency is improved. On the other hand, the speed of optimization is 
accelerated. Moreover, this method is easier to converge. Furthermore,this paper 
provides the topology optimization implementation process and experiments the 
algorithm by Matlab. Finally, the PDOC method is validated by two classic numerical 
examples. 

2   The PDOC Method for Topology Optimization 

2.1   PDOC Method  

Iterative formula of traditional OC is simple .It is easy for numerical implementation, 
but its convergence is not ideal. In order to accelerate convergence, we try to construct 
iterative formula through multi-level iteration in the actual numerical experiments, 
such as: 

( 1) ( ) ( 1)( , , ), 0,1, ,k k k l
kx x x kϕ+ − += =… …  (1) 

when calculating ( 1)kx + , we take l  iterations previous into account. If kϕ is unrelated 

to k ,the iterative formula can be expressed as follows: 

( 1) ( ) ( 1)( , , ), , 1, ,k k k lx x x k l lϕ+ − += = +… …  (2) 

In the process of numerical calculating, multi-level iterative can save more infor-

mation than single-level iterative method .It increases the storage capacity, and be-

comes more complex. Therefore, l should not be too large generally. In normal case, 

when calculating ( 1)kx + , we just take the previous two iterations into considertation. 

The iterative formula is as follows: 

( 1) ( ) ( 1)( , ), 2,3, .k k kx x x kϕ+ −= = …  (3) 

In practical optimization problems, the structure of the nonlinear equations is so 

complex that it is difficult to construct two-level stationary iterative through exact 

mathematical deduction. This is similar to the cases in system control. In a control 

system, we can consider ( 1)kx + as the output variables of ( ) ( 1)( , )k kx xϕ − . while 
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( ) ( 1), ,k k lx x − +…  as input variables. We regard the control system ( ) ( 1)( , )k kx xϕ − as a 

black box, nobody knows their internal control mechanism .In control engineering, 

parameters of the system controller should be determined relying on experience when 

controlled object is unclear enough, or lack of accurate mathematical model . At this 

time , the PD control method mentioned above is the more suitable way. PD controller 

uses the variable figured out by proportional and differential link to control according 

to the system deviation. The deviation of input signal can be expressed as follows: 

( ) ( ) ( 1)k k ke x x −= −  (4) 

Combined with the fixed-point iteration method and differential control theory, 

two-level stationary iterative formula can be constructed as follows: 

( 1) ( ) ( ) ( ) ( 1)( ) ( )k k k k k
j j jx D x x xζ α+ −= + −  (5) 

( )k
jD and ζ are consistent with the one in the fixed-point iteration method. α is the 

impact factor of differential item, we call it differential parameter for short. This 

two-level stationary iteration method, combining the fixed-point iteration method with 

differential control theory, is called PDOC. 

The iteration operator was improved as follows: 
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 (6) 

m represents movement limit ( 0 1m< < ), k represents iteration steps, ζ is the 

damping factor ( 0 1ζ< < ), minx is the lower limit value of material density  
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( min 0.0001x = ), Λ represents the lagrange multiplier. In each iteration, we ensure 

that the lagrange multiplier which satisfied volume constraint satisfaction is variable. In 

the step of k ,we can calculate Λ  through bisection method: 

Step 1: Define 
(0)
min 0Λ = ，

(0)
max 100000Λ = ; Calculate the current volume ratio 

( )kV ; Make
( ) (0) *

min
kV VΛ <

,
( ) (0) *

max
kV VΛ >

. 

Step 2: Calculate
( ) ( ) ( )

( ) / 2maxmin
i i iΛ = Λ + Λ . 

Step 3: Update the lagrange multiplier: if ( ) *kV V< , then 
( 1) ( )
max
i i+Λ = Λ

; if 

( ) *kV V> , then 
( 1) ( )
min
i i+Λ = Λ

, 1i i= + . 

Step 4: Repeat Step2 and Step3, until it meets the condition ( ) *kV V δ− ≤  

( 0.0001δ = ). 

2.2   The Algorithm Implementation 

In Fig.1, the flowchart of PDOC method is described for solving topology optimization 
problem, and we can realize the algorithm by MATLAB. The whole process of solution 
can be divided into 6 major steps and shown as follows:  

Step 1: Pre-treatment of the finite element model: mesh, define constraints and 
loads. 

Step 2: Initialize the design variables: define the density of the initial cell, set the 
value as 0.5. 

Step 3: Analyse and solve the finite element model: calculate the sensitivity of each 
unit, then analyse and filter. 

Step 4: Calculate the material density and the compliance of the structure by PDOC 
method . 

Step 5: Determine whether the results meet the optimal design objectives. If it does 
not achieve the optimal design goal, then jump to Step3; If achieved, then go to step6. 
Generally, there are two kinds of situations to terminate the design goals. Firstly, total 
material density reaches the minimum constraint limit, and secondly, the change of the 
structure’s compliance reaches the intended boundary. 

Step 6: Output the result and end up the procedure. 



 A PDOC Method for Topology Optimization Design 559 

 

Fig. 1. The flowchart of PDOC 

3   Numerical Examples 

The proposed PDOC method is applied to minimum compliance structural topology 

optimization design problems to demonstrate the performance. The minimum com-

pliance optimal topology design problem can be expressed as: 
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Where C denotes the structural overall compliance. F is the element load vector, and 

U is the element displacement matrix, K is the structural global stiffness matrix. 0v  

represents the initial volume of each element in the design domain, and 0V  is the initial  
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volume. V is the structural volume after optimization. f declares the optimal volume 

ratio. ju is the element displacement column vector. 

3.1   Cantilever Beam 

In the stiffness optimal problem of cantilever beam, the schematic diagram of design 
domain is depicted in Fig.2.The length(A) is 60mm and the height(B) is 20mm. Elastic 
Modulus (E) is 207 GPa and Poisson’s ratio υ=0.3. The volume fraction is 50% of the 
design domain. The structure is subjected to one mid-point concentrated load of 10KN 
on the right hand. There are freedom constraints in X direction, as well as the Y direc-
tion on the left vertical boundary. 

 

Fig. 2. Design domain of the cantilever beam 

First, the influence of the solving effectiveness by differential parameter in the 
PDOC method is analyzed by experiment. The CPU of the computer for testing is 
2.0Ghz, and the internal memory is 2GB. Algorithms are realized by use of Matlab. 

 

Fig. 3. Optimization results of the cantilever beam 

Change mesh generation to 120×40, the total number of the elements is 4800. 
Analysis the solving effectiveness through test, compared PDOC with OC method, 
which is shown in Fig.3, and the corresponding compliance evolution curve can be seen 
in Fig.4. From the results, the solving process is relatively stable when the PDOC 
method is adopted. It is close to the optimal value 173.68 which just need only ten steps 
of iteration, and the cost of each step is 13.673s. However, it will take 20 steps by use of 
the OC method, and the cost will be 13.452s by each step. Considering the optimal 
process, the PDOC method converges easier and faster than the OC method, it can 



 A PDOC Method for Topology Optimization Design 561 

accelerate the convergence. Meanwhile, we can get a more stiffness structure by PDOC 
method, compared with the OC method .It can be shown that PDOC has a more effi-
cient search capabilities. 

 

 

Fig. 4. Comparison of compliance evolution curve 

3.2   Flexible Displacement Inverter 

Flexible composition is a kind of mechanical structure, which is designed to input load 
and then generate movement at the output end. Flexible composition belongs to 
multi-objective design problem, and the two objective functions to be optimized are 
MSE(Mutual Strain Energy)and SE(Strain Energy)[7]. 

Now we study topology optimization of displacement inverter to verify the per-

formance of PDOC, and study the objective of topology optimization is to maximize 

MSE and minimize SE separately. The volume ratio of design is 30%, and its design 

size is 80um×80um, as shown in Fig.8. We can select the upper part of design domain 

to analyze because of its symmetry, and there are 80 × 40 meshes distributing uni-

formly in this part. Elastic modulus is 1MPa, and Poisson ratio is 0.3, input driving 

force 0.5f mNin = . A spring with stiffness 1Kin = is fixed at the input end, so input 

energy can be represented by input driving force and the stiffness of spring. Simulta-

neously, a spring with stiffness 1Kout = is fixed at the output end to simulate the force 

from workpiece to composition. 
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Fig. 5. Design domain of displacement inverter 

 

Fig. 6. The inverter solution of beam displacement 

 

Fig. 7. MSE evolution of the displacement curves of the inverter figure 

The results are illustrated in Fig.9 and MSE evolution curve is shown in Fig.10.And 
it is apparent that process of solution is stable when using PDOC method. And after 15 
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iterations, it can be close to the optimal value MSE=0.82145 with 9.876 seconds 
consumed per iteration. while using OC method (a=0), it required probably 40 itera-
tions to gain the optimal value MSE=0.78946, and 9.435 seconds are cost per iteration. 
Comparing with the process of optimization, PDOC method is better than OC method 
because of faster convergence. From the optimization results, PDOC method can 
obtain structures with more rigidity than OC method. Therefore, PDOC method can be 
applied effectively in practice to solve multi-objective topology optimization problem. 

4   Conclusions 

In this paper, a new topology optimization method is proposed, and it improves itera-
tion operator by introducing the idea of PD control theory. With some examples tested, 
this method can construct a more reasonable iteration formula to accelerate the con-
vergence and computing speed, and it has more efficient search capability than OC 
method. Meanwhile, this method can find a more stiffness structure, and the effec-
tiveness of PDOC method for solving multi-objective topology optimization problem is 
verified. 
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Abstract. Grain logistics Vehicle Routing Problem (VRP) is the one of impor-
tant problems in the research fields of grain logistics, which represents a prob-
lem of finding the optimal route used by a group of vehicles when serving a 
group of required grain depots. In this paper, we present a Decision Support 
System (DSS), which help decision-makers to carry out duties. To be most ef-
fective, a DSS should be integrated with a geographic information system 
(GIS), which provides analysis for the problems that helps users of the DSS to 
visualize the situation. In the system, the data of the required depots, the depot 
center, and the topologies of the roads are stored and managed by GIS, and a 
particle swarm optimization method (PSO) is employed to provide the routings 
of the vehicles. The prototype system has illustrated the effectiveness and feasi-
bility of the DSS using real-world data and showed potentials for grain logistics 
VRP. 

Keywords: Decision Support System, GIS, Grain Logistics. 

1   Introduction 

Grain safety is the basic safeguard as to human being's survival and development, and 
grain logistics is very important in achieving the goal of grain safety, at the same 
time, grain logistics is also the important component of the logistics system for agri-
cultural products. Grain logistics and transportation account for a large portion of the 
economies of our country. Nowadays, it is lack of technologies to construct our grain 
logistics system; there are no grain circulation management database and the decision 
method for grain logistics route planning analysis. Governments and grain logistics 
companies focus their attention on developing DSS that could aid grain logistics man-
agers to lower costs and achieve greater flexibility. Therefore, research and develop-
ment grain logistics decision support system based on GIS is an urgent matter. 

In grain logistics system, a lot of attention has been given to the problem of deter-
mining efficient vehicle routes within a given district. However, more significant cost 
savings can be achieved if the borders of the districts are optimally determined. Al-
though VRP is widely studied, the studies are limited to the objectives. In particular, it 
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is assumed that all limiting conditions are given and the objectives are concrete, such 
as the total cost or total length. 

Geographic information system (GIS) [1] is a technological field that incorporates 
geographical features with tabular data in order to map, analyze, and assess real-world 
problems. The key word to this technology is Geography, which means that the data 
is spatial, in other words, data that is in some way referenced to locations on the earth. 
Coupled with this data is usually tabular data known as attribute data. Attribute data 
can be generally defined as additional information about each of the spatial features. 
An example of this would be grain depot. The actual location of the grain depot is the 
spatial data. Additional data such as the grain depot name, capacity of grain depot, 
grain variety would make up the attribute data. It is the partnership of these two data 
types that enables GIS to be such an effective problem solving tool through spatial 
analysis or the analysis of vehicle routes. 

2   The Model 

Determining the optimal route used by a group of vehicles when serving a group of 
depots represents a Vehicle Routing Problem (VRP) [2]. The vehicles start from the 
center depot and to reach the required depot they operate on the traffic routes. The 
solution of the problem is represented by a set of routes. Each route has a starting and 
the end point at the depot. The objective is to keep the overall transport expenditure at 
a minimum and all constraints satisfied. 

In practice, the basic vehicle routing problem is extended with constraints, for in-
stance, the extended classes of VRP are Capacitated VRP (CVRP), Distance Con-
strained VRP (DVRP), Distance Constrained Capacitated VRP (DCVRP), VRP with 
Time Windows (VRPTW), Pickup and Delivery VRP (VRPPD), and Simultaneous 
Pickup and Delivery VRP (VRPSPD).Fig. 1shows the classification of VRP.The main 
goal in all VRP problems is to obtain the minimal total cost.  

 

Fig. 1. Classification of VRP, the basic VRP is divided into CVRP, DVRP, VRPTM, etc. 

Grain logistics VRP [3] can be briefly described as a set of N required depot with 
known demands di, that have to be served from a central grain depot with a fleet of t 
delivery trucks of known capacity Q. Normally, the objective is to minimize the total 
distance traveled by the truck fleet, but it is also common to minimize route costs. 
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Given the previous problem statement, the model used for solving the grain logistics 
VRP is explained below. 

Parameters: 

Q is capacity of the vehicle; 
N is number of required depots; 

iq is the demand of required depot i; 

kD is the maximum travel distance;  

ijt represents the travel time between required depot i and j; 

ijC is the distance between required depot i and j; 

Variables: 

1 ,
0 ,i j kx

1,
y

0,ik

 

Where (0,1, 2,..., )ij N∈ being 0 the central depot. 

Objective function: 

min i j i jk
I J K

Z c x=∑∑∑ . (1) 

. . qi i k k
i

s t q y ≤∑ . (2) 

1ik
k

y =∑ . (3) 

i j k j k
i

x y=∑ . (4) 

i j k i k
j

x y=∑ . (5) 

0 1i jkx or . (6) 

0 1iky or . (7) 

We can see that the objective function (1) is minimizing the total distance traveled. 
Where Constraints (2) ensure that the demand of every required depot is at most a 
vehicle of capacity Q; Constraints (3) ensure that each required depot is served exactly 
once; Constraints (4) and (5) ensure that every required depot is visited by a truck and 
that every truck leaves each depot; Constraints (6), (7) ensure that the variable only 
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takes the integer 0 or 1; In a word, the ultimate optimization goal is to minimize the 
total travel distance and the sum of travel time. 

3   PSO Algorithm for Grain Logistics VRP 

3.1   Particle Swarm Optimization Algorithm 

Particle swarm optimization (PSO) algorithm, originally proposed by Dr. Eberhart 
and Dr. Kennedy in 1995[4], has come to be widely used in computer science. PSO 
shares many similarities with evolutionary computation techniques such as Genetic 
Algorithms (GA). The mathematical expression of Particle Swarm Optimization 
(PSO) algorithm as follows [5]: 

Each particle is regarded as a point in a D-dimensional. The position of a particle 
corresponds to a candidate solution of the considered optimization problem. At any 
time, Pi has a position, which is represented as Xit=（xil, xi2…xiD) and a velocity  
Vit=（vi1, vi2…viD）associated to it, these particles fly through hyperspace and have 
two essential reasoning capabilities: their memory of their own best position and 
knowledge of the global or their neighborhood's best. The particle position and veloc-
ity update equations in the simplest form are given by: 

1 2( 1) * ( ) * ()[ ( )] * ()[ ( )]id id id id id idV t w V t c rand P X t c rand g X t+ = + − + − . (8) 

( 1) ( ) ( 1) 1 1id id idX t X t V t i n d D+ = + + ≤ ≤ ≤ ≤
. (9) 

Where w is the inertia weight; idV is the velocity of particle i , idX is the particle posi-

tion, idp is the current position of particle; 1c , 2c are the two positive constants, called 

acceleration parameters; rand（）is the random functions in the range[0,1]; The posi-

tion of particles are restricted in interval[- max dX ， max dX ],while the velocity of 

particles are restricted in interval [- max dV ， max dV ] in the d-dimensional (1≤d≤D). 

The initial position and velocity are randomly generated, then used to iterate by  
formula (8), (9), until to meet the end of conditional expression of iteration. 

3.2   Algorithm Implementation 

Set constants maxiter , intw , endw . The initialization process of swarm as follows: 

Step1. Parameter setting: acceleration factor 1c , 2c , inertia weight w , the size of 

the population is m ; 
Step2. Initialize the swarm 
(i)each particle position vector X take real integer in the range[1, L+K-1(required 

depot number+ vehicle number-1)], each particle velocity vector V take real number 
in the range [-(L+K-2)，(L+K-2)] randomly; 

(ii) Use adjustment function Adjust () to adjust all particles; 
(iii) Calculate the initial evaluation values of each particle;  
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Step3. Repeat the following steps, until the end condition appears or the stopping 
criterion is satisfied 

(i) each particle , update the position and the velocity vector according to the for-
mula(8)and (9); if the value X, V exceed the boundary range, set the boundary value; 

(ii) Use adjustment function adjust () to adjust all particles; 
(iii) Evaluate the fitness values of all particles for new searching point with evalua-

tion function; 
(iv) Every particle finds its local best, if evaluated value of each particle is better 

than best history pBest then set to pBest ; 

(v) Search for the best evaluated value of subgroup and swarm, if better, update the 

lpBest in the subgroup and gpBest among the swarm. 

Step4. Output the best optimal solution, if more than one, set one solution ran-
domly. 

4   Decision Support System 

Decision support systems (DSS) are broadly defined computer-based information 
systems that support decision-making activities. Once the PSO algorithm and the 
model proved to work, then we should put it all together under the software applica-
tion, so the logistics manager at the logistics company could use it. We develop a DSS 
for solving the grain logistics VRP. 

4.1   Architecture of the DSS 

The solution process with the DSS can be explained as follows: the solution is based 
on the required depot data and a professional GIS based system [6]. The grain logistics 
VRP is modeled and the optimal solutions are searched by PSO. Logistics manager use 
the GIS based DSS to choose the optimal partitions and make decisions. Fig. 2 shows 
the architecture of the DSS. 

 

Fig. 2. The architecture of the DSS, the model base is the core part. Developed from traditional 
grain logistics MIS, grain logistics DSS is an information system to help people make decisions 
by the core part of model base.  
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4.2   Analyses of Examples 

For VRP problem, computational experiment was carried out on the following in-
stance in the literature [8]: 7 required depots are serviced by 3 vehicles, each with the 
capacity is 10t, the central depot is 0, and The objective of optimization is to mini-
mize objective functions subject to certain constraints, that is, the reasonable vehicle 
route is arranged in order to reduce the total cost and distance. The coordinate and the 
demand of each depot are given in Table 1. 

Table 1. The coordinate and the demands 

Depot number Position coordinates Demands（ ）ton  

0 （18,54） — 

1 （22,60） 8.9 

2 （58,69） 1.4 

3 （71,71） 2.8 

4 （83,46） 3.3 

5 （91,39） 2.1 

6 （24,42） 4.1 

7 （18,40） 5.7 

 
The proposed PSO algorithm was used for solving the above problem, set parame-

ters as: swarm size m  = 40, 1c  = 2c  =1.49445， w  =0.729， maxi ter  =200. After 

running the program, we get the results of VRP problem: the minimum distance 
min Z =217.813, the corresponding optimal route is: 0→7→6→0, 0→1→0, 
0→2→3→4→5→0. The results show the effect of the proposed algorithm. 

5    Conclusion 

In the present paper, we aimed at solving grain logistics VRP by providing a DSS tool 
for effective decision making. DSS was designed for grain logistics management, 
which help user emphasize maximization of grain quality, minimization of vehicle 
route and cost of the whole system. Simulation results show that the pso algorithm is 
efficient for grain logistics VRP. The DSS is an effective tool to manage grain logis-
tics, applying GIS to the grain logistics DSS, which can realize visualization man-
agement, improve the efficiency of logistics and distribution. 
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Abstract. Database is important to ensure the data can be store, update and re-
trieve back. The famous data modelling using the Entity Relationship Model al-
ready introduced more than thirty years. However, designing a good database is 
still a big issue especially in designing optimum database because it is very hard 
to do consistency checking between system design and database design to fulfil 
user needs. In this paper, we propose an alternative method for designing opti-
mum database system based on object oriented methodology. The schema ta-
ble is extracted from class diagram and then the schema will be compared with 
the user interface to normalize the structure. Data sanitization is introduced to 
remove the unused attributes to provide final schema table. 

Keywords: Database, Class Diagram, Object Oriented, Schema Table. 

1   Introduction 

In modern society, millions of peoples in all over the world are use internet for many 
purposes. All the relevant information must be store and manage with a good manner 
to ensure the data can be shared and retrieved back. In producing a system, there are 
four fundamental software activities such as specification, development, validation  
and evolution [1]. In software development, software design is to show the logic of  
the system and database design is to describe the flow of data [2]. There are two fa-
mous modelling approaches where is the first approaches is also knows as functional, 
procedural and imperative [3]. This technique used Data Flow Diagrams (DFD) for 
designing the system. Meanwhile, the database design is shown by using the Entity 
Relationship Diagram (ERD). The second approach is object-oriented technique which 
is using Unified Modelling Language (UML) that consists of thirteen notations [4-5]. 
Normally, class diagram is used to design the database because these diagram repre-
senting the semantic data [1]. Using object oriented methodology, there are two  
famous ways on how people establish the database. The first technique is the class dia-
gram is transferred to the appropriate tables by considering the class behaviours [6]. 
However, this technique is not mature and lead to data redundancy. Many researchers 
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have given the suggestion to consider the normalization principle in this approach [6-9]. 
Other famous approach is hybrid technique, which is using UML in system design and 
ERD with applying normalization concept in constructing the database. Unfortunately, 
there is lack of integrity checking from system design to database design. Furthermore, 
the technique will produce many relational tables and cause time consuming in access-
ing and updating process. 

Therefore in this paper, we propose a technique to design the schema table by us-
ing class diagram. The schema will be compare with the user interface for normaliza-
tion and data sanitization to produce an optimum schema. The proposed technique 
provides the tables at least in Third Normal Form and follows with the recommenda-
tion by Connolly and Begg [10]. Using this technique, we can make sure the continu-
ous process from system design until creating database is applied. Furthermore the 
normalization technique using interface will not drop the accessing time. The rest of 
the paper is organized as follows; Section 2 presents the related work. Section 3 dis-
cusses the framework of this research. We give an example in section 4. Finally, our 
research conclusion is described in section 5. 

2   Related Work 

Data is very important because it can be process to generate information for users to 
make decision and future plan. Major problem in make decision when the data is not 
accurate [12]. There are two ways how software engineer establish the database which 
are relational database and object oriented database.  

The relational data model concept was introduced by Codd in 1970 [12]. A rela-
tional database is collection of tables. To avoid redundancy in the tables, many well 
know researchers such as Codd, Boyce and Fargin have given the idea to overcome 
the issues in [2], [4] and [6]. However, the drawback of this normalize form is the 
higher normal form are applied; the less vulnerable to update anomalies but the num-
ber of tables will be increasing. It will drown the accessing time and make the process 
updating and accessing more complex as well as the programming it self.  

Object Oriented Database is a database that store the information based in the form 
of object. It has been defined around 1990s. The ideas of object oriented are to cover 
three main activities in software development which are software design, database 
design and programming capabilities. This technique can improve the accuracy be-
cause consistency checking from design to programming can be done. However, it has 
lack of considering anomaly and lead to be storing redundancy data. It have leads 
many opportunity in research. A research done by Hadj et al. [7] on their paper re-
vealed types of constraints for well-formed conceptual model to produce database 
from UML class diagram. Alsaadi [8] in his paper wrote that class diagram can be 
used to produce a schema for system database. He discussed how to check the data 
structure or data integrities relating to database system using sequence diagram. He et 
al. [9] did a research for designing and building a multimedia database. They pro-
posed an idea to convert the class to schema class declarations using Object Defini-
tion Language. Meanwhile, Boufares and Bennaceur wrote on their paper about con-
sistency problems in cardinality constraints [13]. They have discuss on the problems 
occurred and the suggestion method to solve its.  
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In related work, we found that many researchers work on data integrity or quality 
in UML diagram especially in designing system [7-9], [11], [13]. A few of them dis-
cussed the idea of extracting schema table from class diagram using OCL [7], [9]. 
However in our research, we propose an alternative way to produce optimum database 
with considering semantic data in class diagram, user interface and data sanitization to 
remove unused attributes. It believed to have improvement in reducing redundancy 
data and remain the faster accessing time using object oriented technique. 

3   The Framework of User Interface Normal Form (UINF)  

In this research, we will focus on the class diagram to create schema table. Then, the 
attributes at the schema table will be comparing with the fields in the user interface. 
The user interface normalization technique (UNIF) is a process to reorganise the table 
according the number of accessing the attributes. After UINF process is done, data 
sanitization process will be applied to remove the attributes which is not retrieve in 
user interface. The architecture of this research has been illustrated in figure 1, where 
it shows the process to produce optima schema table. 

 

 
 

Fig. 1. User Interface Normal Form 

3.1   Generate Schema Table Based on Class Behaviours 

Transferring process from class diagram to schema table is based on relationships and the 
behaviours of the classes in class diagram. However in one class diagram, not all criteria 
will apply concurrently depending on the user requirements and the system needs. 

3.2   User Interface 

An interface is defined as a point of interaction between two systems. It is referring 
the place to allow the user to store and retrieve data from the database. This user can 

Generate Schema Table

Class Diagram

User Interface

Data Sanitization

Schema Tables

User

User Interface Normal Form

Optima Schema Tables
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choose from the available attributes from the schema tables. If the user realizes that 
the attributes in schema tables in not complete or request for adding attributes. The 
process activities must be come back to the requirements phase. The number of the 
interface is depending on the user needs. Each interface will be evaluated in User In-
terface Normal Form (UINF) technique to regroup the tables’ structure.  

3.3   User Interface Normal Form (UINF) 

In the next step, the schema table and user interface are used to perform normalization 
process. This process will compare the attributes in schema table with the fields in 
user interface. The tables will be regrouping base on the number of accessing with 
following the below rules.  

3.3.1   Rules of UINF 
This section summarizes the rules for modelling the database. 

 

Definition 1. A schema table, S consists of tables T, where each table consists of at 
least 2 or more attributes, i.e., 

{ } niTS i ≤≤= 1, , 2card, ≥∀ TT . 

Definition 2. User interface, U consists of finite interfaces { }mUUUUU ,,,, 321 …= , 

where each interfaces contains fields, f i.e., an information that users want to ac-
cesses from tables. 

 

Definition 3. User Interface Normal Form (UINF) consists of 

a. Schema table, { }nTTTTS ,,,, 321 …=  

b. User interface, { }mUUUUU ,,,, 321 …=  
 

The Rules of UINF are described as follow. 
 

a. Get the number of intersection between attributes in the tables with fields in inter-
faces. 

i. The fields in the user interface, U will be calculated to get the number of inter-
section with the attributes in the schema table, S, i.e., 

ij UT ∩ , where nimj ≤≤≤≤ 1,1  .      (1) 

ii. From (1), choose the maximum number of such intersection, 

{ }ij UTM ∩max= , where nimj ≤≤≤≤ 1,1 .     (2) 

iii. The maximum number in (2) will be divided by two, this is due to lessen the 
complexity of accessing. 

2/M        (3) 

iv. Compose the table into two, where the first table contains all attributes which is 
greater from (3) and the remainder will be contained in table 2. 

{ } 21,final ≤≤= iTS i , 2221 card,card MM TT <≥ . 
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b. Get the intersection among the user interfaces. 
i. In case of nmn UUU =∩ , the table that referring to nU  and mU  will be ignored. 

ii. In case of nmn UUU ≠∩  or mU , two table will be created. The first table con-

tains all fields in mn UU ∩ , where the second table contain all fields in 

( ) ( )mnmn UUUU ∩∪ − . 

3.4   Data Sanitization 

Comparing the attributes in the schema table with the fields in the interface will give 
the result as zero and non-zero. Zero value means that the users are not interesting 
with the attributes in schema tables for this moment. Here, data sanitization is the 
process to remove the zero value. The data sanitization is given as follow. 

 

Definition 4. Let STi ∈  and UUi ∈ . The attributes in T will be deleted if  

φ=ij UT ∩ . 

The deletion will be refers as data sanitization. 

4   Example 

In this paper, we present an example of an application for student registration subject.  
 

The system requirements are the student from Faculty IT must be 
register subjects that offer by the university and faculty. Each 
subject will be taught by one lecturer. The subjects result will 
be appear based on registration. 

 
Step 1. Base on the requirements we have classify the information into five types of 
classes which are subject, subjectOffer, Staff, SubjectRegister and Student. Then, we 
draw the class diagram to represent the user requirements as in Figure 2. 

 
Subject

code : String
desc : String
facultyOwner : String

Student

idStudent : String
name : String
course : String

SubjectRegister

idStudent : String
code : String
sessi : Integer
semester : Integer
mark : Currency
gred : String+1

+mStaff

idStaff : String
name : Single
salary : Currency
address : String

SubjectOffer

sessi : Integer
semester : Integer
section : Integer
idStaff : String +1 +m

+1

+m

 

Fig. 2. Class Diagram for Student Registration Subject 
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Step 2. After drawing class diagram, the schema table will be produce base on class 
diagram is shown as in Figure 3. 

 
Create table Subject 
(code char(7), desc char(50), 
 facultyOwner char(5),  
 Primary Key (code); 
Create table SubjectOffer 
(code varchar(7), sessi char(6), 
 semester int, section int, 
 idStaff char(5),  
 Primary Key (idStudent,code); 
Create table Staff 
(idStaff char(7), name char(50), 
 salary float(5,2), address  
 char(50), Primary Key (idStaff); 

Create table SubjectRegister 
(idStudent char(7), code char(7), 
 sessi int, semester int, 
 section int, mark int, 
 gred char(2), 
 Primary Key (idStudent, code,     
 sessi, semester); 
Create table Student 
(idStudent varchar(7), 
 name varchar(50), 
 course varchar(3), 
 Primary Key (idStudent); 

Fig. 3. Schema Table 

Step 3. The sample user interfaces are shown in Figure 4, Figure 5, Figure 6 and  
Figure 7. 

 
Registration Subjects 

No Student:  
AQ98203 

Name:  
Ahmad Ali     
Session/semester 
2009/10-1 

No.     Subject          Credit 
1 Computer Programming    3 
2 English Communications  1 
3 Asian Culture           3 
4 Discrete Math           3 
5 Introduction to IT      3  

Result Students 
No Student:  
AQ98203 

Name:  
Ahmad Ali     
Session/semester 
2009/10-1 

No.     Subject          Marks 
1 Computer Programming    67 
2 English Communications  51 
3 Asian Culture           73 
4 Discrete Math           83 
5 Introduction to IT      53  

Fig. 4. Interface of Registration Subjects Fig. 5. Interface of Result Students 

 

 
Staff 

 
No Staff: 00218 
Name    : Sulaiman Yusof 
Salary  :  RM 4,300.00 

 
Address : NO. 6 Jln Dedap 

Parit Raja 86400 
Batu Pahat 

 
  

 
Subject Marks 

Subject  
Code: 1013 
(Computer  
Programming) 

Lecturer:  
PM Dr. Gaus  
Session/semester: 
2009/10-1 

No.   Student    Marks  Gred 
1     AQ98203     67     B- 
2     AQ98213     51     C 
3     CQ98201     73     B 
4     AQ98204     83     C- 
5     AQ98213     53     C 
6     CQ98202     86     C+  

Fig. 6. Interface of Staff  Fig. 7. Interface of Result Marks 
 

Step 5. The schema table and user interface are used to perform UINF normalization 
process.  This process will compare the attributes in schema table with the fields in 
user interface such as in Table 1. 
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Table. 1. Intersection between Interface and Schema Table 

Interface 
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c
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M
a
r
k
s
 
 

T
o
t
a
l
 

K
e
y
s
 

code 1 1 0 1 3 PK 
desc 1 1 0 1 3 0 Subject 

facultyOffer 0 0 0 0 0 0 
code 1 1 0 1 3 PK 
sessi 1 1 0 1 3 PK 
semester 1 1 0 1 3 PK 
section 1 1 0 1 3 PK 

Subject 
Offer 

idStaff 0 0 0 1 1 FK 
idStaff 0 0 1 1 2 PK 
name 0 0 1 1 2 0 
salary 0 0 1 0 1 0 

Staff 

address 0 0 1 0 1 0 
idStudent 1 1 0 1 3 PK 
code 1 1 0 1 3 PK 
sessi 1 1 0 1 3 PK 
semester 1 1 0 1 3 PK 
mark 0 1 0 1 2 0 

Subject 
Register 

gred 0 1 0 1 2 0 
idStudent 1 1 0 1 3 PK 
name 1 1 0 1 3 0 Student 

course 0 0 0 0 0 0 

 
Using this alternative technique, we suggest to decompose the Staff table to two 

table which are at the first table will consists of attributes of idStaff and name, and 
another one consists of idStaff, salary and address.  

 

Step 6. Based on Table 1, the attributes facultyOffer in table subject and attribute 
course in table student are removed as the process of data sanitization. The suggestion 
optimum schema table is shown in figure 8. 

 
Create table Subject 
 (code char(7), desc char(50), 

 facultyOwner char(5),  
 Primary Key (code); 
Create table SubjectOffer 
 (code char(7), sessi char(6), 
 semester int, section int, 
 idStaff char(5),  
 Primary Key (idStudent,code); 
Create table StaffName 
 (idStaff char(7), name char(50), 
 Primary Key (idStaff); 
Create table StaffSalary 
 (idStaff char(7), salary       

 float(5,2), address char(50), 
 Primary Key (idStaff); 
Create table SubjectRegister 
 (idStudent char(7), code char(7), 
 sessi int, semester int, 
 section int, mark int, gred    
 char(2), 
 Primary Key (idStudent, code,   
 sessi, semester); 
Create table Student 
 (idStudent char(7), name   
 char(50), 
 course char(3), 
 Primary Key (idStudent); 

Fig. 8. Suggestion Optima Schema Table 
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5   Conclusion 

Object oriented is the well known methodology that using UML to show the user re-
quirements. With this motivation, we have proposed the alternative technique to trans-
ferring class diagram to schema table base on behaviour in class diagram. The UNIF 
is the suggestion idea to creating the tables is based on the user views to achieve 
minimum accessing time and data sanitization is complement technique to optimum 
database usage. This alternative technique provide the idea of data consistency check-
ing from system design to database design and the idea to removing the garbage data 
from the storage for better performing in our database.  
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Abstract. Inertia weight is one of the most important adjustable parameters of 
particle swarm optimization (PSO). The proper selection of inertia weight can 
prove a right balance between global search and local search. In this paper, a 
novel PSOs with non-linear inertia weight based on the arc tangent function is 
provided. The performance of the proposed PSO models are compared with 
standard PSO with linearly-decrease inertia weight using four benchmark func-
tions. The experimental results demonstrate that our proposed PSO models are 
better than standard PSO in terms of convergence rate and solution precision. 
The proposed novel PSOs are also used to solve an improved portfolio optimi-
zation model with complex constraints and the primary results demonstrate 
their effectiveness. 

Keywords: Particle swarm optimization, inertia weight, arc tangent function, 
portfolio optimization.  

1   Introduction 

Particle swarm optimization (PSO) [1, 2] is a population-based global optimization 
method proposed by Kennedy and Eberhart, which is motivated by the group organ-
ism behavior such as bee swarm and bird flock. Compared with other evolutionary 
computation techniques such as genetic algorithms (GA), PSO is easy in implementa-
tion and there are few parameters to adjust, and it has faster convergence rate [3-6]. 
PSO has been successfully applied in science and engineering [7, 8]. 

As a new algorithm, PSO still has many disadvantages. For instance, it shows 
significant performance in initial iterations, however, the particles are more and more 
familiar and the swarm loses its diversity along with the developing of the 
computation. So there may be premature convergence and it is hard to escape the 
local optimum. There are few parameters to adjust in the PSO, and the inertia weight 
is the most important one [9, 10], and lots of investigations have been undertaken to 
provide the improved ways of the inertia weight to enhance the performance of PSO, 
including the linearly-decrease inertia weight (LIW) [11], the nonlinearly-decrease 
                                                           
* Corresponding author. 
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inertia weight (NIW) [12], the random inertia weight (RIW) [13], etc. In this paper, a 
new non-linear strategy on the inertia weight is proposed. To illustrate the 
effectiveness and performance of the strategy for optimization problems, a set of four 
benchmark functions and an improved portfolio optimization model are used. 

2   Standard Particle Swarm Optimization  

In PSO, each potential solution is called a bird or particle with no weight and no vol-
ume. The ith particle flies in the n dimension search space to find the optimization. 
There is a vector ( , , )1 2x x x xi ini i= ……  presenting the position of the ith particle, 

where [ , ]x l uid d d∈ , [1, ]d n∈ , ,l ud d are the lower and upper bounds of the dth di-

mension. The velocity for the ith particle is represented as ( , , ......, )1 2v v v vi ini i= , 

which controls the distance and the direction Moreover, the best previous position of 
the ith particle is individual best called Pbest. The best one of all the Pbest is colonial 
best called Gbest denoting the best previous position of the swarm. The algorithm 
searches for the optimization by updating generations according to the following 
formulas: 

( 1) ( ) () ( ( )) () ( ( )),1 2V t wV t c rand p x t c rand p x t
id id id id gd id

+ = + ⋅ ⋅ − + ⋅ ⋅ −  
(1) 

( 1) ( ) ( 1),x t x t V ti i i+ = + +  (2) 

where t  means that algorithm is going on the tth generation. 1c and 2c are set to con-
stant value, which are normally taken as 2. ()rand  is random value, uniformly dis-

tributed in [0, 1]. idp presents the Pbest while gdp presents the Gbest. w is inertia 

weight. 

3   Novel Non-linear Inertia Weight PSO  

Based on the researches on w , it has been proved there will be a faster convergence 
rate with a larger w , but the precision of the result can not be guaranteed. While a 
smaller one can get more precise result, but the convergence rate is too slow and the 
algorithm may get into the local optimal. So a proper variation of w can improve the 
performance of PSO. During the previous past studies, we tried to introduce mono-
tone increasing or decreasing strategy to update w . 

In the arc tangent function an ( )y arct x=  is an increasing function. however the 
speed of increase is slower and slower. When the independent variable /2x π= , the 
result 1y = . According to these features, we can use the tangent function to build a 
new strategy of the w . After a large scale of experiments, the final equation is:  

( ) ( ) *arctan( * (1 ( ) ))
max

/2 ,
t kw t w w wstart end endt

π= − − +  (3) 
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where wstart  is the initial value of the w and wend is the final value, which also is the 

smallest one. maxt is the maximum number of iterations. According to the Equation 

(3), w  is decreasing along with t . The difference is that the speed of decrease is 
slower in prior period and faster in later period. w is also not too small in later period, 
so it guarantee the convergence rate in prior period and the exploration in later period.  

There is a control variable k , which can control the smoothness of the curve that  
reflects the relationship between the w and t . The experiments show that: when 0.2k = , 
the function between w and t  is convex function. When 1k = , it is almost a linear one 
leaning to convex. When 2k = , it is a concave function.   

Table 1. Results of the Griewank with different k  

t  Mean Std t  Mean Std t  Mean Std 
0.1 0.0280   0.0280 0.8 0.0287 0.0232  1.5 0.0384 0.0373 
0.2 0.0273   0.0256 0.9 0.0304 0.0343 1.6 0.0538 0.0707 
0.3 0.0331 0.0251 1.0 0.0262 0.0206 1.7 0.0745 0.0850 
0.4 0.0245   0.0202 1.1 0.0453 0.0629 1.8 0.0617 0.0769 
0.5 0.0270   0.0232 1.2 0.0352   0.0284 1.9 0.0748 0.1130 
0.6 0.0247 0.0243 1.3 0.0292  0.0379 2.0 0.1779 0.2043 
0.7 0.0245   0.0251 1.4 0.0354 0.0388    

 
The experiments about the multimode function Griewank were done to choose the 

best k  confined in [0.1~2.0]. The experimental results (i.e., the mean and the stan-
dard deviations of the function values found in 20 runs) are listed in Table 1.  

In Table 1, when k  is during [0.4~0.7], the mean and the standard deviations of 
the function values are both stable. So k should be chose during [0.4~0.7]. In the 
following experiments in this paper ATW is used to represent the improved PSO 
based on this strategy and k is set as 0.4. 

4   Experimental Study  

4.1   Test Functions and Parameters Setting  

To illustrate performance of our proposed method, four nonlinear benchmark func-
tions that are commonly used in evolutionary computation literature [14-16] were 
performed, and also compared with that of improved PSO based on a linearly-
decrease inertia weight (LIW). The four test functions are listed in Table 2. 

In every experiment, the w  in the two methods (ATW and LIW) are all during 
[0.9, 0.4], that is 0.9wstart = , 0.4wend = . 2.01 2c c= = , the population size is 40, the allowable 
error 1 80eσ = − , and 1500maxt = . A total of 50 runs for each experimental setting are 
conducted.  
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Table 2. Benchmark functions and parameters setting 

Function Dim Search space m axv  

Sphere 20 (-100,100) 100 
Rosenbrock 20 (-30,30) 30 
Rastrigrin 20 (-10,10) 10 
Griewank 20 (-600,600) 600 

4.2   The Result and the Analysis  

The results of the four functions are listed in Table 3, the mean relative performance 
generated by three algorithms are shown in Figs 1-4.  

The data in Table 3 show that proposed method (ATW) can obtain more precise re-
sults (smaller mean of the function) and the stronger robustness (smaller standard 
deviations) for all of the four functions than LIW. As seen from the figures, ATW is 
with the faster convergence rate and able to get the best solution.  

The results also indicated that the non-liner inertia weight (ATW) performs better 
than linear one (LIW). 
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Table 3. The result for four functions 

Function Algorithm Max  Min  Std  Mean  
Sphere ATW 

LIW 
5.0653e-013 
9.7600e-009   

3.4536e-017 
4.8377e-012 

8.0530e-014 
1.6531e-009  

3.2708e-014   
6.8240e-010 

Rosenbrock ATW 
LIW 

248.3628 
567.3387 

1.8195 
4.4772 

49.6680   
107.4373 

48.9274 
70.1539 

Rastrigin ATW 
LIW 

28.8538 
33.8585 

6.9640 
6.9649 

5.3089 
5.8284 

16.9652 
18.0666 

Griewank ATW 
LIW 

0.0811 
0.1052 

5.7732e-015 
9.9886e-011 

0.0205 
0.0256 

0.0239 
0.0328   

5   Application on the Portfolio Optimization  

5.1   Portfolio Optimization  

Modern portfolio analysis started from pioneering research work of Markowitz (1952) 
[17] who proposed the original mean–variance model. In this paper, based on the 
original mean-variance model, we present an improved mean–variance model 
considering the transaction fee produced by selling and buying, and other constraint 
conditions such as no short sales, the original portfolio owned by the investor. It 
assumes that an investor allocates his/her wealth among n ( 1, ,i n= … … ) assets. 
Some notations are introduced as follows:   

x i is the proportion of the money used in the thi asset, and =1
1

n
xii

∑
= . 0xi ≥  means 

there is no short sales. 0
0x

i
≥  is the original the original portfolio owned by the 

investor. So when 0
0x

i
= , there is no original investment in the thi asset, or it is the 

new one introdeced in this period. ri  is the yield of the thi asset; ( )R E ri i= means 

the expected rate of revenue of the thi asset. c o v ( , )r ri j i jσ =  is the covariance 

of ri and r j . bki and ski are the transaction fee when buying and selling the thi asset 

respectively, which are caculated by proportion. And ski is usuall more than bki . 

λ is the risk-averse factor, wihch distribute in [0, 1]. Smaller λ represents the 
investor could bear larger risk. 

Based on these defined variables, Our improved portfolio optimization model can 
be formulated as:   

0 0
min ( ) min{ - 1- }

1 11 1

1

0.

[ ( ) (1 ) ( )]

=1;

b s
k ki ii i

n n n n
F x x x R x x x x xij i j i i i ii ii i

n
xii

xi

λ σ λ μ μ∑ ∑= ∑ ∑ − −
= == =

∑
=

≥

⋅ ⋅ + − ⋅ ⋅ −

⎧⎪
⎨
⎪⎩

（ ）

, 

where 
01 ,

00 ,

x xi i

x xi i

μ
⎧
⎪
⎪
⎨
⎪
⎪⎩

≥
=

≤

. . . .

. . . .
 

(4) 
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5.2   Illustrative Examples  

5.2.1   Parameters Representation and Parameters Setting  
The position and the velocity of the particle are constructed in the real-number encod-
ing method (see table 4).  

Table 4. The encoding of the particle  

2, , ,1x x x n… …  
2, , ,1v v vn… …  Fx  

The position of the particle 
in every dimension 

The velocity of the particle 
in every dimension  

The  
fitness 

 
Five assets are chosed as the sample, which are from different industry and 

different place. so 5n = .it is assumes that the investor has the same original 

proportion in every assets, that is 0
0.2x

i
= . We set 0 .0 00 6 5bki = , 0 .0 00 7 5ski = in the 

experiment. λ is set as 0.15, 0.65, 0.9 to denote the different kinds investors. In our 

experimental studies, 0.9wstart = , 0.4wend = . The other parameter 2.01 2c c= = , 0.4k = , the 

swarm size are all 200, and 100maxt = . A total of 50 runs for each experimental setting 
are conducted.  

5.2.2   Experimental Results 
Numerical results with three different λ  obtained by the ATW and LIW are showed 
in the Table 5. Figs 5-7 present the mean relative performance with different λ gen-
erated by the two methods. 

The revenue rate and the risk rate, the max value, the min value, the standard de-
viation and the mean value are summarized in Tables 6. It is obviously that for almost 
of all the different risk preferences, ATW gets smaller standard deviation and mean 
value, which demonstrated it outperforms PSO in terms of result robustness and solu-
tion quality.  

From Figs 5-7, it is clearly found that ATW has quicker convergence rate with 
LIW in the different situations compared.  

Table 5. Numerical results with different λ   

0.15 0.65 0.9
ATW LIW ATW LIW ATW LIW

Revenue Rate 9.283e-002 8.137e-002 3.058e-002 3.239e-002 1.769e-002 1.200e-002
Risk Rate 1.561e-001 1.062e-001 6.731e-003 7.842e-003 2.409e-003 3.535e-003

Max -4.840e-002 -4.372e-002 -6.258e-003 -5.578e-003 1.175e-003 3.283e-003
Min -5.550e-002 -5.324e-002 -6.328e-003 -6.240e-003 3.996e-004 1.182e-003
Mean -5.307e-002 -4.745e-002 -6.316e-003 -5.9469e-003 6.351e-004 1.967e-003
Std 1.552e-003 2.174e-003 1.869e-005 1.397e-004 2.215e-004 4.735e-004  
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All the results presented in the tables and figures can proved that the SMPSO could 
be a more effective way for the investors to solve the portfolio optimizations problems.  
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6   Conclusions 

This paper presents a novel PSO algorithm with non-linear inertia weight (ATW) 
based on the arc tangent function. The performance of ATW is evaluated by the 
experiments on four representative instances. It provided better quality solutions and 
more efficacious compared with LIW. They are also used to solve the portfolio 
optimization, and the result of the study showed that ATW is the more effective 
approach.  

Future work is focused on optimizing the performance of ATW. In addition, exten-
sive study of the applications in more complex practical optimization problems is 
necessary to fully investigate the properties and evaluate the performance of ATW. 
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Abstract. Image rectification is a method to apply projective transformation to 
image pair which can ensure the epipolar lines in one horizontal line. There is 
only horizontal disparity in two images and the matching speed can be im-
proved in this situation. A simple rectification method is described in this paper. 
It takes the element in the fundamental matrix and epipole as initial value and 
uses PSO to calculate eight optimal points according with rectification rule by 
RANSAC robust estimation method. Then, the practical and optimal projective 
transformation matrixes are confirmed. Epipolar line rectification experiments 
based on synthetical image and real image show the validity of the algorithm.  

Keywords: Image Rectification, Projective Transformation, PSO. 

1   Introduction 

Epipolar line rectification is an important approach to improve rate and accuracy of 
stereo match as well as a popular research fields currently. The rectification algorithm 
proposed by Faugeras[1] is to get rectified images by projecting two images to the 
common plane once, then the re-projective plane pass the intersection of two planes 
and parallel to baseline. Faugeras provided a simple image rectification algorithm, but 
it needs to know two cameras’ European projective matrix and it requires two nearly 
visual angles, otherwise, the size of rectified image will be larger. For this deficiency, 
a cylindrical projection algorithm is proposed by Meunier and Cox[2] in 1997, the 
image is not projected in a common plane but is projected in a common cylindrical 
surface. This method can process a larger visual angle of two images including the 
situation of polar points being inside the images, however, the calculation is complex. 
A linear rectifying method was proposed by Hartley[3] in 1999, it relies on the con-
straint of minimum position of image’s point to optimize the projective distortion 
problems of the image, at the same time, he also put forward the idea of quasi-affine 
transform in order to prevent the image from splitting after rectifying. A simple recti-
fying method is given from the above principle in this paper, it does not  require high-
precision fundamental matrix but just regard the element of fundamental matrix and 
                                                           
* Corresponding author. 
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outer polar point as initial value at the same time combines RANSAC robust algo-
rithm and uses PSO algorithm to iterative optimization in order to find the optimal 
eight points which meet rectifying criterion and gets an optimal projective transforma-
tion matrix, after this, processes the image transformation of homogeneous coordi-
nates to obtain the rectified image. Experimental results show that the algorithm pre-
sented in this paper is practical. 

2   The Theory of Rectification 

2.1   The Algorithm of Rectification 

1H  and 2H  are the projective transformation matrix respectively of images 1I  and 

2I , 21 ,mm  are the corresponding matching image points, so that the transformed 

corresponding image points are 21 ,mm ,thus we have 

1m 11mH= ； 222 mHm = . (1) 

Suppose F is fundamental matrix of two images before rectifying, F  is funda-
mental matrix of two images after rectifying, according to the nature of the fundamen-
tal matrix we can obtain: 

;012 =FmmT  012 =mFm T . (2) 

After deducing [4,5], the corresponding polar lines of two images all parallel to the X-
axis and locate on a common horizontal line. We can obtain the following equation 

from formula (1), (2), 01122 =mHFHm TT . So the relations of fundamental matrix 

between before and after rectifying can be concluded: 

12 HFHF T= . (3) 

From the formula (3), it can be seen that the task of image rectifying is to compute 
projection transformation matrix 21, HH . Document [5] obtained H1 by rotating and 

translating matrix which make outer polar point translate to infinity, here we present a 
more simple and direct transformation, so that it is very easy to see the projection 
transformation matrix 

 
 
 
 
 
The polar point can be transformed to infinity, where 21, ee  is the coordinates of 

the outer polar point )1,,( 21 eee =  in the first image. Due to the first row of matrix 

1H  act as horizontal scale to the image, in order to ensure little distortion for the 
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rectified image we make 013 =a . To deal with shear distortion effectively, deter-

mine 1211,aa  by using the approach of two rectified lines still orthogonality be-

cause of the connection line of two mid-points in the original image orthogonality. As 
Figure1 showed: 

[ ]102/wa = ; [ ]12/hwb =  

[ ]12/ hwc = ; [ ]12/0 hd =  

Get two straight linear vector 21, tt  from connection line between two mid-points: 

[ ]001 wt =    2t [ ]00 h= ； 

 

 a  

d  

a  

     b  

c  

      d  b  
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Fig. 1. Projective distortion rectifying 

 
As the straight line of rectified image remains orthogonality, so there should be: 

0)()( 2111 =tHtH T  

Put it into formula 1H , we can get easily,
2

1
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e
aa = , Enable 
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1211 ;1
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e
aa ==  without loss of generality. The latter experiment shows that 

this is better to handle shear distortion. When we obtained projective transformation 

matrix 1H , then take it into formula (3) we can get below matrix equation: 
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In order to improve the accurately match of the subsequent process we must mini-
mize the horizontal parallax by using the projection matrix which obtained from the 
first image, as the following equations: 

})(){( 221
1

1 xixi

n

i

mHmH −∑
=

. (5) 

Taking formula (4) into formula (2), we can obtain the following equation: 

0

)()()(

231221211331

321311233232322223121

=−′−′−+
′+′+−+′−+′−

beybexbeybe
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There are totally eight unknown from the above equation, they are respectively 

ii bb 23 , 3,2,1,, 21 =iee ,these equations will become 8-dimesional nonlinear equa-

tions when given eight group of the original matching points, so we can use the Gauss 
- Newton iteration method to solve the initial value of eight unknowns.  

The specific steps of robust rectifying algorithm based on RANSAC as follows: 

1. Execute random sampling algorithms, i.e. RANSAC technology, progress mini-
mum point set sampling for N times. 

2. Select eight group of matching points randomly in two images, seeking the initial 
value of fundamental matrix and outer polar point by using the Gauss-Newton it-

eration method, and calculating 21, HH , using PSO algorithm to optimize the 

horizontal parallax(formula(5)),thus obtained optimized 21, HH ; 

3. Make the projection transformation matrix H1 and H2 to act on matching points 
of each image respectively: 

njimHm ijiij ......2,1;2,1, === , and normalized, then )1,,( ijijij yxm = ; 

4. Assume that |)(| 12 jjk yy −=δ  represents vertical parallax, when given a 

certain threshold T and Tk <δ ,we consider ),( 21 jj mm  as the correct match-

ing point and statistic the number of correct matching points, then calculate verti-

cal parallax of all matching points and ∑=
=

m

k
k

1
δδ . 

5. Find more correct matching points and vertical parallax and projection transfor-
mation matrix when δ  is minimum value after sampling N times. 

6. Resample two images according to the optimal projection transformation matrix. 

2.2   Optimization Strategy Based on Particle Swarm Optimization 

PSO is derived from the investigation on behavior of bird swarm taking food, as well 
as GA, it is a kind of optimization tool based on iteration[6]. A set of random solu-
tions are initialized automatically, and then the optimal solution is searched by on 
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iteration. The particles update its own velocity and position according to equation (6) 
and (7). 

( ) ( )k
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k
d

kk
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k
id

kk
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k
id xgbestrandcxpbestrandcvv −+−+=+

2211
1 . (6) 

11 ++ += k
id

k
id

k
id vxx . (7) 

The optimized procedure based on PSO is as follows: 

1) Initialize the swarm randomly. The initialization of initial searching point posi-
tion and its speed is finished randomly between the initial value’s neighbor do-
mains. The initial number of particle is selected as 20=d . (20 matches are se-
lected randomly, and then 8 of the 20 matches are used to calculate the initial 

value of projective matrix). Calculate idpbest  correspondingly, then dgbest is 

the best value of idpbest . 

2) Evaluate every individual in the swarm. Calculate the particle’s fitness value 

according to formula (5), if the value is better than the current idpbest , then up-

date the idpbest . If the idpbest  in all particles is better than current dgbest , 

then update dgbest . 

3) Update the swarm according to formula (6) and (7). 
4) If a terminate condition is met, then the searching procedure is terminated, ex-

cept that return to step 2. 

3   Simulation and Experiment Results 

Figure2 shows that apply the above algorithm to rectifying for real pairs of images, 
the fundamental matrix was obtained between them by using robust matching algo-
rithm of previous chapter. Figure2(a) shows the detected 300 pairs corner points, and 
Figure2(b) shows 42 pairs of remaining matching points through robust matching 
algorithm. Using line segment represents corresponding points and using length of 
line segment represents parallax. It can be seen from the figure that both horizontal 
parallax and vertical parallax consist in image because of unrectified image, this will 
bring great amount of computation in subsequent dense matching. At first, compute 
fundamental matrix through 42 pairs of matching points and then compute projective 

transformation matrix H  and 'H according to fundamental matrix so that make them 
act on two original images, we can see from the re-sampling images which are shown 
in Figure2(c) that the horizontal coordinates of corresponding points are equal and 
vertical parallax tend to zero. The parallax is nine pixels in the horizontal negative 
direction and eight pixels in the vertical positive direction. Thus, the search range can 
be determined by positive and negative parallax in the subsequent dense matching 
algorithm so that reduce the computation as well as improve matching speed and 
accuracy. 
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(a) Corner detection results 

 
(b) Disparity map of remaining corner points after robust matching 

 

(c) Rectified resampling image 

Fig. 2. Rectified results of simulating lunar surface 

In order to test the robust of algorithm, we carried out a comparison experiment of 
algorithm performance between algorithm of this paper and traditional rectifying 
method based on the fundamental matrix. At first, match 20 to 200 points in every 
image in turn by using cross-correlation robust matching technology and increase 20 
points every time, then take robust iteration method based on RANSAC technology 
and image rectifying algorithm based on the fundamental matrix, and moreover,  
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estimate good or bad of image rectifying results according to average vertical paral-
lax of each group i.e.  

∑
=

=
m

k
km 1

1 δδ
 

where m is the number of correct matching points. To test the advantage of robust 
algorithm, we use asterisks and circle respectively to express algorithm of the paper 
and traditional method based on the fundamental matrix in Figure 3. It can be seen 
from Figure 3 that the probability of false matching has increased greatly, so that the 
average vertical parallax also increased gradually which is represented by circle. This 
is because it is rectified indiscriminate together with false matching which makes the 
error increase. Using the algorithm of the paper, however, maintains a stable and 
smaller parallax and it is superior to the traditional method based on the fundamental 
matrix. It shows that the algorithm is not affected by error matching points, and it has 
a strong anti-interference only by selecting the best eight points to rectify the image 
each time.  

 

 

Fig. 3. The relationship between matching points and average vertical disparity 
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4   Conclusions 

This paper presents a robust image rectification method which does not need high-
precision fundamental matrix according to basic principles of the image matching, 
such point-based method has two advantages as follows. On the one hand, the estima-
tion of fundamental matrix is not very accurate because of noise interference. On the 
other hand, even if set out from a good fundamental matrix, we do not obtain a good 
rectifying result due to the evaluation criteria both of fundamental matrix and rectify-
ing results. A large number of simulations and real image experiments show that the 
method has a strong anti-noise and anti-mismatched ability to obtain satisfactory 
results. 
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Abstract. PSO may easily get trapped in a local optimum, when solving complex 
multimodal problems. In this paper, an improved PSO based on small world 
network and comprehensive is proposed. The learning exemplar of each particle 
includes three parts: the global best particle, its own best particle (pbest) and the 
pbest of its neighborhood. And a random position around itself is needed to in-
crease a probability to jump to that promising region. These strategies enable the 
diversity of the swarm to be preserved to discourage premature convergence. In 
benchmark function test, the SCPSO algorithm achieves better solutions than 
other PSOs. 

Keywords: Particle swarm optimizer, comprehensive learning, small-world. 

1   Introduction 

Particle swarm optimizer (PSO) is a new entrant to the family of evolutionary algo-
rithms (EAs). It was first proposed by Kenney and Eberhart[1] based on the metaphor 
of social behavior of birds flocking, fish schooling or the sociological behavior of a 
group of people. It is easy to implement PSO to solve the optimization problem. But 
when solving multimodal problems, it may be easily trapped in a local minimum. 
However, in real-world optimization problem, most of them are multimodal problems. 
In [2], Clerc indicated that a constriction factor may help to ensure the convergence. 
Mendes and Kennedy [3] introduced a fully informed PSO to update the particle ve-
locity, in where all the neighbors of the particle are used to update the velocity. In [4], 
Peram proposed the fitness-distance-ratio-based PSO (FDR-PSO) with near neighbor 
interactions, when updating each dimension velocity dimension, the FDR-PSO algo-
rithm selects one other particle, which has a higher fitness value and is nearer to the 
particle being updated. Liang [5] proposed an improved PSO called CLPSO, which 
uses a novel learning strategy. In [6], the author proposed an improved PSO based on 
dynamic neighborhood to improve the ability to escape from local optima. The above 
improved PSOs have achieved a satisfactory result, but at convergence velocity and 
precision, there are some shortages. Therefore, in order to overcome this defect and 
improve the PSO performance, some researches investigated neighborhood topology of 
the swarm. In this paper, on basis of [2], we propose a small world topology and 
comprehensive learning PSO to improve the PSO performance. 
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2   Particle Swarm Optimization (PSO) 

Each individual as possible solution can be modeled as a particle that moves in 
n-dimensional search space. The velocity of each particle is determined by the vector 

n
iv R⊂ , and the velocity and position of the ith particle are updated as follows: 

1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))

( 1) ( ) ( 1)

i i i i g i

i i i

v t v t r p t x t r p t x t

x t x t v t

ϕ ϕ+ = + ⋅ − + ⋅ −

+ = + +
 (1) 

where, ( )ix t represents the position of the ith particle in current iteration t; n is the di-

mension of the search space. t is the number of current iteration; 1ϕ and 2ϕ are two 

positive numbers known as the cognitive and social acceleration coefficients; r1 and r2 

are two random numbers with the uniform distribution in the range of [0,1]; ( )ip t is the 

best position of the current particle found so far by itself; ( )gp t is the best position of all 

particles found so far by the whole swarm. To make particle fly in the search space, 

each dimension velocity of a particle is limited to maxv , which is constant value defined 

by the user. 
Afterwards, each particle updates its personal best and the global best of the swarm 

using Eq. (2) and (3). (Assuming a minimization problem): 

( ) ( ( )) ( ( 1) )
( 1)

( 1) ( ( )) ( ( 1) )

i i i
i

i i i

p t if f p t f x t
p t

x t if f p t f x t

⎧ ≤ +⎪+ = ⎨
+ > +⎪⎩

 (2) 

( 1) arg min ( ( 1))g ip t f p t+ = +  (3) 

In PSO domain, there are two main models of the PSO algorithms, called global best 
(gbest) and local best (lbest), which differ in the way of defining the neighborhood of 
each particle. In the gbest model, the neighborhood of a particle consists of the particles 
in the whole swarm, which share information between each other; while in the lbest 
model, the neighborhood of a particle is defined by several fixed particles. The two 
models give different optimization performances on different problems. Kennedy and 
Eberhart [7] pointed out that the gbest model has a faster convergence speed with a 
higher chance of getting stuck in local optima than lbest. On the contrary, the lbest 
model is less vulnerable to the attraction of local optima but with a slower convergence 
speed than the gbest model. 

3   Particle Swarm Optimizer Based on Small-World Topology and 
Comprehensive Learning 

In PSO, each individual aims to produce the best solution by learning from other indi-
viduals, thereby the different neighborhood topology will effect each particle learning. 
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In our proposed algorithm, the neighborhood topology is similar to [6], but not the same 
work. The main difference is the choice of learning exemplar, a kind of comprehensive 
learning is proposed. The neighborhood of each particle is constructed based on Eq.(1) 
and the small-world network. Complying with seven criteria, pibest can generate new 

positions in the process of search by the information derived from different particle 
historical best positions.  

When updating the particle velocity at each iteration, which is shown in Fig.1 (Par-
ticle a, b, c, d and e are connected with particle i by probability  p. Particle c is choose as 
exemplar based on CC and L.), we firstly produce two small world networks as initial 
neighborhood topology (denoted as NT), and then choose the learning exemplar of the 
particle from other particle’s pbest as the following criteria: 

1 2(1) (1) (2) &If CC CC L L= ≠ , NT1 wins. If 1 2L L< , particle i in NT1 as exemplar. 

1 2(2) (1) (2) &If CC CC L L= = , NT1 or NT2 is chose at will. 

1 2(3) (1) (2)&If CC CC L L≠ = ,NT1 wins. If (1) (2)CC CC> , particle i in NT1 as exemplar. 

1 2(4) (1) (2) &If CC CC L L≠ < , NT1 wins, and particle i in NT1 as the exemplar. 

(5) If 
1 2(1) (2) ||CC CC L L> < , NT1 wins, then particle i in NT1 as the exemplar. 

(6) If 
1 2(1) (2) ||CC CC L L> < , NT1 wins, particle i in NT1 is chosen as exemplar. 

(7)
1 2(1) (2) ||If CC CC L L< <  and the average degree K< > in NT2 is morn than the 

K< >  in NT1, NT2 wins, and we choose particle i in NT2 as the exemplar. Otherwise, 

population NT1 wins. 

 

 
Fig. 1. Neighborhood in small world network                             Fig. 2. Swarm diversity 

Although there are many improved versions of PSO, how to balance the perform-
ance of the gbest and lbest models is still an important issue, especially for multi-modal 
problems. In the gbest model, all particles’ social behavior is strictly constrained by  
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learning information from the global best particle. Hence, particles are easily attracted 
by gbest and quickly converge on that region even it is not the global optimum and 
gbest does not improve. In the lbest model, attraction by the gbest is not too much but 
the slow convergence speed is unbearable. In the origin PSO, each particle learns from 
its pbest and the gbest simultaneously, which might cause the above problems. Hence, 
we can separate the cognition component and the social component to increase diver-
sity based on small-world topology. The information learnt by each particle comes 
from four sources: the gbest, its own pbest, the pbest of the other neighborhood, and a 
random position around itself. Once particles converge on a local optimum or there is a 
more promising region nearby without particles covering it, particles should have a 
probability to jump to that promising region. Hence, learning from a random position 
around itself is needed. 

So, the velocity updating equation is the following. 

1 1 2 2 3 3

1 2 1 2

( 1) ( ) ( ( ) ( )) ( ( ) ( )) ( ( ) ( ))

( 1) ( 1) ( ) (0,1)

{ | max( ), min( , )},

i i ibest i g i i i

i i i ave

i i

v t v t r p t x t r p t x t r p t x t

x t v t x t v N

ibest i CC CC L TP TP i TP or i TP

ϕ ϕ ϕ+ = + ⋅ − + ⋅ − + ⋅ −

+ = + + + ⋅
= = = ∈ ∈

 (4) 

where, TP  denotes total population. 3( 2) / 4( 1)iCC K K= − − is the biggest clustering 

coefficient for the ith particle in TP; K is the degree of the ith. ibest is the best particle 

position. vavg is the average velocity of all particles, and N(0,1) is a random number 

from the normal distribution with mean 0 and variance 1. 
PSO with Small-world topology and comprehensive learning makes the swarm more 

diversity than PSO with Small-world topology. To test diversity, we used Eq.(4) to 
describe the swarm diversity. 

2

1 1
( )

( )

N n t
id di d

x p
D t

S L
= =

−
=

⋅
∑ ∑

 
(5) 

where S is the swarm, L is the length of longest the diagonal in the search space, N is the 

dimensionality of the problem, xid is the dth value of the ith particle and dp is the ith 

value of the average point x. Note that this diversity measure is independent of swarm 

size, the dimensionality of the problem as well as the search range in each dimension. 

Small D(t) value means low swarm diversity. 
Here, SL denotes the diversity of PSO with Small-world topology and compre-

hensive learning; S represents PSO with Small-world topology. Fig.2 gives swarm 
diversity. Algorithm 1 gives the pseudo code of SCPSO. 
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Algorithm 1 
For each particle 

Computer CC and L. (Predefined probability p) 
Initialize the particles’ position and velocity 
Computer fitness value. 
If pbestval(i)>pbestval(j) i j popsize≠ ∈  
  pbest=pbest(i). 
  Gbestval=pbestval(i). 
End 

Endfor 
While (stopping criteria) 
      For each particle 
         Updating particle velocity and position in terms of Eq.(4). 
         Choose learning exemplar in terms of CC and L. 
         Updating global gbest and global fitness. particle position 
      End 
 End While 

4   Experiment and Results 

To evaluate the performance of the proposed approach, we choose five functions whose 
formulas are collected in [5]. The experiments were conducted to compare four PSOs 
on the six test problems with 30 dimensions. The four PSOs are the PSO algorithm with 
constriction factor (PSO-CF) [2], Fully informed particle swarm (FIPS)[3], 
FDR-PSO[4], CLPSO [5]. In order to make these different algorithms comparable, all 
parameters are set as follows: the population size is set at 30 and the maximum fitness 
evaluations (FEs) is set at 3×104. All experiments were run 30 times.  
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4.1   Convergence Characteristic Analysis 

Fig.3 presents the convergence characteristics in terms of the best fitness value of the 
median run of each algorithm for each test function. From the results, we observe that 
in the Sphere function, SCPSO could not converge as fast as other PSO algorithms. 
Note that on Rosenbrock function, the SCPSO algorithm achieved the almost same best 
result as FDR-PSO. However, the SCPSO algorithm performs well in all multimodal 
problems and outperforms all other PSO algorithms, especially on Griewanks and 
Rastrigin functions.  

Additionally, as in SCPSO, small-world topology and comprehensive learning 
strategies are introduced, it is necessary to explore whether these strategies increase the 
computations complex. Here, we use (tic, toc) function of software ‘matlab’ to test the 
performing time after 3×104 FEs. From Table 1, we can conclude the computation 
complex of SCPSO is the same as other PSOs. 

Table 1. The run time when reaching stopping criterion for PSOs (Unit: second) 

Algorithm Sphere Rosenbrock Ackley Griewanks Rastrigin 

PSO-CF 13 20 22 29 50 

FIPS 12 25 28 45 60 

FDR-PSO 14 23 27 39 55 

CLPSO 18 27 43 49 76 

SCPSO 21 24 41 40 80 

4.2   Robustness Analysis 

In order to test the robustness of various PSOs, we run the algorithms under different 
condition of Ackley and Griewanks function. Note that “different condition” denotes 
function rotation and nonrotation, where the rotation method is the same one as [7]. 
Table 2 shows the results of the robustness analysis. Note that the “robustness” is used 
here to express that the algorithm succeeded in a specified threshold. Here, the 
threshold s of Ackley and Griewank are 0.05 and 0.02, respectively. The “S” column 
presents the rate at which the function value below the threshold is reached. The “FEs” 
column means the number of function evaluations needed on average to reach the  
 

Table 2. Robustness Analysis  

Ackley Griewanks  Rotated- Ackley Rotated- Griewanks 
Algorithm 

FEs S FEs S FEs S FEs S 

PSO-CF 18934 69 9165 39 3146 23 6542 27 

FIPS 17835 89 8159 69 12894 88 33678 46 

FDR-PSO 18640 100 7902 65 14872 49 19863 42 

CLPSO 18931 97 24391 98 2173 93 29316 90 

SCPSO 9863 100 11963 100 3419 100 19735 100 
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threshold. A robust PSO algorithm is the one that manages to reach the threshold con-
sistently. On Ackley and Griewanks function, SCPSO consistently reached the 
threshold on both the unrotated and the rotated cases. It shows that SCPSO is more 
robust than other PSOs. 

5   Conclusions and Future Work 

We have presented an improved PSO based on small world network and comprehen-
sive. These strategies greatly increase swarm diversity and improve the ability to es-
cape from local optima. In benchmark function, SCPSO achieves better solutions than 
other PSOs.  

In the future, we will focus on: (i) experimenting to test our proposed algorithm 
effectiveness with more multimodal test problems and several composition functions 
that is more difficult to be optimized; (ii) applying the proposed algorithm to some 
applications to verify its effectiveness. 
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Abstract. Multi-Objective Particle Swarm Optimizers (MOPSOs) easily con-
verge to a false Pareto front. In this paper, we proposed a hybrid algorithm of 
MOPSO with evolutionary programming (denoted as EPMOPSO) for solving 
MOPs. In EPMOPSO, the neighborhood of each particle is dynamically con-
structed, and the velocity of each particle is adjusted by all particles in its 
neighborhood including itself, the best performing particle in the swarm and the 
elite group that is evolved using evolutionary programming. Simulation results 
show that EPMOPSO is able to find a much better spread of solutions and  
has faster convergence to true Pareto-optimal front compared with five 
state-of-the-art MOPSOs. 

Keywords: Particle swarm optimizer, Multiobjective optimization, Evolutionary 
Programming. 

1   Introduction 

Multiobjective optimization problems (MOPs) represent an important class of 
real-world problems encountered in various fields. Population-based optimization 
methods such as evolutionary algorithms (EAs) have become increasingly popular for 
solving MOPs[1]. These algorithms were developed based on three common goals, 
namely maximizing the number of elements of the Pareto optimal set found, mini-
mizing the distance of the Pareto front produced by a algorithm with respect to the true 
Pareto front, and maximizing the distribution of solutions found. Another popula-
tion-based optimization technique, particle swarm optimization (PSO) [2] has been 
proved to be an efficient optimization method for single objective optimization, and 
recently has shown promising results for solving MOPs [3]-[7]. However, the basic 
PSO algorithm has some serious limitations when dealing with MOPs. In PSO, the 
velocity of a particle is adjusted by its personal best (pbest) and global best (gbest). At 
each iteration, if the fitness of the offspring is better than the parent’s pbest, the pbest is 
updated with this offspring, but there is no sharing of information with other particles in 
the population, except that each particle can access the global best.  
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2   Related Work 

There have been several proposals to extend PSO to handle MOPs. Li[3] et al.proposed 
a non-dominated sorting Particle Swarm Optimizer (NSPSO), which incorporates the 
main mechanisms of the NSGA-II [1] into a PSO algorithm. The sigma method al-
lowing the particles to select their global leaders based upon the minimum distance 
from the sigma values computed for each archive member was introduced by [4]. 
Coello et al.[5] proposed the use of mutation operator to improve the exploration ca-
pability. Sierra [6] suggested a new MOPSO (OMOPSO), in which, the population is 
divided into three subswarms of equal size. Yen et al.[7] proposed a multiple-swarm 
MOPSO algorithm in which the number of swarms is adaptively adjusted throughout 
the search process. 

3   Multi-Objective Particle Swarm Optimizer Based on Elite 
Learning 

3.1   Selection of Pbest 

In our algorithm, the updating strategy of pbest is similar to the one used by [5], but not 
the same. We allow a particle to learn from the exemplars until it ceases improving for 
a number of generations (which is set as 3 in our algorithm). Then we reassign the 
exemplars for the particle. The selection principle of the pbest makes use of a basic 
definition (Pareto Dominance). 

3.2   Selection of Gbest 

In MOPs, there exist a set of nondominated solutions instead of a single global best 
solution as in the single objective. However, because all nondominated solutions are 
good individuals, we could not decide which one is the best. Here, the strategy of se-
lection of gbest is the same as one [6], i.e., randomly choosing a particle from all 
nondominated solutions in the external archive.  

3.3   ε-Dominance Based on External Archive Strategy 

According to Pareto optimality, a set of nondominated solutions will be generated at 
each iteration. As for the store of the nondominated solutions, we use an external ar-
chive to store them during the search process. Because convergence and diversity are 
two main metrics of multi-objective evolutionary algorithm (MOEA), we employ the 
strategy of ε-dominance to update the external archive. Mostaghim [8] concluded that 
the ε-dominance method could find solutions much faster than the clustering technique 
with comparable and even in some cases better convergence and diversity. Therefore, 
we employ the ε-dominance method to update the external archive in the EPMOPSO 
algorithm. Usually, there are two levels in the ε-dominance strategy. On the coarse 
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level, the search space is discretized by a division box, in which each vector uniquely 
belongs to one box. The box is divided by Equation (1).  
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Note that a generalized dominance relation is used in these boxes. Thus, the algo-
rithm always maintains a set of non-dominated boxes. On the fine level, there is at most 
one element, which only can be replaced by a dominating one in each box. This method 
ensures the convergence with the bounded size in terms of Equation (2).  

However, as the size of the archive will increase very quickly with the iteration 
elapsed, the complexity of updating the archive arises with the archive size. In this way, 
the complexity of the updating process for the complete run is O(kMN2), where M is the 
total number of iterations, k is the number of objectives and N is the population size. If 
we don’t control the number of the nondominated solutions in the external archive, the 
complexity of the updating process will be expensive. Here, we apply the nearest 
neighbor density estimator, which is invoked if the external archived population 
reaches its maximum size.  

3.4   Evolutionary Programming (EP) 

Evolutionary Algorithm (EA) and PSO are both population-based algorithms that have 
known to be successful in solving various complex optimization problems. EAs are 
robust but require considerable computing cost and slow in converging, while PSOs are 
relatively fast and simple, but easily converge to local optima. Some researchers pro-
posed a hybrid algorithm of EAs and PSOs[9][10]. Simulation results demonstrate the 
hybridization algorithm is highly competitive in terms of robustness, accuracy and 
convergence speed. Additionally, in [11][12], the author summarized MOPSO based 
on evolutionary programming (EP) and concluded the hybrid algorithm is effective. 
Consequently, we think that a hybrid algorithm of PSO and evolutionary programming 
(EP) will be worthy of study issue when solving MOPs. 

We proposed a hybrid algorithm of MOPSO and evolutionary programming (EP), in 
which a particle velocity is adjusted not only by all particles in its neighborhood in-
cluding itself and the best performing particle in the swarm, but also by the evolving 
elite group generated by EP. 

In EP, initially assume that a population of 2N particles is randomly generated. Each 

particle is regard as a pair of real valued vectors (x, η), where x is the position of the 

particle and η is the standard deviation for Gaussian mutations. Each parent particle  

(x, η) creates a single offspring ' '( , )x η by Equations (3) and (4). 
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'
i i i ix x rη= + ⋅  (3) 

' 'exp( )i i ir rη η τ τ= ⋅ ⋅ + ⋅  (4) 

where ix , iη , '
ix and '

iη represent the ith dimension of the vectors x ,η , 'x and 'η respec-

tively; i = 1,...,n, and n denotes the dimension of the position of the particles; r is a 

normally distributed real random number with mean 0 and standard deviation 1; ri is the 

random number corresponding to each value of i; τ and 'τ are set 

as 1( 2 )n − and 1( 2 )n − , where n is the dimension of the position of the particles. 
In our algorithm, the elite group is identified using tournament selection, and then 

evolved by EP. The visualization of the elite and the ordinary particles on 2-D plane is 
shown in Figure 1.  

 

 

 

Fig. 1. The process of EP operation 

If a particle that learns from all dimensions of the best performing particle will 
produce ‘two steps forward, one step back’ phenomenon, which will degrade the effi-
ciency of the algorithm. In our algorithm, a particle’s velocity is adjusted not by all 
dimensions of the best performing particle’s pbest in its neighborhood, but by the 
corresponding dimension of any particle’s pbest in its neighborhood, including its own 
pbest. The updating equations of velocity and position are employed.  
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where w is the inertial weight; ps is the population size; ineighbor represents the set of 

all members of the neighborhood of the current particle i, 1 2( ) ( , , , )n
i i i iv t v v v= repre-

sents the velocity of the ith particle; 1 2( ) ( , , , )n
i i i ix t v v v= represents the position of the 

ith particle at current iteration t;
( )in elitep − denotes the nearest elite position of the par-

ticle i; 1 2( , , , )np p p pg g g g= is the best position discovered by the whole population; 

( )

d

bin i
p defines the corresponding dimension of the particle i’s

( )

d

bin i
p ; φ1, φ2 and φ3 de-

note the acceleration coefficients that is randomly varied between 1.5 and 2 to provide 

different emphasis on the components in Equation (9); 1r , 2r and 3r  are random vectors 

with the components uniformly distributed in the range of [0,1]; 
1 2( , , , )np p p p j neighborj j j j i= ∈  is any member’s pbest of the neighborhood of the 

particle i; m is the number of the objective function; d defines the particle’s dimension; 

|...| denotes the absolute value; Fitness(p) represents the corresponding fitness value of 

an array p.In order to guarantee a particle flight in the search space, its velocity on each 

dimension is limited to maxv which is a constant specified by the user. Algorithm 1 

shows the pseudo code of EPMOPSO. 
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4   Experimental Results 

4.1   The Comparative Algorithms and Test Functions 

We compare EPMOPSO algorithm with other algorithms that are representative of the 
state of the art. These algorithms are MOPSO [5], OMOPSO [6] and sMOPSO [4]. 
Table 1 gives the parameter configurations for all MOPSOs. ZDT1 and ZDT2 func-
tions are chosen to compare the relative performance of the proposed EPMOPSO with 
the other MOPSOs. Their formulas are collected in [6]. ZDT1 and ZDT2 challenge the 
algorithm’s ability to find and produce a good spread of Pareto front. 

Table 1. The parameter configurations for all MOPSOs 

 Population size Archive size Iteration number Relative parameters 

MOPSO 100 100 200 

OMOPSO 100 100 200 

sMOPSO 200 100 200 

The same parameters 

as the algorithms 

proposed 

EPMOPSO 100 100  200  

4.2   Performance Evaluation 

Both quantitative and qualitative comparisons are made to validate the EPMOPSO 

algorithm against other MOPSOs. For qualitative comparison, the plots of final Pareto 

fronts are presented. As for the quantitative comparison, convergence metric (γ) [5] and 

spread (Δ) [1] are used. Their formulas are the following. 
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4.3   Results and Discussion 

Each algorithm runs 30 times to achieve metric (γ) and (Δ). The mean values and 

standard deviation of the results are collected in Tables 2-3. The resulting nondomi-

nated fronts of six MOPSOs on all test functions are plotted in Figures 2–3.  
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Table 2. Comparison of performance on ZDT1 

MOPSO OMOPSO sMOPSO EPMOPSO  
γ Δ γ Δ γ Δ γ Δ 

Best 0.073 0.58 0.061 0.56 0.071 0.56 0.0016 0.18 

Worst 0.231 0.94 0.123 0.67 0.163 0.77 0.0043 0.34 

Average 0.098 0.66 0.069 0.59 0.089 0.64 0.0021 0.29 

Median 0.097 0.66 0.067 0.58 0.087 0.63 0.0019 0.28 

Variance 
6.17 

e-04 

7.23 

e-03 

4.12 

e-05 

6.36 

e-03 

5.61 

e-04 

3.31 

e-04 

1.51 

e-08 

5.63 

e-06 
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Fig. 2. Pareto fronts on Test Problem ZDT1 
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Fig. 3. Pareto fronts on Test Problem ZDT2 
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Table 3. Comparison of performance on ZDT2 

MOPSO OMOPSO sMOPSO EPMOPSO 
 

γ Δ γ Δ γ Δ γ Δ 

Best 0.114 0.58 0.0059 0.56 0.069 0.34 0.0049 0.13 

Worst 0.581 0.88 0.0146 0.67 0.121 0.74 0.0112 0.42 

Average 0.273 0.87 0.0073 0.59 0.076 0.59 0.0038 0.23 

Median 0.246 0.86 0.0072 0.58 0.075 0.58 0.0036 0.22 

Variance 
5.77 

e-02 

4.75 

e-02 

4.63 

e-04 

5.63 

e-03 

5.94 

e-04 

4.64 

e-03 

1.08 

e-06 

`4.21 
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Fig. 4. Pareto fronts on Test Problem ZDT3 

From Figures 2-3, we can find that EPMOPSO is able to find the well-distributed 
and near-optimal Pareto fronts for all test functions. The OMOPSO algorithm can also 
produce the quality Pareto fronts, but its solution qualities are poor.  

Table 4. Comparison of performance on ZDT3 

MOPSO OMOPSO sMOPSO EPMOPSO 
 

γ Δ γ Δ γ Δ γ Δ 

Best 0.141 0.46 0.124 0.57 0.137 0.31 0.0021 0.16 

Worst 0.274 0.78 0.243 0.68 0.262 0.88 0.0036 0.33 

Average 0.189 0.51 0.159 0.59 0.174 0.54 0.0019 0.29 

Median 0.184 0.51 0.153 0.58 0.169 0.51 0.0018 0.28 

Variance 
3.51 

e-03 

1.16 

e-03 

1.45 

e-03 

2.56 

e-03 

1.59 

e-03 

5.12 

e-03 

3.12 

e-07 

4.18 

e-03 
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5   Conclusions 

This paper presents multi-objective PSO with evolutionary programming for solving 
MOPs (EPMOPSO for short). The proposed algorithm is tested on various benchmark 
problems. Both two performance metrics (γ and Δ) indicate that the EPMOPSO algo-
rithm is highly competitive and even outperforms the selected MOPSOs. Thus, the 
proposed EPMOPSO algorithm can be effectively applied to solve multi-objective 
optimization problems. In the future, we will focus on (i) testing the proposed algo-
rithm effectiveness with more test problems, (ii) applying the proposed algorithm to 
solve some combinatorial optimization problems. 
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Abstract. Principal Component Analysis(PCA) is intrinsically a ridge
regression problem in statistical view. By imposing l1 constraint on the re-
gression coefficients, Sparse Principal Component Analysis(SPCA) which
is easier to interpret and better for generalization is obtained. But tradi-
tional SPCA is difficult to be used on 2-d data for its high dimensionality
of covariance matrix because of the matrix-to-vector transformation, es-
pecially when the number of dimensionality and training samples are all
in large scale. In this paper, Two-dimensional Sparse Principal Compo-
nent Analysis(2dSPCA) is proposed to overcome the above shortcoming
of SPCA. 2dSPCA is directly calculated by elastic net regularization on
image covariance matrix without vectorization. Sparsity of projection vec-
tors makes the results more interpretable and generalizable. Experiment
on PolyU palmprint databases shows that 2dSPCA achieves comparable
or higher performance compared with 2dPCA.

1 Introduction

Palmprint recognition has attracted wide attention of researchers in commu-
nity of biometrics authentication [1], which is greatly motivated by the needs
of military, commercial, and public security applications. Statistical approaches,
such as Principal Component Analysis (PCA) [2], Linear Discriminative analysis
(LDA) [3] and two dimensional PCA (2dPCA) [4] have proved their effective-
ness in feature extraction and dimension reduction. In traditional approaches,
2-d palmprint image matrices must be previously transformed into 1-d image
vectors column by column or row by row. But concatenating 2-d matrices into
1-d vectors often leads to a high-dimensional vector space which affects the effec-
tiveness and efficiency of the latter data processing. This problem is commonly
referred to as the ”curse of dimensionality”.

PCA is probably the most popularly unsupervised algorithm of dimension
reduction and feature extraction. In statistical literature [6], PCA is equivalent
to a ridge regression problem, the projection vectors can be calculated by the
regression coefficients, and the projective vectors are usually not sparse since they
are the linear combination of all original features. Nonsparsity always results in
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difficulty of interpretation and overfiting of regression model which significantly
drops the performance of generalization.

Sparsity has already been used successfully in many fields, like gene expres-
sion [7] and face recognition [10]. Zhou, et al. proposed SPCA algorithm which
overcomes the shortcoming of PCA [6]. SPCA obtains sparse regression coeffi-
cients by imposing l1 constraint on ridge regression framework corresponding to
PCA, which is generally called elastic net regularization regression [8].

Although SPCA has proved it’s effectiveness in gene expression for it’s inter-
pretability, it’s difficult to be used directly on 2-d images for the high dimension
of covariance matrix, especially when the number of dimension and training sam-
ples are all in large scale. Since in the precess of traditional SPCA algorithm,
image matrices are first transformed into 1-d vectors column by column or row
by row, and then data’s covariance matrix with very high dimension can be
calculated. As a result, performing SPCA gets time-consuming and even infea-
sible. Meanwhile, such vectorization ignores the local geometric structure of 2-d
images and maybe lose some important information.

In order to overcome the above disadvantages of classical PCA and SPCA
simultaneously, a novel feature extraction technique, named Two-dimensional
Sparse Principal Component Analysis (2dSPCA) is proposed, which borrows the
idea of 2-d Principal Component Analysis (2dPCA) [4]. The novelty of 2dPCA
lies in a different data representation model. Under this model, each datum
is represented as a matrix without matrix-to-vector transformation, and image
covariance matrices was computed instead of conventional covariance matrix to
compute eigenvectors. As the size of the image covariance matrix is equal to
the width or height of palmprint images, which is quite small compared with
the size of covariance of traditional PCA, so 2dPCA is computationally more
efficient than classical PCA and better performance in recognition has already
been proved in many databases. Similarly, our approach 2dSPCA applies image
covariance to perform SPCA. Because it’s low dimensionality of image covariance
and sparsity of coefficients, 2dSPCA embodies the advantages of both 2dPCA
and SPCA, namely computational efficiency and interpretability. Experiment on
PolyU palmprint database also has shown that 2dSPCA outperforms 2dPCA in
recognition rate.

The rest paper is organized as follows. In Section 2, we briefly review the
principles of elastic net and SPCA. The details of our 2dSPCA are presented in
Section 3. Experimental results are performed and illustrated in Section 4. We
conclude this paper in Section 5.

2 Previous Work

2.1 Elastic Net

Elastic net is a regularization and variable selection method [8],which is the
generalization of lasso [7],but elastic net outperforms lasso on real world data
and encourages a grouping effect where strongly correlated predictors tend to be
in or out of the model together.
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Suppose that the data set has K samples with P predictors. Let y =
(y1, ..., yK)T be the response and X = (x1, ..., xP ) be the model matrix, where
xj = (x1j , ..., xKj)T , j = 1, 2, ..., P, are the predictors.We assume that the re-
sponse is centered and the predictors are standardized.

For any fixed non-negative λ1 and λ2, the naive elastic net criterion is defined
as follows

L(λ1, λ2, β) = ||y −Xβ||22 + λ2||β||22 + λ1|β|1, (1)

where ||.||2 and |.|1 represents l2 and l1 norm respectively. The naive elastic net
estimator β̂ is the minimizer of equation (1)

β̂ = arg min
β
{L(λ1, λ2, β)}. (2)

Let θ = λ2/(λ1 + λ2),then solving β̂ is equivalent to the optimization problem

β̂ = arg min
β
||y −Xβ||22, (1− θ)|β|1 + θ||β||22 ≤ t. (3)

for some t > 0. We generally call the function (1−θ)|β|1 +θ||β||22 the elastic net
penalty, which is a convex combination of the lasso and ridge penalty. If θ = 1,
the naive elastic net becomes simple ridge regression, similarly naive net becomes
lasso problem for θ = 0. In this paper, 0 < θ < 1.

If define an artificial data set y∗, X∗ by

X∗
(N+P )×P = (1 + λ2)−1/2

(
X√
λ2I

)
, y∗

(N+P ) =
(

y
0

)
,

let γ = λ1/
√

1 + λ2 and β∗ =
√

1 + λ2β. Then the naive elastic criterion can be
written as

L(γ, β) = L(γ, β∗) = ||y∗ −X∗β∗||22 + γ|β∗|1, (4)

and therein
β̂∗ = arg min

β∗
L{(γ, β∗)}.

Since the naive net estimator appears to incur a double amount of shrinkage
which does not help to reduce the variances much and introduces unnecessary
extra bias. Then the elastic net estimator ˆβen are defined by

β̂en =
√

1 + λ2β̂∗.

The elastic net regression improves not only the interpretability of prediction
variables but also the generalization of the model for prediction. Sparsity makes
the predictive variables easy to be explained and help us find the deep infor-
mation among variables. Especially if there is a group of variables among which
the pairwise correlations are very high, elastic net tends to choose all correlative
variables as a group into or out of the model. For prediction of unknown data,
elastic net outperforms lasso and ridge regression. We will show that SPCA
obtains sparse prediction variables by elastic net regularization.
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2.2 Sparse Principal Component Analysis

Zou, et al, firstly introduced sparse principal component analysis (SPCA) [6].
PCA can be formulated as a ridge regression optimization problem, then sparse
loadings are obtained by imposing the lasso constraint on the regression
coefficients.

Let the data X be a K × P matrix, where K and P are the number of
observations and the number of variables, respectively. Without loss of generality,
assume the column means of X are all zeros. Suppose SVD of X as

X = UDV T ,

where T means transpose. U are the principal components (PCs) of unit length,
and the columns of V are the corresponding loadings of the principal components.
The following theorem presents a ”self-contained” regression-type criterion to
derive principal components [6].

Theorem 2.1. Consider the first L principal components and let α and β be
P × L matrices. Xi denote the i−th row vector of the matrix X. For any λ > 0,
let

(α̂, β̂) = arg min
α,β

n∑
i=1

||Xi − αβT Xi||22 + λ

L∑
j=1

||βj ||22 (5)

subjet to αT α = IL, Then β̂i ∝ Vi for i = 1, 2, · · · , k.

Theorem 2.1 effectively transform the PCA problem to a ridge regress problem.
To obtain sparse loadings, lasso penalty is added into the criteria (5) and consider
the following elastic net regularization problem

(α̂, β̂) = arg min
α,β

n∑
i=1

||Xi − αβT Xi||22

+λ

L∑
j=1

||βj ||22 +
L∑

j=1

λ1,j |βj |1 (6)

subject to αT α = Ik.
Choose appropriate λ1 and λ1,j , a sparse solution β̂ is obtained, hence the

sparse vector V̂i = β̂

|β̂| with unit length which is an approximation of Vi. is also
obtained Then SPCA is transformed to a optimization problem by elastic net
constraint for fixed α. The problem (6) can be solved by an alternatively min-
imization algorithm to minimize the SPCA criterion. Detailed numerical algo-
rithm to realize SPCA is seen in [6].

SPCA has been applied in gene expression for it’s sparsity which is easier to
interpret the results and find the important genes. Also, sparsity can improve the
generalization of learned model and avoid over-fitting. So if the sparsity is con-
sidered in palmprint recognition, better recognition results should be obtained.
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Although SPCA can calculated efficiently when the number of variables is far
greater than the number of samples , it is still difficult to be used if they are all
in large scale.

2.3 Two-Dimensional Principal Component Analysis

2dPCA is firstly proposed by Yang et al [4]. Compared with 1-d PCA, 2dPCA is
based on 2-d image matrices and easier to evaluate the covariance matrix accu-
rately. Instead of transforming image matrices firstly before projection, 2dPCA
directly projects original image matrices into low dimensional vector space to
keep maximum variance of corresponding image data.

Let Ak ∈ Rm×n(k = 1, 2, ..., K) represent training image matrices, Ā =
1
K

∑K
k=1 Ak be the average image matrix, βL ∈ Rm and βR ∈ Rn are the left and

right projection vectors respectively. Then the left and right image covariance
matrix can be evaluated by

SL =
1
K

K∑
k=1

(Ak − Ā)(Ak − Ā)T , (7)

SR =
1
K

K∑
k=1

(Ak − Ā)T (Ak − Ā). (8)

Then the problem of searching optimal projection direction is transformed to
calculate the eigenvector of maximum eigenvalue of image covariance matrices
SL and SR. In this paper, 2dPCA represents bidirectional 2dPCA which uses
both image matrices. Because the dimension of image covariance matrices are
far smaller compared with the 1-d case, it is more efficient and effective than
PCA.

3 Two-Dimensional Sparse Principal Component
Analysis

In this section, the framework of two-dimensional sparse component analysis(
2dSPCA) and the algorithm of realization are introduced. Based on the idea of
2dPCA and SPCA, 2dSPCA is naturally proposed which contains the advantages
of them. The main technique of 2dSPCA is performing SPCA by using image
covariance matrices SL and SR instead of XT X . Since the dimensionality of
SL or SR is far less than XT X , then 2dSPCA can be solved efficiently. To the
best of our knowledge, this is the first to impose sparsity constrains on image
covariance matrices directly.

For fixed α, the optimization problem (5) can be transformed to solve the
following naive elastic net problem for j = 1, 2, · · · , L

βj = arg min
β∗

(β∗)T (XT X + λ)β∗ − 2αT
j XT Xβ∗ + λ1,j |β∗|1. (9)

Hence if given α, it amounts to solve L independent elastic net problems to get
sparse loadings.
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On the other hand, if β is fixed, we should maximize TrαT (XT X)β subject
to αT α = Ik, whose solution can be obtained by SVD. If β = UDV T , then
α̂ = UV T .

It is particular to note that both PCA and SPCA depend on X only through
XT X . Since XT X/n is actually the sample covariance matrix of variables. There-
fore if the covariance matrix is known, we can use covariance matrix to replace
XT X . For two-dimensional principal component analysis, SL and SR are left
and right image covariance matrices, which is similar to traditional covariance
matrix, but the number of SL or SR is very smaller than that of traditional
covariance matrix.

Now in community of palmprint recognition, we replace XT X by image co-
variance matrix SL or SR, we have the following criterion of two-dimensional
sparse principal component analysis (2dSPCA) in equation (6),

βL
j = arg min

β∗
(β∗)T (SL + λ)β∗ − 2αT

j SLβ∗ + λ1,j |β∗|1, (10)

and
βR

j = arg min
β∗

(β∗)T (SR + λ)β∗ − 2αT
j SRβ∗ + λ1,j |β∗|1. (11)

By LARS algorithm [9], sparse projection vectors βL and βR can be solved
efficiently. Suppose BL = (βL

1 , βL
2 , ..., βL

p ), where βL
i (i = 1, 2, ..., p) represent the

projective vectors corresponding to the largest p eigenvalues of SL. Similarly we
define BR = (βR

1 , βR
2 , ..., βR

q ) where βR
j (j = 1, 2, ..., q) represent the projective

vectors corresponding to the first q eigenvalues of SR. Next we define

Y = (BL)T ABR,

here Y is the low dimensional representation of image A which can be used for
the consequent classification task.

λ is a very small positive number to overcome potential collinearity of X, the
optimal value can be determined by cross validation, but it is generally set to
1×10−6 for computation efficiency. Experiments show that the solution tends to
become stable when λ is close to this value. λ1,j is used to compromise between
variance and sparsity, which is automatically selected by LARS algorithm, ac-
tually the main parameter we need to determine is the ||β||l1 which controls the
sparsity of β and can be estimated by the l1-norm of eigenvectors corresponding
the traditional PCA.

4 Experimental Results

To evaluate the performance of our technique, the PolyU palmprint Database [5]
comprising 100 individual palms captured by CCD-based device was used. Six
samples from each individual was collected in two sessions, where three samples
were captured in the first session and the other three in the second session. The
average interval between the first and the second collection was two months.
Some typical samples in this database are shown in Fig.1.
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Fig. 1. Samples palmprint from PolyU database

In our experiment, We randomly select three images each subject as training
data while the remaining three are deployed as testing data, the size of each
cropped image is 128×128 pixels. The nearest neighbor classifier (NN) with Eu-
clidean metric is used for classification. The recognition rate is calculated as ratio
of the number of successful recognition and the total number of test samples. Ex-
periments are repeated 10 times, and final recognition rate is the average value
of the results. we compare the performance of the 2dSPCA, 2dSPCA+LDA,
2dPCA and 2dPCA+LDA according to different numbers of feature dimension
from 5 to 9. Experiments have been performed on an Intel Pentium 4 2.66GHz
Windows machine with 2GB memory.

Table 1. Average Recognition Rate on PolyU Palmprint Database(%)

Method dim=5 dim=6 dim=7 dim=8 dim=9 sparsity
2dPCA 80.00±3.85 82.47±3.10 83.60±2.63 84.27±2.52 84.13±2.83 No
2dSPCA 81.60±4.75 83.31±3.69 83.47±2.72 84.13±2.71 84.33±2.86 Yes

2dPCA+LDA 83.60±4.15 86.13±3.69 87.73±3.48 88.40±2.02 88.87±2.19 No
2dSPCA+LDA 83.60±4.95 87.00±4.09 88.07±3.52 88.60±2.24 88.13±2.63 Yes
(∗)±(∗∗): (∗)represents recognition rate, (∗∗) represents standard deviation.

The comparison results are recorded in Table 1. the average recognition
rates of both 2dSPCA and 2dSPCA+LDA increase at low dimension and then
get stable at higher dimension, the average recognition rates of 2dSPCA are
greater than or very close to 2dPCA, the similar conclusion is also obtained for
2dSPCA+lda and 2dPCA+lda. The best results of 2dSPCA is 84.33% at dimen-
sion 9 while the recognition rate is 84.27% at dimension 8. For 2dSPCA+LDA,
it is 88.60% at dimension 8, which is almost same as 2dPCA+LDA (88.87% at
dimension 9). But the projection vectors obtained by 2dPCA and 2dPCA+LDA
are not sparse while 2dSPCA and 2dSPCA+LDA are sparse. It means that
2dSPCA and 2dSPCA+LDA achieve better or comparable performance com-
pared with 2dPCA and 2dPCA+LDA respectively although they make use of
less features, and sparsity also means less time and space costs which is bene-
fits for online application. Since 2dPCA works by rows and columns instead of
pixel points, so our 2dSPCA algorithm also reserves this advantage which keeps
the locally geometric information of images. The transformed features by sparse
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projection vectors are constructed by row and column features, which is easily
to interpret the structure of new features because of the sparsity of projection
vectors.

5 Conclusion

In this paper, in order to overcoming the disadvantages of traditional PCA al-
gorithm in palmprint recognition, we proposed a novel feature extraction tech-
nique 2dSPCA which absorbs the advantages of SPCA and 2dPCA. Our method
obtains sparse projection by solving a elastic net optimization problem under
regression framework which is equivalent to PCA. Sparsity avoids the affect
of over-fitting and improves the generalization, also provides a feasible access
to interpret the meaning of each component structure. 2dSPCA considers the
two-dimensional geometric structure of images and keep more discriminant in-
formation than traditional approach. Because of the use of image covariance
matrices, the number of dimension is reduced significantly, and the realization
for palmprint recognition becomes applicable for online test. Both 2dSPCA and
2dSPCA+LDA achieve satisfied results on PolyU palmprint database.
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Abstract. To clarify the manifold roles of a protein among different protein 
complexes and to reveal the diversity of information transmission among these 
complexes, essential elements, tasks, process and experiment are represented. 
The proposed method benefits exploring potential physiological function  
of a protein and clarifying how it contributes to the diversity of information 
transition. 

Keywords: Multifunctional protein, information transmission diversity. 

1   Introduction 

Proteins often associate in the same space and time to form stable complexes and 
work together to achieve a physiological function [1]. A single kind of protein can not 
usually achieve a physiological function without participating in a particular protein 
complex. A protein performs its biochemical functions by interacting briefly with 
other proteins [1]. The principle of function homogeneity indicates that proteins in the 
same complex are more likely to own homothetic function. Protein complexes can be 
used to investigate physiological function of unfamiliar proteins [2]. A major concern 
for a multifunctional protein is that the more complexes it participates in the more 
potential physiological functions it dedicates to. New physiological function of the 
multifunctional protein may be discovered along this clue. The diversity of informa-
tion transmission for a protein is represented by its connection between complexes as 
their intersection. This connection indicates the information transmission between 
complexes. The more complexes this protein connects the more important it as a mes-
senger. When investigating the diversity of the physiological function and the infor-
mation transmission for a single protein, it more focused on the protein as a group 
member rather an individual works because this protein usually contributes to a 
physiological function in a particular complex. 
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2   Basic Idea 

Definition 1 (Maximal clique): A clique is a complete subgraph. A maximal clique 
is defined as a set of vertexes that make up a complete subgraph and is not a subset of 
any larger complete subgraph [3, 4]. 
 

Definition 2 (Similarity): Given a graph set H={H1, H2, …, Ht}, the similarity of 
these graphs is defined as follows:  

similarity (H1, H2, …, Ht) = λ1 
1 2

1 2

| ( ... ) |

min{| ( ) |, | ( ) |, ..., | ( ) |}

∩ ∩∩
t

t

V H H H

V H V H V H
 + 

λ2
1 2

1 2

| ( ... ) |

max{| ( ) |, | ( ) |, ..., | ( ) |}

∩∩ ∩
t

t

V H H H

V H V H V H
 

where
1 2

1λ λ+ = , H1, H2, …, Ht are compete graphs, |V(Hi) | is the number of nodes 

in Hi and i= 1, 2, …, n. 
There is a value of ti that corresponds t o Hi satisfies corollary 2. This makes Hi 

corresponds to a point (ti, S(H1, H2, …, Ht, ti)) on the image of the function S(H1, H2, 
…, Ht, λ). And the set of all graphs corresponds to the discrete point set on the image 
of the function S(H1, H2, …, Ht, λ), that is {H1, H2, …, 

Ht}
( )1 2, ,..., ,λ⎯⎯⎯⎯⎯⎯→tS H H H

Graph{( ti, S(H1, H2, …, Ht, ti))}. 
 

Definition 3 (Equivalence): Given a graph set H={H1, H2, …, Ht}, the equivalence 
relationship of any two graphs Hi ∼ Hj is defined as Hi ∼ Hj ⇔|1- V(Hi)/V(Hj)|≤ S(H1, 
H2, …, Ht, ti) or |1- V(Hj)/V(Hi)| ≤ S(H1, H2, …, Ht, tj), i, j = 1, 2, …t. The intersection 
set H1 ∩H2∩…∩Ht reflects the similarity among these graphs. Nodes anot in the 
intersection indicate the difference among these graphs. The smaller ratio of the dif-
ference to the similarity, the more rational these graphs be put into one equivalent 
category. 
 

Definition 4 (Quotient set): Given a graph set H={H1, H2, …, Ht}, its quotient set 
(H, ~) can be defined as (H, ~)={[Hk] | [Hk] = { Hj | Hj ~Hk }}. 

The major steps of irregular community discovery can be formalized as follows: 

Task 1: (Maximal clique discovery) Find out all maximal cliques in a network G, 
with Cmax{c1, c2, …, ck}, for ∀ci, cj ∈Cmax, ci≠cj, ci ⊄ cj, and cj ⊄ ci. 
Task 2: (Establish the quotient set of a clique set) Establish the quotient set for a 
network G and its the maximal clique set Cmax={c1, c2, …, ck}. 
Task 3: (Sub-graph Scrubbing) If elements contain only one member graph and no 
node appears in other graphs, they are removed from the quotient set in Task 2. 
Task 4: (Sub-graph combination and rebuilding quotient set) If an element in the 
quotient set in task 2 contains more than two graph members with the same similarity, 
these graphs are combined into a new one. Then we rebuild the quotient set. 
Task 5: (Analizing potential function and diversity of information transmission) 
Take the result of task 4 the quotient set, the potential function of multiproteins and 
their multifold roles in diversity of information transmission are analyzed with other 
means. 
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3   Proposed Method 

3.1   Sub-graph Scrubbing 

As to task 1, if given a PPI network, the first step is to recognize the maximal cliques 
from a given PPI network according to the DFS algorithm in graph theory [5]. In a 
recursive manner, we design a process that explores a vertex v in the PPI network and 
checks whether the vertex and its adjacent ones s could constitute a clique until all 
cliques that include v are found out. For task 2, the quotient set is established according 
to definition 3. It is actually a categorizing process as demonstrated in Fig 1. In this 
example, the maximal clique set is {H1, H2, H3, H4}, where V(H1)={1,4,5,6,7}, 
V(H2)={1,4,5,6,7} V(H3)={1,2,3}, V(H4)={ 1,5,6,7,9}and V(H5)={10,11,12}. Accord-
ing to definition 3, H1, H2, H4 are put into the same equivalent class and H3 are put into 
another equivalent class. This is because |1- V(Hi)/V(H1)| = 0 < S(H1, H2, H3, H4, t1)=4/5 
(i=2,4) and |1- V(Hj)/V(H3)|= 2/3 > S(H1, H2, H3, H4, t3)=1/3 (j=1,2,4). And H5 do not 
meet any cliques in this case so that [H5] should be a candidate element of the quotient 
set. Thus [H1, H2, H4], [H3] and [H5] are all candidate elements for the quotient set. 
 

 

Fig. 1. Establish the quotient set of a clique set and sub-graph Scrubbing 

Furthermore, it is noticeable that [H5] contains only one isolated sub-graph and the 
nodes of H5 do not appear in other sub-graphs. [H5] could be a unwanted noise because 
it impossible for [H5] to participate in subsequent probe into manifold roles of multi-
functional proteins. Thus, [H5] is removed from the quotient set. Node 1 acrosses more 
than one sub-graphs so that [H3] and [H1, H2, H4] should keep in the quotient set. 

3.2   Quotient Graph Combination 

Each element of the quotient set is consisted of several sub-graphs, where the intersec-
tion of any two sub-graphs is nonempty with the matchable node number. To explore 
potential function of multifunctional proteins and their multifold roles in information 
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transmission, we merge sub-graphs of the same quotient set element into a new one. In 
this way, a one-to-one correspondence relationship is established between the newly 
combined graph set and the original quotient set. For example, if [H1]={H1, H2}∈(H, 
~), it means that we denotes the combined graph as [H1]. It holds that |V([H1])| = 
|V(H1)| + |V(H2)| - |V(H1∩ H2)|. The intersection of sub-graphs works among protein 
complexes is emphasized by this quotient graph combination, which gives a neat 
viewpoint on observable objects. 

3.3   Protein’s Potential Function and Diversity of Information Transmission 

An equivalent class containing similar sub-graphs indicates a specific physiological 
function. If a sub-graph embodies a protein complex in an equivalent class, the poten-
tial function of a multifunctional protein is investigated under the circumstances of 
these complexes’ intersection because this multifunctional protein joins several com-
plexes in different equivalent classes. With our iterative approach, the equivalent 
classes that a common protein stay in can be discovered, which implies the potential 
new physiological function for this protein. In this process, each element of the quo-
tient set keeps a one-to-one correspondence relationship with a physiological function. 

We use the set of generated quotient elements EF to represent newly combined 
sub-graphs that indicate emergent function. It holds that EFinital= EF0=(H, ~)initial and 
EFi+1= (H, ~)i+1 − ((H, ~) i+1∩(H, ~) i), i=0, 1, …, n-1. If an equivalent class can be 
transformed into another one by combining its member sub-graphs, these two equiva-
lent classes are regarded to be identical. Then, the cardinality of EF is used to indicate 
the newly appeared function. If the interaction round is n, the cardinality of EF in the 
i-th round is |EFi|, i=1, 2,…, n. It satisfies that |EF0|>|EF1|>…|EFi-

1|>|EFi|>|EFi+1|…>|EFn|. We denote AF= 
i

0=

∑
n

i

EF to indicate the aggregate of physio-

logical function that involves in the iterative process. Likewise, the importance of a 
given protein P in information transmission is that it connects different equivalent 
classes of a quotient set. We denote the number of these equivalent classes in the i-th 
round interaction as ti. Thus the number of permutation and combination of these 
protein groups containing the protein P in the i-th round interaction is 

ADi= 2 3 i

i i i
......+ + + =t

t t tC C C 2 it -ti-1, which indicates the diversity of information 

transmission via the protein P. And the aggregate of these diversities throughout the 

iterative process is denoted as AD = i

0=

∑
n

i

AD . 

4   Experiment 

An experimental case of a PPI network segment from IntAct is used to clarify the pro-
posed method [6]. There are 582 proteins in this network. The task 1 identifies 20 
maximal cliques and 4 clique groups where cliques connects with each other in a group 
but do not connect with cliques outside this group. Table 1 illustrates the case of itera-
tive quotient graph combination as stipulated tasks in section 2, where the clique i are 
denote as Gi, i=1, 2, …, n. This table describes the states of the intersectant sub-graphs, 
the initial quotient set and 4 round interaction of quotient graph combination. 
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Table 1. The case of iterative quotient graph combination 

Group intersectant sub-graphs initial quotient set
1 G1,G2,G3,G4,G5 [G1,G2],[G3,G5],[G4]
2 G6,G7,G8,G9 [G6,G7],[G8],[G9]
3 G10,G11,G12,G13 [G10,G11],[G12],[G13]
4 G14,G15,G16,G17,G18,G19,G20 [G14,G15],[G16,G17],[G18],[G19],[G20]

Group 1st round iteration 2nd round iteration
1 [G1-2],[G3-5,G4] [G1-2],[G3-5-4]
2 [G6-7,G8],[G9] [G6-7-8],[G9]
3 [G10-11,G12],[G13] [G10-11-12, G13]
4 [G14-15],[G16-17,G18],[G19],[G20] [G14-15],[G16-17-18,G19],[G20]

Group 3rd round iteration 4rd round iteration
1 [G1-2],[G3-5-4] [G1-2],[G3-5-4]
2 [G6-7-8],[G9] [G6-7-8],[G9]
3 [G10-11-12-13] [G10-11-12-13]
4 [G14-15],[G16-17-18-19,G20] [G14-15],[G16-17-18-19-20]  

 
Specially, the iterative quotient graph combination for the group 3 in Table 1 is 

demonstrated in Fig. 2 to indicate the multifunction of the protein P and the diversity 
of information transmission via P, i.e., the number of permutation and combination of 
these protein groups containing P in the i-th round interaction. We denote AF and AD 
for the group 3 as AF-3 and AF-3 respectively. The values of AF-3 in the initial group 
3 and 3 rounds of the iterative quotient graph combination are 3, 4, 5 and 5. And the 
values of DF-3 in the initial group 3 and 3 rounds of the iterative quotient graph com-
bination are 11, 15, 16 and 16. AF-3 and DF-3 indicate the manifold roles in connect-
ing different protein groups with different potential physiological function. With other 
methods of phytophysiology & biochemistry, this diversity benefits discovery of 
proteins’ new function and exploration of how a multifunctional protein works in 
connecting protein complexes and the physiological function they commit to. 

 

 
(a) Diversity of information transition via 
protein P in the initial sub-graph group 3 

(b) Diversity of information transition 
across sub-graph group 3 via protein P 
after 1st round iteration 

Fig. 2. Protein P connected diversity of information transition in sub-graph group 3 throughout 
the iteration of quotient graph combination in Table 1 
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(c) Diversity of information transition across 
sub-graph group 3 via protein P after 2nd 
round iteration 

 

(d) Diversity of information transition 
across sub-graph group 3 via protein P 
after 3rd round iteration 

Note. The permutation and combination of protein groups containing the protein P in the  
i-th round interaction indicates the diversity of information transmission via the protein P. 

Fig. 2. (continued) 

A total of 4 sub-graph groups involve the quotient graph combination in Table 1. 
Fig. 3 records the aggregate process of physiological function AD and the permutation 
and combination of sub-graphs via some multifunctional proteins, which expresses 
multifunctional proteins’ contribution to the diversity of information transmission 
among protein complexes. 

 

 
(a)Aggregate of physiological function (b)Permutation and combination of sub-

graphs via some multifunctional proteins 

Fig. 3. Discovery of physiological function and diversities of information transmission through-
out the whole iterative quotient graph combination 

5   Conclusions 

With the novel method, we explore the issue of how to clarify the manifold roles of a 
protein among different protein complexes and reveal the diversity of information 
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transmission among these complexes. Metric measurement of AF and AD benefit 
discovering potential physiological function of a protein and clarifying how it con-
tributes to the diversity of information transition among different protein complexes. 
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Abstract. Understanding the recognition mechanism of protein complexes is a 
challenging task in bioinformatics and computational biology. We have devel-
oped a novel energy based approach for identifying the binding site residues in 
protein–protein, protein-RNA and protein-DNA complexes. In protein-protein 
complexes, the residues and residue-pairs with charged and aromatic side 
chains are important for binding. These residues influence to form cation–π, 
electrostatic and aromatic interactions. In protein-RNA complexes, the posi-
tively charged, polar and aromatic residues are important for binding. These 
residues influence to form electrostatic, hydrogen bonding and stacking interac-
tions. The positive charged and polar residues are preferred to bind with DNA 
in protein-DNA complexes. These results provide an overall view of binding in 
protein complexes. Our observations have been verified with the experimental 
binding specificity of protein-protein and protein-nucleic acid complexes and 
found good agreement with experiments.  

Keywords: protein-protein, protein-RNA, complex, interaction energy, binding 
propensity, binding free energy change. 

1   Introduction 

The interactions of proteins with other molecules, such as proteins, DNA, RNA,  
carbohydrate and ligand are important for most of the cellular processes in living 
organisms. Protein-protein interactions have been approached on two aspects: (i) large 
scale studies on protein-protein interaction networks and (ii) understanding the prin-
ciples and predicting the binding sites using protein-protein complex structures. The 
latter approach has also been applied to protein-DNA and protein-RNA complexes. 
Unraveling the mechanisms of protein-protein, protein-nucleic acid and protein-ligand 
are fundamental problems, which would aid in function prediction and drug design. 

The availability of protein-protein, protein-RNA and protein-DNA complex struc-
tures in Protein Data Bank [1] enables researchers to analyze their binding sites in 
terms of atomic contacts, amino acid composition, preference of residues, secondary 
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structures, solvent accessibility, flexibility, electrostatic interactions, hydrophobic 
contacts, hydrogen bonding and van der Waals interactions [2-10]. On the other hand, 
several methods have been proposed for identifying the binding sites in protein-
protein, protein-RNA and protein-DNA complexes [11-18]. In most of these studies, 
binding sites have been defined with a criteria based on the contacts between the 
partners in protein complexes [11,12,14-17]. The atomic contacts between any atoms 
or heavy atoms in a pair of proteins or protein-RNA/DNA as well as the distances of 
2.5 Å-6.0Å have been used to assign the contacts. These criteria include the repulsive 
interactions in which two residues or residue-nucleotide pairs are close to each other. 
In addition, these pairs with different distances have been treated as the same manner. 

In this work, we have developed a new approach based on interaction energy for 
defining the binding sites. We observed that the binding sites are dominated with 
aromatic and charged residues indicating the importance of electrostatic, aromatic and 
cation-π interactions in protein-protein complexes. In protein-RNA complexes, the 
binding sites are dominated with positively charged, aromatic and polar residues indi-
cating the importance of electrostatic, hydrogen bonding and aromatic interactions. 
The dominance of charged and polar residues are noticed in protein-DNA complexes.  

2   Materials and Methods 

2.1   Dataset  

We have developed non-redundant datasets of 153 protein-protein, 81 protein-RNA 
and 212 protein-DNA complexes from the information available in the literature [19-
21]. In order to avoid the bias in the dataset, have sufficient number of data and obtain 
reliable of results we have used the conditions, sequence identity and resolution to 
construct the datasets. All complex structures have been solved with better than 3Å 
resolution and the sequence identity is less than 25%, 35% and 35%, respectively.  

2.2   Computation of Interaction Energy 

We have calculated the interaction energy between atoms in protein complexes using 
AMBER potential [22]. It is given by: 

Einter = Σ [(Aij/rij
12 – Bij/rij

6) + qiqj/εrij] (1) 

where Aij = εij
*(Rij

*)12 and Bij = 2 εij
*(Rij

*)6; Rij
* = (Ri

* + Rj
*) and εij

* = (εi
* εj

*)1/2;  R* 
and ε* are, respectively, the van der Waals radius and well depth and these parameters 
are obtained from Cornell et al. [22]; qi and qj are, respectively, the charges for the 
atoms i and j, and rij is the distance between them. We have used the distant depend-
ent dielectric constant (ε = rij) to take account of the dielectric damping effect of the 
Coulomb interactions, as used in other studies on protein complexes [23]. 

2.3   Binding Propensity 

The binding propensity for the 20 amino acid residues in protein-protein, protein-
RNA and protein-DNA complexes has been developed as follows: we have computed 
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the frequency of occurrence of amino acid residues in binding sites (fb) and in the 
protein as a whole (ft). The binding propensity (Pbind) is calculated using the equation: 

Pbind(i) = fb(i)/ft(i)  (2) 

where, i represents each of the 20 amino acid residues.  

2.4   Binding Segments  

The residues identified as binding sites have been analyzed in terms of binding seg-
ments. It is based on the number of consecutive binding residues in amino acid se-
quences. For example, a 4-residue binding segment has a stretch of four consecutive 
binding residues.  

3   Results and Discussion 

3.1   Occurrence of Amino Acid Residues at Various Ranges of Interaction 
Energies 

In a protein complex, we have computed the interaction energy (Eqn. 1) of each resi-
due in a protein with all residues in a ligand (protein, RNA or DNA). The total per-
centage of residues at different intervals of interaction free energies are displayed in 
Figure 1. In this figure, we present the results obtained with protein-protein, protein-
RNA and protein-DNA complexes.  

In protein-protein complexes, we observed that 10.8% of the residues have strong 
interactions with the interaction free energy of <-1 kcal/mol. On the other hand, 6.2% 
of residues have repulsive energies and 77% of the residues have the interaction en-
ergy in the range of -0.3 to 0 kcal/mol, which might be due to the presence of residues 
that are far away in 3D structures. We have compared the results with those obtained 
with distance based criteria for defining binding site residues and noticed significant 
differences between them. Only 28% residues are common to each other and this 
result indicates the importance of considering the energy between different atoms to 
define the binding residues. In addition, 4% of the residues have strong repulsive 
energies and all these residues have been identified as binding residues in distance 
based criteria, which are not probable binding residues in protein-protein complexes. 

 

Fig. 1. Occurrence of amino acid residues in different ranges of interaction energies in protein-
protein, protein-RNA and protein-DNA complexes 
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Fig. 2. Binding propensity of amino acid residues in protein-protein, protein-RNA and protein-
DNA complexes 

In protein-RNA complexes, we observed that 7.6% of the residues have the inter-
action free energy of < -1 kcal/mol, which is less than that in protein-protein com-
plexes. For the same dataset, the distance based method showed 6.1% of residues as 
binding sites with the cutoff of 3.5Å.  

In protein-DNA complexes, we observed that 8.7% of the residues have strong in-
teractions with nucleotides. Distance based method identified 7.9% of total residues 
as binding sites. 

3.2   Binding Propensity of Residues in Protein Complexes 

We have computed the binding propensity in protein complexes and the results for 
protein-protein, protein-RNA and protein-DNA complexes are presented in Figure 2.  

In protein-protein complexes, the aromatic as well as positively charged residues 
highly contribute to interact between protein partners, indicating the importance of 
cation-π, aromatic and electrostatic interactions. The comparison between protein-
protein and protein-RNA complexes showed that the residues, Asp, Cys, Glu, Phe, 
Ile, Leu, Met, Val, Trp and Tyr have remarkably high contribution in protein-protein 
complexes. These residues prefer to form electrostatic, hydrophobic and aromatic 
interactions in protein-protein complexes. On the other hand, the residues Arg, His, 
Lys, Asn, Tyr, Gln and Ser highly contribute for the interaction between protein and 
RNA. Interestingly, these residues belong to positively charged, polar and aromatic 
groups, which form electrostatic, hydrogen bonds and aromatic interactions with 
RNA. In protein-DNA complexes, positive charged residues are more dominant than 
protein-protein and protein-RNA complexes. Further, polar residues prefer to interact 
with DNA in the form of hydrogen bonds. 

3.3   Binding Segments in Protein Complexes 

We have analyzed the binding residues in terms of “continuous stretch” in amino acid 
sequence. The lengths of continuous binding residues are termed as binding segments. 
The binding segments have been analyzed in protein-protein, protein-RNA and pro-
tein-DNA complexes. In protein-protein complexes, about half of the binding  
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Fig. 3. Frequency of occurrence of (a) amino acid residues (left) and (b) nucleotides (right) at 
various lengths of binding segments in protein-RNA complexes. The data with distance and 
energy based criteria are shown. 

segments are accommodated with single amino acid residues, which showed that the 
neighboring residues are non-binding. Similar trend is also observed with distance 
based criteria used to identify the binding sites. The two and three-residue segments 
have 25% and 8% of the binding segments, respectively.  

In protein-RNA complexes, 58% of the binding segments are accommodated with 
single amino acid residues (Figure 3a). The two and three-residue segments have 24% 
and 8% of the binding segments, respectively. The frequency of binding segments 
based on continuous stretch of nucleotides obtained with energy based and distance 
based approaches in protein-RNA complexes are shown in Figure 3b. We noticed that 
the percentage of binding segments accommodated with one, two, three, four and  
five nucleotides are respectively, 17%, 15%, 15%, 16% and 11%. This result reveals 
that a stretch of nucleotides in RNAs prefers to interact with amino acid residues in 
proteins [24]. Protein-DNA complexes have similar behavior to that of protein-RNA 
complexes. 

3.4   Contribution of Different Types of Atoms in Protein Complexes 

In order to understand the importance of main chain and side chain atoms for binding 
we have analyzed the contribution of interaction energy due to different atoms in 
protein-protein, protein-RNA and protein-DNA complexes. The results are presented 
in Figure 4.  

 

Fig. 4. Contributions of different atoms in protein-DNA, protein-RNA and protein-protein 
complexes; N: nitrogen, C: carbon, O: oxygen and S: sulfur 
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We noticed that the contributions of side chain atoms are twice to that of main 
chain atoms in protein-protein complexes. This result indicates the importance of 
electrostatic, aromatic and cation-π interactions formed by the side chain atoms  
of proteins and DNA/RNA in protein-protein and protein-nucleic acid complexes. 
Further, the main chain atoms of DNA and RNA have appreciable interactions with 
side chain atoms in protein-RNA and protein-DNA complexes, indicating their role in 
the formation of electrostatic interactions.  

3.5   Comparison with Experiments 

We have compared the results obtained in this work with experimental binding free 
energies of protein-protein and protein-nucleic acid complexes. This has been done 
with the data on changes in binding free energy upon amino acid substitutions.  

The search on protein-protein interactions thermodynamic database [25] showed 
the presence of 68 unique mutations, which have the difference in binding free energy 
of >2 kcal/mol. We observed that 32 of them are aromatic and positive charged. On 
the other hand only seven residues are hydrophobic. This result demonstrates the 
importance of electrostatic, cation-π and aromatic interactions for the recognition of 
protein-protein complexes.  

The search on protein-nucleic acid interactions thermodynamic database [26] 
showed the presence of 72 unique interactions, which have the binding free energy of 
< -1kcal/mol. We observed that the majority of the mutants are due to the replacement 
of aromatic (19 mutants), charged (19 mutants) and polar (16 mutants) residues. Only 
few hydrophobic mutants and residues with similar chemical behavior caused the 
binding free energy change of < -1kcal/mol. This result demonstrates the importance 
of electrostatic, hydrogen bonds, cation-π and aromatic interactions for the recogni-
tion of protein-RNA complexes. Our computational analysis revealed the importance 
of these interactions, showing good agreement with experiments.  

4   Conclusions 

We have developed an energy based approach to identify the binding sites and impor-
tant interactions for the recognition of protein-protein, protein-RNA and protein-DNA 
complexes. This approach can be commonly used for all macromolecules interacting 
with proteins. We have delineated the binding site residues using the cutoff interac-
tion energy of -1kcal/mol. Our analysis showed the important residues for binding in 
protein complexes. Further, the binding residues have been analyzed in terms of bind-
ing segments. Most of the binding residues preferred to be in single residue segments. 
On the other hand, the nucleotides prefer to be in multiple nucleotide segments.  
The atomic contributions revealed that the side chain atoms are prevalent than main 
chain atoms in protein-protein complexes and the importance of phosphate atom in 
the main chain of DNA and RNA. The important interactions have been compared 
with experimental binding free energy change and we observed good agreements with 
experiments.  
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Abstract. Discovering functional modules in a protein-protein interaction (PPI) 
network is very important for understanding the organization and function of 
the related biological system. The main strategy for this discovery is to translate 
the PPI network into a mathematical graph which can be analyzed with graph 
theory. In this paper, we propose a Density Based Merging Search (DBMS)  
algorithm to discover the complexes of a PPI graph corresponding to the func-
tional modules in the PPI network. The DBMS algorithm starts from a single 
vertex with the highest density of connecting, then adds it’s neighbor vertexes 
with the sufficiently high density of connecting one by one, and finally obtain 
one complex when there is no vertex to be added. The same DBMS procedure 
can be conducted on the rest of the vertexes in the PPI graph till all the  
complexes are found out. It is demonstrated by the experiments on six PPI data-
sets that the DBMS algorithm is efficient for discovering the complexes of a 
PPI network. 

Keywords: PPI network; complex; vertex; connecting rate; filter. 

1   Introduction 

With the development of proteomics technology, a great number of large data sets of 
protein-protein interactions (PPI) have been accumulated from the proteomic experi-
ments. Actually, a PPI dataset describes a PPI network within a living cell. Recent 
studies [1] have shown that a large PPI network consists of some complexes which 
correspond certain functional modules with clear biological meanings. So, it is very 
important and significant to reveal the structure of a large PI network and find out the 
existing complexes in it.  

As a PPI network can be considered as an interaction graph, a complex can be 
mathematically represented as a densely connected subgraph in it. In this way, the 
discovery of the complexes is equivalent to the search of these densely connected 
subgraphs in the whole PPI interaction graph. To this end, several efficient algorithms 
have been proposed from different aspects, but they can be generally divided into the 
splitting and merging search categories. 

                                                           
∗ Corresponding author.  
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In the splitting search, the algorithm starts from the whole PPI interaction graph.  
It splits the graph into certain subgraphs of densely connecting, and then checks 
whether these subgraphs fit the conditions of a complex. If some subgraphs satisfy the 
conditions, we accept them as the complexes. If some subgraphs do not satisfy the 
conditions, we can further split them into smaller subgraphs of densely connecting, 
and continue this splitting until all the complexes are finally founded. A typical  
example of the splitting search is the GN algorithm [2] based on the Hierarchical 
Clustering. The HCS (Highly Connected Sub-graph) algorithm [3] is another example 
of this stream, which classifies the vertexes into subgraphs based on the similarity 
between each pair of vertexes. The RSNC (Restricted Neighborhood Search Cluster-
ing) algorithm [4] is also a such kind of method by implementing a cost based cluster-
ing mechanism to identify the complexes. 

As for the merging search, the algorithm starts from the most densely connected 
vertex, extends it into a complex by adding the densely connected vertexes until no 
such vertex can be founded. Then, the merging search carries on the rest of vertexes 
and continues the same procedure till all the complexes are found. A representative of 
the merging search is Newman’s Fast Algorithm [5], which conducts the merging 
process via an evaluation function Q such that a group of vertexes can be merged into 
a complex as long as Q has the largest increment. Inspired by Newman’s work, 
Clauset further proposed a greedy algorithm [6] which can be applied to very large 
networks. Recently, Bader and Hogue proposed the MCODE (Molecular Complex 
Detection) algorithm [8] which utilizes the concept of vertex weighting and can iden-
tify the complexes efficiently. 

In this paper, in light of the merging search we propose a Density Based Merging 
Search (DBMS) algorithm for discovering the complexes of a PPI graph with the help 
of the concept of vertex density of connecting. That is, by defining the connecting 
density for each vertex, we can find the densest vertex, search its neighbor vertexes 
with the high enough densities and finally find a complex in the graph. In the same 
way for the rest of the vertexes and step by step, we can find out all the complexes of 
the graph. It is demonstrated by the experiments on six PPI datasets that the DBMS 
algorithm is efficient for discovering the complexes of a PPI network. In comparison 
with the MCODE algorithm, the DBMS algorithm obtains a better result for discover-
ing the complexes, but it is computationally expensive. 

2   The DBMS Algorithm  

2.1   The Characteristics of a Complex 

A complex in a PPI graph should represent some functional module which involves a 
number of proteins densely connected together. That is, mathematically, a complex is 
certainly a densely-connecting subgraph of a graph. However, there has not been a 
unified definition of a complex yet. In fact, it was defined in different ways related to 
the complex search methods. For example, Brun [9] and Samanta [10] defined the 
degree of similarity between two interaction vertexes via their common neighbor 
vertexes, utilize these similarity degrees for clustering analysis and regard the clusters 
as the complexes. On the other hand, Watt et al. [11] defined the density of a graph  
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     Fig. 1. The PPI graph with five clear complexes        Fig. 2. The sketch of a complex 

and consider a dense subgraph as a complex. For graph G with n vertexes, the edges 
of G will be not more than emax=n(n-1)/2, when  G is an undirected graph, the edges 
of which have no directions. So,  d=e/emax  can be defined as the density of G, where 
e is the number of edges in G. We can define that G is dense when d is greater than a 
certain positive threshold. 

In some specific PPI graphs, we can easily find out these dense subgraphs and ac-
cept them as the complexes. Figure 1 gives such an example. However, in general, the 
dense subgraphs are not separated so clearly, especially when there are thousands of 
vertexes in the graph.  

Based on the proteomics experiments and biological experiences, we have the  
following characteristics of a complex: (1). No vertex belongs to two or more  
complexes. (2). A vertex belongs to a certain complex if it has a high degree. (3). A 
vertex with a low degree can be in a complex as a terminal vertex. In fact, as shown 
Figure 2, the most of the vertexes have one degree, but they can be in the complex. 
Moreover, if a vertex P belongs to a complex S, the most of the vertexes connecting 
to P are also in S.  

2.2   The Description of the DBMS Algorithm  

We begin to define the density of vertex p by 

2( ) / ,
p

p v p p
v U

d d dρ
∈

= +∑  
(1) 

where vd  is the degree of  the vertex v, 
p

U is a set of vertexes that are the neighbors 

of p. Obviously, we can filter the vertexes with a small density since they are generally 
isolated and do not belong to any complex. Here, a vertex is filtered out before the 
complex search if its density is less than 3. After then, we try to divide the remaining 
vertexes into some subgraphs in order to search the complexes. Actually, we further 
need the concept of correlation between a vertex and a dense subgraph or a complex S  
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which is assumed to consist of n vertexes, i.e., | |S n= . Given a vertex P, 
pd m= , 

we hope to identify whether P S∈ . Obviously, P belongs to S if most of P’s 
neighbors are in S. Suppose there are k vertexes of S connecting with P, so k n≤  
and 

pk d≤ , we define /c k n=  as the correlation degree of P to S. 

P belongs to S if c is large enough. Assume that P S∈ if 
b

c
n

≥ , so that P S∈   

if k b≥ . Clearly, b should increase with n, but the rate of increase should  
become relatively small. As we let b be proportional to logn , we then get 

m in { lo g , }b n f= , where f is a real number related with pd  to balance logn  

since it may be too large. In fact, if pd  is smaller than lo g n  and lo gb n= ,  P 

may not belong to S even if  most of the edges connecting to P are in S. In practice, we 
can set  

pf dλ= , where (0,1)λ ∈ .  

Given an undirected connected graph G (v, e), S is  a subgraph of G, and c is a 
constant. We consider S as a complex if for any vertex v  in S , /vk S c≥ , where 

vk  is the number of the neighbors of v  in S, and S  is the number of vertexes in S. 

In this way, we propose the Density Based Merging Search (DBMS) algorithm to 
discover the complexes one by one as follows. 

Step 1.  Let S = ∅ . 

Step 2.  Select a vertex P from G such that max{ }p v
v G

ρ ρ
∈

= , and let { }S S P= ∪ , 

N={The neighbors of the vertexes of S in G}, | |n S= . 

Step 3.  Select Q N∈ such that max{ }Q v
v N

ρ ρ
∈

= , and have 

(a).  If Qc c(n )≥ , then { Q }S S= ∪ ,  update N; 

(b).  If Qc < c ( n ) , then N N /{Q}= . 

Step 4. If N ≠ ∅ , go to 3. Otherwise, if N = ∅ , output S as a complex , and let 
G G S= − , filter out  G. If G = ∅ , stop. Else go to 1. 

Since |G| is decreased as each complex S is found in a search loop, the DBMS algo-
rithm will certainly converge in a finite iterations. As for the complexity of the DBMS 
Algorithm, we can consider the worst case to check whether each vertex belongs to S 

in N. It can be easily found that the time complexity of this step is 2( )O n . On the 

other hand, the time complexity for the filtering in the worst cases is 2( )O hn . There-

fore, the time complexity of the DBMS Algorithm is 3( )O hn . Moreover, we need a 

memory space with the size of  2( )O n  to store the set G, N and S. 
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3   Experiment Results 

3.1   The PPI Datasets 

A PPI dataset consists of a group of edges connecting two proteins. In some cases, the 
PPI datum even represents the strength of the edge, but here, we only consider 
whether two proteins are connected. So, it is easy to translate the PPI data into a PPI 
graph where each vertex serves as a protein. Moreover, for each vertex, we can get its 
neighbor set, i.e., the set of all the neighbors of it.   

For the experiments, we use two kinds of PPI datasets. The first kind of dataset is a 
simulated one as shown by Figure 1, in which there are 59 vertexes and 317  
edges. The second kind of datasets are eight real-world PPI datasets downloaded  
from The Database of Interacting Proteins (DIP: http://dip.doe-mbi.ucla.edu). Specifi-
cally, they are Celeg20090126, Dmela20090126, Ecoli20090126, Hpylo20090126, 
Hsapi20090126, Mmusc20090126, Rnorv20090126, and Scere20090126.  

In the experiments, we will compare the DBMS algorithm with the we will take 
CODE algorithm whose code is downloaded from: http://www.baderlab.org/Software/ 
MCODE/. 

3.2   Simulation Results 

We begin to implement the DBMS algorithm on the simulated dataset, i.e., the  
PPI graph given by Figure 1.  We set the base of the logarithm is the natural number 

e , and 0.5,λ = i.e., 0.4 pf d= . The results of the complex discovery by both  

the DBMS algorithm and the MCODE algorithm on this simulated dataset are given 
in Table 1.  

It can be found from Table 1 that both the DBMS and MCODE algorithms have 
found five complexes from the PPI graph, but those complexes of  the two algorithms 
are quite different in the way of content as well as the number of vertexes. By check-
ing these results with Figure 1, we have found that the complexes found by the 
DMBS algorithm are consistent with the five true complexes. However, the com-
plexes found by the MCODE algorithm are not so consistent with those true  
complexes. Therefore, we can consider the DMBS algorithm is more efficient than 
the MCODE algorithm on the complex discovery in this experiment.  

3.3   Experimental Results on the Real-World PPI Datasets 

We further implement the DBMS algorithm on the eight real-world PPI datasets and 
summarize the experimental results of complex discovery in Table 2, where #vexes 
denotes the number of vertexes in the PPI graph corresponding to the dataset, 
#Rvexes denotes the number of remaining vertexes in G at the end of the algorithm, 
#edges is the number of edges in the PPI graph, #Redges is the number of remaining 
edges connecting two vertexes in G at the end of the algorithm, #complexes denotes 
the number of complexes found by the algorithm, and  Size-LC denotes the size, i.e., 
the number of vertexes in the largest complex. 
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Table 1. The complex discovery results of the DBMS and MCODE algorithms on the simu-
lated PPI dataset, where each column represents a complex found. The blank fill with yellow is 
the vertexes not be handled by MCODE, and the blank fill with blue is the vertexes which are 
misclustered by MCODE. 

The   DBMS algorithm The  MCODE Algorithm 

1S  2S  3S  4S  5S  1S  2S  3S  4S  5S  

taf60 pap1 cdc23 pat1 rpt1 hfi1 cft1 apc11 lsm7 rpn11 
ngg1 cft2 cdc16 dcp1 rpn5 taf90 ysh1 apc1 lsm2 rpn5 
spt8 yk059 apc1 kem1 rpn10 ngg1 cft2 apc2 lsm6 rpn8 
spt3 cft1 apc11 lsm7 rpt3 taf25 pfs2 cdc23 dcp1 rpt1 

taf25 pta1 apc5 lsm6 rpn11 spt8 
yk05
9 cdc16 lsm8 rpn10 

spt20 ref2 cdc27 lsm4 rpn6 cdc23 pti1 apc5 rpn6 rpn6 
tra1 fip1 apc9 lsm3 rpn3 spt20 pap1 doc1 lsm5 rpt3 

gcn5 pfs2 cdc26 lsm2 rpn8 tra1 
rna1
4 rpt1 lsm4 rpn3 

taf17 yth1 apc2 lsm5 rpt6 gcn5 glc7 apc4 lsm3 rpt6 
hfi1 ysh1 apc4 lsm1   spt3 yth1 cdc27 kem1   
ada2 pti1 doc1 lsm8   rna14   apc9     
taf90 glc7       spt15   cdc26     
taf61 rna14       taf61         
spt7         taf17         
spt15         ada2         
     spt7         
     taf60         
15 13 11 11 9  17  10  12  10 9  

Table 2. The experimental result of complex discovery by the DBMS algorithm on the eight 
real-world PPI datasets 

Dataset #vexes #Rvexes #edges #Redges #complexes Size-LC 

Celeg 2643 2098 4043 2278 159 637 
Dmela 7494 6403 22872 6651 513 375 
Ecoli 1559 1399 7002 5769 21 1282 
Hpylo 704 590 1424 601 48 60 
Hsapi 1755 1176 2171 1468 141 99 
Mmusc 709 372 633 364 62 17 
Rnorv 237 115 199 106 22 11 
Scere 4965 4309 17612 8102 230 438 

 
Specifically, we give some typical experimental results of complex discovery in 

Figures 3-6, respectively. The PPI graph of the dataset Rnorv20090126 is given in 
Figure 3, while 22 complexes found by the DBMS algorithm are shown in Figure 4. It 
can be observed clearly that all the possible complexes are correctly found.  

According to the experimental results on those eight real-world PPI datasets,  
we find that the DBMS algorithm is applicable for complex discovery. Moreover,  
the DBMS algorithm generally outperforms the MCODE algorithm on complex  
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discovery, which can be demonstrated by the experimental results shown in Figures 5 
for the datasets Rnorv20090126, respectively. Actually, in Figure 5, we can find that 
the complexes found by the DBMS algorithm are more reasonable than those found 
by the MCODE algorithm.   

In a summary, the DBMS algorithm can be efficiently implemented to discover the 
complexes in a PPI graph or dataset. Moreover, it is even better that the MCODE 
algorithm in certain cases.  

 

    

Fig. 3. The PPI graph of forRnorv20090126 Fig. 4. The complexes found Rnorv20090126 

 
(a)                                             (b)                                        (c) 

Fig. 5. The comparison between the DBMS and MCODE algorithms on Rnorv20090126. (a). 3 
complexes (circled clusters) found by the MCODE algorithm. (b). The true complexes given in 
the dataset for check. (c). The complexes found by the DBMS algorithm.  
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5   Conclusions  

We have investigated the discovery of the functional modules or complexes in a pro-
tein-protein interaction (PPI) network or graph and have proposed the density based 
merging search algorithm to discover the complexes for a PPI dataset. The DBMS 
algorithm is a kind of merging search procedure which combines the highly con-
nected vertexes from any vertex with the highest density step by step to form a  
complex. It is demonstrated by the experiments on both simulated and real-world PPI 
datasets that the DBMS algorithm is applicable and efficient for complex discovery 
and even outperforms the MCODE algorithm.  
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Abstract. Transmembrane proteins are difficult to crystallize owing to
the presence of lipid environment and the number of membrane protein
structures deposited in Protein Data Bank is limited. Hence, computa-
tional techniques become essential and powerful tools to aid biologists
for understanding the structure and function of membrane proteins.

We propose an architecture for discriminating transmembrane α-helical
proteins and transmembrane β-barrel proteins from genomic sequences,
and then predict their transmembrane segments with Z-coordinate idea
and RBF networks regression techniques.

In the discrimination of transmembrane proteins, our approach has
correctly predicted the transmembrane proteins with a cross-validated
accuracy of more than 98% in a set of 5888 proteins, which contain 424 α-
helical proteins, 203 β-barrel proteins, and 5261 globular proteins. Also,
our method showed a TM-segment recall of 97.3% in a independent set
of 41 α-helical proteins. The improvement of TM-segment recall is more
than 9% when comparing with other modern α-helix transmembrane
segment predictors.

1 Introduction

Transmembrane (TM) proteins perform a diverse variety of functions, includ-
ing the transport of ions and molecules across the membrane, bind to small
molecules at the extra cellular space, recognize the immune system and energy
transducers. Generally, the functions of proteins are well understood from their
structures. However, due to the complex architecture of membrane proteins with
lipid environment it is difficult to crystallize them. Consequently, the number of
membrane proteins deposited in Protein Data Bank (PDB) is only 2% compared
with globular proteins. Hence, computational tools are necessary to understand
the structure and function of membrane proteins.

The discrimination of membrane proteins and predicting their membrane
spanning segments have been achieved with several methods including statisti-
cal analysis, amino acid properties, hidden Markov model and machine learning
techniques [4,5,6]. These methods showed different levels of accuracy with their

D.-S. Huang et al. (Eds.): ICIC 2010, LNCS 6215, pp. 642–649, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. The architecture of proposed method for discriminating TMH and TMB pro-
teins from genomic sequences

own merits and limitations. Hence, it will be beneficial to develop a method to
predict the topology of membrane proteins with high accuracy.

In our earlier works, we have developed different methods based on RBF net-
works and PSSM profiles to discriminate transmembrane β-barrel (TMB) pro-
teins from other folding types of globular and membrane proteins and predicting
their membrane spanning β-strand segments [7,8]. In this work, we have proposed
an architecture, Fig. 1, for discriminating transmembrane α-helical (TMH) and
TMB proteins from a pool of TMH, TMB and globular proteins. The membrane
proteins have been further utilized to predict their membrane spanning α-helical
and β-strand segments in TMH and TMB proteins, respectively. Our method
showed an accuracy of 98% in discriminating TMH, TMB and globular proteins.
Further, the transmembrane α-helical and β-strand segments are predicted with
a segment overlap score (SOV) of 0.912 and 0.876, respectively. The residue-wise
prediction showed an accuracy of 87.4% and 86.2% in TMH and TMB proteins,
respectively. Our method could be effectively used for the structural studies on
membrane proteins in terms of discrimination and prediction.

2 Methods

2.1 Design of the Radial Basis Function Networks Classifier and
Regression

In this paper, we have employed QuickRBF package [12] for constructing RBF
network classifiers. Also, we adopted all default setting of QuickRBF package,
and everyone can download the package from the website to verify the results.

Also, we modified QuickRBF package to predict the real value of Z-coordinate.
The prediction process is often referred to as the regression process. However,
the basic network architecture of RBF classifiers and RBF regression is the same.

2.2 PSSM Profiles

In the structural point of view, several amino acid residues can be mutated
without altering the structure of a protein and it is possible that two proteins
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have similar structures with different amino acid compositions. Hence, we have
adopted the Position Specific Scoring Matrix (PSSM) profiles, which have been
widely used in protein secondary structure prediction, subcellular localization
and other bioinformatics problems with significant improvement [7,13].

In this paper, we use PSSM profiles and window size 15 to generate 300
dimensions input vector as input features of RBFN classifier. Every element of
PSSM profiles is also scaled by 1

1+e−x , where x means the original value of PSSM
profiles.

2.3 Z-Coordinate

Z-coordinate is the distance from the center of the membrane for each residue of
transmembrane segment. That is, the Z-coordinate of residue which in the middle
of transmembrane segment is 1, and the residue next to the middle residue is 2,
and so on.

In [15], authors introduced Z-coordinate idea on the prediction of transmem-
brane segment of α-helical proteins, and they have shown that the distance to the
center of the membrane can be predicted with acceptable accuracy for residues
in a-helical membrane proteins. Comparing to the traditional residue base pre-
diction, Z-coordinate idea can provide the information of physical distance from
membrane surface to interior, instead of the traditional label of belonging to the
transmembrane segment or not.

3 Results and Discussion

3.1 Datasets

In our earlier study [7,5], we have used a set of 208 transmembrane β-barrel
(TMB) proteins, 674 globular proteins and 206 transmembrane helix (TMH)
proteins. Tusnady et al. [16] developed a data base of transmembrane proteins
(PDBTM), which has a set of 161 TMB and 893 TMH protein structures in
the latest version 2.2. We have combined the respective sequences from these
datasets and constructed a new set of proteins, which have less than 40% se-
quence identity using the program CD-HIT. Further, the dataset has been refined
with BLAST and verified that no two sequences have the identity of more than
40%. The final dataset contains 203 TMB, 424 TMH, and 667 globular proteins,
and we name this dataset “Dataset 1”. Further, we obtain 5261 globular proteins
from ASTRAL database [19] with the sequence identity of less than 25%. By
using these 5261 globular proteins, we generate “Dataset 2”. Also, we eliminate
“Dataset 1” and “Dataset 2” with less than 20% sequence identity to generate
“Dataset 3” and “Dataset 4”. In Table 1, we list the statistics of four datasets.

Further, PDBTM contains a list of transmembrane α-helical and β-barrel
proteins and their membrane spanning segments with crystal structure. We have
collected all transmembrane proteins in the latest version of PDBTM and culled
them to get the non-redundant set of proteins. The program, BLAST has been
used to obtain the non-redundant set of proteins and these proteins have the
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Table 1. The statistics of datasets in transmembrane proteins discrimination

Dataset 1 Dataset 2 Dataset 3 Dataset 4
id <40% id <40% id <20% id <20%

TMH 424 424 297 297
TMB 203 203 127 127
Globular 667 5261 195 4889

Globular proteins of Dataset 2 and Dataset 4 are collected from ASTRAL.

Table 2. The statistics of datasets in TM-segment prediction of membrane proteins

Validation Dataset Independent test set Total

TMH 152 41 193
TMB 26 6 32

sequence identity of less than 30%. The final dataset has 32 non-redundant β-
barrel membrane proteins, and 193 α-helical membrane proteins. We select 41
α-helical proteins and 6 β-barrel proteins as our independent test set, and use
other membrane proteins as our validation data. Table 2 lists the statistics of
datasets used in the topology prediction of membrane proteins.

3.2 Discrimination of α-Helical and β-Barrel Transmembrane
Proteins from Other Proteins

We have examined the predictive power of the present method for discriminating
transmembrane proteins from four datasets. The results are presented in Table 3.
We observed that our method could discriminate the TMH with the accuracy
of 95.0% and the TMB with the accuracy of 97.4% in “Dataset 1”. Also, the
sensitivity of TMH and TMB are 88.0% and 89.2%, respectively. In addition,
the specificity and precision are all higher than 90%.

Then, with “Dataset 2”, which has a lot of globular proteins as negative
samples. We also have good prediction accuracy, but the precision of TMB
is from 94.3% to 79.1%. Since the proportion of transmembrane proteins and

Table 3. Results of transmembrane proteins discrimination

Sensitivity Specificity Precision Accuracy MCC
Dataset 1 TMH 88.0% 98.4% 96.4% 95.0% 0.89

TMB 89.2% 99.0% 94.3% 97.4% 0.90
Dataset 2 TMH 88.4% 98.8% 85.4% 98.1% 0.86

TMB 89.7% 99.2% 79.1% 98.8% 0.84
Dataset 3 TMH 87.9% 93.8% 92.9% 91.0% 0.82

TMB 90.6% 95.7% 84.6% 94.7% 0.84
Dataset 4 TMH 84.5% 99.1% 84.2% 98.2% 0.83

TMB 80.3% 98.2% 52.6% 97.8% 0.64
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globular proteins in “Dataset 2” is similar to real case scenario of bacteria ge-
nomic sequences, we can understand the prediction power may good enough for
practical use.

In addition, we have examined the influence of datasets for discriminating
transmembrane proteins using a subset of sequences obtained with less than
20% sequence identity and the results are presented in last two rows of Table
3. We noticed that the different measures (sensitivity, specificity, accuracy and
MCC) showed a similar trend to that obtained with previous dataset with 40%
identity. However, the precision of TMB in “Dataset 4” is only 52.6% because
we may lost too much information of TMB with less than 20% identity.

3.3 Transmembrane Segment Prediction in α-Helical and β-Barrel
Proteins

The results for predicting the transmembrane segment of transmembrane pro-
teins are presented in Table 4. First of all, we can discuss the experimental
result of segment prediction in β-barrel proteins. We have involved the idea of
Z-coordinate [15] and RBF network regression techniques to predict transmem-
brane segments, and the prediction performance is at the same level of [8]. In
Table 5, our proposed method has showed 96.0% TM-segment recall and 95.8%
TM-segment precision of 26 proteins validation set. However, by using proposed
method in this work, we can not only provide the prediction performance, but
also provide a simple output model to help biologist to understand the architec-
ture of whole protein.

Table 4. Results of TM-segment prediction in TMHs and TMBs with segment level

TMH TMB
Validation Data Independent Data Validation Data Independent Data

Observed TM-Segments 555 149 379 90
Predicted TM-Segments 556 153 380 92
TM-Segment TP 533 145 364 85
TM-Segment FP 23 8 16 7
TM-Segment FN 22 4 15 5
TM-Segment Precision 95.9% 94.8% 95.8% 92.4%
TM-Segment Recall 96.0% 97.3% 96.0% 94.4%
SOV1 0.915 0.911 0.908 0.913
SOV2 0.911 0.843 0.859 0.755
SOV 0.912 0.861 0.876 0.793

SOV1: SOV1 means SOV of TM-Segment. SOV2: SOV2 means SOV of non-TM-Segment. SOV: SOV

means SOV of all segments of sequence.

Table 5. Results of TM-segment prediction in TMHs and TMBs with residue level

TMH TMB
Validation Data Independent Data Validation Data Independent Data

Sensitivity 79.6% 79.3% 81.1% 87.1%
Specificity 91.5% 94.0% 89.2% 88.8%
Accuracy 87.4% 89.7% 86.2% 88.3%
MCC 0.72 0.75 0.70 0.73
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Table 6. Comparison of α-helical segments prediction with SVMtop in segment level

Validation Data Proposed Method SVMtop
Observed TM-Segments 555 555
Predicted TM-Segments 556 527
TM-Segment TP 533 505
TM-Segment FP 23 22
TM-Segment FN 22 50
TM-Segment Precision 95.9% 95.8%
TM-Segment Recall 96.0% 91.0%
SOV1 0.915 0.853
SOV2 0.911 0.838
SOV 0.912 0.843
Independent Data Proposed Method SVMtop
Observed TM-Segments 149 149
Predicted TM-Segments 153 138
TM-Segment TP 145 131
TM-Segment FP 8 7
TM-Segment FN 4 18
TM-Segment Precision 94.8% 94.9%
TM-Segment Recall 97.3% 87.9%
SOV1 0.911 0.846
SOV2 0.843 0.831
SOV 0.861 0.835

Table 7. Comparison of α-helical segments prediction with SVMtop in residue level

Validation Data Proposed Method SVMtop
Sensitivity 79.6% 82.8%
Specificity 91.5% 84.0%
Accuracy 87.4% 83.6%
MCC 0.72 0.65

Independent Data Proposed Method SVMtop
Sensitivity 79.3% 81.7%
Specificity 94.0% 88.3%
Accuracy 89.7% 86.4%
MCC 0.75 0.68

In the experiment of α-helical transmembrane segment prediction, our method
can predict correctly 533 segments from 555 segments in 152 proteins validation
set, so the TM-segment recall is 96%. With 41 proteins independent data, our
method correctly identified 145 transmembrane segments among the 149 ex-
perimentally observed α-helix segments. The precision and recall for segment
prediction are 94.8% and 97.3%, respectively.

We also list the results of residue level of transmembrane segment prediction
in Table 6. With independent data, the prediction accuracy of TMH segments
and TMB segments are 89.7% and 88.3%.

We have compared the performance of α-helical transmembrane segment pre-
diction with SVMtop [24] in Table 7. With the validation set, our method has
the same level of TM-segment precision with SVMtop, but the improvement of
TM-segment recall is about 5%, from 91.0% to 96.0%. The improvement of TM-
segment recall is even more with the independent data, from 87.9% to 97.3%,
more than 9%. In Table 8, we also compared the performance in residue level
of proposed method and SVMtop. The results are consistent between validation
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data and independent data. Our proposed method has shown more than 3%
improvement of accuracy.

4 Conclusions

We have developed a novel approach for identifying the transmembrane pro-
teins and predicting their transmembrane segments. Our method could be effec-
tively used for understanding the topology of transmembrane proteins in terms
of transmembrane proteins identification and predicting their transmembrane
segments.
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Abstract. Feature extraction is viewed as an important preprocessing step for 
pattern recognition, machine learning and data mining. Neighborhood rough set 
(NRS) based feature extracting algorithm is able to delete most of the redundant 
and irrelevant features, which avoid the step of data discretization and hence 
decreased the information lost in preprocess. In this paper, we firstly introduce 
the basic definitions and operations of NRS, and propose a palmprint recognition 
method based on NRS. The neighborhood model is used to reduce the attributes 
and extract the recognition features. Experimental results on PolyU palmprint 
database demonstrate that the proposed method is effective and feasible for 
palmprint recognition. 

Keywords: Rough set, Neighborhood rough set, Palmprint recognition, Attribute 
reduction.  

1   Introduction 

The key step of the palmprint recognition task is how to effectively reduce the dimen-
sionality of the palmprint images and extract recognition features. Recently, many 
feature extracting methods have been successfully applied to palmprint recognition 
[1-12]. Because the palmprint images are more sensitive to the orientations and  
illumination conditions, and there are a lot of noisy points and outliers in palmprint 
image dataset, so the recognition rates by the original palmprint recognition algorithms 
are not high.  

Rough set theory, proposed by Pawlak (1982) [13,14], can be seen as a mathematical 
approach for vague problems, which has been receiving wide attentions from re-
searchers in both theory and applications, and have been applied mainly in data mining 
tasks like recognition, recognition, clustering and feature selection. An important 
concept is attribute reduction in rough sets theory. Attribute reduction is to keep the 
minimal attribute subset of information system, while keeping the same recognition 
capability of original attribute set. Given a dataset with discretized attribute values, it is 
possible to find a subset of the original attributes using rough sets that are the most 
informative and all redundancy attributes can be removed from the original dataset with 
minimal information loss. However, it is difficult to directly and effectively deal with 
real-value attributes such as palmprint image dataset. Although feature reduction in 
classical rough set theory is an effective reduction method, the attributes must be  
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discretized before reduction. But discretization of real-number attributes may cause 
information loss because the degrees of membership of numerical values to discretized 
values are not considered. While neighborhood rough sets (NRS) based feature ex-
tracting algorithm is able to delete most of the redundant and irrelevant features, which 
avoid the step of data discretization and hence decreased the information lost in pre-
process [15,16]. The NRS model is also a natural generalization of Pawlak’s rough set 
model, while NRS can be used to deal with the mixed numerical and categorical data 
within a uniform framework. In this paper, we introduce a NRS model and apply it to 
palmprint recognition. 

The rest of the paper is organized as follows. Section 2 briefly introduces the basic 
notions and operations of NRS. Section 3 proposes a palmprint recognition method 
based on NRS. Experimental results are given in Section 4. Finally, conclusions are 
drawn in Section 5. 

2   Neighborhood Rough Set 

Given an information system T = U A， , where U is a nonempty called sample space 

and finite set of samples { }1 2 nx x x, , . . . , , called a universe, A is a set of attrib-

utes{ }1 2 ma a a, , . . . , to characterize the samples. Especially, T is also called a decision 

table if A= C D∪ , where C is the set of condition attributes and D is the decision 
attribute. 

Given arbitrary Uxi ∈ and CB ⊂ , the neighborhood ）（ iB xδ  of ix  in feature 

space B is denoted as { }δδ ≤Δ∈= ），（，）（ jiBjjiB xxUxxx , where Δ is a metric 

function in subspace B . For Uxxx ∈∀ 321 ，， , Δ usually satisfy three metric  

functions: 

(1) ( ) ( ) 00 2121 =Δ≥Δ xxxx ，，， , if and only if 21 xx = ; 

(2) ( ) ( )1221 xxxx ，， Δ=Δ ; 

(3) ( ) ( ) ( )322131 xxxxxx ，，， Δ+Δ≤Δ .  

where (1) if 1p = , it is called Manhattan distance 1Δ ; (2) if 2p = ,it is called 

Euclidean distance 2Δ ; (3) if p = ∞ , it is called Chebychev distance. Here, we use the 

Manhattan distance.  

Given a neighborhood decision table ∪TN U ,C D,N= , 
1 2, , ..., cX X X are the 

sample subsets with decisions 1 to c , ( )B ixδ is the neighborhood information granules 

including ix , and is generated by gene subset *B G⊂ , then the lower and upper ap-

proximations of the decision D with respect to gene subset B are respectively defined as 

1
( ) ( ),

c

B B ii
Lower D Lower X

=
=∪ 1

( ) ( )
c

B B ii
Upper D Upper X

=
=∪              (1) 
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where ( ) { | ( ) , }B i B i iLower X x x X x Sδ= ⊆ ∈ is the lower approximations of the sample 

subset X with respect to gene subset B, and is also called positive region denoted 
by ( )BPos D which is the sample set that can be classified into one of the classes without 

uncertainty with the gene subset B. ( ) { | ( ) , }B i B i iUpper X x x X x Sδ φ= ∩ ≠ ∈ denotes the 

upper approximations, obviously ( )BUpper X S= . The decision boundary region of D 

to B is defined as ( ) ( ) ( ).B B BBn D Upper D Lower D= −  

Given a neighborhood decision table ∪TN U ,C D,N= , distance function Δ  

and neighborhood size δ , the dependency degree of D to B is defined as 

( )B B( D ) Pos D / Uγ =                                                 (2) 

where g  is the cardinality of a set. ( )B Dγ  reflects the ability of B to approximate D.  

Since ( )BPos D U⊆ , then 0≤ ( ) 1B D .γ ≤  If ( ) 1B Dγ = , we say that D depends 

totally on B  and the decision system is consistent in terms of Δ  and δ , otherwise D 

depends on B in the degree of .γ  If ( ) 1B Dγ < , we say that D depends partially. Here 

we define ( ) 0Dγ ∅ = . Given a neighborhood decision system ∪TN U ,C D,N= , 

B C ,⊆ a B∀ ∈ one can define the attribute significance of a in B 

as ( ) ( ) ( )B B aSig a,B,D D Dγ γ −= − . 

The above definition can be used to backward feature selection, where redundant 
features are eliminated from the original set of features one by one. Similarly, a 
measure applicable to forward selection can be written as 

( ) ( ) ( )B a BSig a,B,D D Dγ γ∪= − , a A B∀ ∈ −                            (3) 

Hu et al. [100] designed a novel feature selection method called forward attribute re-
duction based on neighborhood model (FARNeM) to select a minimal reduction. 

The NRS based on dependence function is chosen as the objective function for 
evaluating the goodness of the selected recognition feature subset mainly because it is 
computationally fast, and which is an important consideration given the very 
time-consuming nature of the search process, and it is no use the feedback information 
of test data in the training process. There is a parameterδ , which controls the size of 
neighborhoods, to be specified in the algorithm. To select appropriateδ , we should try 
different values of parameterδ from 0 to 1 with step 0.01 to gain the attribute subsets 
with high recognition accuracy.  

3   Palmprint Recognition Based on Neighborhood Rough Set 

One of the most important aspects of any pattern recognition technique is extracting 
inherent features in a dataset. Consequently any feature recognition technique would  
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only be as good as the features extracted from the pattern being analyzed. The difficulty 
in the process of feature extraction is compounded by the high dimensionality of the 
feature space. For a two dimensionality continuous function ( , )f x y � the moments 

and central moments of order (p+q) are defined as  

( , )p q
pqm x y f x y dxdy

+∞ +∞

−∞ −∞
= ∫ ∫                                        (4) 

( ) ( ) ( , )p q
pqm x x y y f x y dxdy

+∞ +∞

−∞ −∞
= − −∫ ∫                 (5) 

where , 0,1,2,...p q = ., 10 00 01 00/ , /x m m y m m= = . 

If ( , )f x y  is a digitial image, then (2) becomes  

( ) ( ) ( , )p q
pq

x y

x x y y f x yμ = − −∑∑                            (6) 

And the normalized central moments, denoted pqη , are defined as 

00/pq pq
γη μ μ=                                                                   (7) 

where ( ) / 2 1, 2,3,...p q P qγ = + + + = . 

The palmprint recognition system contains two stages: the off-line stage and the 
on-line stage. In the off-line stage, palmprint images of the different individuals to be 
verified are first processed by a feature extraction and attribute reduction module then 
the reduced features are stored as templates in a database for later use, where the rec-

ognition features are extracted by pqμ and the decision table is formed by pqμ , then the 

attributes are reduced by FARNeM [16]. In the on-line stage, a palmprint image of an 
individual to be verified first processed by a feature extraction and attribute reduction 
module; the reduced features are then fed to a matching module with one’s identity ID 
by 1-nearest-neighbor (1-NN) classifier, which matches them against one’s own tem-
plates in the database. 

4   Experimental Analysis 

The PolyU palmprint database contains 600 grayscale images of 100 different palms 
with six samples for each palm [4]. Six samples from each of these palms were col-
lected in two sessions, where the first three were captured in the first session and the 
other three in the second session. The average interval between the first and the second 
sessions is two months. In experiments, the central part of each original image was 
automatically cropped. The cropped images was resized to 128×128 pixels and pre-
processed by histogram equalization. Fig. 1 shows some images of two palms. 
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Fig. 1. 12 palmprint images of two palms 

The effectiveness of classical rough set method in categorical attribute reduction has 
been discussed in some literatures [15,16]. Here, we mainly show that the neighbor-
hood model [16] is applicable to the data with numerical attributes or heterogeneous 
attributes in this paper. In order to test FARNeM, we applied it to palmprint recogni-
tion, and show the recognition performances of the algorithm based on 10-fold cross 
validation, which is a widely used technique to test and evaluate recognition per-
formance. We randomly divide the samples into 10 subsets, and use nine of them as 
training set and the rest one as the test set. After 10 rounds, we compute the average 
value and variation as the final performance. In feature extraction, the parameters p  
and q is set to 10, respectively. Now, we test the effectiveness of the algorithms to 
recognize the palmprints in the PolyU palmprint database. The maxim average recog-
nition rate is 96.45%. 

Thresholdδ plays an important role in neighborhood rough sets. It can be consid-
ered as a parameter to control the granularity of data analysis. The significances of 
attributes vary with the granularity levels. Accordingly, the neighborhood based algo-
rithm selects different feature subsets. δ takes the value from 0.1 to 1 with step 0.02 to 
get different feature subsets. The part results are shown in Table 1. To validate the 
effectiveness of the proposed method, we compare with other palmprint recognition 
methods. Table 2 shows the performance comparison with other related work. The 
comparison results show that our method is effective and feasible. 

Table 1. The palmprint recognition results 
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Table 2. The palmprint recognition results 
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decomposition [4] 

Principal 
Lines [7] 

FARNe
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Recognition 
rate 

91.23 94.54 96.25 96.38 
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5   Conclusion and Future Work 

Reducing redundant or irrelevant features can improve recognition performance in 
most of cases and decrease cost of recognition. The classical rough set model is widely 
applied to feature selection and attribute reduction tasks. However, the attribute values 
needed to be discretized. The neighborhood rough set model can be used to deal with 
attribute reduction without discretization. In this paper, we applied the FARNeM al-
gorithm to palmprint recognition. The experiment results showed that the FARNeM 
algorithm is effective for palmprint recognition. The future work will be focused on 
constructing neighborhood classifiers with the proposed model to lay a foundation for 
neighborhood based learning systems, such as k-nearest neighbor methods and 
neighborhood counting methods.  
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Abstract. Over the last decade, the development of high-throughput techniques 
has resulted in a rapid accumulation of protein-protein interaction (PPI) data. 
However, the high-throughput experimental interaction data is prone to exhibit 
high level of false-positive and false-negative rates. It is therefore highly desir-
able to develop an approach to deal with these issues from the computational 
perspective. Meanwhile, as a variety of genomic and proteomic datasets be-
come available, they provide an opportunity to study the interactions between 
proteins indirectly. In this paper, we introduce a novel approach that employs 
the Logistic Regression to integrate heterogeneous types of high-throughput 
biological data into a weighted biological network. Then, a weighted topologi-
cal metrics of the network is devised to indicate the interacting possibility of 
two proteins. We evaluate our method on the Gavin’s yeast interaction dataset. 
The experimental results show that by incorporating heterogeneous data types 
with weighted network topological metrics, our method improved functional 
homogeneity and localization coherence compared with existing approaches. 

Keywords: Protein-protein Interaction, Multiple Data Sources, Weighted Net-
work Topology, False Positive, FSWeight, CD-DIST. 

1   Introduction 

The development of novel high-throughput techniques, such as mass spectrometry, 
yeast two-hybrid assays and affinity purification techniques, has been applied to char-
acterize PPI in genome scale and has generated a rapid accumulation of PPI data in 
the form of networks of interacting proteins [1]. Protein interactions play the crucial 
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roles, such as transferring signals, controlling the function of enzymes, in understand-
ing the functional and organizational principles of cellular machinery. The PPI  
network is useful in obtaining a systems-level understanding of cellular behavior and 
in context-based functional annotation of genes. Analysis on interactome is expected 
to obtain biological insights and enable us to collect comprehensive knowledge for 
the control mechanism and organization of a living cell.  

However, the high-throughput methods are prone to a high rate of false-positives, 
i.e. protein interactions which are identified by the experiment do not take place in the 
cell. It has been shown that the false positive rate of high-throughput yeast two-hybrid 
assays is about 50% [1]. Therefore, the PPI data needs to be validated with sophisti-
cated techniques, and computational analysis techniques for assessing and ranking 
reliability of protein interactions are highly desirable. A large number of such ap-
proaches have been introduced for eliminating unreliable interactions and increasing 
the reliability of protein interactome. Li et al [2] combined multiple heterogeneous 
biological evidences, including gene expression, genome context, functional annota-
tion, interaction domain, and network topology structure, to assign reliability scores to 
the human protein-protein interactions identified by high throughput experiments. 
Saito et al. developed two indices called IG1 and IG2 which use the local topology of a 
pair of proteins to rank their interaction probability [3]. Chen et al. introduced a novel 
measure called IRAP for assessing the reliability of protein interaction based on the 
underlying topology of the PPI network [4]. Similarly, an index called FS-Weight was 
firstly introduced by Chua et al. to predict protein functions [5]. It can be used to as-
sess the reliability of protein interactions base on the number of common partners of a 
pair of proteins. Another simple measure is the Czekanowski-Dice distance (CD-
DIST) [6]. Both of these two indices are initially proposed to predict protein functions, 
and lately have been shown that they usually outperforme IG and IRAP on large-scale 
protein interaction networks for assessing the reliability of protein interactions [1]. 

Although these approaches have yielded satisfactory results, they generally either 
employ multiple biological data source or topological information of PPI network. In 
this paper, we attempt to combine heterogeneous data sources with weighted network 
topological metrics for repurification of the highly erroneous experimentally derived 
protein interactomes. 

2   Materials and Methodology 

In this section, we first describe datasets used in this paper. Then we represent how to 
integrate a variety of genomic and proteomic datasets to derive confidence scores for 
binary PPI network, and describe how to devise a novel topological metric based on 
weighted network. 

2.1   Datasets  

We use Gavin’s yeast protein interaction dataset in our experiments [7]. After remov-
ing duplicate interactions and self interactions, the dataset contains 8663 interactions 
involving 1708 proteins. In addition to the PPI data, there are many other types of 
genomic and proteomic data sources which can reflect the interactions between  
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proteins indirectly. For example, it has been demonstrated that most of interacting 
protein pairs are co-expressed. Protein interactions involve physical associations be-
tween protein domains, therefore, it will be more reliable if an interaction has a pair  
of interaction domains [8]. From genome sequences, we can also infer functional 
linkages for pairs of proteins. It has also been shown that other data source such as 
essentiality, homology derived PPI, transcription factor binding data provide partial 
information about the protein interactions [8]. In this study, we integrate above six 
types of biological evidences to assign reliability weights to yeast PPI identified by 
high-throughput experiments.  

For a Logistic Regression model, the golden standard positive (GSP) and golden 
standard negative (GSN) training datasets are required to train the LR model and 
compute the model parameters. We use the hand-curated protein complexes in the 
MIPS reference database as our GSP training set [9]. Unlike GSP dataset, it is impos-
sible to find a confirmed GSN training dataset on a large scale. Here, we use a ran-
dom set of protein pairs which located in different cellular localization. Finally, we 
collect 12279 GSP and 19641036 GSN protein pairs to train LR model, which is used 
to compute the reliability score of PPI network.  

2.2   Integrating the Confidence Scores from Heterogeneous Data Sources by 
Logistic Regression 

The Logistic Regression (LR) model has recently been adopted for estimating the 
probability of occurrence of an event by fitting data to a logistic curve [8]. In this 
study, a LR model is used to integrate the confidence scores of six types data sources 
to calculate the linkage weights of PPI networks. A LR model involves some inde-
pendent variables which are used to predict a dependent variable (outcome).  
As stated, the model tries to compute the probability of protein interacting based on 
heterogeneous data sources. The selected independent variables are gene expression, 
essentiality, genome sequences, homology derived PPI, transcription factor binding 
data and protein domain interaction data. These variables are assumed to have a role 
in predicting the protein interactions.   

In our case, the dependent variable is a probability variable representing the pres-
ence or absence of protein interaction. The relationship between the occurrence and 
its dependency on several variables can be written as: 

-1/(1 )zp e= +  or /(1 )z zp e e= +                                  (1) 

where p is the probability of an event occurring. In our study, p is the estimated 

probability of protein interaction. The probability varies from 0  to 1 on an S-shaped 
curve and z  is the linear combination. The linear combination z  can be written as: 

0 1 1 2 2 ... n nz b b x b x b x= + + + +                                        (2) 

where ( 0,1, 2, ..., )ix i n=  denotes the score of data source i , 0b  is the intercept of 

the model and the ( 0,1, 2, ..., )ib i n=  is the slope coefficient of the logistic regres-

sion model. The parameters 0b  and ib  are determined using a maximum-likelihood 
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method. The linear model characterizes a logistic regression with the probability of 
protein interaction on the independent variables of other heterogeneous data sources. 

2.3   Weighted Topological Metric   

A protein interaction network can be represented as a non-directed graph ( , )G V E= , 

where V  denotes a set of vertices and E  denotes a set of edges ( , )x y . For each 

subset Y of V , let ( )YΓ be the set of vertices outside of Y which are connected to Y : 

( ) { \ | , ( , ) }Y x V Y y Y x y EΓ = ∈ ∃ ∈ ∈                                 (3) 

and ( ) ( )Y Y YΓ = ∪ Γ . Let ( )E Y  be the set of internal edges in Y V∈ : 

( ) {( , ) }E Y x y E x Y and y Y= ∈ ∈ ∈                                (4) 

It has been shown that a pair of genuine interacting proteins are generally expected to 
have common cellular roles and proteins that have common interaction partners have 
a high chance of sharing a common function, which means protein pairs having many 
common interaction partners are more likely to be functionally linked; thus they are 
more likely to be true positive interacting pairs [10]. Christine B. et al used an index 
called Czekanowski-Dice distance (CD-Dist) for the purpose of protein function pre-
diction from protein interaction networks [6]. The CD-Dist index of two proteins x  
and y  can be written as: 

( ), ( )

( ) ( )

( )
( , )

x y

x y
CD Dist x y

Γ Γ

Γ Γ

Δ
− =

+
                                    (5) 

where Δ denotes the symmetric difference between two sets of proteins. The pairs of 
interacting proteins that are highly ranked by CD-Dist index are more like to be true 
positives. Conversely, the pairs of proteins that are lowly ranked are likely to be false 
positives. For example, previous work has shown that using CD-Dist, which assesses 
the strength of functional association, to eliminate unreliable interactions improves 
the performance of clustering algorithms. The most interesting feature of the CD-Dist 
is that it is able to rank the reliability of an protein interaction using only the topology 
of the interactions between that pair of proteins and their neighbors within a short 
radius in a PPI network [4]. 

Although CD-Dist index is originally proposed for protein function prediction, it is 
also suitable as an index for assessing the reliability of PPI [5]. However, one  
major limitation of using original CD-Dist to assess the reliability of PPI is that it is 
devised based on the unweighted networks and the weights of the interactions are not 
considered. Exploring the information that weights hold allows us to further our un-
derstanding of networks. As we saw earlier, the edges of PPI network are assigned 
reliability scores which can be interpreted as a probability of protein interaction. The 
successful applications of integrating heterogeneous data have proved that weighted 
biological network is superior to binary PPI network [8]. Therefore, a new dissimilar-
ity measure which allows to analyze weighted PPI network is highly desirable.  
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Following JB Angelelli’s work [11], a weighted CD-Dist index, denoted 

( , )WD x y , can be computed by considering the interaction weight of a weighted 

biological network. We consider two weighted network ( , )w x y+Γ  and ( , )w x y−Γ . The 

index wD+  corresponds to the graph ( , )w x y+Γ , where the weight between x  and 

y is ( , )x yω , and the index wD−  corresponds to the graph ( , )w x y−Γ , where there is no 

edge between x  and y . Thus, the weighted CD-Dist index can be written as 

( , ) ( , ) ( , ))

( , ) ( , )
( , )

( , ) ( , ) ( , )

( , ) ( , )
( , ))

( , ) ( , ) ( , )

( , ) (1 ( , )

4 2

2
(1

2 2

W w w

s V

s V

s V

s V

D x y x y x y

x s y s
x y

x s y s x y

x s y s
x y

x s y s x y

D x y D x yω ω

ω ω
ω

ω ω ω

ω ω
ω

ω ω ω

+ −

∈

∈

∈

∈

= × ×

−
×

+

−
×

+

+ −

= +
+ − ×

+
−

+ − ×

∑
∑

∑
∑

            (6) 

where ( , )x yω is the weight between x  and y  in the biological network. V denotes 

all the proteins in the network. We can see that the smaller the ( , )WD x y is, the more 

likely the two proteins, x  and y , interact with each other. The reliability of the pro-

tein pairs can be assessed on the basis of WD  value. 

3   Experimental Results 

In this section, we compare the performance of our approach with IG [3], CD-Dist [6] 
and FS-Weight [10] which are considered as three typical topology-based methods for 
assessing the reliability of protein interactions.  

By the “guilt-by-association” principle, interacting proteins usually share common 
functional role or localize in the same cellular components. Therefore, we use the 
degree of functional homogeneity and localization coherence of protein pairs to 
evaluate our method. In the study, the Gene Ontology (GO) based annotations  
were used to calculate functional homogeneity and localization coherence. The three 
organizing principles of GO terms are biological processes, molecular functions and 
cellular components. Here we use the first two taxonomies of the GO terms for  
functional homogeneity calculation, and the last taxonomies of the GO terms for lo-
calization coherence calculation.  

We study the impact of eliminating unreliable interactions which defined by WD  

value. We eliminate interactions whose WD  values are larger than a given threshold 

and compute the rate of interacting protein pairs with common function roles and 
cellular localization. The similar procedures are applied to the other three methods. 
Fig. 1 shows the functional homogeneity and localization coherence of the interac-
tions in yeast dataset ranked using aforementioned four methods. We show that the 
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proportion of interacting proteins with a common functional role increases in WD  

index filtered interaction data. The similar effect is observed for common cellular 
localization. As can be seen, all of the four methods can achieve a significant im-
provement. We noticed that our method performs better than IG, CD-Dist and  
FS-Weight. The performance of CD-Dist method is comparable to that obtained by 
FS-Weight approach. For example, in terms of function homogeneity, it can be seen 
from Fig.1 (a) that over 99% of the top 10% of protein interactions ranked by the 
proposed method have a common cellular role and about 95% of them have a com-
mon subcellular localization. In contrast, about 95% and 91.5% of the top 10% of 
interacting pairs ranked by FS-Weight and CD-Dist share a common function and 
subcellular localization respectively. As shown in Fig.1 (a) and (b), IG method per-
forms worst among these four approaches. About 87% and 78.5% of the top 10% of 
interacting pairs ranked by IG share a common function and subcellular localization 
respectively. 

From the experiment we can see that the protein interactions ranked top by our 
method have higher localization coherence and functional homogeneity than existing 
methods. 
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 (a)                                                               (b) 

Fig. 1. Performance of the four approaches, the proposed method, IG, CD-Dist, and FS-Weight, 
in assessing reliability of interactions. (a) Functional homogeneity. (b) Localization coherence. 
The horizontal axis denotes the coverage of the PPI network. The vertical axis denotes the 
proportion of interacting protein pairs which share a common (a) functional roles or (b) cellular 
localization. 

4   Conclusion 

In this paper, we have proposed a computational approach to assess the reliability of 
protein interactomes. Our method incorporates additional genomic and proteomic data 
with weighted topology information to calculate the reliability scores of protein pairs. 
Then the annotations in Gene Ontology are employed to evaluate the purified protein 
interactions. The experimental results show that our method outperforms existing 
methods and can reduce false positive of protein interaction efficiently. 
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Abstract. The prediction of stability change for protein mutants is one of the 
important issues in protein design. Recently, the prediction upon double muta-
tion has attracted more and more attention. In this work, we have employed a 
data mining approach to discriminating stability change for protein double mu-
tants. We incorporated a reliable rule induction algorithm along with accuracy 
of 82.2% to construct rule-based knowledge patterns. Further, a fuzzy query 
method was utilized to value important and similar rule patterns for an input 
with partial sequence information. The results showed that the approach has 
two major advantages: (i) A rule-based knowledge representation offers intui-
tive interpretation on raw data, which is helpful to understand the content; and 
(ii) A fuzzy query method incorporates the concept of uncertainty, which can 
make predictions from partial information. Based on the proposed approach, we 
have also developed a web service for predicting protein stability change upon 
double mutation from partial sequence information and it is available at 
http://bioinformatics.myweb.hinet.net/tandem.htm. 

Keywords: Protein stability, double mutation, sequence information, data  
mining, fuzzy query. 

1   Introduction 

The prediction of stability change for protein mutants is one of the important tasks in 
protein engineering. It is necessary for understanding the mechanisms responsible for 
protein stability as well as for designing temperature sensitive protein mutants [1]. For 
the past several years, many different methods have been developed to address this 
issue for predicting stability change upon single mutation [2-5]. 

Moreover, earlier studies revealed that the methods developed for predicting  
protein stability change upon point mutation are not suitable for predicting the stabil-
ity of all double mutants [6, 7]. Therefore, the prediction upon double or multiple 
mutations has attracted more and more attention [8, 9]. However, it is necessary to 
provide complete information as input when employing these prediction methods. 
                                                           
* Corresponding author. 
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Whereas the input information may be incomplete and unavailable in practice, it will 
be constructive to develop an effective approach to make reliable predictions from 
partial input information. 

2   Materials and Methods 

To illustrate the proposed approach, Figure 1 draws a flow chart for the approach of 
predicting protein stability change upon double mutation. Firstly, experimental obser-
vations for protein stability change are collected and a non-redundant dataset is  
constructed. Next, important rule patterns are derived from the dataset by a reliable 
rule induction algorithm. These procedures could bring some main advantages: (i) 
The data amount of derived patterns is usually less than that of original observations, 
which can improve computational efficiency; (ii) A rule-based knowledge representa-
tion (KR) can offer intuitive interpretation on raw data, which is helpful to understand 
the content; and (iii) The concept of uncertainty can be incorporated, which can de-
velop an integrated application such as fuzzy query in this study [10]. 

For an input with partial sequence information, a fuzzy query method is utilized to 
evaluate the importance and the similarity of each rule pattern to the input. The pat-
terns with higher reference level may be used to predict protein stability change. 

 

 

Fig. 1. Flow chart of our proposed approach for predicting protein stability change upon double 
mutation 

2.1   Dataset Construction 

In this study, we have collected a set of double mutants from ProTherm database [11, 
12] in which the free energy changes of mutants were obtained with thermal denatura-
tion. The final non-redundant dataset consists of 180 mutants acquired from 27 differ-
ent proteins. The ΔΔG ranges between -8.9kcal/mol and 6.2kcal/mol and the number 
of stabilizing and destabilizing mutants is 93 and 87, respectively. The datasets  
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used in the present study are available at http://bioinformatics.myweb.hinet.net/ 
wetstab.htm. 

2.2   Rule Induction Algorithm 

To represent a double mutant, we have utilized two sets of attributes as input vari-
ables. Each refers to a mutation site, including wild-type residue, mutant residue and 
three neighboring residues of the mutation site along both directions (i.e. 8 attributes 
for each mutation site). Further, the decision table majority algorithm [13] was  
implemented to build a set of rules, called decision table majority. The induction 
algorithm and the derived rules have exhibited reliable performance for predicting 
protein stability change upon double mutation [8]. 

2.3   Fuzzy Query Method 

For finding important and similar rules to the input, we have utilized fuzzy query 
method, which consists of three key concepts: (i) fuzzy fit, (ii) fuzzy numbers and (iii) 
fuzzy weighted average (FWA). Fuzzy fit computes the degree of fit between the 
input partial information and the antecedent of the rule. Fuzzy numbers [14, 15] can 
represent linguistic terms. Fuzzy weighted average [16-18] can subsequently calculate 
the confidence level of a rule to the input. Finally, we calculate the reference level of 
rules from the degree of fit and the confidence level. 

Fuzzy Fit. The input information can be categorized into the known and the unknown 
parts. For quantifying the degree of fit between the known part and a rule, the 
elements of the known part are compared to the condition elements of the antecedent 
of the rule. For example, let us assume that we have N rules (e.g. Ri, i=1…N) with 
only two condition elements of the antecedent (e.g. Ei1, Ei2, i=1…N): 

R1: IF E1
1 AND E1

2 THEN C1,…, Ri: IF Ei
1 AND Ei

2
 THEN Ci,… 

RN: IF EN
1 AND EN

2
 THEN CN, 

where Ci is the consequent of rule Ri. If the elements of the known part are given as 
set E, then the score of the degree of fit (DF) for rule Ri, is calculated by: DFi = Φ/2, 
where Φ is the number of the intersection between sets E and {Ei

1, Ei
2}. In this study, 

the set E with complete input information has 16 elements (8 for each mutation site, 
including wild-type residue, mutant residue and three neighboring residues of the 
mutation site along both directions). 

Fuzzy Numbers. The importance of a rule may be calculated from its correctness and 
coverage. As the relative importance between the two factors is uncertainty, we 
introduce fuzzy numbers and fuzzy weighted average to calculate the confidence level 
of the rule. Each factor is assigned in terms of “unimportant”, “rather unimportant”, 
“moderately important”, “rather important”, and “very important”. The five linguistic 
terms can be represented as fuzzy numbers. 

A fuzzy number A can be defined by a triplet (a, b, c) and the membership func-
tion ( )

A
xμ is defined as: 
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 ( ) 0, ; , ; , ; 0, .
A

x a c x
x x a a x b b x c x c

b a c b
μ − −= < ≤ ≤ ≤ ≤ >

− −
 (1) 

Fuzzy Weighted Average (FWA). FWA is a weighted average involving type-1 
fuzzy sets. Therefore, fuzzy weighted average y is defined as 
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=

=

= =
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∑

 (2) 

where wj (represented by fuzzy sets or fuzzy numbers) is the weight for the factor 
value xj; n is the number of the factors. Since wj are no longer crisp numbers, 

1
1

n

jj
w

=
=∑  is not imposed as a requirement. In this study, the confidence level of a 

rule is calculated by FWA on two factors, the correctness and coverage of the rule. 
Both factors are quantified by calculating the confidence and support, respectively 
(defined in section 2.4). 

For example, assigning that confidence is very important and the support is mod-
erately important, for a rule with confidence of 0.78 and support of 0.54, confidence 
level (CL) for the rule is calculated as follows: 

0.78 (0.75,1,1) 0.54 (0.25, 0.5, 0.75) (0.72,1.05,1.185) 0.997
CL 0.6957

(0.75,1,1) (0.25, 0.5, 0.75) (1,1.5,1.75) 1.433

⊗ ⊕ ⊗= = ≈ =
⊕  

Applying mathematical operations to fuzzy numbers [19, 20], we have two fuzzy 
numbers (0.72, 1.05, 1.185) and (1, 1.5, 1.75). The centre of gravity is adopted to 
defuzzify a fuzzy number [21], which is achieved by mathematical integral. For the 
example shown in Figure 2, the centre of gravity of (0.72, 1.05, 1.185) is 0.997, which 
could be obtained by executing moment-defuzzify function in FuzzyCLIPS. 

Then, the reference level of the rule is calculated by: 

 RL DF CL ,i i i= ×  (3) 

namely, the multiplication of DFi (the degree of fit between the input and rule Ri) and 
CLi (the confidence level of rule Ri). 

In this study, we implemented the fuzzy query by FuzzyCLIPS [22], which is a 
knowledge-base programming language and can handle imprecision and uncertainty 
in an effective way. 

1.05

0.72 1.180.997

0

1

0 1.5

x

u(
x)

 

Fig. 2. The defuzzifying of a triangular fuzzy number through the centre of gravity 
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2.4   Performance Measure Scores 

In this study, various measure scores were used to evaluate the performance of  
discriminating the stabilizing and destabilizing mutants. For the reliability of rule 
induction, accuracy (AC) indicates the correct prediction of mutants by using the 
following expression: AC=(TP+TN)/(TP+TN+FP+FN) 100%× , where TP, TN, FP 

and FN refer to the number of true positives, true negatives, false positives and false 
negatives, respectively. In addition, sensitivity (SE) indicates the correct prediction of 
stabilizing mutants and specificity (SP) about the destabilizing ones by the expression 
SE=TP/(TP+FN) 100%×  and SP=TN/(TN+FP) 100%× , respectively. 

In addition, support (SU) shows the coverage of the rule on a dataset and confi-
dence (CO) shows the correctness of the rule. Given a rule: IF A THEN B, where A is 
the antecedent and B is the consequent, support is calculated by SU 
= AN / N 100%,× where NA is the number of instances with antecedent A of the rule. 

Similarly, confidence (CO) is calculated by CO= A B AN / N , 100%∪ ×  where A BN ∪  is 

the number of instances with both antecedent A and consequent B. 

3   Results 

3.1   Reliability of Rule Induction Algorithm 

An IF-THEN rule assumes the form: IF A THEN B, where A is called the antecedent 
or premise and B is the consequent or conclusion. Ni

j / Ci
j denotes the i-th residue 

along N- / C-terminus at mutation site j; Wj is the wild residue at mutation site j; and 
Mj is the mutant residue at mutation site j (i=1~2 and j=1~3 here). 
Based on 10-fold cross-validation, the rules derived by the induction algorithm dis-
criminate the stabilizing and destabilizing mutants with AC, SE, and SP of 82.2%, 
76.3% and 88.5%, respectively. For 5-fold, AC, SE and SP are 78.3, 66.7 and 90.8, 
respectively. In addition, we employed a back-propagation neural network with three 
layers, showing lower accuracy of 68.3%. The results showed that the induction algo-
rithm could mine reliable rules from the protein mutant dataset. 

Further, we have employed the induction algorithm on S180 dataset and then 
mined total 60 rules. Table 1 lists 4 reliable rules (2 for increasing and 2 for decreas-
ing) along with performance measures. 

3.2   Correctness and Coverage of Mined Rules 

We have further analyzed the mined rules. Figure 4 exhibits the distribution of rules 
based on accuracy. It shows that a large proportion of rules have high confidence and 
there are 83% of rules with confidence above 70%. Interestingly, 46 rules out of 60 
ones achieve the confidence of 100%.  

In addition, we have observed the coverage of rules for the dataset. The support of 
the rule lies between 0.56% and 13.3% and the cumulative support of total rules reach 
85%. For example, the first rule in Table 1 shows support and confidence of 4.44% 
and 100%, respectively. 
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Table 1. Antecedent and consequent of some derived rules along with various measures 

Antecedent Consequent Support (%) Confidence (%) 
W2 is Ile, N1

2 is Gly, and C3
2 is Asp Decreasing 4.44 100 

W2 is Cys, N1
2 is Asp, and C3

2 is Thr Decreasing 3.33 100 
W2 is Glu, N1

2 is Lys, and C3
2 is none Increasing 1.67 100 

W2 is Glu, N1
2 is Gln, and C3

2 is Ser Increasing 1.11 100 
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Fig. 4. Distribution of rules based on confidence 

3.3   Discrimination from Partial Sequence Information 

As an example, we provided the data for the mutants N116D and R119M in 2LZM 
but removing the information about four residues (i.e. N2

2, N
3
2, C

1
2 and C2

2). For the 
degree of important factors, confidence and support are assigned to “very important” 
and “moderately important”, respectively. 

The results displayed the fit rule(s) for the input along with reference level, which 
values the rule(s) for prediction reference. In this case, a rule shows the antecedent: 
W2 is R, N1

2 is L, and C3
2 is Q, and the consequent of increasing, which means that 

the input is similar to the rule of increasing stability. Namely, the input may agree 
with the experimental observation of 0.15kcal/mol. 

Moreover, we removed the information about another three residues (N11, N21, 
N31) and the results showed it is still a stabilizing mutant. 

3.4   Prediction on Web 

We have provided a web service for discriminating stability change upon double 
mutation from partial sequence information using the proposed method (named 
TANDEM, predicting stability change upon double mutation). The web service is 
freely available at http://bioinformatics.myweb.hinet.net/tandem.htm. 

The input page for the service is illustrated in Figure 5a. It takes the information on 
wild-type, mutant and three neighboring residues for two mutation sites as input. The 
output page is shown in Figure 5b. 
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Fig. 5a. Snapshot of input page with related options 

 

Fig. 5b. Snapshot of output page with predicted results 

4   Conclusions 

In conclusion, we have proposed a data mining approach to discriminating stability 
change for protein double mutants by using partial sequence information, which inte-
grated an induction algorithm with a fuzzy query method. The results showed that the 
approach offers two main advantages: (i) A rule-based knowledge representation 
offers intuitive interpretation on raw data, which is helpful to understand the content; 
and (ii) A fuzzy query method incorporates the concept of uncertainty, which can 
make predictions from partial information. Further, we have also developed a web 
service for discriminating protein stability change upon double mutation from partial 
sequence information. 
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Abstract. How each microRNA regulates gene expression is unknown
problem. Especially, which gene is targeted by each microRNA is mainly
depicted via computational method, typically without biological/
experimental validations. In this paper, we propose a computational
method to detect gene expression regulation via miRNAs by the use
of expression profile data and miRNA target prediction. This method is
tested to miRNA transfection experiments to tumor cells and succeeded
in inference of transfected miRNA.

Keywords: microRNA, target genes, tumor, computational inference.

1 Introduction

MicroRNAs (miRNAs) are post-transcriptional regulators of gene expression. It
binds to target messenger RNAs (mRNAs) through complementary sequences in
the three prime untranslated regions (3 UTRs) of the mRNA, and consequently
suppresses the expression of the mRNAs. miRNAs are short RNA molecules, on
average only 22 nucleotides long, and abundant in many human cell types. The
human genome may encode over 1,000 miRNAs, and the coverage by all possible
miRNAs may be about 60 % of mammalian genes.

On the other hand, how a miRNA regulates its target genes and which genes
are regulated by a miRNA is unclear. Especially, the later is mainly depicted via
computational prediction[1], without any biological/experimental validations.
There are some direct ways to investigate the bindings of mRNAs to the miRNA-
protein complexes, e.g., HITS-CLIP[2] but capability of these methods for iden-
tification of miRNA-mRNA relationship is limited since it is unlikely that all the
potential target mRNAs for a miRNA simultaneously express in a cell.

Another experimental way to detect miRNA target genes is to analyze the
difference of gene expression profiles with or without the transfection of the
miRNA to a cell line. However, it is unrealistic to test all the miRNAs with this
method because it is time and money consuming.
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In this paper, we describe a computational method to detect miRNAs which
regulate the transcriptomes in a cell in response to extracellular stimuli by ana-
lyzing the difference of gene expression profiles and computational miRNA target
predictions. The validation of our methods were obtained through the analyses
of the gene expression profiles with or without the transfection of single miRNAs
and our algorithm can quite frequently predict the transfected miRNA.

2 Materials and Methods

2.1 Gene Expression Data for Transfection Experiment

We have downloaded transfection experiment[3] data set, CBX79, which is de-
posited at CIBEX data base[4] at Center for Information Biology and DNA Data
Bank of Japan (DDBJ), National Institute of Genetics (Mishima, Japan). It in-
cludes two biological replicates of negative, mir-107, 185, and let-7a trasfection
experiments, one day and three days after the transfection. Expression of 45015
genes (probes) are listed. Since our method is robust for the random noise of
gene expression variance and the overall distribution of gene expression between
technical replicates should be within the acceptable range, we did not apply any
normalization procedure.

2.2 Inference of miRNA Which Regulates Target Genes
Significantly

The way to detect miRNA whose target genes are significantly differently
expressed between negative control and treated one is as follows. First, we have
downloaded a list of conserved seed match in 3’ UTRs of genes to each miRNA1[5].
This includes 162 miRNA families. The reason why we do not use major target
gene list, e.g., targetScan[6], PITA[7], pictar[8], miranda[9], and others, but use
seed match is because Alexiou et al[10] recently reported that simple seed match
often outperforms more complicated estimations of target genes. Then we have
picked up genes which has at least one seed match for any miRNAs in those 3’
UTRs. Then, 13270 genes remain.

Hereafter, we denote a set of these genes as G. Next, for each miRNA, m, we
have listed genes which has at least one seed match in 3’ UTRs. We denote this
set of genes as Gm, where m denotes one of miRNA families. Also we define a
set of genes, G′

m ≡ G \Gm, which is a set of genes included into G, but not into
Gm. After denoting expression of gene g under transfection of miRNA m0, m0
is one of mir-107, 185, let-7a, and Negative Control (NC), as xm0

g , we compute
gene expression difference between post-miRNA transfection and NC,

Δxm0
g ≡ log xm0

g − log xNC
g .

Then we apply two way t-test beween {Δxm0
g | g ∈ Gm} and {Δxm0

g | g ∈ G′
m}.

P -value, Pm, is computed for each miRNA, m. After applying FDR correction
1 http://hollywood.mit.edu/targetrank/hsa conserved miR family ranked targets.txt
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(BH method[11]) to 162 P -values, we have selected ms whose FDR corrected
P -value is less than 0.05 as miRNA which regulates target genes significantly.
For t-test, we have used t.test module in base package in R[12].

2.3 Coincidence between Biological Replicates

We have also checked if two biological replicates satisfy reproducibility in three
ways. Firstly, we employed Pearson correlation coefficients between log trans-
formed Pms and secondly, Spearman correlation coefficients between them. P -
values for these are computed as well as 95 percentile significant interval for the
form. Thirdly, we analyzed coincidence between significant miRNAs, ms between
two biological replicates. If the first(second) replicates have m1(m2) significant
miRNAs and m12 miRNAs are selected for both replicates, P -value computed
by binomial distribution P (m1,N,m2/N) or P (m2,N,m1/N), where P (x, N, p) is
the probability that x among N is selected when the probability of selection is
p. N is the number of genes in G.

We have used cor.test module in base package of R for P -values of correlation
coefficients and pbinom module for binomial distribution.

2.4 Significant Overlap between Target Genes

To compute P -values of accidental agreement between target genes, PO
m,m′ of miR-

NAs m and m’, we have employed binomial distribution P (nmm′ , nm, nm′/N),
where nmm′ is the number of co-target genes, nm(nm′) is the number of target
genes of m(m’).

3 Results

Independent of conditions, i.e., date and transfected miRNA, our method almost
always gets non-empty set of significant miRNAs, ms (see Table 1). Thus, in
principle, our method can detect miRNA regulation of gene expression. Table 2
shows which miRNA significantly regulates target genes (full list is available as
a supplementary material[13]). Most remarkably, Pm has the strong tendency to
become smallest when m = m0, especially for one day after transfection. Thus,
our method has not only ability to detect miRNA regulation of genes, but also
that to infer transfected miRNA correctly, as appearing the transfected one in
the highest rank (first or second) for most of the present analyses (Table 1).

In Figs. 1, we have shown comparison of gene expression between xm0
g and

xNC
g . It is generally clear that xm0

g < xNC
g only for g ∈ Gm0 , but not for

g ∈ G′
m0

. Only exception is mir-185 transfection, replicate 2 where we have failed
transfected miRNA correctly (see Table 2). Clearly, for this case, xm0

g < xNC
g

stands for both g ∈ Gm0 and g ∈ G′
m0

(lower row in Fig. 1(b)).
Table 3 shows the results of several statistical tests for the coincidence be-

tween biological replicates. For five out of six cases, at least one of tests give
the significant P -values < 0.05. Thus, biological replicates are good enough for
inference of miRNA transfection.
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Table 1. Numbers of significant miRNAs. The ranks of transfected micriRNAs are
shown in square brackets.

Transfected miRNA
mir-107 mir-185 let-7a

time replicate 1 replicate 2 replicate 1 replicate 2 replicate 1 replicate 2
day 1 25[1st] 36[2nd] 12[1st] 12[—] 2[1st] 2[1st]
day 3 60[17th] 98[—] 0[1st] 24[—] 1[1st] 33[8th]

(a) mir-107 (b) mir-185

(c) let-7a

Fig. 1. Comparison between gene expression at one day after transfection (vertical
axes) and negative control (horizontal axes). (a) mir-107, (b) mir-185, (c) let-7a . Right
column (red) in each block indicates target genes (g ∈ Gm0 ) and left column (green)
in each block is others (g ∈ G′

m0). The upper(lower) row in each block is replicate
1(2). Blue lines are diagonal, i.e., there are no difference between transfeted one and
negative control.
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Table 2. Top most significant miRNAs, one day or three days after trasnfection. Bold
characters are those transfected.

mir-107 transfection, day 1
replicate 1 replicate 2

miRNA Pm miRNA Pm

miR-103/107 2.64 × 10−8 miR-29 1.34 × 10−10

miR-30-5p 6.43 × 10−7 miR-103/107 9.92 × 10−9

miR-17-5p/20/93.mr/106/519.d 3.42 × 10−5 miR-30-5p 2.71 × 10−8

miR-452 3.73 × 10−5 miR-17-5p/20/93.mr/106/519.d 3.45 × 10−7

miR-25/32/92/363/367 2.49 × 10−4 miR-129-5p 5.66 × 10−7

mir-107 transfection, day 3
replicate 1 replicate 2

miRNA Pm miRNA Pm

miR-17-5p/20/93.mr/106/519.d 1.31 × 10−11 miR-17-5p/20/93.mr/106/519.d 4.39 × 10−15

miR-29 8.42 × 10−9 miR-186 3.27 × 10−13

miR-25/32/92/363/367 1.07 × 10−7 miR-203.1 6.56 × 10−13

miR-181 1.44 × 10−7 miR-374 2.46 × 10−12

miR-448 2.30 × 10−7 miR-369-3p 3.60 × 10−12

mir-185 transfection, day 1
replicate 1 replicate 2

miRNA Pm miRNA Pm

miR-185 8.64 × 10−12 miR-496 1.87 × 10−7

miR-326 3.15 × 10−6 miR-495 1.96 × 10−5

miR-15/16/195/424/497 1.60 × 10−4 miR-320 1.98 × 10−5

miR-410 2.01 × 10−4 miR-181 2.52 × 10−5

miR-491 3.98 × 10−4 miR-381 3.93 × 10−5

mir-185 transfection, day 3
replicate 1 replicate 2

miRNA Pm miRNA Pm

— — miR-17-5p/20/93.mr/106/519.d 4.39 × 10−15

— — miR-186 3.27 × 10−13

— — miR-203.1 6.56 × 10−13

— — miR-374 2.46 × 10−12

— — miR-369-3p 3.60 × 10−12

let-7a transfection, day 1
replicate 1 replicate 2

miRNA Pm miRNA Pm

let-7/98 4.37 × 10−14 let-7/98 9.55 × 10−16

miR-196 3.94 × 10−4 miR-196 2.81 × 10−4

let-7a transfection, day 3
replicate 1 replicate 2

miRNA Pm miRNA Pm

let-7/98 5.32 × 10−8 miR-374 1.97 × 10−8

— — miR-130/301 2.67 × 10−6

— — miR-9 2.18 × 10−5

— — miR-223 4.09 × 10−5

— — miR-369-3p 4.96 × 10−5
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Table 3. Comparison of two biological replicates. Bold numbers indicate signifcant
P -values (< 0.05). Bold asterisks (*) indicate P < 2.2 × 10−16.

Transfection mir-107 mir-185 let-7a
Time day 1 day 3 day 1 day 3 day 1 day 3

Pearson 0.67 0.67 0.03 0.16 0.86 0.28
95 % confidence interval

lower 0.57 0.58 -0.12 0.00 0.81 0.13
upper 0.74 0.75 0.18 0.30 0.89 0.42

P -value * * 0.7 0.046 * 0.00029

Spearman 0.52 0.70 0.05 0.09 0.28 0.13
P -value * * 0.53 0.27 0.0003 0.1

# of significant miRNAs
common 17 56 1 0 2 1

replicate 1 25 60 12 0 2 1
replicate 2 36 98 12 24 2 33
P -value 1.6 × 10−7 8.3 × 10−10 2.2 × 10−1 — 0 0

4 Discussion

Although Pm0 is mostly the smallest, Pm with m �= m0 also can take the value as
small as Pm0 (see Table 2). The reason why it occurs is not because their seed se-
quence is similar to those of trasnfected miRNA. Actually, seed sequence ofmiRNA
whose Pm is as small as Pm0 is very different from that of transfected miRNA.

Thus, the reason why miRNAs not transfected often have Pms as small as Pm0

may be because of the secondary effect. First of all, while transfected miRNA reg-
ulates target genes, these genes are targeted by other miRNAs, too. If these genes
have significant overlaps with other miRNA’s target genes, Pms of those miRNAs
often take significantly small P -value. It is impossible to exclude this possibility,
since we do not consider miRNA expression at all. In some sense, it is remark-
able that Pm0 often has the smallest P -value. Next, genes regulated by tnasfected
miRNA induce expression of other genes which are not direct targets of transfected
gene. If some of not transfected miRNAs’ target genes have siginificant overlap
with those secondary induced genes, those miRNA has inevitably significant small
P -value. Actually, Pm0 for three days after transfection usually does not have small
enough P -value. It possibly means that secondary induced genes are apparently
more regulated than genes directly targeted by transfected miRNA. Thus, it results
in the lack of detection of gene regulation by transfected miRNA.

The datasets of day 1for miR-185 transfection is only one case which failed
showing significant coincidence between biological replicates. This fact is very
interesting because this is also the only the case in which one of biological repli-
cates (replicate 1) cannot infer transfected miRNA correctly within samples at
day 1. This possibly means that this replicate may have failed to produce suit-
able gene expression profile in some sense. For other five cases (one day and three
days after mir-107 transfection, three days after mir-185 transfection, one day
and three days after let-7a transfection), at least one statistical test can provide
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us significant P -value. Therefore, it is unlikely that the detection of regulation
of target genes by not transfected miRNA is due to the analytical errors. It is
important to clarify the biological reason of this unexpected result.

It is also interesting that miRNA target genes are generally more expressed
than the other genes in the present datasets.( in Figs. 1, there are peaks around
log xg  7, which is far from origin. This tendency cannot be seen in genes not
targeted by any miRNA (not shown here). This fact may also be important to
understand how each miRNA regulate genes in cancer formation/suppression.

One may wonder that accidental overlap of target genes results in signifi-
cant regulation of target genes of non-transfected miRNAs. In order to check
this point, we have computed P -values of significant overlap of target genes
by P (nmm0 , nm, nm0/N). As a result, even after correction considering multiple
comparison, 156, 157 and 156 miRNAs among in total 162 miRNAs have signifi-
cant overlap (P < 0.05) with transfected miRNA of mir-107, mir-185 and let-7a
respectively. This means, almost all of non-transfected miRNAs have significant
large number of common target genes with those transfected miRNA.

One may think that this is the evidence that our analysis is erroneous, but it
is not the case. Actually, if we compute correlation coefficient between Pm and
PO

m,m0
, for most of cases, there are no significant correlations (see Table 4). This

means, significant regulation of target genes of non-transfected miRNA cannot
be explained by the accidental target gene overlap with those of transfected
miRNA, m0.

Only two exception among total 12 cases (i.e., two biological replicates × two
time points (day 1 or day 3) × three transfection) is for day 3. Since day 3 is late
date when the effects of transfected miRNA become weaker, apparent significant
regulation of target genes of non-transfected miRNAs is caused not by accidental
overlaps of target genes, but by secondary effect. In other words, these genes are
regulated indirectly through direct regulation of target genes by transfection.

Table 4. Significance of correlation between Pm and P O
m,m0 . Bold numbers are signif-

icant (P < 0.05)

Transfection mir-107 mir-185 let-7a
Date day 1 day 3 day 1 day 3 day 1 day 3

Replicates 1 2 1 2 1 2 1 2 1 2 1 2
correlation 0.031 0.050 0.15 0.22 0.052 -0.077 -0.045 0.23 0.080 -0.042 -0.019 0.11

P -value 0.70 0.53 0.058 0.0059 0.51 0.33 0.57 0.0035 0.31 0.6 0.82 0.15

5 Conclusion

In this paper, we have shown that gene expression profile combined with miRNA
target genes predicted computationally can often correctly infer transfeted
miRNA. This suggests that we may be able to infer miRNA regulation of genes
solely from gene expressions without considering any other information than
computationally predicted target genes.
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Abstract. We develop a knowledge-based statistical energy function on resid-
ual level for quantitatively predicting the affinity of protein-protein complexes 
by using 20 residue types and a distance-free reference state. The correlation 
coefficients between experimentally measured protein-protein binding affinities 
(PPIA) and the predicted affinities by our approach are 0.74 for 82 protein-
protein (peptide) complexes. Compared to the published results of two other 
volume corrected knowledge-based scoring functions on atomic level, the pro-
posed approach not only is the simplest but also yields the comparable correla-
tion between theoretical and experimental binding affinities of the test sets with 
the reported best methods.  

Keywords: Protein-protein interaction, affinity, mean force of potential, residue 
level, protein complex, quaternary structure. 

1   Introduction 

Most proteins play their functions through interacting with their partners in biological 
processes. Revealing the structure and energetic characteristics of protein-protein 
interactions genome-wide is critical in designing effective drugs targeting the interac-
tions. With the increasing number of sequenced genomes, explicit information about 
the identity of individual proteins are contained, but not the structure and energy of 
the protein interactions [1]. Thus, the precise and reliable methods for calculating free 
energy of protein complexes are critical for predicting both the structure and affinity 
of protein-protein interactions.  

The increasing structures of both the single protein and their complexes make this 
ambitious goal possible. However, obtaining accurate energy estimation is still chal-
lenging. Thus computational methods are very important. Existing approaches for pre-
dicting protein-protein interaction affinity (PPIA) can be classified into four categories, 
                                                           
* Corresponding author. 
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i.e., physical-based force fields, empirical scoring functions and knowledge-based statis-
tical potentials and hybrid scoring functions [2]. 

Physical-based force fields estimate affinities by summing the strength of intermo-
lecular van der Waals and electrostatic interactions and sometimes polarization energy 
between all atoms of the two molecules in the complex [3]. Desolvation energies of the 
ligand and of the protein are sometimes taken into account using implicit solvation meth-
ods. Empirical scoring functions count the number of various types of interactions be-
tween the two binding protein partners [4] as different terms of the scoring function. The 
count is based on the number of ligand and receptor atoms in contact with each other or 
by calculating the change in solvent accessible surface area (ΔSASA) in the complex 
compared to the uncomplexed ligand and protein. The coefficients of the scoring function 
are usually fit using multiple linear regression methods. Knowledge-based potentials are 
based on statistical observations of intermolecular close contacts of interface residues or 
atoms in large 3D databases (such as the Protein Data Bank) which are used to derive 
"potentials of mean force". The method is founded on the assumption that close intermo-
lecular interactions between certain types of atoms or functional groups that occur more 
frequently than one would expect by a random distribution are likely to be energetically 
favorable and therefore contribute favorably to binding affinity [5]. Finally hybrid scor-
ing functions have also been developed in which the components from two or more of 
the above scoring functions are combined into one function [6, 7].  

Existing energy functions are successful in protein interaction affinity prediction 
[2-4, 8]. However, their computational cost is still too high for genome-wide PPIA 
prediction. It is necessary to parameterize the energy function in empirical energy 
functions. Thus, the structure dissimilarity of training set will greatly affect the accu-
racy of PPIA prediction and these functions mainly applied in protein-small mole-
cules interaction affinity prediction or a specific protein binding system [9].  

Residue level potential of mean force and its derivations are proved to be success-
ful in describing protein-protein interactions [1], ab initio folding [10] and genome-
wide measurement for computational predictions of SH2-peptide interactions [11]. 
We develop a simple approach to predict PPIA based on a distance-independent resi-
due level potential of mean force (DIRPMF) and compare the DIRPMF with its alter-
natives on atom level with or without volume correlation. We find that DIRPMF are 
comparable and effective. The technique is sufficiently general that it can be used to 
predict PPIA in high throughput study and even genome-wide analysis. 

2   Materials and Methods 

The training and test sets are obtained from [8]. Specifically, the training dataset con-
sists of 178 interfaces of 127 PDB entries of protein-protein and protein-peptide com-
plexes with resolutions better than 2.5 Å and reduced structure similarity. 83 of the 86 
protein-protein complexes except 3cpa, 4cpa and 3ssi from [8] are used as our test 
sets to evaluate the prediction ability of our approach to the affinity prediction of 
protein-protein complexes.  

2.1   Interfacial Statistical Potentials of Mean Force 

The DIRPMF or atom pair potential (DIAPMF), P(i,j), are developed from the above 
training set as described in [1] using the following formula: 
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( ) ( )
( )exp

,
, - log( )

,
obsN i j

P i j
N i j

=                                                 (1)  

where Nobs(i,j) is the observed number of interacting residue or atom pairs of i, j be-
tween two interfacial chains of the protein complex ( 1,2,3...20, 1,2,3,..20i j= = , 

for residual level PMF; 1,2,3...47, 1,2,3,..47i j= =  for atomic level PMF; Nexp(i,j) 

is the expected number of interacting pairs of i, j between two chains if there are no 
preferential interactions among them, which is a reference state. The expected number 
is calculated from:      

exp ( , ) i j totalN i j X X N= × ×                                           (2) 

where iX  is the mole fraction of residue or atom type i and is calculated as /iN N , 

totalN is the total number of interacting pairs. 

Four comparison, heavy atom-based distance-dependent and distance-independent 
(as above) statistical potentials are also built to describe interfacial pair interactions. 
Based on the atom physicochemical property, connectivity and environment, 47 atom 
types for all the 167 types of heavy atoms of the 20 amino acids were defined as de-
scribed in [8]. To obtain more details of interactions, it would be better to define as 
many types as possible. On the other hand, to obtain statistically sufficient data, not 
many atom types are preferred.  

The distance r ranges from 0 to 16 Å at 0.5 Å intervals. The interfacial atom pair 
potential is: 

exp

( , , )
( , , ) -log( ) 1,2,3...47, 1,2,3,..47

( , , )
obsN i j r

P i j r i j
N i j r

= = =（ ）

         

(3)

 

where ( , , )obsN i j r is the observed number of interacting atom pairs i, j between two 

chains at a distance bin of 0.5 Å, exp ( , , ) ( )i j totalN i j r X X N r= × ×  is the expected 

number of interacting atom pairs of i, j between two chains if there are no preferential 
interactions among them; 

iX    is the mole fraction of atom type i and is calculated as   

/iN N , where Ni and N are the total number of atom type I and all atoms, respec-

tively,  while ( )totalN r  is the total number of interacting atom pairs. 

2.2   Scoring and Fitting Experimental Binding Affinity 

The scoring functions to a protein-protein complex affinity are defined as the summa-
tion over all residue or atom pair interactions of the protein-protein complex for dis-
tance-independent and -dependent at all distant bins, respectively:  

20 20

1 1

( , )
i j

score P i j
= =

=∑∑
                                             

(4)
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_ 20 20

1 1

( , )
r cut

r i j

score P i j
= =

= ∑ ∑∑                                    (5) 

To relate the score above to the experimentally measured binding affinity, we fit it to 
the measured binding affinity in a linear manner: 

bindG score bαΔ = × +
                                            (6) 

3   Results and Discussion 

3.1   Comparison between Atomic and Residual Levels PMFs 

The optimal correlation coefficients (R) between the experimental affinities and the 
predicted ones are 0.69, 0.54 and 0.53 for the distance-independent residual level 
PMF (DIRPMF) and distance-dependent and –independent atomic level PMF 
(DDAPMF and DIAPMF) without volume correction, respectively. The correspond-
ing optimal standard derivations (SD) are 2.46, 2.85, and 2.89 as shown in Fig.1-3. 
With optimal distance cutoffs of 13 Å and 15.5 Å, the R are 0.54 and 0.53, and the SD 
are 2.85 and 2.89, respectively for DDAPMF and DIAPMF based approaches, while 
the optimal cutoffs range from 4.5 Å to 8 Å with the corresponding R ranging from 
6.80 to 6.90 and SD varying from 2.46 to 2.49 for the DIRPMF. It can be seen that the 
DIRPMF based approach is apparently superior to both DDAPMF and DIAPMF 
based approaches, although numerous reports on the superiority of atomic level PMF 
to the residual level one. Comparing our DIRPMF based approach with the distance-
dependent atomic level PMF (DIAPMF), we find that distance bins only very margin-
ally improve the accuracy of DDAPMF, the corresponding optimal R is 0.55 which is 
slightly higher the distance-independent one, i.e. 0.53. One explanation for the above 
results may be that even 47 atom types are used instead of the total 169 atom types for 
20 natural amino acids that are commonly found in proteins, still not enough statisti-
cal significant number of atom for an defined atom type can be obtained within the 
little distance bins in the distance-dependent even as a whole bin in the distance-
dependent and -independent atomic level PMF methods. 

 

Fig. 1. The linear correlation coefficients (left) and standard deviations (SD) (right)between 
predicted affinities and the experimental ones based on distance-independent the residual level 
PMF (DIRPMF) versus the cutoff threshold distance (Å) for contact residues 
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Fig. 2. The linear correlation coefficients (left) and standard deviations (SD) (right) between the 
predicted affinities based on distance-dependent atomic level PMF (DDAPMF) and the experi-
mental ones versus the cutoff threshold distance (Å) for contact atoms. 

 

 

Fig. 3. The linear correlation coefficients (left) and standard deviations (SD) (right)between the 
predicted affinities based on distance-independent atomic level PMF (DIAPMF) and the ex-
perimental ones versus the cutoff threshold distance (Å) for contact atoms 

3.2   PPIA Prediction by the Proposed Approach 

It can be seen from Fig.4 and Fig.5 that without the outlier 1cho, the optimal linear 
correlation coefficients between the predicted affinity and the experimental one is 
improved from 0.69 at 8 Å to 0.74 and 5 Å, respectively for our proposed DIRPMF 
based approach for PPIA prediction.  

We further compared our methods with the volume corrected ones. The correlation 
obtained here is comparable to the reported best volume corrected ones as shown in 
Table 3, when one outlier is deleted with the same number of test complexes. Al-
though two of the remaining 82 test complexes used here are different from that in [2] 
and [8], the total number and the complexity of the text complexes are the same. From 
the comparison result as shown in Table 3, we can see that the proposed method is 
comparable to the best ones. Moreover, because of its simplicity, one advantage of the 
residual level PMF based approach is that it can be used genome-wide and high 
throughput PPIA prediction if only the contact residues of protein complexes are 
known or predicted even if the atom coordinate details are not known or not be exact. 
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Fig. 4. The predicted binding affinity by the residual level PMF with respected to experimental 
ones on test set. The linear correlation coefficient (R) and standard deviation (SD) are calcu-
lated, where r is the cutoff threshold distance (Å) for contact residues.  

 

Fig. 5. The linear correlation coefficients (left) and standard deviations (SD) (right) between 
predicted affinities and the experimental ones based on the residual level PMF versus the cutoff 
threshold distance (Å) for contact residues when one outlier, 1cho, is not considered 

Table 1. Linear correlation between experimental binding affinity and predicted affinity on the 
independent test set 

 R SD 
No. of Complexes a 

Ours Method1b Method2c 
 

Ours Method1b Method2c 
82 0.74 0.73 0.73  2.25 NAd 0.73 

a Two of the 82 complexes are different between ours and method1 and method2, while the latter two are  
   the same. b The results from Ref. 2;  
c The results from Ref. 8;  
d  NA, no available standard deviation (SD) was reported in the literature. 
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In conclusion, the proposed method is simple and effective, which may be used for 
high throughput or genome-wide PPIA prediction. 
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