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Abstract In the interference scheduling problem, one is given a set of n
communication requests each of which corresponds to a sender and a receiver in
a multipoint radio network. Each request must be assigned a power level and a color
such that signals in each color class can be transmitted simultaneously. The feasi-
bility of simultaneous communication within a color class is defined in terms of the
signal to interference plus noise ratio (SINR) that compares the strength of a signal
at a receiver to the sum of the strengths of other signals. This is commonly referred
to as the “physical model” and is the established way of modeling interference in
the engineering community. The objective is to minimize the schedule length corre-
sponding to the number of colors needed to schedule all requests. We study oblivious
power assignments in which the power value of a request only depends on the path
loss between the sender and the receiver, e.g., in a linear fashion. At first, we present
a measure of interference giving lower bounds for the schedule length with respect
to linear and other power assignments. Based on this measure, we devise distributed
scheduling algorithms for the linear power assignment achieving the minimal sched-
ule length up to small factors. In addition, we study a power assignment in which
the signal strength is set to the square root of the path loss. We show that this power
assignment leads to improved approximation guarantees in two kinds of problem
instances defined by directed and bidirectional communication request. Finally, we
study the limitations of oblivious power assignments by proving lower bounds for
this class of algorithms.

2.1 Introduction

Simultaneously transmitted radio signals interfere with each other. Early theoretical
approaches (see, e.g., [11, 13, 17]) about scheduling signals or packets in radio
networks resort to graph-based vicinity models (also known as protocol model) of
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the following flavor. Two nodes in the radio network are connected by an edge in
a communication graph if and only if they are in mutual transmission range. Inter-
ference is modeled through independence constraints: If a node u transmits a signal
to an adjacent node v, then no other node in the vicinity of v, e.g., in the one- or
two-hop neighborhood, can transmit. The problem with this modeling approach is
that it ignores that neither radio signals nor interference ends abruptly at a boundary.

Recent theoretical studies [1–4, 6, 7, 9, 14, 15] use a more realistic model, the
so-called physical model, which is well accepted in the engineering community.
It is assumed that the strength of a signal diminishes with the distance from its
source. More specifically, let d(u, v) denote the distance between the nodes u and v.
We assume the path loss radio propagation model, where a signal sent by node u
with power p is received at node v with p/d(u, v)α , where α ≥ 1 is parameter
of the model, the so-called path loss exponent.1 A signal sent with power p by
node u is received by node v at a strength of p/d(u, v)α . Node v can successfully
decode this signal if its strength is relatively large in comparison to the strength of
other signals received at the same time. This constraint is described in terms of the
signal to interference plus noise ratio (SINR) being defined as the ratio between the
strength of the signal that shall be received and the sum of the strengths of signals
simultaneously sent by other nodes (plus ambient noise). For successfully receiving
a signal, it is required that the SINR is at least β with β > 1 being the second
parameter of the model, the so-called gain.

Let us illustrate the physical model with a simple but intriguing example showing
the importance of choosing the right power assignment. Suppose there are two pairs
of nodes (u1, v1) and (u2, v2). Two signals shall be sent simultaneously, one from u1
to v1 and the other from u2 to v2. Suppose the nodes are placed in a nested fashion
on a line, that is, the points are located on the line in the order u1, u2, v2, v1 such
that the distance between u1 and u2 is two, the distance between u2 and v2 is one,
and the distance between v2 and v1 is two (cf. Fig. 2.1). For simplicity fix α = 2
and β = 1 and neglect the noise.

• At first, let us assume that both u1 and u2 send their signal with the same power
1. Then the strength of u1’s signal at node v1 is 1/25 while the strength of u2’s
signal at the same node is 1/9. Hence, v1 cannot decode the signal sent by node
u1 as it is drowned by u2’s signal. That is, the outer pair is blocked by the inner
pair when using uniform powers.

• At second, let us assume that signals are sent in a way that the path loss is
compensated, that is, both nodes use a strength that is linear in the path loss.
In particular, u1 sends at power 25 and u2 sends at power 1. Now consider the
strengths of the signals received at v2: The strength of u2’s signal is only 1 while
the strength of u1’s signal is 25/9. Thus, the inner pair is blocked by the outer
pair when using powers that are chosen linear in the path loss.

• Finally, let us make an attempt setting the powers equal to the square root of
the path loss, that is, u1 uses power 5 and u2 uses power 1. Now easy calculus

1 Depending on the environment, it is usually assumed that α has a value between 2 and 5.
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Fig. 2.1 Placement of the nodes and the path loss for α = 2. Linear and uniform power assignment
both need different schedule steps for each of the requests, the square root power assignment can
schedule both requests at once

shows that, at v1, the strength of u1’s signal is larger than the strength of u2s
and, at v2, the strength of u2’s signal is larger than the strength of u1s. Hence,
simultaneous communication between the nested pairs is possible when choosing
the right power assignment.

In this chapter, we investigate interference scheduling problems like the one in the
example above. In general, one is given a set of n communication requests, each
consisting of a pair of points in a metric space. Each pair shall be assigned a power
level and a color such that the pairs in each color class can communicate simultane-
ously at the specified power. The feasibility of simultaneous communication within
a color class is described by SINR constraints. The objective is to minimize the
number of colors, which corresponds to minimizing the time needed to schedule
all communication requests. As this problem is NP-hard [1], we are interested in
approximation algorithms.

The interference scheduling problem consists of two correlated subproblems: the
power assignment and the coloring. By far, most literature focuses on scheduling
with uniform power assignment, in which all pairs send at the same power (see, e.g.,
[8, 12, 18]). In other studies, the linear power assignment is considered, in which
the power level for a pair (u, v) is chosen proportional to the path loss d(u, v)α . In
the example above, we have seen that choosing powers proportional to the square
root of the path loss might be an interesting alternative. All these power assignments
have the advantage that they are locally computable independent of other requests,
which allows for an immediate implementation in a distributed setting. These are
examples of oblivious power assignments which mean the power level assigned to
a pair is defined as a function of the path loss (or the distance) between the nodes of
a pair.

2.1.1 Outline

In Sect. 2.2, we formally introduce the physical model with SINR constraints and
show a helpful robustness property of this model. In Sect. 2.3, we study scheduling
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algorithms for the linear power assignment. In particular, we introduce a measure
of interference giving lower bounds for the schedule length with respect not only
to linear but also to other power assignments. Based on this measure, we devise
distributed scheduling algorithms for the linear power assignment achieving the
minimal schedule length up to small factors. In Sect. 2.4, we study the square root
power assignment. We show that this power assignment leads to better approxima-
tion guarantees in two kinds of problem instances defined by directed and bidirec-
tional communication request. In Sect. 2.5, we study the limitations of oblivious
power assignments by proving lower bounds for this approach. Finally, in Sect. 2.6
we summarize the results from our presentation with pointers to the literature and
open problems.

2.2 Notation and Preliminaries

Let the path loss exponent α ≥ 1 and the gain β > 1 be fixed. Let V be a set of
nodes from a metric space. Let d(u, v) denote the distance between two nodes u
and v. One is given a set R of n requests consisting of pairs (ui , vi ) ∈ V 2, where
ui represents the source and vi the destination of the signal from the i th request.
W.l.o.g., we assume mini∈R d(ui , vi ) = 1. Let Δ = maxi∈R d(ui , vi ) be the aspect
ratio. We say that a set R of requests is a nearly equilength set, if the lengths of the
requests in R differ by at most factor 2.

In the interference scheduling problem one needs to specify a power level pi > 0
and a color ci ∈ [k] := {1, . . . , k} for every i ∈ [n] := {1, . . . , n} such that the
latency, i.e., the number of colors k, is minimized and the pairs in each color class
satisfy the SINR constraint, that is, for every i ∈ [n], it holds

pi

d(ui , vi )α
≥ β

⎛

⎜⎜
⎝
∑

j∈[n]\{i}
c j=ci

p j

d(u j , vi )α
+ ν

⎞

⎟⎟
⎠ (2.1)

The SINR constraint is the central condition for successful communication in the
physical model. It characterizes the received strength of the signal emitted from ui

at receiver vi compared to ambient noise ν and the interference from signals of all
other senders in the same color class. The so-called scheduling complexity of R, as
introduced by Moscribroda and Wattenhofer [14], is the minimal number of colors
(steps) needed to schedule all requests in R.

In this chapter we focus on distance-based power assignments because of their
simplicity and locality, which is a striking conceptual advantage in distributed
wireless systems. An oblivious (or distance-based) power assignment p is given
by pi = φ(d(ui , vi )) with a function φ : [1,Δ] → (0,∞). For uniqueness
we assume that φ is always scaled such that φ(1) = 1. Examples are the uni-
form φ(d(ui , vi )) = 1 or the linear φ(d(ui , vi )) = d(ui , vi )

α power assignment.
Recently, the square root assignment φ(d(ui , vi )) = d(ui , vi )

α/2 has attracted some



2 Scheduling and Power Assignments in the Physical Model 35

interest [5, 9] as it yields better approximation ratios for request scheduling than the
uniform and the linear power assignment.

We define the relative interference on a request i from a request set R as

RIi (R) = ci · d(ui , vi )
α

pi
·
∑

j∈R

p j

d(u j , vi )α

where

ci = β

1 − β · ν · pi/d(ui , vi )

denotes a constant that indicates the extent to which the ambient noise approaches
the required signal at the receiver of request i . The relative interference describes the
received interference at receiver vi normalized by the received signal strength. The
relative interference satisfies the two following properties for a request set R. First,
R is SINR feasible iff for every i ∈ R, RIi (R) ≤ 1. Second, the relative interference
function is additive, that is, for every partition R = R1∪̇R2 and every request i it
holds RIi (R) = RIi (R1)+ RIi (R2).

We denote with an r-signal set or schedule one where each requests relative
interference is at most 1/r .

2.2.1 Robustness of the Physical Model

The main criticism of graph-based models is that they are too simplistic to model
real wireless networks. The physical model requires simplifying assumptions, too,
as (2.1) models no obstructions, perfectly isotropic radios and a constant ambient
noise level.

In the following proof (from [10]) we show that there are only minor changes
in the schedule length, if there are minor changes in the signal requirements. This
justifies the analytic study of the physical model despite its simplifying assumptions.

Proposition 1 Let R be a r-signal schedule under a power assignment p. Then there
exists a r ′-signal schedule R′ for p that is at most �2r ′/r�2 times longer than R, for
r ′ > r .

Proof Let R be a r -signal schedule and T be a single schedule step. We show that
we can decompose T in at most �2r ′/r� slots T1, T2, . . . that are r ′-signal sets. We
now process the requests in T by increasing index. For request i , assign it to the first
set Tj , in which the relative interference on i is at most 1/2r ′. Since every request
had at most a relative interference of 1/r , it follows from the additivity of relative
interference that there are at most

⌈
1/r

1/2r ′

⌉
=
⌈

2r ′

r

⌉
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such sets. In each of these sets Tj the relative interference from requests with lower
index is at most 1/2r ′. Now, for each of these sets we repeat this process, processing
the requests in Tji , now in reverse order. Using the same arguments Tj is split into
at most �2r ′/r� sets. In that way we make sure that the requests in each set have a
relative interference of at most 1/2r ′ from requests with higher index, which bounds
the total relative interference on each request by 1/r ′, while using at most �2r ′/r�2

times more slots than the original schedule. �

2.3 Scheduling with the Linear Power Assignment

In the first part we focus on the linear power assignment, i.e., the power for a
request pair (ui , vi ) is equal to d(ui , vi )

α and, hence, linear in the path loss. The
linear power assignment has the advantage of being energy efficient as the minimal
transmission power required to transmit along a distance d(ui , vi ) is proportional to
d(ui , vi )

α .
We first present a measure of interference I , which allows us to lower bound the

schedule for general metrics using the linear power assignment byΩ(I ). If we allow
any power assignment, the schedule length can be bounded by Ω(I/logΔ log n).
For α > 2, embedding the instance in the Euclidean space improves this bound to
O(I/logΔ).

These results are complemented by a simple and efficient algorithm computing
a schedule using O(I · log n) steps. A more sophisticated algorithm computes a
schedule using O(I + log2 n) steps. This gives a constant factor approximation of
the optimal schedule using the linear power assignment for dense instances, i.e., if
I ≥ log2 n.

2.3.1 Measure of Interference and Lower Bounds

We first present an instance-based measure of interference I , which allows us to
lower bound the number of steps needed for scheduling a request set R in terms
of I .

Definition 1 (Measure of Interference) Let R ⊆ V × V be a set of requests. For
w ∈ V define

Iw(R) =
∑

(u,v)∈R

min

(
1,

d(u, v)α

d(u, w)α

)

Using this function we define the measure of interference induced by the requests
in R:

I = I (R) = max
w∈V

Iw(R)
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w1

w2

Fig. 2.2 An example for the measure of interference with three requests. Gray circles mark the
areas where the interference from a sender is at least 1. For the red node Iw2 is 1 plus the inter-
ference from the two rightmost senders (each less than 1). The interference is maximal at the blue
node w1, i. e., Iw1 = 3, so the measure of interference I for this instance is I = 3

An example of the measure of interference is illustrated in Fig. 2.2.
Observe that I is subadditive, i.e., for R = R1 ∪ R2 it holds

I (R) = max
w∈V

Iw(R) ≤ max
w∈V

{Iw(R1)+ Iw(R2)}
≤ max

w∈V
Iw(R1)+ max

w∈V
Iw(R2) = I (R1)+ I (R2)

Theorem 1 Let T be the minimum schedule length for a set of requests R with the
linear power assignment. Then we have T = Ω(I ).

Proof Let there be a schedule of length T when using the linear power assign-
ment. Then there exist sets of requests R1, . . . , RT each of which satisfies the SINR

constraint for this power assignment. As I is subadditive we have I
(⋃T

t=1 Rt

)
≤

∑T
t=1 I (Rt ). Thus it suffices to show that I (Rt ) = O(1) for every t ∈ {1, . . . , T },

as this implies T = Ω(I ).
Let Rt = {(u1, v1), . . . , (un̄, vn̄)} and let w ∈ V . Furthermore, let v j be the

receiver from Rt that is closest to w, i.e., j ∈ arg mini∈[n̄] d(vi , w). Possibly
w = v j .

We distinguish between two kinds of requests. We define a set U of indices of
requests whose senders ui lie within a distance of at most 1

2 d(v j , w) from w, i.e.,
U = {i ∈ [n̄] | d(ui , w) ≤ 1

2 d(v j , w)}. Using the triangle inequality we can
conclude for all i ∈ U :

d(ui , v j ) ≤ d(ui , w)+ d(w, v j ) ≤ 3

2
d(v j , w) (2.2)

In addition, we have

d(v j , w) ≤ d(vi , w) ≤ d(vi , ui )+ d(ui , w) ≤ d(vi , ui )+ 1

2
d(v j , w)
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Here the first equation holds since v j is the closest receiver tow, the second equation
holds by triangle inequality and the third step follows from the definition of U . This
implies

d(v j , w) ≤ 2d(ui , vi ) (2.3)

Combining (2.2) and (2.3) we get d(ui , v j ) ≤ 3d(ui , vi ). Thus it holds

|U \ { j}| =
∑

i∈U
i �= j

d(ui , vi )
α

d(ui , vi )α
≤
∑

i∈U
i �= j

d(ui , vi )
α

1
3α d(ui , v j )α

≤ 3α

β

Hence,

Iw(U ) =
∑

i∈U

min

{
1,

d(ui , vi )
α

d(ui , w)α

}
≤ 3α

β
+ 1

Next we upper bound Iw(Rt \ U ). For all i ∈ [n̄] \ U it holds that

d(ui , v j ) ≤ d(ui , w)+ d(w, v j ) ≤ d(ui , w)+ 2d(ui , w) = 3d(ui , w)

by applying triangle inequality and the definition of U . As a consequence

Iw(Rt \ U ) ≤
∑

i∈[n̄]\U
i �= j

d(ui , vi )
α

d(ui , w)α
≤

∑

i∈[n̄]\U
i �= j

d(ui , vi )
α

1
3α d(ui , v j )α

≤ 3α

β

Thus

Iw(Rt ) ≤ Iw(U )+ Iw(Rt \ U ) = 2 · 3α

β
+ 1 = O(1)

�
Theorem 2 Let T denote the optimal schedule length using any power assignment.
Then we have T = Ω (I/logΔ · log n).

Proof We use a similar technique as in the proof of Theorem 1. However, we have
to deal with an unknown power assignment. Since there is a schedule of length T
in this power assignment, there exist sets of requests R1, . . . , RT each of which
satisfies the SINR constraint for this power assignment. We divide such a set Rt into
logΔ classes Ct, j = {(u, v) ∈ Rt | 2 j−1 ≤ d(u, v) < 2 j }. Again, by using the
subadditivity of I , it suffices to show that I (Ct, j ) = O(log n) for such a class. Fix
Ct, j and let Ct, j = {(u1, v1), . . . , (un̄, vn̄)}. Further, for notational simplicity we
write L = 2 j−1.
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As an important fact we can bound the number of requests whose senders are
located around a node within a distance of at most 	.

Lemma 1 For all w ∈ V , 	 ≥ L we have for K	(w) = {i ∈ [n̄] | d(ui , w) ≤ 	}:

|K	(w)| ≤ 1

β

(
4	

L

)α
+ 1

Proof Let p be the power assignment that allows all requests to be served in a single
time slot. Let furthermore (uk, vk) be the request with k ∈ KL(w) that is transmitted
with minimal power pk . As the SINR condition is satisfied for request (uk, vk), we
get

1

β

pk

d(uk, vk)α
≥

∑

i∈K	(w)
i �=k

pi

d(ui , vk)α
≥

∑

i∈K	(w)
i �=k

pi

(2	+ 2L)α
≥ (|K	(w)| − 1) · pk

(2	+ 2L)α

So

|K	(w)| − 1 ≤ 1

β

(
2	+ 2L

d(uk, vk)

)α
≤ 1

β

(
4	

L

)α

�
Now, let w ∈ V . We prove Iw(Ct, j ) = O(log n). W. l. o. g., let u1, . . . , un̄ be

ordered by increasing distance to w. Note that for all 	 > 0 we have K	(w) =
{1, . . . , x} for some x ∈ N by this definition.

For k ≤ log n̄ + 1 let Sk = [2k] \ [2k−1]. Furthermore, let 	k be defined as
	k = mini∈Sk d(ui , w). For the value of Iw(Ct, j ) follows from these definitions:

Iw(Ct, j ) =
n̄∑

i=1

min

{
1,

d(ui , vi )
α

d(ui , w)α

}

≤
log n̄+1∑

k=1

∑

i∈Sk

d(ui , vi )
α

d(ui , w)α
+

∑

i∈KL (w)

1 ≤ (2L)α
log n̄+1∑

k=1

|Sk |
	αk

+ |KL(w)|

As the distances are increasing, we have 	k ≥ d(ui , w) for all i ≤ 2k−1. In other
words [2k−1] ⊆ K	k (w).

Since we add up the interference induced by requests from KL(w) separately, we
may assume 	k ≥ L for all k and thus apply Lemma 1 on |K	k (w)|, which gives

2k−1 = |[2k−1]| ≤ |K	k (w)| ≤
(

4	k

L

)α
+ 1
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Consequently, we have

	αk ≥ (2k−1 − 1)

(
L

4

)α

Using the above results for 	αk and |KL(w)| we can bound Iw(Ct, j ) by

(2L)α
log n̄+1∑

k=1

2k−1

(2k−1 − 1)
( L

4

)α +
(

4α

β
+ 1

)
≤ 8α

log n̄+1∑

k=1

2 + 4α

β
+ 1 = O(log n)

�
Earlier results restricted the instances often to the Euclidean plane and required

α to be strictly greater than 2. Under these assumptions we can use geometric argu-
ments to get an even better bound of Ω(I/logΔ) on the optimal schedule length, as
we show in the following.

Theorem 3 Let the instance be located in the Euclidean plane, let α > 2, and let
T denote the optimal schedule length using any power assignment. Then we have
T = Ω (I/logΔ).

Proof Again, we divide the requests into logΔ · T classes Ct,i . This time, we have
to prove Iw(Ct,i ) = O(1). Let us remark that in the Euclidean plane a ring of inner
radius L · r and width L can be covered by 8(r + 1) circles of radius L . If x is the
center of such a circle, we get from Lemma 1 that |KL(x)| ≤ 4α

β
. Thus we have

|KL(r+1)(w) \ KLr (w)| ≤ 8(r + 1) 4α
β

≤ 16r 4α
β

= r 4α+2

β
for r ≥ 1. We can bound

Iw(Ct, j ) by

Iw(Ct, j ) ≤
∞∑

r=1

|KL(r+1)(w) \ KLr (w)| · (2L)α

(Lr)α
+ |KL(w)|

Using the above result we get

Iw(Ct, j ) ≤ 2α
4α+2

β

∞∑

r=1

r1−α + 4α

β
≤ 4α

β

(
2α42α − 1

α − 2
+ 1

)
= O(1)

�

2.3.2 Upper Bounds for the Linear Power Assignment

The measure of interference enables us to design randomized algorithms using
the linear power assignment, i.e., the power for the transmission from u to v is
c · d(u, v)α for some fixed c ≥ βν. As a key fact, we can simplify the SINR
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constraint in this setting as follows. If R is a set of requests that can be scheduled in
one time slot, we have for all nodes v′ with (u′, v′) ∈ R

∑

(u,v)∈R
(u,v) �=(u′,v′)

c · d(u, v)α

d(u, v′)α
≤ c

β
− ν

Since β > 1 we can write equivalently

Iv′(R) =
∑

(u,v)∈R

min

{
1,

d(u, v)α

d(u, v′)α

}
≤ 1

β
− ν

c
(2.4)

For simplicity of notation we replace 1
β
− ν

c by 1
β ′ in the following proofs.

The idea of our basic algorithm (Algorithm 1) is that each sender decides ran-
domly in each time slot if it tries to transmit until it is successful. The probability of
transmission is set to 1

2β ′ I and is not changed throughout the process.

Algorithm 1 A simple single-hop algorithm
1: while packet has not been successfully transmitted do
2: try transmitting with probability 1

2β ′ I
3: end while

Theorem 4 Algorithm 1 generates a schedule of length at most O(I log n) whp.

Proof Let us first consider the probability of success for a fixed request (uk, vk) in
a single step of the algorithm. Let Xi , i ∈ [n], be the 0/1 random variable indicating
if sender ui tries to transmit in this step. Assume a sender uk tries to transmit in this
step, i.e., Xk = 1. To make this attempt successful, the interference constraint (2.4)
has to be satisfied. We can express this event as Z ≤ 1/β ′ where Z is defined by

Z =
∑

i∈[n]
i �=k

min

{
1,

d(ui , vi )
α

d(ui , vk)α

}
Xi

We have E [Z ] ≤ 1/2β ′ and thus we can use Markov’s inequality to bound the
probability that this packet cannot be transmitted successfully by

PrZ ≥ 1

β ′
≤ PrZ ≥ 2E [Z ] ≤ 1

2

To make the transmission successful the two events Xk = 1 and Z ≤ 1/β ′ 1
β ′ have

to occur. Since they are independent it holds that

PrXk = 1, Z ≤ 1

β ′
= PrXk = 1 · PrZ ≤ 1

β ′
≥ 1

2β ′ I

(
1 − 1

2

)
= 1

4β ′ I
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The probability for packet k not to be successfully transmitted in (k0 + 1)4β ′ I ln n
independent repeats of such a step is therefore at most

(
1 − 1

4β ′ I

)(k0+1)4β ′ I ln n

≤ e−(k0+1) ln n = n−(k0+1)

Applying a union bound we get an overall bound on the probability that one of n
packets is not successfully transmitted in these independent repeats by n−k0 . This
means all senders are successful within O(I log n) steps whp.

An obvious disadvantage of the basic algorithm is that the probability of trans-
mission stays the same throughout the process. To improve it, one idea could be to
increase the probability of transmission after some transmissions have successfully
taken place. This is why we need the following weighted Chernoff bound that can
deal with dependent random variables.

Lemma 2 Let X1, . . . , Xn be 0/1 random variables for which there is a p ∈ [0, 1]
such that for all k ∈ [n] and all a1, . . . , ak−1 ∈ {0, 1}

PrXk = 1 | X1 = a1, . . . Xk−1 = ak−1 ≤ p (2.5)

Let furthermore w1, . . . , wn be reals in (0, 1] and μ ≥ p
∑
wi . Then the weighted

Chernoff bound

Pr
n∑

i=1

wi Xi ≥ (1 + δ)μ ≤
(

eδ

(1 + δ)(1+δ)

)μ

holds.

Proof (Sketch). To show this bound, a standard proof for the weighted Chernoff
bound [16] can be adapted. By using the definition of expectation and repeatedly
applying (2.5), one can show that

E
[
et X
]
≤

n∏

i=1

(
petwi + 1 − p

)

although random variables are no more independent. In the original proof no other
step makes use of the independence. �

We can now use this bound to analyze Algorithm 2. This algorithm assigns ran-
dom delays to all packets. The maximum delay is decreased depending on I curr,
which denotes the measure of interference that is induced by the requests that have
not been scheduled at this point.

The algorithm works as follows: During one iteration of the outer while loop by
repeatedly assigning random delays to the packets the measure of interference is



2 Scheduling and Power Assignments in the Physical Model 43

Algorithm 2 An O(I + log2 n) whp algorithm
1: while I curr ≥ log n do
2: J := I curr

3: while I curr ≥ J
2 do

4: if packet i has not been successfully transmitted then
5: assign a delay 1 ≤ δi ≤ 16eβ ′ J i. u. r.
6: try transmission after waiting the delay
7: end if
8: end while
9: end while

10: execute algorithm Algorithm 1

reduced to a half of its initial value. This is repeated until we have I curr < log n and
the basic algorithm is applied.

Our first observation is that reducing I curr by factor 2 takes O(I curr) scheduling
steps whp.

Lemma 3 During one iteration of the outer while loop of Algorithm 2, the inner
while loop is executed at most k0 + 2 times with probability at least 1− n−k0 for all
constants k0.

Proof Let us first consider a single iteration of this loop. We assume all senders
are taking part as if none has been successful during this iteration of the outer while
loop yet. We only benefit from any previous success.

Observe, if the senders of a set S are transmitting and there is a collision for
packet i we have

∑

j∈S
j<i

min

{
1,

d(u j , v j )
α

d(u j , vi )α

}
>

1

2β ′
or
∑

j∈S
j>i

min

{
1,

d(u j , v j )
α

d(u j , vi )α

}
>

1

2β ′

In the first case let Y<
i = 1, in the second one Y>

i = 1. We now show
that the random variables Y<

1 , . . . , Y<
n fulfill (2.5) for p = 1

8e . Let us fix
k ∈ [n] and a1, . . . , ak−1 ∈ {0, 1}. We have to show PrY<

k = 1 | Y<
1 = a1,

. . . ,Y<
k−1 = ak−1 ≤ p.

Since the delays δi are drawn independently they can be considered as if they
were drawn one after the other in the order δ1, δ2, . . .. Then the value of Y<

i would
already be determined after drawing δi by definition. In other words, the values of
δ1, . . . , δk−1 already determine the values of Y<

1 , . . . ,Y<
k−1. It follows that there is

a subset M ⊆ [16eβ ′ J ]k−1 of delay values such that Y<
1 = a1, . . . ,Y<

k−1 = ak−1 iff
(δ1, . . . , δk−1) ∈ M .

Now let Xi be a 0/1 random variable for i ∈ [k − 1] such that Xi = 1 iff δi = δk .
We can observe that we have for all (b1, . . . , bk−1) ∈ [16eβ ′ J ]k−1:

E
[
Xi | δ1 = b1, . . . , δk−1 = bk−1

] = 1

16eβ ′ J
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Define furthermore

Z<k =
k−1∑

i=1

min

{
1,

d(ui , vi )
α

d(ui , vk)α

}
Xi

with E
[
Z<k | δ1 = b1, . . . , δk−1 = bk−1

] ≤ 1
16eβ ′ . Now it holds that

Pr [ Y<
k = 1 | δ1 = b1, . . . , δ j−1 = bk−1 ]

= PrZ<k >
1

2β ′

∣∣∣
∣ δ1 = b1, . . . , δk−1 = bk−1

≤ 2β ′E
[
Z<k | δ1 = b1, . . . , δk−1 = bk−1

]

= 1

8e
= p

We now apply the law of alternatives:

PrY<
k = 1 | Y<

1 = a1, . . . ,Y<
k−1 = ak−1

=
∑

(b1,...,bk−1)∈M

Prδ1 = b1, . . . , δk−1 = bk−1 | Y<
1 = a1, . . . ,Y<

k−1 = ak−1

·PrY<
k = 1 | δ1 = b1, . . . , δk−1 = bk−1

≤ p

Thus, for w ∈ V , we may apply Lemma 2 on I<w defined as follows:

I<w =
n∑

i=1

min

{
1,

d(ui , vi )
α

d(ui , w)α

}
Y<

i

This random variable indicates the remaining measure of interference that is caused
by these collisions. Setting δ = 2e − 1 and μ = J

8e Lemma 2 states

PrI<w ≥ J

4
≤ 2−

J
4 ≤ n−1

Now consider the situation after k0+2 iterations of the inner while loop. Since these
are independent repeats we have

PrI<w ≥ J

4
≤ n−(k0+2)

With a symmetric argument this also applies to I>j . For a sender that has not been
successful we have Z<j + Z>j ≥ 1. This means we have the bound I curr

w ≤ I<w + I>w .
For the remaining measure of interference I curr = maxw∈V I curr

w we can conclude
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PrI curr ≥ J

2
≤
∑

w∈V

PrI curr
w ≥ J

2

≤
∑

w∈V

PrI<w ≥ J

4
or I<w ≥ J

4

≤ n
(

n−(k0+2) + n−(k0+2)
)

≤ n−k0

�
Using the previous lemma, we can bound the numbers of steps that are generated

in the while loops.

Theorem 5 Algorithm 2 generates a schedule of length at most O(I + log2 n) steps
whp.

Proof Let Tk denote the number of scheduling steps generated in the kth execution
of the outer while loop. As shown in the previous lemma, it holds that

Prvk ≥ (k0 + 3) 16eβ ′ 1

2k−1
I ≤ 1

nk0+1

Let furthermore U denote the number of scheduling steps generated in the execution
of Algorithm 1. As shown in Lemma 4, it holds that

PrU ≥ (k0 + 2) 4β ′ ln n log n ≤ 1

nk0+1

Thus the total number of steps generated in the while loops
∑

k vk + U can be
estimated by

Pr
∑

k

vk + U ≥ (k0 + 3) 32eβ ′ I + (k0 + 2) 4β ′ ln n log n

≤ Pr
∨

k

vk ≥ (k0 + 3) 16eβ ′ 1

2k−1
I ∨ U ≥ (k0 + 2) 4β ′ ln n log n

≤
∑

k

Prvk ≥ (k0 + 3) 16eβ ′ 1

2k−1
I + PrU ≥ (k0 + 2) 4β ′ ln n log n

≤
∑

k

1

nk0+1
+ 1

nk0+1

≤ (log n + 1)
1

nk0+1

≤ 1

nk0

This means the total number of steps upper bounded by
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(k0 + 3) 32eβ ′ I + (k0 + 2) 4β ′ ln n log n = O(I + log2 n)

with probability at least 1 − 1
nk0

. �
In sufficiently dense instances, i.e., I ≥ log2 n, this algorithm yields a constant-

factor approximation for the optimal schedule compared to the linear power assign-
ment with high probability. Compared to the optimal power assignment the approx-
imation factor then is O(logΔ · log n) whp for general metrics, respectively.
O(logΔ) for the two-dimensional Euclidean plane.

Algorithm 1 can be implemented in a distributed way losing a factor log n in the
following way. In contrast to the centralized problem, the nodes do not know the
correct value of I , thus, they do not know their transmission probability. Now in the
distributed setting the algorithm processes in each while iteration log n steps, where
in each of these steps the transmission probability is halfed, that is, starting by 1/2β ′
down to 1/2β ′n.

Algorithm 2 can be modified analogously, leading to a schedule of length
O(log n · (I + log2 n)) whp.

2.4 Scheduling with the Square Root Power Assignment

The scheduling algorithms for the linear power assignment presented in Sect. 2.3
achieve an approximation factor of order logΔpolylog n in comparison to an opti-
mal solution with respect to general power assignments. In this section, we show
that the square root power assignment admits schedules beating this bound achiev-
ing an approximation factor of order log logΔpolylog n. Furthermore, we present
a bidirectional variant of the interference scheduling problem in which the square
root power assignment yields an approximation of order polylog n and is, hence,
independent of the aspect ratio.

2.4.1 Scheduling Directed Requests

In this section we show how to achieve an O(log logΔ log3 n) approximation on
the interference scheduling problem using square root power. To prove this result
we first show two properties that make use of the following definitions. We call a set
R of requests well separated, if the length of any pair of requests differs by a factor
of either at most 2 or at least 16n2/α . We say that two requests (ui , vi ) and (u j , v j )

are τ -close under the square root power assignment if max{RIi ( j),RI j (i)} ≥ τ .

Lemma 4 Let R be a well-separated SINR-feasible set of requests. Let (u0, v0) be a
request that is shorter than the requests in R by at least a factor of 16n2/α . If all the
requests in R are 1/2n-close to (u0, v0) under the square root power assignment,
then |R| = O(log logΔ).
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Proof Let R′ be a maximum 3α-signal subset of R, let n′ denote the number of
requests in R′ and w.l.o.g. let the requests in R′ be labeled in increasing order of
length. From Proposition 1 we know

∣
∣R′∣∣ = n′ ≥ |R| /9α . As all the requests in R′

are 1/2n-close to (u0, v0), R′ consists of two types of requests:

• Requests j for which the ratio between j’s interference and the received signal
from u0 at receiver v0 is at least 1/2n (or

√
d(u0, v0) · d(u j , v j )

α ≥ d(u j , v0)
α ·

1
2n ) and

• Requests j for which the ratio between u0’s interference and the received signal
from j’s sender at v j is at least 1/2n (or

√
d(u0, v0) · d(u j , v j )

α ≥ d(u0, v j )
α ·

1
2n ).

We only consider the former type, the argument is almost identical for the latter type
and will be left to the reader.

Let j, j ′ ∈ R′, w.l.o.g. assume j ≥ j ′. As they are 1/2n-close to (u0, v0), it
holds

√
d(u0, v0) · d(u j , v j )

α ≥ d(u j , v0)
α · 1

2n (and analogously for j ′). So we get

d(u j , v0) ≤
√

d(u0, v0) · d(u j , v j )(2n)1/α

and

d(u j ′ , v0) ≤
√

d(u0, v0) · d(u j ′ , v j ′)(2n)1/α

With triangle inequality we can conclude

d(u j ′ , v j ) ≤ d(u j ′, vi )+ d(vi , u j )+ d(u j , v j )

≤ d(u j , v j )+ 21+1/αn1/α
√

d(u0, v0) · d(u j , v j )

Applying α ≥ 1 and d(u j , v j ) ≥ 16n2/αd(u0, v0) to this inequality, we get

d(u j ′, v j ) ≤ d(u j , v j )+ 21+1/αn1/α
√

d(u0, v0) · d(u j , v j ) ≤ 2d(u j , v j )

For technical simplicity, we use the more relaxed d(u j ′ , v j ) < 3d(u j , v j ) in the
following. Using the same arguments as above we get

d(u j , v j ′) ≤ d(u j ′ , v j ′)+ 21+1/αn1/α
√

d(u0, v0) · d(u j , v j )

Multiplying this inequality with d(u j ′ , v j ) < 3d(u j , v j ) it follows

(u j ′ , v j )·d(u j , v j ′)<3d(u j , v j )d(u j ′ , v j ′)+12n1/αd(u j , v j )

√
d(u0, v0) · d(u j , v j )
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Since R′ is a 3α-signal set, we have d(u j ′ , v j ) ·d(u j , v j ′) ≥ 9d(u j , v j ) ·d(u j ′, v j ′).
Again, applying the well separation, the last two inequalities yield (with canceling
a 6d(u j , v j ) factor)

d(u j ′ , v j ′) < 2n1/α
√

d(u0, v0) · d(u j , v j ) (2.6)

This equation implies d(u j , v j ) > 2d(u j ′ , v j ′). By well separation of R it follows
d(u j , v j ) ≥ 16n2/αd(u j ′ , v j ′). Now it follows from (2.6)

d(ui+1, vi+1) ≥ d(ui , vi )
2

4d(u0, v0)n2/α
≥ 2d(ui , vi )

2

d1

for any i ∈ {2, . . . , n′}. Let λi = d(ui , vi )/d(u1, v1). Then λi+1 ≥ 2λ2
i and by

induction λn′ ≥ 22n′−1−1. Hence, n′ = ∣∣R′∣∣ ≤ lg lg λn′ + 2 = lg lgΔ + 2, which
proves the lemma. �

Lemma 5 Let R be a well-separated set of requests. If any subset of R containing
only nearly equilength requests can be scheduled with the linear power assignment
using at most c colors, then all requests in R can be scheduled with O(c log logΔ)
colors using the square root power assignment.

Proof In the following we show that a single step from a schedule of R can be
scheduled in O(log logΔ) steps. Let R = R1∪̇R2∪̇ . . . ∪̇Rt denote the decompo-
sition of R in length groups, such that the length of the requests in each group
differs by at most factor 2 and in different groups by at least factor 16n2/α . First
we transform the schedules for each length group in an r -signal schedule, with
r = 2α/2. This changes the number of schedule steps by at most factor (r + 1)2

(by Proposition 1). Let T =⋃i Ti be a single schedule step from the schedule of R
and let Ti denote the requests in T from length group Ri . W.l.o.g., let the requests
in T be ordered by decreasing length.

Lemma 4 states that for each request i there are at most O(log logΔ) longer
requests in T that are 1/2n-close to i . Let p = O(log logΔ) denote this bound.
Now process the requests i ∈ T by decreasing length: Assign i to a step T ′

j with
j ∈ [p + 1] that does not contain a 1/2n-close request for i .

It remains to show that this assignment yields a feasible schedule. Consider a
request i ∈ T ′

j that originally came from set Rk . The relative interference on i from
nearly equilength requests in T ′

j ∩ Rk under the linear power assignment is at most
1/r , since each length group is an r -signal set. We first analyze the influence from
changing the power assignment from linear to square root in a length class. It holds
for two requests a and b for the linear power assignment

RIa ((ub, vb)) = ca · d(ua, va)
α

pa
· pb

d(ub, va)α
= ca · d(ub, vb)

α

d(ub, va)α
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and for the square root power assignment

RIa ((ub, vb)) = ca ·√d(ua, va)α ·
√

d(ub, vb)
α

d(ub, va)α

Since the requests in the same length class differ by at most factor 2 combining
these two bounds yields that changing the power in a feasible schedule from the
linear power assignment to the square root power assignment changes the relative
interference by a factor of at most 2α/2 in such nearly equilength request sets. Thus,
the relative interference on i from requests in the same length class is at most 1/2.
On the other hand, the relative interference on i from requests not in the same length
class is at most 1/2n each, by construction, which is at most 1/2 in total. The relative
interference on each link is not greater than one, which gives us an SINR-feasible
schedule. �
Theorem 6 Suppose there exists a ρ-approximate algorithm for the interfer-
ence scheduling problem on nearly equilength request sets using uniform power
assignment. Then there exists an O(ρ · log logΔ · log n)-approximate algo-
rithm for the interference scheduling problem using the square root power
assignment.

Proof Let R be the set of requests. We partition R into k =
⌈

2
α

log 16n
⌉

well-

separated sets as follows. Let R1, R2, . . . denote length groups with Ri = { j ∈
R | d(ui , vi ) ∈ [2i−1, 2i )}. Then, partition R into classes Bi = ∪ j Ri+ j ·k , for
i = 1, 2, . . . , k. Now the theorem follows from applying Lemma 5 on each of the
classes Bi separately. �

Recall that Algorithm 2 had an approximation ratio of O(logΔ log2 n) in general
metrics. For nearly equilength request sets this ratio reduces to O(log2 n), which
gives the following result.

Corollary 1 The interference scheduling problem in general metrics has an approx-
imation factor of O(log logΔ · log3 n) for the square root power assignment.

For instances embedded in the Euclidean plane the approximation factor of Algo-
rithm 2 is O(logΔ log n) which reduces to O(log n) for nearly equilength request
sets.

Corollary 2 For α > 2, the interference scheduling problem in the two-dimensional
Euclidean space has an approximation factor of O(log logΔ · log2 n) for the square
root power assignment.

2.4.2 Scheduling Bidirectional Requests

Most communication protocols used in practice rely on bidirectional point-to-point
communication. This is reflected by the following variant of the physical model in
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which requests are undirected, that is, each of the two nodes of a request acts as both
sender and receiver. The SINR constraint is adapted as follows. For every request
pair (ui , vi ) ∈ R and w ∈ {ui , vi }, it must hold

pi

d(ui , vi )α
≥ β

⎛

⎜⎜
⎝
∑

j∈[n]\{i}
c j=ci

p j

min{d(u j , w)α, d(v j , w)α} + ν

⎞

⎟⎟
⎠

In every request set that fulfills this condition the two nodes of a request can
exchange messages in both directions, as long as only one of them acts as sender at
any given time.

In this setting, bounded, linear, and superlinear power functions still can have
schedule lengths of Ω(n), while the optimal schedule has constant length. This can
be shown by a straightforward adaption of the proof for Theorem 8. For sublinear
assignments this adaption is not possible. In fact, we show in the following that the
square root power assignment guarantees an approximation factor of O(log3 n).

First, we need the following technical lemma.

Lemma 6 Let (ui , vi ) and (u j , v j ) be two requests. If they can be scheduled simul-
taneously, then

min{d(wi , w j )}2 ≥ β2/α · d(ui , vi ) · d(u j , v j )

Proof Letw1 ∈ {ui , vi } andw2 ∈ {u j , v j }, such that min{d(wi , w j )} = d(w1, w2).
The SINR constraint gives

pi

d(ui , vi )α
≤ β

p j

d(w1, w2)α

and

p j

d(u j , v j )α
≤ β

pi

d(w1, w2)α

From multiplying both equations follows

d(w1, w2)
2 ≥ β2/α · d(ui , vi ) · d(u j , v j )

�
Lemma 7 Let R be a set of requests that can be scheduled with an arbitrary power
assignment and let i be a request. Then there is at most a constant number of
requests j ∈ R with d(u j , v j ) ≥ n2/α · d(ui , vi ) that cause a relative interference
of at least 1/2n on i under the square root power assignment.
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Proof In the following we show that for fixed β there is at most one request j ∈ R
with d(u j , v j ) ≥ n2/α ·d(ui , vi ) that causes a relative interference of at least 1/2n on
i under the square root power assignment. By Proposition 1 this yields the claimed
result.

Assume that there are two requests j, j ′ ∈ R with d(u j , v j ) and d(u j ′ , v j ′) at
least n2/α · d(ui , vi ) that cause a relative interference of more than 1/2n on i under
the square root power assignment. W.l.o.g, let d(u j , v j ) ≥ d(u j ′ , v j ′). For k ∈
{ j, j ′} and w ∈ {ui , vi } let dm = min{d(uk, w), d(vk, w)}. The relative interference
under the square root power assignment implies

(√
d(uk, vk)d(ui , vi )

dm

)α
≥ 1

2n

This implies

dm ≤ (2n)1/α
√

d(uk, vk) · d(ui , vi ) ≤ (2n)1/α
√

d(u j , v j ) · d(ui , vi )

To avoid notational clutter, let d(u j , v j ′) be the minimal distance between j and j ′.
Applying triangle inequality we get

d(u j , v j ′) ≤ 2dm ≤ 2(2n)1/α
√

d(ui , vi ) · d(u j , v j )

≤ 2(2n)1/α
√

d(u j ′ , v j ′)

n2/α
· d(u j , v j ) ≤ 21+1/α

√
d(u j , v j ) · d(u j ′ , v j ′)

Thus

d(u j , v j ′)
2 ≤

(
2α+1

)2/α
d(u j , v j ) · d(u j ′ , v j ′)

From Lemma 6 follows for β < 2α+1 there is at most one request j ∈ R with
d(u j , v j ) ≥ n2/α · d(ui , vi ) that causes a relative interference of at least 1/2n on i
under the square root power assignment. �

We now can use an almost identical approach like shown in Lemma 5 and Theo-
rem 6 for the unidirectional case.

Lemma 8 Let R be a request set where the length of every pair of links differs by at
most factor 2 or at least n2/α . If any subset of R containing only nearly equilength
requests can be scheduled with the linear power assignment using at most c colors,
then all requests in R can be scheduled with O(c) colors.

Theorem 7 Suppose there exists a ρ-approximate algorithm for the bidirectional
interference scheduling problem on equilength requests. Then there exists an algo-
rithm for the bidirectional interference scheduling problem with approximation fac-
tor O(ρ log n) for the square root power assignment.
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We omit the proofs for these lemmas, as the arguments are analogous to the
unidirectional case. For scheduling the equilength request sets we again can use
Algorithm 2.

Corollary 3 The bidirectional interference scheduling problem in general metrics
has an approximation factor of O(log3 n) for the square root power assignment.

Corollary 4 For α > 2, the bidirectional interference scheduling problem in the
two-dimensional Euclidean space has an approximation factor of O(log2 n) for the
square root power assignment.

2.5 The Gap of Oblivious Power Schemes

Our upper bounds on the approximation ratios of oblivious scheduling algorithms
for directed communication requests depend on the aspect ratio. In this section,
we show that the dependence on the aspect ratio is unavoidable. To prove this we
construct a family of instances for a given oblivious power assignment function f
such that using f requires at least Ω(n) colors or schedule steps while an optimum
power assignment needs only O(1) rounds.

Theorem 8 Let f : R>0 → R>0 be any oblivious power assignment function. There
exists a family of instances on a line that requiresΩ(n) colors when scheduling with
the powers defined by f whereas an optimal schedule has constant length.

Proof We distinguish three cases. In the first case, we assume that f is asymptot-
ically unbounded, that is, for every c > 0 and every x0 > 0 there exists a value
x > x0 with f (x) > c.

We consider the following family of instances. They consist of n pairs (ui , vi ) on
a line, with distances xi between two nodes of a pair and χyi between neighboring
pairs. Depending on β, we choose χ as a suitable constant that is large enough to
get along with different values of β.

Formally, this kind of instance can be defined by u1, v1, . . . , un, vn ∈ R such
that

ui =
{

0 if i = 1

vi−1 + χyi otherwise
and vi = ui + xi

We now define the distances xi and yi between the nodes recursively depending on
the function f :

yi = 2(xi−1 + yi−1)

Given x1, . . . , xi−1 and yi , we choose xi such that xi ≥ yi and

f (xi ) ≥ yαi
f (x j )

xαj
for all j < i
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This is always possible since f is asymptotically unbounded. By this construction it
is ensured that a pair k is exposed to high interference by pairs with larger indices.
To show this, let S ⊆ [n] be a set of indices of pairs that can be scheduled together
in one step; k = min S.

For i ∈ S \ {k} it holds that

d(ui , vk) =
i−1∑

j=k+1

x j +
i∑

j=k+1

χ · y j ≤ 2χ
i∑

j=k

y j ≤ 2χ
i∑

j=k

1

2i− j
yi ≤ 4χyi

Since all pairs in S can be scheduled in one step the SINR condition is satisfied for
pair k:

β
∑

i∈S\{k}

pi

d(ui , vk)α
≤ pk

d(uk, vk)α
= f (xk)

xαk

Putting these facts together

1

β

f (xk)

xαk
≥
∑

i∈S\{k}

pi

d(ui , vk)α
≥
∑

i∈S\{k}

yαi
f (xk )
xαk

(4χyi )α
= |S| − 1

(4χ)α
f (xk)

xαk

This implies |S| ≤ (4χ)α

β
+ 1, which means there are at least β

(4χ)α+β n = Ω(n)
colors needed when using pi = f (d(si , di )).

On the other hand for these instances there is a power assignment, pi = √
2i ,

such that there is a coloring using a constant number of colors. This is caused by the
fact that for all instances described it holds that yi ≤ xi and yi+1 ≥ 2xi . Thus for
any link k the interference by the ones with higher index as well as the ones with
lower index forms a geometric series. This means a constant fraction of all links
may have the same color and therefore there is a coloring using a constant number
of colors.

In the second case, we assume that f is asymptotically bounded from above
by some value c > 0 but does not converge to 0. In this case, there exists a value
b ∈ (0, c] such that for every x0 > 0 there exists a value x > x0 with f (x) ∈ [b, 2b].
Let χ > 1 be a suitable constant. We choose n numbers x1, . . . , xn satisfying the
properties (a) f (xi ) ∈ [b, 2b], for 1 ≤ i ≤ n, and (b) xi ≥ χxi−1, for 2 ≤ i ≤ n.
We set ui = −xi/2 and vi = xi/2. This instance corresponds to nested pairs on
the line, whereas the power assignment is similar to the uniform power assignment,
which already indicates the desired result.

To be more precise, let S ⊆ [n] be a set of indices of requests that can be sched-
uled together and let k = max S. For i ∈ S it holds d(ui , vk) ≤ xk/2. The SINR
condition for k states
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β
∑

i∈S\{k}

pi

d(ui , vk)α
≤ pk

d(uk, vk)α
= f (xk)

xαk

This yields

1

β
· f (xk)

xαk
≥
∑

i∈S\{k}

pi

d(ui , vk)α
≥
∑

i∈S\{k}

b

(xk/2)α
= (|S| − 1) · 2αb

xαk

Since 2b ≥ f (xk), we have |S| ≤ 1/β · 21−α + 1. It follows again that at least Ω(n)
colors are needed to schedule these instances using pi = f (d(ui , vi )).

In contrast, if χ is chosen sufficiently large than the square root power assignment
can schedule all these requests simultaneously.

Finally, in the third case, lim f (x) = 0, we again construct a sequence of
nested pairs analogously to second case but replacing condition (a) by the condition
f (xi ) ≤ f (xi−1). Analogously to the second case, the power assignment defined by
f allows only for scheduling a constant number of pairs simultaneously while the
square root assignment can schedule all pairs simultaneously. �

The last result shows that the dependence onΔ is necessary for nontrivial results.
The following theorem shows that there is a gap of at least Ω

(√
log logΔ

)
between

oblivious and optimal power assignments.

Theorem 9 An instance of the interference scheduling problem exists such that
every schedule using an oblivious power function needs at least Ω

(√
log logΔ

)

more steps than the optimal schedule.

Proof In this proof we construct an instance that can be scheduled in a constant
number of rounds by a non-oblivious power assignment, but every oblivious power
assignment needs at least Ω

(√
log logΔ

)
steps. The instance consist of two nearly

identical requests sets, only the role of sender and receiver in each request is
exchanged. More formally, let x1 = 1, yi = x2

i , and xi+1 = 2yi for every i ∈ [n].
Let the request set R1 consist of the requests (ui , vi ) described by

ui =
{

0 if i = 1

−∑i
j=2 x j otherwise

and vi =
i∑

j=1

yi

and let R2 consist of requests
(
u′

i , v
′
i

)
with

u′
i = M +

i∑

j=1

yi and v′i =
{

M if i = 1

M −∑i
j=2 x j otherwise

where M denotes a constant large enough that interferences between requests from
R1 and R2 become negligible. Since for all i ∈ [n] holds d(ui , vi ) = d

(
u′

i , v
′
i

)
,

every oblivious power assignment uses the same power pi for request (ui , vi ) and(
u′

i , v
′
i

)
.
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Let T denote the schedule under an arbitrary, fixed oblivious power assignment.
In this schedule there must be a step where at least n/T requests from R1 are sched-
uled. Let M ⊆ [n] denote their indices. Let i, j ∈ M with i < j . The SINR
constraint states

β
pi

d(ui , v j )α
≤ p j

d(u j , v j )α

Using d(ui , v j ) ≤ x j and d(u j , v j ) ≥ y j = x2
j we get

β
pi

xαj
≤ p j

x2α
j

which implies pi ≤ p j/βxαj . With d
(

u′
j , v

′
i

)
≤ 2x j , the interference from

(
u′

j , v
′
j

)
on
(
u′

i , v
′
i

)
is

β
p j

d
(

u′
j , v

′
i

)α ≥ β
p j

(2x j )α
≥ β2 pi

2α
>

pi

d
(
u′

i , v
′
i

)

Thus, for every i �= j , i, j ∈ M , the requests
(
u′

i , v
′
i

)
and

(
u′

j , v
′
j

)
cannot be sched-

uled in the same step. In fact, for every i ∈ M ,
(
u′

i , v
′
i

)
must be assigned to a differ-

ent schedule step. This yields T ≥ |M | and it follows T ≥ √
n = √Ω(log logΔ).

�

2.6 Summary and Open Problems

We have studied the interference scheduling problem with a focus on oblivious
power assignments, i.e., the power for a signal is defined as a function of the path
loss. Examples of such power assignments are the uniform, the linear, and the square
root power assignment. The major advantage of these power assignments is their
simplicity. In particular, they can be computed for every request without taking into
account other requests. In our study we investigated the approximation factors with
respect to the schedule length that can be achieved with oblivious power assign-
ments.

The linear power assignment is of special interest as it is energy efficient in the
sense that signals are sent at a power level that is only a constant factor larger
than the power level needed to drown out ambient noise. In Sect. 2.3, we pre-
sented lower and upper bounds for the linear power assignment from [5]. The key
to both the lower and upper bounds is the measure of interference I . On the one
hand, we have shown that Ω(I ) is a lower bound on the schedule length when
using linear power assignments. On the other hand, we have presented distributed
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scheduling algorithms for the linear power assignment computing schedules of
length O(I log n) and O(I + log2 n), respectively. For dense instances this gives a
constant factor approximation of the optimal schedule for linear power assignment.

Similar results have been achieved recently for the uniform power assignment.
In [6] it is presented an algorithm that achieves a constant factor approximation
guarantee with respect to the number of requests that can be scheduled simul-
taneously. A straight forward extension of this approach yields an approxima-
tion factor of O(log n) with respect to the schedule length for the uniform power
assignment.

How do these results compare to the schedule length for general power assign-
ments? – In Sect. 2.3, we show a lower bound of Ω(I/logΔ log n) for schedules
with general power assignments, where Δ denotes the aspect ratio of the metric.
When restricting to the two-dimensional Euclidean space the bound improves to
Ω(I/logΔ). Thus, the best known scheduling algorithms for the linear and the
uniform power assignments achieve approximation ratios of order logΔpolylogn
in comparison to the optimal power assignment.

In Sect. 2.4, we present an analysis showing that the square root power assign-
ment can achieve significantly better approximation ratio in terms of the aspect ratio
than the linear and the uniform power assignment: For directed communication
requests the approximation ratio of the square root power assignment is of order
O(logΔpolylog n) and for bidirectional requests even of order only O(polylog n).
Both of these ratios compare the schedule length of the square root power assign-
ment with the schedule length for general power assignments. The result for directed
communication requests is from [9] and the result for bidirectional requests was first
shown in [5] and then improved in [9].

Finally, in Sect. 2.5 we study lower bounds for oblivious power assignments.
We show that the dependence on the aspect ratio cannot be avoided for directed
communication requests and present a lower bound of order Ω

(√
log logΔ

)
on the

approximation ratio holding for every oblivious power assignment. In particular,
one cannot achieve approximation factors better than Ω(n) for directed commu-
nication requests with unbounded aspect ratio when restricting to oblivious power
assignments.

We want to conclude with the major open problems about interference schedul-
ing in the physical model: Devise a polynomial time constant factor approximation
algorithm or approximation scheme for the interference scheduling problem with
general power assignments or show that such an approximation is not possible.
Present improved distributed algorithms beating the currently best known approxi-
mation ratios for oblivious power assignments.
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