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Position-Based Routing in Wireless Ad Hoc
and Sensor Networks

Nathalie Mitton, Tahiry Razafindralambo, and David Simplot-Ryl

Abstract Geometric routing protocols are a memoryless and scalable approach
which uses position information for routing. Principles of geometric routing
approaches are very simple. Every node is assumed to be aware of the location of
itself, of its neighbors, and of the destination. Based only on these information, every
node is able to perform a routing decision. The location can be determined by either
geographic coordinates (we thus talk of geographic routing) or logical coordinates
extracted from the environment. In the former case, location coordinates may be
derived thanks to GPS or estimated thanks to any other positioning mean such as
triangulation. In the latter case, a new coordinate system has to be built. This chapter
reviews the main routing algorithms in every coordinate-based system, highlighting
the strengths and weaknesses of each of them.

15.1 Introduction

Routing in wireless sensor networks is a challenging task. Many different
approaches have been proposed in the literature. We can identify three main classes
of routing protocols: (i) proactive routing such as OLSR [10], (ii) reactive routing
such as AODV [29], and (iii) geometric routing or georouting. This latter approach
is receiving more and more attention since it is a memoryless and scalable approach,
unlike the two other ones. In addition, it better suits the constraints of wireless
sensor networks in which memory and processing capacities are very low and in
which the number of entities is expected to be very high. The idea of using position
information for routing was first proposed in the 1980s in the area of packet radio
networks and interconnection networks.
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Principles of geometric routing approaches are very simple. Every node is
assumed to be aware of the location of itself, of its neighbors, and of the destination.
Based only on these information, every node is able to perform a routing decision.
The location can be determined by either geographic coordinates (we thus talk of
geographic routing) or logical coordinates extracted from the environment. In the
former case, location coordinates may be derived thanks to GPS or estimated thanks
to any other positioning mean such as triangulation [2, 27]. In the latter case, a new
coordinate system has to be built. Coordinates are said as virtual coordinates. Yet,
geometric routing is

• localized: only local information such as the position of the current node holding
a packet, the one of its neighbors, and the one of the destination is required to take
a routing decision. Localized algorithms avoid communication overhead, which
yields a scalable protocol;

• distributed: every node performs the same algorithm;
• memoryless: no additional information has to be stored neither on the nodes on

the path nor in the message;
• scalable.

Indeed, unlike traditional routing schemes (either proactive or reactive), georouting
does not need to flood the whole network and does not store any routing tables.
These features make them more scalable (in terms of memory and bandwidth over-
head) and more energy efficient (since no useless message is sent to discover routes).

Each of both families of georouting protocols (either with exact or with virtual
coordinates) can be divided based on its properties with respect to the metric used
(hop count or power) and whether or not it guarantees delivery. Therefore, there are
four classes of algorithms: (i) simple hop count-based algorithms without guaran-
teed delivery, (ii) hop count based with guaranteed delivery, (iii) energy efficient
without guaranteed delivery, or (iv) energy efficient and guaranteed delivery.

In this chapter, we review the different geometric routing protocols from the lit-
erature with respect to the kind of coordinates they use. Section 15.2 reviews the
propositions based on geographic coordinates (latitude, longitude, altitude) while
Sect. 15.3 focuses on protocols based on virtual coordinates. In each of these sec-
tions, we will see different approaches that have been proposed to achieve energy
efficiency and packet delivery. In addition, Sect. 15.3 reviews several ways proposed
to provide the virtual coordinate systems, highlighting strengths and weaknesses of
each one. Finally, Sect. 15.4 summarizes the different solutions.

15.2 Geometric Routing Based on Geographic Coordinates

In this section, we consider that nodes are aware of their geographic coordinates.
Like already mentioned, in such protocols, the routing decision is performed by a
node holding a packet only based on the information of the position of itself, of its
neighbors, and of the destination node. These positions may be exact if retrieved
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from a positioning device (GPS or Galileo). If only a part of nodes are equipped
with a positioning device, geographical coordinates may be estimated through tri-
angulation [27] or any other mean [6], based on the neighborhood tables and the
coordinates of GPS nodes.

In order to cope with the lack of positioning information and take benefit from
georouting paradigms, some works have proposed to evaluate the distance between
each node in order to approximate the relative geographical position of the node in a
two-dimensional plane. The approach proposed in [6] uses techniques such as RSSI
(receive signal strength information), TOA (time of arrival), AOA (angle of arrival),
or TDOA (time difference of arrival) [28] to estimate the distance between two
nodes. Based on regular packet sending, every node knows its one-hop and two-hop
neighborhood and knows some of the distances between its one-hop and two-hop
neighbors. First, each node i chooses two nodes j and k from its one-hop neighbors
that do not lie on the same line and with a known distance greater than 0. Node i then
defines a local coordinate system based on i , j , and k. It holds coordinates (0, 0).
Using triangulation, each neighbor of node i can be positioned based on this local
coordinate system. In a second phase, all local coordinate systems are modified by
rotation or mirroring to achieve the same direction. In the third phase, an election
algorithm is applied to choose the center of the network coordinate system and this
network coordinate system is broadcast in the network. As a result, we obtain a
relative and approximate (due to distance approximation) positioning system which
is used exactly as coordinates provided by a GPS.

The position of the neighbors may be achieved through periodic exchange
within a neighborhood where every node broadcasts its position in Hello packets.
The position of the destination may be achieved through a localization algorithm
like [6, 30, 40], but the review of localization scheme is beyond the scope of this
chapter.

15.2.1 Greedy and Directional Approaches

First routing approaches were pretty simple and intuitive. For instance, in [26], the
node holding a packet has to choose at random a forwarder among the neighbors in
the forwarding direction of the destination. Yet, in Fig. 15.1, s will choose at random
between nodes in the gray area, i.e., a, b, c, or e. Choosing the next hop only among
the nodes in the forwarding direction guarantees that at each step, a progress is made
toward the destination and no loop is created.

Then, in the greedy method [14], a node s holding a packet forwards it to its
neighbor a that is the closest to the destination d. Greedy forwarding tries to bring
the message closer to the destination at each step using only local information, aim-
ing at reducing the overall number of hops. Thus, each node forwards the message
to the neighbor that is most suitable from a local point of view. The most suitable
neighbor in the “Greedy case” is the one who minimizes the distance to the destina-
tion at each step. In Fig. 15.1, node s sends its message to node a.
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Fig. 15.1 Illustration of
geographic greedy routings
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Alternatively, one can consider another notion of progress. MFR [35] (most for-
ward routing) and NFP [16] (nearest with forwarding progress) consider the pro-
jected distance on the source–destination line. In MFR, the sending node selects as
the next forwarder the node with maximum projected distance while NFP selects
the one with the smallest one. MFR tries to get closer to the destination at each step
by sticking to the initial direction in order to limit the number of hops needed to
reach the destination. NFP suggests to adjust the transmission power to the distance
between the two nodes in order to save energy during the transmission. In Fig. 15.1,
MFR would select node b while NFP would designate node c as the next forwarder.

Another alternative considers the neighbor which provides the minimum angle
between source–neighbor and source–destination. This approach is known as DIrec-
tional routing (DIR) or compass routing [18]. With such an algorithm, node a selects
node e in Fig. 15.1. The idea here is to stick to the direct direction in order to reduce
the stretch factor of the resulting routing path.

Basagni et al. incorporate mobility concerns by introducing DREAM [1]. Indeed,
the source node first determines an angular sector for forwarding, based on the
mobility information of the destination node d. Then, the message is forwarded
to every node lying in that angular sector. To determine this angular sector, node
s computes the circle centered on d with radius equal to the maximum possible
movement of d since the last update. Then, the angular sector is defined by the
tangent to that circle passing by node s. For instance, in Fig. 15.2, a forwards the
message to every node in the gray area, i.e., nodes a and b. A very similar approach
has been proposed in parallel than DREAM in the same conference. It is called
LAR, for location-aided routing [17], and presents only few modifications. Here, if
there is no node in the computed angular sector, this sector is enlarged till including
one.

For all these methods, if the routing ends up at a node which has no neighbor
closer than itself to the destination, the routing fails. In such a case, Finn [14] pro-
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Fig. 15.2 Illustration of
DREAM
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poses to search all n-hop neighbors (nodes at distance at most n hops away from
the current node, where n is a network-dependent parameter) by flooding the nodes
until a node closer to destination than the current node is found. The algorithm has
non-trivial details and does not guarantee delivery nor optimize flooding rate.

A variant of greedy algorithms, called GEDIR, is proposed in [33]. In this vari-
ant, the message is dropped if the best choice for a current node is to return the
message to the node the message came from. It increases delivery rate by prolonging
failure. The same criterion can be applied to MFR method and directional methods.
GEDIR is often used as the basic ingredient in other routines. For instance, it is used
in several location update schemes, such as quorum-based and home agent-based
schemes.

Globally, basic greedy strategy based on distance is loop free. Indeed, at each
step, the message has to move forward to the destination and thus cannot loop by
going through a node it has already visited. MFR has also been proved to be loop
free [33] while DIR is not loop free as shown in Fig. 15.3. Indeed, in Fig. 15.3, let
us suppose that nodes a and b are not neighbors. By applying DIR, node s forwards
to node a. c is the best choice for a as the next forwarder since it is the node which
minimizes the angle toward d, which makes the message go backward. A loop then
appears.

All the greedy approaches described to that point are based either on the distance
or on the direction. None of them but NFP has energy consumption concerns. As
already mentioned, NFP tries to minimize the energy consumption by sending the

Fig. 15.3 DIR is not loop
free
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message to the closest node to a in the direction of the destination. This leads to
a succession of small hops, less energy consuming than long hops. Nevertheless,
generally, the energy consumed depends indeed not only on the transmission range
r but also on the overhead c due to signal processing. The most commonly used
energy model is

cost(r) =
{

rα + c if r �= 0
0 otherwise

(15.1)

where α is a real constant greater than 1 that represents the signal attenuation. Yet, a
succession of small hops is not necessarily less energy consuming than a succession
of a smaller number of greater hops.

In [34] the optimal transmission radius, r∗, that minimizes the total power con-
sumption for a routing task is computed and it is equal to

r∗ = α

√
c

α − 1
(15.2)

Based on these observations, the first power-aware localized routing algorithms
were described in [34]. Cost-over-progress (COP) framework with power as the cost
has been applied in [19]. Let us take Fig. 15.4 to illustrate it. To forward a packet to
destination node d, source node s considers only nodes in the forwarding direction
of d (nodes in the gray area). It selects among them its neighbor a such that the ratio
of the energy consumed to reach that neighbor (cost(|sa|)) to the progress made
(measured as the reduction in distance to d, i.e., |sd|− |ad|) is minimized. The idea
is the following. Ideally all hops from nodes s to d provide the same progress as the
first one via candidate neighbor a. The number of such hops along the path from s
to d is then |sd|/|sd| − |ad)|, and cost of each is cost(|sa|). |sd| being a constant,
at each step, the algorithm tries to optimize the ratio cost(|sa|)/|sd| − |ad|.

Fig. 15.4 Illustration of COP
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Fig. 15.5 Illustration of a
failure routing. Source and
destination nodes are the
green nodes. Nodes on the
routing path appear in red.
Routing reaches a coverage
hole and fails

The same paper [19] proposes and analyzes another algorithm. The iterative
power progress algorithm is an improvement of the basic COP algorithm. It works as
follows. As in COP, a node s, currently holding a message destined to d, first finds
a neighbor a that minimizes cost(|sa|)/(|ds| − |da|). Then, the search continues
for an intermediate node b which (i) is closer to d than s, (ii) is neighbor to both s
and a, and (iii) satisfies cost(|sb|) + cost(|ba|) < cost(|sa|) and has the minimum
cost(|sb|)+ cost(|ba|) measure. If found, such node b replaces a as selected neigh-
bor, and the search for a better intermediate node repeats. This process is iteratively
repeated until no improvement is possible, and node s forwards the message to the
selected neighbor, which then applies the same scheme for its own forwarding.

Till that point, we have reviewed most of the greedy routing protocols, hop count
based or energy aware. Though these routing algorithms work well in dense net-
works, they fail if the node holding the message is closer to the destination than
any of its neighbors. Indeed, in sparse graphs, these algorithms suffer from cover-
age hole and may fail, as Fig. 15.5 illustrates. Therefore, some studies introduce
solutions that guarantee delivery.

Yet, several propositions have been proposed in the literature for greedy routing
in wireless networks, with energy concern when the radius range can be adapted
on demand by nodes. Nevertheless, none of these approaches guarantee the packet
delivery even if the network is connected. Therefore, more investigations have been
performed on this track.

15.2.2 Guaranteed Delivery Approaches

In order to guarantee the message delivery, the authors of [4] have proposed the
face routing. Face routing guarantees delivery in two-dimensional UDG. Face rout-
ing requires the network topology to be a planar graph (i.e., no edges intersect
each other). To planarize a graph, several algorithms can be used such as Gabriel
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vu

(a) Case edge uv belongs
to GG.

vu

w

(b) Case edge uv does not
belong to GG.

Fig. 15.6 Illustration of Gabriel graph building. In (a), there is no node lying in the disc with
diameter [u, v], edge uv belongs to the GG. But, in (b), the presence of node w in the disc removes
edge uv from GG

graph(GG) [4, 20], the relative neighborhood graph (RNG) [36], or the Morelia
graph [3]. Gabriel graph, for instance, contains edges between nodes u and v if and
only if no other nodes are located inside the circle of diameter |uv|, as illustrated
in Fig. 15.6. GG has some desirable properties when used for routing in wireless
networks such as localized message, free computation, planarity, and preserving
connectivity [4]. If the initial underlying graph is a graph G = (V, E), the outcome
planarized graph is a subgraph G ′ = (V, E ′) ⊂ G where every intersecting edge
has been removed.

Planarization divides the network into faces. Face routing then performs as fol-
lows on the planarized graph G ′. The face that contains the line (sd), where s is the
source node and d is the destination node, is traversed by right-hand or left-hand rule
(placing a virtual hand on the wall of the face). When edge which has to be followed
intersects with the imaginary dash line (sd), the message changes face, and so on, till
reaching the destination node. Figure 15.7 illustrates the face algorithm. To send a
message to node d, s follows the first face (composed by nodes sabgh) and forwards
it to node a. a applies the same algorithm and forwards to b. If b continued to follow
the same face, it would send the message to node g and by doing so would cross
red line (sd). Therefore, b changes face and sends the message to node c. The same
algorithm is applied by every node on the path. Finally, the message follows blue
edges in figure, going through nodes sabcie f d.

Fig. 15.7 Illustration of face
routing. Path from s to d
appears in blue, path from s
to j in green
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Theorem 1 FACE guarantees the packet delivery.

Proof We give a sketch of proof of a variation of the FACE routing algorithm. This
version of FACE is the following. We consider the current node s with the destina-
tion node d. At each step, the current node s knows the position of the destination
d and has in input a reference point r which is used to decide the face traversal
and the change of face. At the starting point, we take r = s. The current node s
selects the face which contains the segment [rd], and the message starts the face
traversal according to the right-hand or left-hand principle. The change of face is
decided when the message crosses the segment [rd] by using an edge (b, g) (by
using Fig. 15.7 notations). In this case, we set r =]rd] ∩ [bg] and s = b. We can
note that it has been shown that we can also apply s = g without real impact on the
correctness of the algorithm or on the performances of the routing protocol. After
changing face, we apply the same algorithm in order to select the next face.

If at each face traversal we find an edge (b, g)which crosses ]rd], we can observe
easily that the distance |rd| is strictly decreasing and then the delivery is guaranteed.
Then, without loss of generality, it is enough to show that the edge ]rd] is always
crossed in the face traversal. This is equivalent to show that there always exists an
intersection between the segment ]rd] and the selected face.

We distinguish two cases: the selected face is an internal face or the selected face
is an external face of the graph of the whole network. In the case of internal face,
the crossing of the segment is guaranteed if the destination node is not isolated in
the middle of the selected face since the selected face contains the segment. This
case cannot happen if the network is connected. In the case of external face, if the
destination node is not part of the external face, the existence of an intersection
between the segment and the face is sure since a part of the external face is situated
under the ]rd] segment and another part is situated above the segment. Indeed, the
segment ]rd] “enters” in the graph at a point A which is at the intersection of the
face and the segment. If the destination node D is part of the external face, the
existence of the intersection is trivial. �

Yet, face routing guarantees message delivery. But using only face routing may
generate very long paths in cases where the message has to follow the external
face of the network. This is, for instance, the case in Fig. 15.7 when node s needs
to reach node j . The message follows the green line. Therefore, to overcome this
drawback and to take advantages of both greedy and face solutions, the authors
of [4] propose the GFG (greedy–face–greedy)-based approach. It applies greedy
routing until either the message is delivered or the routing fails. In the latter case,
face routing is applied to recover from failure. It has been shown in [15] that face
routing guarantees recovery traversing the first face. Greedy routing continues from
a until delivery or another failure node is encountered. Through guaranteed delivery
and providing path with a fairer stretch factor than face, GFG remains not energy
efficient.
The first tentative to address guaranteed delivery in power-aware localized routing is
[32]. It is a greedy–face–greedy (GFG) approach where greedy routing is the COP
as in [34] while face routing is similar to the one in [4]. One of the drawbacks of face
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routing is that it is likely to follow a long sequence of short edges of GG. Although
short edges are less energy consuming than long edges, a succession of short edges
will be more energy consuming than a short sequence of medium edges. Yet, for
sparse networks where the face step is often triggered, this approach is not energy
efficient.

In LEARN [39], a localized energy-aware routing is proposed. LEARN assumes
that every node is aware to adapt its transmission range. A node s aiming at des-
tination d selects neighbor b inside a restricted neighborhood (b̂sd ≤ α for a
parameter α < π/3) that has the largest energy mileage, determined as the ratio
|sb|/power(|sb|) where power(|sb|) represents the cost to send a message from
node s to node b. If no such neighbor exists inside the restricted neighborhood,
LEARN fails. In the variant LEARN-G, a node switches to greedy routing [14] in
case of failure and selects the neighbor closest to the destination. Finally, in the
variant LEARN-GFG, a node invokes face routing when a failure occurs. Thus, as
previously, LEARN can be energy efficient only when the network is dense enough
and that every node on the path may find a neighbor of it in the α angular sector
toward the destination (no invocation to greedy or face procedures).

The authors of [39] show that when LEARN indeed finds a path without needing
to invoke neither greedy nor face routing, the total Euclidean length of the final path
from s to d is within a constant factor of the optimum direct path (see Theorem 2)
and that this path is energy efficient. These proofs have then been generalized and
extended in [12] to any protocol, providing paths meeting angular constraints as
follows:

Definition 1 A path meets angular constraints if every hop is within an angle θ ≤
α < π

3 , θ → 0 toward the destination.

Theorem 2 (Wang et al. [39]) Any path from s to d meeting angular constraint has
length that is a constant of the optimum |sd|.

Proof The proof is made by induction on the number of hops. The theorem is
clearly true when the path has only one hop (the path has optimal length). Assume
that it is true for the path with (k − 1) hops. Then consider any k-hop path
v0v1v2 . . . vk−1vk . By induction, the length of path v0v1 . . . vk−1 is at most a con-
stant δ from the optimum:

∑k−1
i=1 |vi−1vi | = δ × |v0vk−1|. Then it is sufficient to

show that |vk−1vk | + δ × |v0vk−1| ≤ δ × |v0vk |.
Let us consider triangle v0v1vk , in which, by the routing protocol, v0 is the

longest link and � v1v0vk = θ < α (angular constraints). Let us note � v0vkv1 = 2x .

Then a simple geometry computation shows that |v0v1||vkv0|−|vkv1| = sin(x+ π
2 )

π
2 −x−θ =

cos x
cos(x+θ) . This means that we need x < π

2 − θ and x < π−θ
4 . Simple computation

shows that cos x
cos(x+θ) <

1
1−2 sin θ

2
< 1

1−2 sin α
2

for x < min
(
π
2 − θ, π−θ4

)
. And thus

|vk−1vk | + δ × |v0vk−1| ≤ δ × |v0vk | for every routing protocol respecting angular
constraints. �
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Fig. 15.8 Illustration of the
greedy step of the SPFSP and
EtE. Dash links are the links
with high weights
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In [31], SPFSP (shortest path face shortest path), a GFG-based energy-aware
routing with guaranteed delivery, has been proposed. The energy awareness is
introduced via the computation of an energy-weighted shortest path (with power
consumption as weights) at both greedy and face steps. Let us take the example
plotted in Fig. 15.8 to illustrate this greedy step. Node s currently holding a packet
first selects a target node by using the plain greedy algorithm [14], i.e., its closest
neighbor to destination d: node b in figure. Instead of transmitting directly to b, s
computes the energy-weighted shortest path to b over its whole neighborhood. In
the figure, this path is sce f b. Indeed, node s also considers its neighbors that are
not in the forwarding direction of d like nodes c and e. This path is then followed
by the packet until reaching node f , which is the first node on the path closer to
d than s. Node f then recursively applies the same protocol till either reaching the
destination node d or to fail. Note that, to ensure no loop, the shortest path has to be
embedded in the message, creating an overhead. To recover from failure points, a
face routing [4] is used in the following way. If we suppose that node s in Fig. 15.7
is the failure node, it applies face routing only to determine the target node: node a
in Fig. 15.7. But, once again, instead of reaching that target node directly, node s
computes an energy-weighted shortest path over its neighborhood and reaches node
a via this shortest path. Nevertheless, simulations have shown that most of the time,
this enhancement added to the recovery step is of no use since the shortest path is
most of the time the edge of the face itself. This is due to the fact that GG keeps only
small edges in the underlying graph and, thus, face edges are among the smallest
ones and thus among the less consuming edges within a node neighborhood.

Figure 15.9a illustrates a sample execution of the SPFSP algorithm. Greedy rout-
ing proceeds from node 1 which first chooses its next forwarder among nodes 2, 19,
and 21 (node 23 is not included in the selection since it is further from the destination
than node 1). Node 1 selects node 19 as temporary destination since it provides the
best progress toward destination and sends the packet to node 23, the first node on
the shortest path toward node 19. Note that even if node 23 was not among the
potential targets, it may be included in the path to it. Node 23 then forwards to node
2, second node on the path embedded in the packet by the source node. Node 2
being closer to node 8 than the source, it performs the selection algorithm and finds
node 19 as its best forwarder and in this case, the shortest path in that link. Node
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(a) Illustration of SPFSP.
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(b) Illustration of EtE.

Fig. 15.9 Comparison of SPFSP and EtE. Continuous links are the links to be followed in the
recovery step (GG). GG is built over every node in plain face routing or in SPFSP (a), while it is
computed only over dominant nodes (blue nodes) in EtE (b)

19 selects node 18 by following a shortest path through node 22 to which it sends
the message. The latter then forwards to node 18 where greedy routing fails. Face
routing is then invoked to follow edges 18-16 (directly), 16-14, 14-15, and 15-11.
Greedy routing then continues till final delivery.

Based on these observations, the authors of [12] have proposed EtE (end-to-end)
protocol which guarantees the packet delivery with energy concerns at both greedy
and face steps. EtE draws its inspiration from SPFSP. The greedy step is modified in
two ways: (i) in the way the selected target is chosen and (ii) on the set of nodes over
which the shortest path is computed. Indeed, in order to avoid to embed the path in
the packet, the shortest path is computed only on nodes in the forwarding direction
of the destination d. In Fig. 15.8, s computes the shortest path only over nodes in the
blue dash area, i.e., b, f, j, k, o, and p. The selection of the target node is modified
as follows. Instead of selecting the closest node to the destination, node s selects
its target node in a cost-over-progress fashion [19] where the cost is the cost of the
energy-weighted path from node s to the considered node u. Let v0v1...vivi+1..vn

be the nodes on the shortest path from s to k with v0 = s and vn = u. The cost of
the shortest path costSP(s, u) from s to u is defined as

costSP(s, u) =
n−1∑

i=0

cost(|vivi+1|)

Then, node s selects node b which minimizes the cost of the shortest path from s to
u divided by the progress it makes toward destination node d.

The target node k is then the one which is such that

costSP(s, k)

||sd| − |kd|| = minu∈Nd (s)
costSP(s, u)

||sd| − |ud||
Once that node is determined, node s forwards the message to the first node

on the shortest path from s to k, i.e., node p in figure. Then, node p reiterates
the same process. No loop is possible since the next hop is computed only over



15 Position-Based Routing in Wireless Ad Hoc and Sensor Networks 459

nodes in the forwarding direction of the destination. This algorithm goes on till
the destination is reached or there is no node closer to the destination than the one
currently holding the message. In this latter case, an energy-efficient face routing is
applied for recovering from failure.

As already mentioned, regular face routing guarantees delivery but is not energy
efficient since it may use very short edges compared to the energy-optimal trans-
mission length r∗ since GG removes longer edges. To overcome this drawback,
the authors of EtE have introduced an energy-efficient variant to face routing.
For it, they add a step in the planarization of the graph. From the original graph
G = (V, E) (Fig. 15.10a) they compute a connected dominating set (CDS), V ′ of
V . Since source s and destination d may not be in the CDS, the set V ′ is expanded
with s and d. Let G ′ = (V ′, E ′) ⊂ G where V ′ ⊂ V is the expanded set of
dominant nodes and E ′ ⊂ E is the set of edges between nodes in V ′. Then, a
CDS election protocol is applied on V ′. The authors use the CDS election proto-
col introduced in [5], but any other election protocol may be applied. Since face
routing must be applied on a planarized graph, the Gabriel graph G ′′ = (V ′, E ′′) is
extracted from G ′, where E ′′ ⊂ E ′ is the set of edges remaining in the planarized
graph (Fig. 15.10c). Face routing is lastly run over G ′′. This face routing guarantees
delivery in the constructed subset since it contains source and destination nodes
and preserves connectivity. Moreover, by considering only edges connecting two
dominating nodes, the routing process avoids to choose too short edges. Each node
needs to know its neighbors that are in the CDS.

Based on G ′′, the same principles of the recovery step of [31] are applied. Cur-
rent node s that is in recovery mode applies face routing on G ′′ only to decide
on which edge (s, b) to follow to reach the destination node from a given node s.
However, that edge does not need to be selected since it may be too long (|sb| > r∗).
Node b is thus reached through an energy-weighted shortest path. If b is closer to
the destination node than the node which has initiated the face routing step, node
b selects the next hop in the routing path following the greedy routing described
above. Otherwise, it determines the node following face routing over CDS nodes
and computes the energy-based shortest path to reach it.

(a) Initial graph G (b) GG on G
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Fig. 15.10 When using regular face routing over graph G (a) (like SPFSP), messages follow GG
edges of G (b). Edges of G ′′ (c) are used instead when applying the energy-efficient face routing
of EtE
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Figure 15.9b illustrates a sample execution of EtE algorithm. Greedy routing
proceeds from node 1 which first computes the cost of the shortest path toward nodes
2, 19, and 21. Node 1 selects node 19 as temporary destination since it provides the
lowest cost over progress and sends the packet to node 21, the first node on the
shortest path toward 19. (Node 23 is not included in the computation since it does
not provide any progress to destination.) Node 21 finds node 20 as its best forwarder
and in this case, the shortest path is that link. Node 20 selects node 18 by following a
shortest path through node 16 to which it sends the message. The latter then forwards
to node 18 where greedy routing fails. Face routing is then invoked to follow edges
18-16 (directly), 16-15 (directly), and 15-11 (which is replaced by path 15-13-11
for energy efficiency). Greedy routing then continues till delivery to 11 selecting 10
via 9, 9 selecting 10, and 10 selecting destination 8 and delivering via node 7.

Yet, we have reviewed most of the geographic routing for wireless sensor and ad
hoc networks in the literature. Even if along the years the solutions proposed are
better and better, the ones of them that guarantees delivery all assume a unit disc
graph. Indeed, if this assumption does not hold, there is no way to planarize the
graph, and thus face routing and variants cannot be applied anymore. Unfortunately,
last experiments have shown that the UDG does not hold in a realistic network. Yet,
the new challenge appearing here is to investigate geographic routing solutions that
both are energy efficient and guarantee delivery but in any arbitrary graph (not only
unit disk graph).

15.2.3 Anycasting

In the anycasting problem, a sensor wants to report event information to one of sinks
or actors. The authors of [25] describe the first localized anycasting algorithms that
guarantee delivery for connected multi-sink sensor and sensor–actor networks.

Three geographic anycast algorithms are proposed: GFGA, COPA, and EEGDA
which are inspired, respectively, by GFG [4], COP [34], and EtE [12]. Each of
them consists of greedy and recovery phases, and they all guarantee delivery for
a report from a sensor if it is connected to at least one sink or actor. GFGA uses
hop count as the metric, while others apply power consumption, where both greedy
and recovery steps are energy efficient. The two energy-efficient algorithms have
different computing complexities.

All algorithms construct a path from the source sensor node to one of sinks/ac-
tors. During the path construction, there exists a single destination to reach. The
main feature of these algorithms is that this destination may change along the path of
the message according to the network topology. Anycasting may start from current
node s toward sink/actor S(s) that is the closest to it. However, s could in fact be
even disconnected from S(s) or closer in number of hops to another sink.

In greedy phase, and with hop count as the metric, i.e., GFGA, node s currently
holding the packet forwards it to its neighbor v that minimizes |vS(v)| (is closest to
its nearest actor/sink). When an arbitrary cost metric is used (COPA), the selected
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neighbor v minimizes the ratio of cost cost(|sv|) of sending packet to v over the
reduction in distance (|sS(s)| − |vS(v)|) to the closest actor/sink. An improved
variant, EEGDA, is to forward to the first neighbor on the shortest weighted path
toward v instead of sending directly to v, like in EtE. If none of neighbors reduces
that distance then recovery mode is invoked. It is done by face traversal toward the
nearest connected actor/sink, where edges are replaced by paths optimizing given
cost. A hop count-based (FACE-like) and two variants of localized power-aware
(Ete-recovery-like) anycasting algorithms are described.

15.3 Virtual Coordinate Systems

As noticed in previous sections, georouting solutions are very promising solutions
for wireless sensor networks since coordinates simplify the routing decision at each
node by limiting bandwidth and memory overheads. Nevertheless, geographical
position information provided by devices such as GPS or Galileo is not always a
feasible solution. Indeed GPS-like positioning systems are bulky, energy costly, and
expensive and are not adapted for every environment [28]. Therefore, literature has
witnessed the birth of protocols that assign “virtual” coordinates to each node to
take benefit from georouting techniques.

Indeed, it is worth noting that virtual coordinates do not necessarily need to
embed global positioning information, and they just have to be consistent enough
to allow georouting. Two well-spread methods have been proposed. The most used
positioning technique is based on hop count distance from given landmarks and is
described in Sect. 15.3.1. Many routing protocols are based on this virtual coordi-
nate system. They mainly differ in the distance functions and routing progress they
use, as we will see. Though simple, such a landmark-based system exhibits some
drawbacks due to coordinate constructions that we will detail. Therefore, a new
tree-based coordinate system has been proposed (Sect. 15.3.2).

15.3.1 Landmark-Based Coordinate System

Landmark-based coordinate system is based on hop distance between the sensors
and some specific nodes and do not try to approximate physical coordinates. There-
fore, the virtual topology can be unrelated to the physical topology of the network.

15.3.1.1 Landmark-Based Coordinate System Construction

The landmark-based coordinate system is built into two steps: (i) flooding by land-
marks and (ii) computation of coordinates. The first step is common to every
landmark-based georouting protocol while the second one differs from one to
another.

The first step can be split into two phases. In the first phase, a global and dis-
tributed election mechanism elects a set of nodes as landmarks or anchors. Nodes
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acting as landmarks can be explicitly designated by an external process at the boot-
strap of the network. During the second phase, every landmark floods a message
containing a counter which is incremented at each hop. In the sequel, the term
“broadcast” stands for message propagation in a node’s neighborhood and the term
“flooding” refers to network-wide message propagation. At the end of this second
phase, every arbitrary node i can thus determine a vector V (i) = (hi

1, ..., hi
n

)
where

n is the number of landmarks and hn is the hop distance between node i and each
anchor node (node i is hi

1 hops away from landmark 1).
The second step allows every node i to compute its virtual coordinates based on

vector V (i) = (hi
1, ..., hi

n

)
. To do so, different functions can be used depending on

the protocol. The virtual coordinates of node i are X (i) =  (V (i)) where X (i) =(
xi

1, ..., xi
m

)
and m ≤ n where different  functions are used in the literature. The

most common  functions are the following ones:

• The “identity” function denoted by  id where X (i) = V (i) with m = n. This is
the simplest function used, for instance, in VCap [2, 7] or VCost [11].

• The “centered virtual coordinates” function [13] denoted by  cvc and xi
j =

(
hi

j

)2 − μ for m = n, j = 1, . . . , n where μ = 1
n

∑n
j=1

(
hi

j

)2
.

• The “averaging” function [23] denoted by  av gives the following relationship
between X (i) and V (i):

xi
k =

∑|N (i)|
t=1 ht

k|N (i)| + hi
k

2

where |N (i)| is the number of neighbors of node i .
All these Γ functions are used to compute the virtual coordinates of nodes based

on their hop distance to every landmark. As next section will show, they all exhibit
different features and impact the routing process. Figure 15.11 illustrates the results
of coordinate assignment with identity Γ function (Γid) such as in VCap [7] and/or
JUMPS [2]. In this figure, landmarks (anchors) are arbitrarily chosen as nodes L1,
L2, and L3. Therefore, every node has a three-dimensional vector as coordinates
constituted by the number of hops between itself and every landmark. In this figure,
landmark L3 has coordinates (4, 3, 0) since it is four hops away from landmark L1
(through nodes 2, 3, and 11), three hops away from landmark L2 (through nodes 7
and 11), and zero hop away from itself. Since flooding message from each landmark
may be received more than once, a node chooses the minimum hop distance to each
landmark.

Georouting is then performed on top of X (i) coordinates. In greedy methods, as
in geographic routing based on real coordinates, the next hop is the node u that mini-
mizes the distance δ(u, d) to the destination d (maximal progress). Distance δ(u, d)
is computed over virtual coordinates and once again, several distance functions can
be used according to the routing protocol. The most common distances found in the
literature are the following:
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Fig. 15.11 Illustration of hop distance coordinate assignment. In this figure, L1, L2, and L3 are
the landmarks. Each node, including landmarks, has a three-dimensional vector as coordinates

• Euclidean distance δe(u, d) =
√
∑n

j=1

(
xu

j − xd
j

)2
,

• Hamming distance δh(u, d) =∑n
j=1

∣∣∣xu
j − xd

j

∣∣∣,

• Square Euclidean distance δs(u, d) = δe(u, d)2.

It is worth noting that combining the different Γ and δ functions provides a great
amount of different techniques. In the next section, we review the protocols from
the literature, explaining what combination they use.

15.3.1.2 Routing on Top of Landmark-Based Coordinates

Even if routing based on landmarks coordinate system may not always be suc-
cessful, there exists many georouting protocols based on hop distance but their
performances differ due to the distance (δ function) and coordinate (Γ function)
computation used in each protocol. This section reviews and classifies georouting
based on landmark-based system.

The simplest algorithm is VCap. In Vcap [7], greedy georouting is performed
on top of landmark-based coordinates by combining the  id function to compute
node coordinates and the δe distance function. The system is composed of three
landmarks. The next hop is the node u that minimizes the Euclidean distance
δe(u, d) to the destination d. δe(u, d) is computed over virtual coordinates as fol-

lows: δe(u, d) =
√
∑n

j=0

(
hu

j − hd
j

)2
. To illustrate a routing process, let us assume

that node L2 needs to send a packet to node L3. To select the next hop, node L2
computes the distance from all its neighbors to the destination. If the Euclidean
distance is used, δe(7, L3) = √

(9), δe(8, L3) =
√

13, and δe(L2, L3) =
√

18. L2
chooses among its neighbors u with positive progress (δ(u, L3) < δ(L1, L3)), the
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closest one to the destination. Since δe(7, L3) < δe(8, L3), L2 chooses node 7 as its
next hop. Then, node 7 elects node 11 since δe(11, L3) < δe(15, L3) < δe(5, L3) <

δe(4, L3) < δe(L1, L3). As node 11 is a neighbor of node L3, the greedy routing
technique is successful.

JUMPS [2] provides a coordinate system similar to VCap. JUMPS only differs
from VCap in the fact that it may use more than three anchor nodes. Similar to
VCap,  id is chosen as the basis of the coordinate system. Obviously, using these
kinds of coordinates may end up to several nodes holding the same virtual coordi-
nates leading to routing ties, which reduces the delivery ratio. Therefore, in addi-
tion, JUMPS provides a study on the impact of the landmark placement on routing
delivery rate. It happens that the better landmark placement is when landmarks are
spread at equal distance one from each other all around the network. This is indeed
the placement which reduces the number of nodes holding the same coordinate.

To palliate or at least reduce this drawback and thus increase the delivery rate,
the authors of AVCS [23] do not use necessarily integer coordinates. Floating coor-
dinates depending on the neighborhood of each node are used instead of hop count.
AVCS uses the  av which performs a centroid transformation as an averaging func-
tion to compute the floating coordinates of the node. The authors of AVCS use
the Euclidean distance but with different virtual coordinates. Indeed, the distance
between the current node i and the destination node v is δe(V (v), X (i)). Results
show that a greedy routing on top of AVCS coordinate system outperforms greedy
routing protocol on top of geographical coordinates since using virtual coordinates
avoids the routing holes. It is worth noting that in AVCS, each node keeps the
V (i) and X (i) coordinates which increases memory consumption. The authors also
suggest the possibility of applying the  av function more than once to reduce the
probability of having the same coordinates for two nodes. That is, the  av function is
applied on X (i) coordinates. Moreover, and in order to even more reduce redundant
coordinates, the authors suggest to apply the  av function by using the two-hop
neighborhood of a node.

In Gliders [13] another way of assigning virtual coordinates is described to avoid
bad placement of landmarks by taking into account holes in the network. Nodes
are partitioned into tiles and landmarks are selected using Voronoi cells [38]; com-
binatorial Delaunay triangulation is used to estimate the global topology. Virtual
coordinates for each node are derived from the node’s distance (hop distance) to
nearby landmarks by using  CVC function. The authors of [13] also describe a
routing protocol associated with this coordinate system. In their routing protocol,
nodes have to compute a sequence of tiles for inter-tile routing paths, then a gra-
dient descent procedure based on a proper distance function close to the Euclidean
distance is used to route packets in a greedy way for intra-tile routing. However,
if the coordinate system proposed in [13] can avoid routing ties depending on
the density, the routing protocol does not guarantee packet delivery since packet
may still reach dead ends. In addition, such a coordinate system associated with
such a routing algorithm are very complex and induce a huge memory, band-
width, and computational overhead, which makes it not scalable and difficultly
implemented.
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15.3.1.3 Energy Efficiency

In order to increase the delivery rate of georouting protocols using landmark-based
coordinates, the authors of VCost [11] explore the use of several kinds of  and
δ functions for coordinates construction and compare their performance. Moreover,
they suggest the use of the Hamming distance δh instead of using Euclidean distance
for routing decision. Results show that the use of Hamming distance increases the
delivery rate and can reduce the path length compared to Euclidean distance since
Euclidean distance first tries to minimize the maximum difference between coordi-
nates (see Sect. 15.3.1.4). But the main goal of the work presented in [11] is first
to provide an energy-efficient georouting on top of virtual coordinates. Therefore,
the authors of [11] evaluate and reduce the energy consumption by using a cost-
over-progress fashion (see Sect. 15.2.1) to reach the destination on top of virtual
coordinates achieved through the Γid function. Authors assume that nodes are able
to tune their transmission range and to estimate the cost of a transmission to each
of their neighbors. Nodes select their following next forwarder as the node which
minimizes the ratio between the cost of the transmission to the progress provided by
this neighbor. The progress is thus computed as the Hamming distance between con-
sidered neighbor and destination node. VCost is the first power-aware georouting on
top of virtual coordinates.

To illustrate the routing decision of VCost, let us consider the network depicted
in Fig. 15.11 and assume a routing from node 4 to node L2. The cost of each link
is given on each edge, and we can see that the cost of the link between node 4 and
node 5 is 1. Therefore, we have δh(L2, 4) = 4, δh(L2, 5) = 3, and δh(L2, 7) = 3.
The progresses are equal for node 5 and node 7. However, the cost of each link is
different, and node 5 is chosen as the next hop of the routing process. The path from
node 4 to node L2 uses nodes 5, 15, and 8.

15.3.1.4 Landmark-Based Positioning System Issues

Yet, routing performed over landmark-based positioning system exhibits some inter-
esting properties. Nevertheless, landmark-based coordinate systems show some
issues due to its construction. This section illustrates such particular issues which
may reduce the performance of the routing protocol.

Dead End

Let us first consider a packet from node 6 to node 15 in Fig. 15.11. In this case, the
greedy technique does not succeed since δe(6, 15) < δe(15, 5) = δe(15, 8) and thus,
there is no neighbor of node 6 closest than itself to node 15. This leads to a dead
end at node 6. This can arise when using the Γid function to compute coordinates,
but such a situation may also be reached when using other Γ functions. The choice
of this function will only impact the number of such situations.

But dead ends can also occur because of another configuration illustrated by
Fig. 15.12a. In this figure, node 0 wants to send a packet to node 4. Since, δe(5, 4) <
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Fig. 15.12 Dead end: (a) due to holes and (b) due to duplication

δe(1, 4) < δe(0, 4), node 5 is chosen as the next hop, which leads to a dead end. This
latter case is actually the same as the one encountered with greedy algorithms based
on geographical coordinates.

Duplicated Addresses

Landmark-based coordinate system may lead to multiple nodes holding the same
coordinates. This duplication may have no effect since nodes with the same coordi-
nates are geographically close to each other. However, this is not always the case.
Duplication may also lead to dead end since coordinate uniqueness is mandatory
to ensure the packet delivery. In Fig. 15.12b, node 3 and node 1 have the same
coordinates, therefore, a packet transiting from node 0 aiming to node 4 will go
through node 1 and then will stop at node 2 since δe(2, 4) < δe(3, 4).

Duplicated addresses may also lead to routing ties. Figure 15.13a shows how it
can happen. In this figure, node 0 and node 1 hold the same coordinates while they
can be geographically far from each other. This duplication is due to the alignment
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Fig. 15.13 Routing ties: (a) bad placement of landmarks and (b) one-connected networks
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Fig. 15.14 Euclidean versus
Hamming distance
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of landmarks, which may lead to routing ties. In Fig. 15.13b a part of the network is
one-connected, which may lead to the same effect.

Euclidean Versus Hamming Distance

Figure 15.14 shows an example where Hamming distance can reduce the number of
hops. In this figure, node 0 wants to send a packet to node 3 with virtual coordinates
(c+k+1, c+k+1, c+k+1). When using the Euclidean distance we have δe(3, 2) <
δe(3, 1) < δe(3, 0) for k > 1. Therefore, node 0 would choose node 2 as its next hop.
While considering the Hamming distance, we have δh(3, 1) < δh(3, 2) < δh(3, 0)
for k > 1; thus, node 0 selects node 1 as its next forwarder. Based on the virtual
coordinates, node 1 is the best choice for forwarding since it minimizes the number
of hops to reach the destination. For numerical example we can consider c = 0
and k = 2; thus, we have δe(3, 2) = 1.73 < δe(3, 1) = 2 < δe(3, 0) = 2.44 and
δh(3, 1) = 2 < δh(3, 2) = 3 < δh(3, 0) = 4.

15.3.2 Tree-Based Coordinate System

As illustrated so far in this section, although simple and easy to implement, a plain
hop-based coordinate system presents some drawbacks, especially regarding deliv-
ery ratio. In the following tree-based coordinate systems are developed with asso-
ciated routing protocols to overcome the issues of classical landmark-based coordi-
nate systems.

15.3.2.1 Tree-Based Coordinate System Construction

A tree-based coordinate system is built into two phases. In the first phase, a global
election mechanism chooses a node that acts as the tree root. This node, also called
root, initiates the tree construction. Nodes are assigned a unique ID by being labeled
either through a depth-first search method or through a breadth-first search method.
Routing is performed following the tree. Therefore, routing on top of trees guar-
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antees message delivery since by definition, there exists exactly one path between
any pair of nodes. However, the bootstrap phase may be much more complex than
in a landmark-based coordinate system according to the protocols. In the following
section, the different ways of assigning labels to nodes are explained.

15.3.2.2 Routing on Top of Trees

Liu and Abu-Ghazaleh [22] propose a stateless and guaranteed delivery georouting
on tree-based virtual coordinates. They propose a one-dimensional virtual coordi-
nate system based on a depth-first search pre-order traversal of the graph. A tree-
style topology is constructed with only connectivity information. Starting from a
root node with value 0, which may be randomly chosen, nodes are labeled by send-
ing depth-first search packet to one of their neighbors. The node that receives the
packet is assigned a unique identity which is the identity of the packet’s sender
incremented by 1. If a node does not have any unlabeled neighbor, it sends an
end of search packet to its parent. As long as the network is connected, all nodes
will eventually receive a unique identifier. Each node m is also given an interval
I (m) = [m, p] starting from its label to the greater identity of its children before
traversal returns back to its parent. Routing is based on these labels, and current
node forwards a packet to the node holding the interval containing the destination.
Figure 15.151 shows the resulting tree building used for routing. The resulting tree
depicted in the figure is based on an optimized and balanced construction of the tree
using a breadth-first search algorithm.

Fig. 15.15 Tree construction after the virtual coordinates assignment [22]

1 Figure is taken from [22].
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In the same way the proximal labeling process presented in [9] uses a depth-first
traversal to build a tree. A flood tree is a tree obtained as follows. A root node is
selected and it transmits a request message accepting up to a constant number, k, of
replies. All the nodes accepted are linked to the root network, and the procedure is
repeated recursively until all the nodes in the network are linked to the tree. After
the flood tree is built the nodes are labeled in increasing order following a depth-first
traversal of tree, leaving gaps between successive labels. Unlike [22] the skipping
in the labeling procedure allows room for later insertions of new nodes.

The LTP protocol proposed in [8] also uses a tree for routing decision but in
such a way that the path from any two nodes in the network is embedded in the
label. In LTP, the tree is built iteratively from the root to the leaves. At bootstrap, a
node is designed as root. This node may be a special node such as a fixed landmark
or a selected node. At each step, every freshly labeled node queries its unlabeled
neighbors and then gives a label to each answering node. If l(u) is the label of
node u and |l(u)| the size of this label, the kth neighbor of node u is labeled l(u)k.
Note that a node y already labeled as l(y) may also answer to a node v to get a
new label if and only if |l(y)| > |l(v)| + 1. The built tree gives the shortest path
in the number of hops from the root to any other node. The distance used in the
tree is based on label size and common prefix which can give the hop distance
between any two nodes of the network. Thus the distance between node a and node
b is dT (a, b) = ||l(a)| − |l(c)|| + ||l(c)| − |l(b)|| where c is the lowest common
ancestor of a and b and |l(a)| (resp. |l(b)|) is the label size of node a (resp. of
node b). Figure 15.16 shows an example of the labeling of LTP. However, this is
worth noting that though reducing the stretch factor compared to other tree-based
georouting protocols, LTP still presents a non-negligible stretch factor. This latter
one can be even more reduced by using several trees and letting nodes following the
most adequate tree at each routing decision. Indeed, additional trees mean additional
bootstrap costs to build them. Nevertheless, studies have shown that using two trees
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Fig. 15.16 Label results from the LTP protocol [8]
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is enough to get a very low stretch factor. The main drawback of LTP (independently
of drawbacks relative to tree construction and common to all protocols) is that if the
tree is not well balanced, some labels may be very huge and generate a memory
overhead.

The tree root is node 4 and has label R. Node 13 is labeled R211 since it is
the first child of node 0 which has label R21. Node 3 has label R2 as the second
child of the root. From Fig. 15.16 the distance between node 9 and node 5 is thus
dT (9, 5) = ||l(9)| − |l(4)|| + ||l(4)| − |l(5)|| = |3 − 1| + |1 − 2| = 3 hops.

As in every georouting protocol, each node is aware of the labels of itself, of
its neighbors, and of the destination. Routing decision is then performed based on
all these information and will try as much as possible to avoid to go through the
root. The packet is forwarded to the neighbor whose dT distance to destination is
the lowest one. In this way, the routing path may follow “shortcuts” in the tree,
decreasing the stretch factor. An example of such a case is given in Fig. 15.16 while
considering the routing from node 9 to node 5. Node 7 sends directly to node 5,
avoiding the tree root. This allows to reduce the stretch factor.

Algorithms based on tree constructions guarantee packet delivery but generate
a much overhead, moreover resulting paths have high stretch factor since routes
follow the tree and usually pass through the tree root.

In [37] the stretch factor is even more reduced but at the price of a huge message
overhead and construction latency. In this paper, the authors propose ABVCap, an
axis-based virtual coordinate assignment which is very close to tree-based coordi-
nate system with multiple trees. In ABVCap, a node u is assigned at least one 5-tuple
virtual coordinate (ulo, ula, urp, uup, udown). According to its relative geographical
position and node density (mean node degree), every node will be assigned one
or more 5-tuple virtual coordinates (to an infinity). It is worth noting here that
every node in the network does not have the same number of 5-tuple coordinate
unlike all other proposals. The first two coordinates (ulo, ula) are used as location
information. These locations are longitude and latitude. The three last coordinates
(urp, uup, udown) are used for routing. The coordinate assignment is split into four
phases. In the first phase, four anchors (X,Y,Z,Z’) are selected. In the second phase
axes are established: latitude parallel (X–Y) and meridians (Z,Z’). These anchors
and axis are fixed for the whole network and the same for every node. Based on these
axis, some virtual meridians and parallels are virtually drawn over nodes through
flooding from every anchor. Based on this, nodes are assigned their lo, la, and rp
coordinates according to their relative distance to nodes that lie on meridian and/or
parallel lines through a complex method. In the last phase, up and down coordinates
are assigned. Figure 15.17 shows the resulting axis assignment of ABVCap.2

The routing process is then performed as follows. The routing packet contains
the longitude and the latitude of the destination and a direction bit which is set to 1
if slo < dlo where s is the source and d the destination. Each node knows its multiple

2 The figure is taken from [37].
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Fig. 15.17 ABVCap virtual coordinates assignment [37]

own coordinates, all multiple coordinates of all of its one-hop neighbors and of the
destination. The routing decision is done in two phases. First, the source chooses
the 5-tuple coordinates of the destination (among the set of coordinates of the desti-
nation) that minimizes the difference slo − dlo. Second, the next hop choice is done
based on Euclidean distance computed as δe(u, v) =

√
(ulo − vlo)2 + (ula − vla)2.

The authors prove that their routing protocol guarantees delivery and only use
greedy forwarding such as in LTP. However, compared to LTP, the stretch factor3 of
ABVCap is lower and it is more robust to changes in the network, but the initializa-
tion phase is costly in number of messages and latency.

So far in this section, literature has witnessed enhancements in terms of guaran-
teed delivery to the detriment of stretch factor (and thus energy consumption and
bandwidth overhead). In addition, energy efficiency has been poorly addressed.

15.3.2.3 Energy Efficiency

In this section, we provide an in-depth description of HECTOR [24] which is, to
the best of our knowledge, the only georouting protocol that both is energy efficient
and guarantees packet delivery on top of virtual coordinates. This protocol mixes
the use of tree-based coordinate system and landmark-based coordinate system and
therefore highlights the previous sections.

3 The stretch factor is the difference in route length between the one computed by the algorithm
and the optimal path.
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The routing protocol and virtual coordinate assignment used in [24] take bene-
fits from both tree-based labels like in [8] and landmark-based coordinates like in
VCap [7] or VCost [11], with the use of Hamming distance to provide a routing
solution based on virtual coordinates with a short initialization phase. The aim of
this work was to provide a georouting algorithm with no position information which
guarantees delivery and is energy efficient. The authors of [24] propose two algo-
rithms according to the ability of nodes to adjust their range: HECTOR’ when nodes
cannot tune their transmission range and HECTOR when they can. HECTOR is thus
also energy efficient. Both algorithms use both kinds of coordinates: LTP labels and
landmark-based labels.

The routing decision of HECTOR’ (resp. HECTOR) is done in such a way that
the tree label distance (computes on T labels, noted dT like for LTP) is always
decreasing or at least stationary, and the V coordinates (VCap-like coordinates,
Hamming distance on V coordinates is noted dV ) are used to reduce the stretch
factor. The basic idea is the following. A source node s holding a packet for a
destination node d performs a greedy routing scheme in a VCap (resp. VCost)
fashion for HECTOR’ (resp. HECTOR). In order to avoid to be trapped in a local
minimum, the routing algorithm selects the next hop with regard to not only the
V coordinates but also the T labels. The routing process runs as follows. When
node u receives a message for node d, it first considers its neighbors in the forward
direction, based on both their T and V coordinates. It only considers node v for
which dT distance (distance based on the tree) toward d is equal or smaller than
the tree distance between u and d (dT (v, d) ≤ dT (u, d)). We note NT (u) the set
of neighbors of node u such that dT (v, d) ≤ dT (u, d). Such neighbors always exist
(NT (u) �= ∅) if the network is connected because of the tree construction. The node
u first checks whether any one of these nodes also provides a progress with respect to
V coordinates. We note NV (u) the set of neighbors of u providing a progress toward
the destination with regard to V coordinates, i.e., such that dV (v, d) ≤ dV (u, d). If
H = NT (u)∩{NV (u) ∪ v |dT (v, d) = dT (u, d)} is the set of such nodes and H �= ∅
then u selects its next hop among the nodes in H thus reducing the distance (resp.
optimizing the cost over progress) toward the destination regarding coordinates V
and not increasing distance regarding T labels. If H = ∅, node u selects its neighbor
v which provides the best progress to the destination regarding T labels. Such a node
always exists since there always exists exactly one path in the tree between any two
nodes. In case of ties, the next hop is chosen at random between candidates.

As already mentioned, the progress in HECTOR is computed based on a cost-
over-progress fashion. If H �= ∅ then u selects its next hop among the nodes in H as
the node v which provides the best ratio cost over progress to the destination regard-
ing the virtual coordinates (v such that COPV (u, v, d) = minw∈NV (u) COPV (w)).
If H = ∅, v is chosen such that COPT (u, v, d) = minw∈NT (u) COPT (u, w, d). This
variant needs the distance between nodes to evaluate the cost of the transmission.

Let us take Figs. 15.11 and 15.16 to illustrate the behavior of HECTOR and
HECTOR’. The routing between node 14 (L3) and node 5 gives an example of
the guaranteed delivery provided by HECTOR’ and HECTOR. Following VCap or
VCost scheme, node 11 is the next hop chosen by node 14. In VCap or VCost, node
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(d)(c)(b)(a)

Fig. 15.18 Illustration of the paths followed by each algorithm with the use of five landmarks.
VCost/VCap fails after the second hop, and LTP passes through the tree root. HECTOR and HEC-
TOR’ combine both T and V coordinates: (a) VCost, (b) LTP, (c) HECTOR’, (d) HECTOR

11 is a dead end if we use Hamming distance since distance from node 11 to node
5 is equal to 2 and distance from node 7 to node 5 is also 2. As HECTOR’ and
HECTOR use T labels to avoid reaching a dead end, node 3 is chosen as the next
hop of node 11 since dT (3, 5) < dT (11, 5). Packet will then go through node 4 as
its last relay to node 5.

Figure 15.18 shows the path shapes of different routing algorithms depending on
the coordinate system used. This figure shows how HECTOR’ and HECTOR take
benefit from T labels and V coordinates to provide a guaranteed delivery routing
with an enhanced stretch factor.

The following theorems and lemmas prove that (in Lemma 1) at each step of
the algorithm there is always a progress at least on T coordinates, that the resulting
path is loop free (Lemma 2), and that there is always a next hop that is closer to
the destination than the current node (Lemma 3). These lemmas lead to Theorem 3
which shows that the routing process guarantees packet delivery.

Lemma 1 A packet cannot transit from a node u to another node v if V (u) = V (v)
(or if dV (u, d) < dV (v, d)) unless there is a positive progress regarding T coordi-
nates (if dT (u, d) > dT (d, v)).

Proof Let us assume that node u holds a packet for a destination w. Suppose that
nodes u and v have the same V coordinates (V (u) = V (v)) or that v is farther
than node u regarding the V coordinates (dV (u, w) < dV (v,w)), then by defi-
nition node v /∈ NV (u, w). Thus v /∈ H . The selected next hop is thus part of
H ′ = {x |COPT (u, x, w) = mini∈NT (u) COPT (u, i, w)}, which only contains neigh-
bors of u closer to w than u regarding T labels. Thus, if node v is chosen as the next
hop, that means that v ∈ H ′ and thus provides a progress regarding T coordinates.
Note that in the worst case, i.e., when the progress on T coordinates is minimal, the
next hop is either the parent or a child of node u. �

Lemma 2 HECTOR is loop free.

Proof Let us assume that node u0 is the source of a packet, w its destination, and
node u1 the next hop chosen by node u0. This means that dT (u0, w) ≥ dT (u1, w)

is based on H and H ′ construction. It suffices to show that the next hop chosen by
node u1 cannot be node u0.
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• CASE (1) Let us first assume that node u1 ∈ NV (u0, w). This means that
dV (u1, w) < dV (u0, w), thus u0 /∈ NV (u1, w). Thus, node u0 could be selected
as the next hop of u1 if and only if it provides a progress regarding T coordi-
nates dT (u0, w) < dT (u1, w) (Lemma 1). But according to Lemma 1, if u1 is
the next hop chosen by u0, we have dT (u1, w) ≤ dT (u0, w). We thus reach a
contradiction and thus, the next hop chosen by node u1 cannot be node u0.

• CASE (2) Let us now assume that node u1 /∈ NV (u0, w), Lemma 1 tells us that
u1 is a parent, a child, or a node that maximizes the cost over progress toward w
from node u0 thus, if u1 is the next hop for u0, dT (u0, w) > dT (u1, w) and node
u0 cannot be selected as the next hop for node u1.

By transitivity of dT () and dV () we cannot have a path u0, ..., ui , ..., uO . These
two cases imply that the routing protocol is loop free. �

Lemma 3 Using HECTOR’s coordinate system, there always is a next hop that is
closer to the destination regarding virtual coordinates.

Proof Let us consider a source u and a destination w. By construction, if a node in
NV (u, w) is chosen as the next hop, this ensures a progress in the V coordinates.
If the next hop is chosen in NT (u, w) this ensures a progress in the tree toward the
destination. �

It is worth noting that the progress made on V coordinates is more important
than the progress made on T coordinates in the geographical space. Indeed, the next
hop in the T labels can have the same V coordinates and thus more or less the same
Euclidean distance to the destination. The greedy aspect provided by this algorithm
makes it simple, memoryless, and scalable. It is interesting to see here how the
simple combination of two coordinates system can enhance the performances (path
length, energy efficiency, guaranteed delivery) of georouting protocols. It is worth
noting that the authors of [24] mainly focus their work on energy efficiency by the
use of cost over progress for next hop selection. As a result, the idea defended by
authors can be applied to reduce the hop distance, the Euclidean distance, and any
metric for next hop selection. The authors also highlight that V coordinates can be
replaced by real geographic routing if real geographic coordinates are available.

Theorem 3 HECTOR guarantees packet delivery.

Proof Each node has a unique label due to the labeling process. This ensures that
the destination of a packet is unique and that at each step of the routing protocol, a
next hop closer to the destination can be found. Based on Lemma 1, Lemma 2, and
Lemma 3 if a path exists (if the network is connected), the routing protocol will find
one in a greedy way. �

15.3.2.4 Tree-Based Positioning System Issues

The main drawbacks of tree-based coordinate systems are the building process and
tree maintenance. First, the root’s choice can strongly impact the tree shape and
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thus the routing performance in terms of path length. Second, since tree construc-
tion is associated with a labeling process and is done in a depth-first search of a
breadth-first search process, the label’s size may have different sizes for each node.
Finally, the tree maintenance is a difficult task since the tree construction is based
and initialized by centralized nodes; if a node dies, the whole tree has to be rebuilt.

15.4 Conclusion

Indeed, in this chapter, we have reviewed most of the literature georouting protocols.
Table 15.1 sums up the different categories and algorithms, with respect to their
characteristics.

Table 15.1 Classification of georouting protocols

Exact position Virtual position

Hop based Greedy [14], MFR [35] VCap [7], Gliders [13]
Directional DIR [18], DREAM [1], LAR [17]
Energy efficient (EE) COP [19], NFP [16] VCost [11]
Guaranteed delivery (GD) GFG [4] LTP [8], [22], ABVCap [37]
EE+GD SPFSP [31], EtE [12] HECTOR [24]

Energy-efficient algorithms assume that nodes are able to compute the Euclidean
distance between themselves and their neighbors. Indeed, each algorithm presents
its strengths and weaknesses.

Most of the time, there is no more suitable algorithm. Trade-offs have to be
made with respect to the context, their environment, and node abilities: geograph-
ical or virtual coordinates, abilities to compute an Euclidean distance, computing
resources, memory size, etc.

Wireless links are prone to multiple physical phenomena such as interference,
collisions, shadowing, fading. They also are impacted by obstacles, buildings, and
meteorology conditions. All these features make the transmission unpredictable and
unreliable. Thus, next steps of research will be to cope the different algorithm char-
acteristics mentioned in this chapter with the impact of their application in real
wireless environments.
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