Chapter 13
Oblivious Routing for Sensor Network
Topologies

Costas Busch, Malik Magdon-Ismail, and Jing Xi

Abstract We present oblivious routing algorithms whose routing paths are con-
structed independent of each other, with no dependence on the routing history.
Oblivious algorithms are inherently adaptive to dynamic packet traffic, exhibit low
congestion, and require low maintenance. All these attributes make oblivious algo-
rithms to be suitable for sensor networks which are characterized by their limited
energy and computational resources. Specifically, low congestion provides load
balancing, and low stretch provides low-energy utilization. We present two sim-
ple oblivious routing algorithms. The first algorithm is for geometric networks in
which nodes are embedded in the Euclidean plane. In this algorithm, a packet path
is constructed by first choosing a random intermediate node in the space between
the source and destination and then the packet is sent to its destination through
the intermediate node. In the second algorithm we study mesh networks, where
the nodes are arranged in a two-dimensional grid. Grids are interesting symmet-
ric topologies which can be used as a testbed for designing efficient new routing
algorithms in sensor networks. The oblivious algorithm in the mesh constructs the
paths by decomposing the network into smaller submeshes in a hierarchical manner.
This algorithm can be extended to d dimensions, which makes it suitable for three-
dimensional sensor network deployments, such as in buildings and tall structures.
We analyze the algorithms in terms of the stretch and congestion of the resulting
paths and demonstrate that they exhibit near optimal performance.

13.1 Introduction

Routing algorithms specify the paths to be followed by packets in a network. A
routing algorithm is oblivious if the path of every packet is given independently of
the paths of the other packets and without considering the history of the previously
routed packets. Oblivious algorithms are by their nature distributed and capable of
solving online routing problems, where packets continuously arrive in the network.
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Hence, oblivious routing is often preferred to non-oblivious routing, since one does
not need to make assumptions regarding the nature of the traffic.

In wireless and sensor network applications the nodes may have power and com-
puting capability constraints. For example, a sensor node is typically operated with
a battery that has limited energy capacity. To maximize the lifetime of the nodes,
the time until nodes run out of power, it is important to minimize the utilization
of individual nodes. This relates directly to balancing the packet traffic for mini-
mizing the node congestion. With load balancing, the lifetime of a battery operated
sensor network is prolonged, since the time that the first node runs out of energy
is extended. Further, using paths of small stretch (ratio of path length to shortest
path) is also beneficial to the sensor network since small stretch implies low overall
energy utilization.

Oblivious routing algorithms are suitable for balancing the congestion in the net-
work and therefore extending the lifetime of the nodes. They can also provide small
stretch in interesting sensor network deployment scenarios. Oblivious algorithms
are easy to implement in wireless and sensor networks, on account of their sim-
plicity. We present two oblivious routing algorithms which are suitable for wireless
sensor networks. The first algorithm is for geometric networks, while the second is
for mesh networks. Both of these algorithms achieve low congestion and stretch. We
continue with describing each of them.

13.1.1 Geometric Networks

We present the oblivious routing algorithm for geometric networks which was orig-
inally proposed in [7]. In geometric networks, the nodes are placed in the two-
dimensional Euclidian space and we assume that all the nodes are contained in some
geographic area A (Fig. 13.1). Suppose that a packet wants to go from a node s to a
node ¢ in the network. The algorithm is to choose a random intermediate node w in
the space between the s and 7, then sends the packet to w, and then sends the packet
from w to its destination (see Fig. 13.3). In order to implement this idea, we assume
that between every pair of nodes there is a dedicated path which we call the default
path. For example, the default path between two nodes © and v could be a shortest
path that connects them. We denote the set of all default paths by Q. The choice of
the default paths affects the performance of our algorithm, and the closer the default
paths are to the geodesics, the lines that connect the respective end points of the
paths, the better the performance of the algorithm.

We analyze the algorithm in terms of stretch and congestion. Consider some set
of paths P produced by the routing algorithm. Denote by stretch(P) the maximum
ratio of a path length to the length of the respective shortest path (the length is
measured in the number of node hops). The node congestion Cpoqge is the maximum
number of paths that use any node in the network. The edge congestion Ceqge is the
maximum number of paths that use any edge in the network. Let C ;. and C,
denote the optimal node and edge congestions, which could be obtained by a brute
force search through all possible paths from the sources to the destinations in P.
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Fig. 13.1 Example of a geometric network

The stretch and congestion of the paths P produced by our algorithm depend
on the quality of the default paths Q. In particular, provided that the geometric
embedding is “faithful” to the topology of the network (i.e., nodes far apart are
connected with more hops than nodes closer to each other) we obtain:

stretch(P) = O (stretch(Q)),
Chode = O ( * e - (14 deviation® () - log(n + deviation(Q)))

where n is the number of nodes, and deviation(Q) measures the extent of deviation
of the default paths from geodesics (see Fig. 13.1). We also obtain a corresponding
result for the edge congestion. The congestion results hold with high probability,
while the stretch result is deterministic.

We apply our general result to two particular geometric networks: the two-
dimensional mesh network, and uniformly distributed disk networks. Both of these
kinds of network have geometric embeddings that are faithful to the network topolo-
gies. The mesh network is a two-dimensional grid of nodes (see Fig. 13.2). In disk
networks, each node is connected to any node within a specific disk radius. In the
uniformly distributed disk graphs, each unit square area contains a constant number
of nodes. In these networks, we can choose default paths with constant stretch and
deviation. Therefore, our algorithm gives paths with constant stretch. We obtain
node and edge congestions which are within logarithmic factors of optimal, Cyode =

o (C* -log n) and Cegge = O (C:dge -log n) with high probability. Maggs et al.

node

[21] give a worst case edge congestion lower bound of 2 (C;‘dge - log n) for any
oblivious routing algorithm in the two-dimensional mesh. Therefore, in addition to
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Fig. 13.2 The two-dimensional mesh network and a shortest path between two nodes

constant stretch, the congestion we obtain is optimal, within constant factors, for
oblivious algorithms.

13.1.2 Mesh Networks

We continue with an alternative oblivious algorithm for mesh networks. A two-
dimensional mesh with n nodes is simply a \/n x +/n grid of nodes (see Fig. 13.2).
The oblivious algorithm for geometric networks that we described above can be
applied to the two-dimensional mesh. However, it cannot be extended to higher
dimensions. Here, we present the oblivious routing algorithm in the mesh which
originally appears in [8]. The algorithm can be used for any d-dimensional mesh
network (d > 2) and it provides near optimal congestion while maintaining a small
stretch.

The benefit of a higher dimensional algorithm is that it can be used in sensor
network deployments in buildings and other tall structures which are not restricted
in the two-dimensional space. Note that the mesh topology has a symmetric topol-
ogy and it may not be directly applicable in real deployment scenarios. However,
the mesh topology exhibits many characteristics which can be found in real sensor
networks (and especially in random uniform area deployment), such as the low node
degree, small ratio of Euclidian to graph distance, and low doubling dimension.
Routing algorithms on the mesh often generalize to other network topologies as
well and typically the mesh is used as an exploration testbed for the design and
analysis of new efficient algorithms.

Given a routing problem (collection of sources and destinations), let C* = C :dge
denote the optimal edge congestion attainable by any routing algorithm (oblivious
or not). We give an oblivious routing algorithm for the d-dimensional mesh with
n nodes, that achieves congestion O(d - C* - logn), and stretch 0(d?), For the
d-dimensional mesh with n nodes, Maggs et al. [21] give the lower bound C3}, =
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2 (%* -log n) in the worst case for any oblivious routing algorithm. Considering

the class of oblivious algorithms, our algorithm is within O (d?) of optimal for both
congestion and dilation. For a fixed d, our algorithm is optimal to within constant
factors.

Our algorithm is based upon a hierarchical decomposition of the mesh. Starting
at its source node, a packet constructs its path by randomly selecting intermediate
points in submeshes of increasing size until the current submesh contains the desti-
nation node. Random intermediate points are then selected in submeshes of decreas-
ing size until the destination node is reached. The key new idea we introduce is the
notion of “bridge” submeshes that make it possible to move from a source to a des-
tination more quickly, without increasing the congestion. These bridge submeshes
are instrumental in controlling the stretch, while maintaining low congestion.

13.2 Geometric Networks

13.2.1 Preliminaries on Geometric Networks

Consider a geometric network G with n nodes which is embedded in the Euclidean
plane, R? (see Fig. 13.1). We assume that G is un-weighted, undirected, connected,
and stationary. Further, its edges are un-weighted, i.e., the communication cost of
every link is 1 regardless of the link’s Euclidian distance. Every node v; has a posi-
tion x; € R2. We will also use the notation x(v) to denote the position of the node
v. The network is defined over some area A. We will also refer to the network itself
as A when the context is clear. Thus, x; € A for all i. For the area A, we define
a coverage radius R(A) of the area as follows (we drop the A dependence when
the context is clear). If, for every point x € A, there is at least one node v that is
located at most a (Euclidean) distance R from x, then R is a coverage radius, i.e.,
from any point in .4, one needs to go a distance of at most R to reach some node in
the network.

We define the pseudo-convexity y (A) of area A as follows. Let x1, x, € A, and
consider the line £ joining X; to x5. Let £ be a line of equal length to £ such that
¢ and ¢+ are mutually perpendicular bisectors. Let Zj C ¢ be the intersection
of ¢+ with A. Denote by |€JA| the measure or “length” of ZJA. We define the local
pseudo-convexity at X1, X as y (X1, X2) = |Ej| /1€+|. The pseudo-convexity y of
A is the infimum over all pairs x;, xo € A of y(x1, X1)

Y = Ooxl,xzeAV(Xla X2)

In words, y is a lower bound on the fraction of the perpendicular bisector £ that is
guaranteed to be in A. Note that A is convex if y > % but that the converse is not
true (consider a very thin rectangle). For any regular convex polygon, or a circle,
y > % For a network embedded in a fixed area .4, y is independent of n, which
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will have important consequences on the optimality of our path selection algorithm
(provided that y > 0).

Since the network is embedded in R2, there are two notions of distance between
two nodes u, v that are useful. The first is the Euclidean distance, distg (u, v) which
is the length of the straight line (or geodesic) joining the positions x(u#) and x(v).
For two points X,y € R2, | x —y| is the Euclidean distance between them. Thus,
distg (1, v) = || x(u) —x(v) |. The second useful distance measure is the graph-
theoretic or network distance distg (4, v) which is the length of the shortest path in
G from u to v. For any path p in G, we use |p| to denote the length of the path
(number of edges in the path), and we define the Euclidean path length |p|g to be
the weighted path length, where the weights on the edges are set to the Euclidean
distance between the nodes they connect.

For two nodes u, v, we use the measure distg (u, v)/distg (u, v) to represent how
well the Euclidean distances in the network embedding represent the network dis-
tances. We introduce two parameters o,  to denote lower and upper bounds for this
measure. Thus, for every pair of nodes u, v,

- distg (1, v) -
= distg(u, v) —

B

Thus, two nodes u, v that are connected by an edge (distg(u, v) = 1) cannot
be separated by more than a distance of é Note also that distg(u, v) > 1, so

distg (u, v) > % We thus have the following useful lemma.

Lemma 1 For any two nodes, u, v, distg (u, v) > 115 If u and v are adjacent then
distg(u, v) < 1.

Lemma 1 allows us to derive an upper bound on the number of nodes that can be in
a disk.

Lemma 2 Consider a disk of radius r > % containing M nodes. Then M < c(,Br)z,

2 f3)

where c is a constant, ¢ < 1 + 7/ (T -5 ).

Proof The intuition is that every node accounts for an area of at least /82. Since
the total area is 72, there can be at most 7r2/(/B%) = (Br)* nodes. The only
complication is that nodes near the boundary do not take up the entire area 7 /2, as
part of this area could be outside the disk. Taking this boundary phenomenon into
account gives us the constant c.

To prove the lemma, consider the circle of radius r — % with M| nodes and the

remaining ring from r — % to r with M> nodes. Since every one of the M| nodes

defines an area of radius % that is completely enclosed in the disk, we have M| <
(Br)?. Now consider the ring. The smallest area blocked off by a node occurs when
the node is on the boundary, in which case the area is smallest when r = % Some

geometric considerations show that this area blocked off is at least % (27” — @),
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and since the area of the ring is at most Tr2, M, < (,3r)27r/ (2?” — “/T§> To con-

clude, note that M < M; + M. X

For every pair of nodes u, v, we assume that a default path q(u, v) in G is pro-
vided. For example, the default paths could be the shortest paths connecting the
pairs of nodes. The default paths should actually have certain good properties and
may not be shortest paths. Denote the set of all n(n — 1) default paths by the set Q.
For a given default path ¢ (u, v), we define the stretch of the path, stretch(g), to be
|g (u, v)|/distg (4, v) which is the factor by which ¢ is longer than the shortest path
between u and v.

Consider the infinite line ¢ drawn through the points x(#) and x(v). Let z be
any intermediate node in the path ¢ (u, v). The displacement of z from £ is the
perpendicular (Euclidean) distance from x(z) to £. The deviation of g (u, v) from
¢, denoted deviation(g), is the maximum displacement of any intermediate node z
of g from £. In other words, deviation(g) measures how closely the path ¢ (u, v)
stays to the straight line (geodesic) from x(u) to x(v).

The stretch factor for the entire set of paths Q is the maximum stretch of any
path in Q and similarly with the deviation of Q. We use X to denote the stretch and
A to denote the deviation:

X = stretch(Q) = maé( stretch(g)
qe

A = deviation(Q) = rnaé( deviation(q)
qge

As we will see later in the analysis of our path selection algorithm, if the default
paths have small stretch and deviation, then the path selection performance is closer
to optimal. Thus, it is beneficial to select default paths that make these parameters as
small as possible. We will see later that for a variety of networks they can be made
constants.

13.2.2 Oblivious Routing on Geometric Networks

Here we describe our oblivious routing algorithm. The task of the algorithm is to
provide a path for each packet in the network. It is assumed that each node knows
the default paths that connect it to other nodes in the network. The algorithm is
randomized and we assume that each node has access to a sequence of random
numbers. The path selection algorithm is executed for each packet independently
of every other packet, so the algorithm is oblivious, and thus distributed and online.
Algorithm 1 is the detailed algorithm for a particular packet. The algorithm is similar
for any other packet. Figure 13.3 graphically illustrates the algorithm.

In the analysis of the algorithm, we consider a set of N packets IT which we will
refer to with their sources and destinations, I7T = {s;, f; }lN: 1- The result of applying
the algorithm to each packet is a set of paths P = { p,-}lN: |» Where each path p; € P
is from the source node s; to the destination node #;. We define the stretch for a path
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Fig. 13.3 Path selection with oblivious routing algorithm for geometric networks

Algorithm 1 Oblivious Routing for Geometric Networks

Input: A graph G embedded in an area A with default paths Q; and a packet = with source s and
destination ¢;
Output: A path p(s, ¢) from s to 7;

1: Let ¢ be the geodesic line segment that connects x(s) and x(7). Let 21+ be the perpendicular
bisector of £ which has the same length as ¢ and is also bisected by ¢. Let Zj be the part of £+
inside A;

2: Choose a point y randomly and uniformly on Zj;

: Find a node w close to y within coverage radius R;
4: The path p(s, t) from s to ¢ is formed by concatenating the default paths ¢ (s, w) and g (w, t):

(95

pis,t) = q(s, w)q(w, 1);

p € P as well as the stretch factor for the entire set P as we did in Sect. 13.2.1 with
the default paths Q. We define D* as the maximum shortest path length between
any pair of sources and destinations in I7, namely, D* = max; distg(s;, ;). We first
analyze the stretch of paths P and then we continue with the node congestion and
edge congestion.

13.2.2.1 Stretch Analysis

We now give a bound on stretch(P), the stretch factor of the paths selected.
Theorem 1 stretch(P) < Y22 - ¢ - (1+ V2Ra).
Proof We will refer to Fig. 13.3 in our proof. By construction, V2| x(s) — vyl <

Ix(s) —x(2) |, and | x(s) —y || = |%(z) —y|. Since | x(w) —y| < R, by the tri-
angle inequality, we have that

A

[%(s) = x(w) | < [%(s) =y | + | x(w) —y|
X6 —x0) | + R

IA
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Similarly,
1
Ix(@) —x(w) || < 72” x(s) —x() | + R
From the definition of X ¢, the stretch factor of the default paths, we have

lg(s, w)| < Xg - distg (s, w)
<B-Xo- distg (s, w)

and similarly
lg(w, )] < B - Xg -distg(w, 1)
We thus conclude that

[pGs. 0] = lg(s. w)| + lg(w, 1)
< B+ Zg - (Ix(s) = x(w) | + | x(1) = x(w) )
< B+ Zo - (V2Ix(9) =x() | +2R)

Since | x(s) —x(0) | < édiStG (s, 1), and distg (s, 1) > 1, we obtain the theorem.

Typically R, o, B are constants, in which case stretch(P) = O(stretch(Q)),
i.e., the stretch factor of the algorithm is determined by the quality of the default
paths.

13.2.2.2 Node Congestion Analysis

We now turn to the node congestion. We will get a bound on the expected congestion
for any particular node with respect to the optimal congestion. We will then use a
Chernoff bounding argument to obtain a high probability result.

To bound the expected node congestion for a particular node v, we need to under-
stand the probability that a particular packet might use the node. Thus consider a
particular packet 7, with source s and destination ¢, which uses intermediate node
w. Phase I of the path p(s, t) corresponds to the first part ¢ (s, w), while phase II to
the second part g (w, t). Suppose that the packet uses v in phase I of its path (we will
bound the probability that 7t uses v in phase I of its path, a similar argument applies
to phase II of the path). Let r denote | x(v) — x(s) |. The situation is illustrated in
Fig. 13.4. A circle of radius A is drawn around v. We give an upper bound on the
probability that 7 uses node v in the following lemma.

Lemma 3 Suppose that packet w has source s and destination t. Let Py be the prob-
ability that w uses node v in phase I of its path and Py be the probability that
uses node v in phase Il of its path. Then,
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Fig. 13.4 Probability of using a node v

P <

(W=t * 50—
Ix(s) =x(@®) [ [x(s) —x() |

(o751 * 1)
Ix®) —x0 1 X0~ x|

Proof Consider the shaded cone subtended by the source s, tangent to the circle
of radius Ag centered on v. Since the deviation of the default paths is Ag, the
intermediate node must lie within the shaded cone if the path ¢(s, w) is to pass
through v. If the intermediate node is in the cone, the random intermediate point y
must lie either in the cone or in one of the two shaded strips of thickness R around
the cone. Since y must also be on £+, y must lie on the line segment illustrated by
the thick line of length ¢ illustrated in Fig. 13.4. The probability of using v is then
bounded by &/ |Ej| We use the definitions of 6, ¢ as shown in Fig. 13.4. Using
some elementary geometry, we find that

5
Y
5
Prp < —
Y

1 1 1
e=R- (cos(e) + cos@ ¢)) + §|£| - (tan(0 + ¢) — tan(0))

We observe that ¢ is largest when 6 < % and 6 + ¢ < %, SO using some trigono-
metric identities we get

|¢| tan¢ (1 + tan® @)

<2V2R+ —
e <2V2R+ 2 1 —tané tan ¢
t
52\/§R+|g|.L¢
1 —tan¢

where the last line follows because tanf < 1. Since |Zj| > vt = y|e], we get
that the probability of using v is at most
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R 1 t
Prob < 2v2-R 4 1 _@ne
it y 1 —tang

(@) R 2t
2, R 2and
y 1€ Y
¢
@ , R 4 tan%

viel v 1 —tan2%

(c) R 64tan9
2oa 2
414 15y

R 64 A
@, hn R L o/r

va 15y /I—AZQ/ﬂ
@ §(£+£)
AN r

Inequality (a) follows because when tan¢ < %, tan¢g /(1 — tan¢g) < 2tan¢, and

when tan¢ > %, 2tan¢ > 1, in which case it is a trivially valid upper bound for
the probability; (b) follows by using a double angle identity; (c) follows by a similar

argument that leads to (a) by considering separately tan % < 41'1 and tan % > %; (d)

follows because from Fig. 13.4, we see that tan% = Ap/, [r2 — A2Q; and finally,

(e) follows using 242 < 5 and by considering separately the cases Ag/r < % and
Ag/r > % (similar with (a) and (¢)).

To conclude, note that by symmetry, the situation is exactly reversed if the packet
uses v in phase II of its path, except that now r will be the distance from v to the
destination 7. X

In order to bound the congestion on node v, we need to bound the number of
packets that can cross v and then using Lemma 3 we will be able to bound the
expected congestion on v. We first compute how far the packets that cross v have
their sources or destinations from v, this will help to bound the number of those
packets. Let X! denote the packets that could possibly use v during phase I of their
path and similarly X//. Consider only the packets in X’. Let S’ = {s;} denote the
sources of all the packets in X I Let rmax be the maximum (Euclidean) distance
from the positions of these sources to x(v), thus, rmax = max g [ X(s) — x(v) |.
We have the following result (a similar result holds for the destinations).

D*
Lemma 4 rp,x < Joa +R+ Ap.

Proof Let s be a source that could possibly use v in phase I and let 7 be
the corresponding destination. Let w be a possible intermediate node. Then
Ix(s) —x(w) | < \sz” x(s) —x(¢) | + R. Since the path cannot deviate by more
than A from the line joining X(s) to x(w), and the path passes through v, it follows
that
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Ix(w) —x(s) | = [x(s) —x(w) [+ A

< %II X(s) —=x() |+ R+ Ap

To conclude, note that | x(s) — x(7) | < édiStG (s, 1) and distg (s, 1) < D*. X

In order to bound the congestion on v, we will divide the area around v into
concentric rings with maximum radius rp,x. We will then bound the number of
packets that originate in each ring and use v. The number of packets from each ring
will be used to bound the expected congestion caused by each ring. The sum of the
expected congestions from the rings will determine the total congestion on node v.

Consider concentric rings Ag, A1, Az, ... of exponentially increasing radius,
centered at x(v). Ring A; has radius r; = 2’],8, fori > 0. Let imax = [1log(rmaxf)]
(logarithms are base 2). Note that all the sources in S are contained in A;, . For
i > 0, we collect in set Sl.’ all the sources which are in ring A;, but not in A;_ (that
is, they are in the area between A;_1 and A;). Figure 13.5 illustrates the situation.
Consider a particular i and the packets XII with sources in Sl-l .Let N; = ]XZI ‘ be
the number of packets with sources in SI.I . In order to obtain an upper bound on the
expected congestion at v, we will need to bound N; in terms of the optimal node

congestion C_ ..

Lemma 5 Foranyi > 0:

c* > ah;N;
"9 de(pri)?

where,

Fig. 13.5 Expected congestion at a node v
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1
h; = max 5 V2(ri-1 — R — Ag)

Proof As in the proof of Lemma 4, | x(s) —x(v) | < % + R + Agp, and since

[ x(s) —x(v) | > ri—1, we get
€] > V2(ri_1 — R — Ag)

From Lemma 1, |[£| > %, therefore |£| > h;. Furthermore, from the definition of
a and Lemma 1, we have that the minimum number of hops from s to ¢ is at least
a|€| > ah;, and each of these hops moves a distance of at most é So, for N; such
paths, any path selection algorithm will have to use at least a/; hops per path, within
a disk of radius

r=ri+hi <ri+2ri-1 <2r;

By Lemma 2, there are at most 4c(Br; )2 nodes within this disk of radius r. The
minimum total number of times these nodes are used by any path selection algorithm
is ah; N;. Thus, the average number of times T,y a node is used in radius r is at least

< Olhl'N,'
" deBri?

where c is the constant defined in Lemma 2. Since one of these nodes has to be used
at least Ty times, we obtain a lower bound on the congestion for any path selection

algorithm, and hence for the optimal congestion C; ;. > Tay,. X

Note that inverting the bound in Lemma 5, we get an upper bound for N;, when
i>1:

2
< 4C(13ri) C:ode

N;
Othi

(13.1)

Note that for i = 0 it holds trivially that Ny < 0, since no node except for v can be
in ring Ap (a consequence of Lemma 1). The upper bound for N; together with the
upper bound for the probability that any of these packets uses node v (Lemma 3)
allows us to bound the expected congestion.

Theorem 2 The expected congestion on node v is

E[C(U)] =< f(J/»av /37 R’ AQv D*) . C*

node

where,
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fy.a, B, R, Ag, D¥) =
40cB*(R +2A0)
ya

+41log (f/g + B(R + AQ)) + 1) .
o

Proof Let Prob, (;r) be the probability that packet 7 € X 11 uses node v. Then packet
7’s contribution to the expected node congestion at v is Prob,, (7). Using Lemma 3,
we can bound Prob, (r) by P;. Then, N; Py is an upper bound for the contribution
to the expected node congestion at v due to the packets in X l’ . Since every source
in SI is distanced at least r;_1 from node v, from Lemma 3 and using 13.1, and the
fact that r; > h;, we obtain fori > 1:

(B+4B(R+ Ag))?

>~ Prob, () < N; Py

reX!

Ty (R )
yah; hi i

2 2
_ 20F Croge (Rr—" + ZAQQ)
yo
_ 20F>(R+240)Coge
ya ,-

|
=
(S}

The expected node congestion at v is obtained by summing the contributions due to
each set XlI fori =1, ..., imax. Thus,

20cB2(R 4+ 240)Cr . 2

> node Z 2

E[C(v)] =

Consider now the ratio 4; /r;. We have

h; max{%,«/z(ri,l —R—AQ)}
o ri

—max | L A (L PR A0
‘ma"{zl"fz(z 2 >}

Let

= {log (\/§+4/3(R + AQ))—‘ .
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Then fori > i*, it ho]ds hi > ‘{F or equivalently 2—’ <234 <2 Forl <i < i*

we have that % zll , orin other words, Z—’I < 20, Since imax = [log(rmaxB)1, using

the bound in Llemma 4, we get

imax i*—1 imax
IR DA

i=i*

i*—1 Imax

<Z4’+Z4

i=i*
< (2l ) +4lmax
< B+4B(R+ Ag))?

D*
+41log (’j’l/z + B(R + AQ)> +1
107

A symmetrical argument applies to the second phase of the paths, which contributes
an additional factor of 2, concluding the proof. X

Note that without increasing the expected congestion, we can always remove any
cycles in a path, so without loss of generality, we will assume that the paths are
acyclic. We now obtain a concentrated result on the congestion using a straightfor-
ward Chernoff bounding argument and the fact that every packet selects its path
independently of every other packet. To simplify the presentation, we give the result
for constant y, o, 8, R in which case Theorem 2 gives

EIC@)] = 0 (Cloge - (4% + (1 + A@) log(D* + Ag)))
The general case can be handled similarly. We have the following theorem.
Theorem 3 When y, a, B, R are constants, the node congestion is
Crote = O (Cloge - (1+ 43) - log(n + A))
with high probability.

Proof Let X; = 1 1if path p(s;, t;) uses node v, and X; = 0 otherwise. Then, by
Theorem 2, there is a constant A such that
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i
<A C:ode
. (A3Q + (1 + Ag) log(D* + AQ))
= A C:ode

: (A3Q logn + (1+ Ag) log(n(D* + AQ)))
= B.

E[C(v)]

Let ¥ > 2e. Since ) ; X; is a sum of independent Bernoulli trials, by applying a
Chernoff bound [23] we obtain

P[C(v) > kB] <27¥B < 1/pn*4

where we used the facts that C:Ode, D* > 1 and Ap > 0. Taking a union bound
over the n nodes multiplies by an additional n, reducing the exponent on the right
to kA — 1. Choosing a large enough «, and noting that D* = O (n), we obtain the
theorem. X

13.2.2.3 Edge Congestion Analysis

For the edge congestion, the proof is similar to the node congestion. In order to carry
through the same analysis, we need an upper bound on the number of edges in the
area, so we can get a lower bound on the average edge congestion. If the maximum
degree (maximum number of edges adjacent per node) in the network is &, then the
maximum number of edges is at most a factor of § times the maximum number of
nodes. Therefore, the result is that the optimal edge congestion is at most a factor
of & smaller than the optimal node congestion, giving the following theorem for the
expected edge congestion,

Theorem 4 Let 6 be the maximum node degree. The expected congestion on an edge
eis
E[C(e)]<8- f(y.o B, R. Ag, D) - Clyye

A concentrated result can also be obtained for the edge congestion.

Theorem 5 When y, a, B, R are constants, the edge congestion is

Cedge = O (5 : C:dge : (1 + AE) -log(n + AQ))

with high probability.
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13.2.3 Applications of Geometric Networks

The oblivious algorithm for geometric networks has applications in the two-
dimensional mesh and also in uniformly distributed unit disk graphs. The two-
dimensional mesh is an /n x /n grid of nodes, where each node is connected
with at most four adjacent neighbors (see Fig. 13.2). The nodes are placed at a unit
distance from each other, and thus R = 1/+/2. The rectangular area A is a square
defined by the border nodes of the mesh so the pseudo-convexity y = 1/2. For the
default path between a pair of nodes, we choose the shortest path that connects the
nodes which is closest to the geodesic and therefore deviation(Q) < 1/+/2. Since
the default paths are shortest paths, stretch(Q) = 1. Since adjacent nodes cannot
be further than a unit distance, we have that « = 1. Moreover, the number of nodes
used per unit distance in the shortest path is maximized when the geodesic between
the nodes is 45°, which gives B = +/2. Since the maximum node degree is 4, using
Theorems 1, 3, and 5, we obtain

Theorem 6 The oblivious algorithm on the mesh has stretch(P) < 22 and node

*

edge * log n) with high prob-

congestion O (C;lkode -log n) and edge congestion O (C
ability.

We consider uniform disk graphs with n nodes distributed in an 51 x s, rectangle
area A, with constant pseudo-convexity y = min{sy, sp}/2 max{si, s} (i.e., the
sides are proportional to each other). In a disk graph, each node has a constant radius
r and is connected to any node within this radius (see Fig. 13.6). We set the radius
r = 2+/2 and assume that no two nodes are placed within a constant distance / of
each other. We consider a uniform distribution for the nodes in the area, i.e., the area
is divided into non-overlapping unit squares, and every unit square area contains a

number of nodes between 1 and k = O (%2) nodes, where k is a constant. By

the choice of r, two nodes within the same square or in adjacent squares will be
connected. Thus, R < \/E and since there are at most 32 squares containing nodes
which could possibly be adjacent to a particular node, the maximum node degree is
bounded by § < 32k.

We now explain how to construct the default paths (see Fig. 13.6). Consider
two nodes u and v in area A and construct the line £ that connects x(u) to x(v).
This line passes through a collection of unit squares, forming a path with adjacent
unit squares. We pick one node from each square and construct the default path by
connecting these nodes. Since for every node in the path, the line passes through the
corresponding unit square containing the node, deviation(Q) < +/2. The number
of unit squares in the formation of the default path is no more than 2|¢|, so the
longest default path consists of at most 2|¢| nodes. The shortest path has to use at
least [£]/r nodes; therefore, stretch(Q) < 2r. Since distg (4, v) > distg(u, v)/r,
a > 1/r. Ifdistg(u, v) = 1,distg (u, v) > [, sodistg (u, v)/distg (u, v) < % More
generally, we know that distg (u, v) < 2|¢]| since the default path has 2|¢| hops, so
the shortest path cannot have more. Thus, distg (u, v)/distg (u, v) < max{2, 1/1},
so B < max{2, 1/1}. Applying Theorems 1, 3, and 5, we obtain
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...................

..............

............

Fig. 13.6 Connectivity of a disk graph and default path construction

Theorem 7 On uniform disk graphs, the oblivious routing algorithm has
stretch(P) = O(1) and node congestion O (C* -log n) and edge congestion

node
0 (C;“dge log n) with a high probability.

13.3 Mesh Networks

13.3.1 Preliminaries on Mesh Networks

The d-dimensional mesh M is a d-dimensional grid of nodes with side length m;
in dimension i. There is a link connecting a node with each of its 2d neighbors
(except for the nodes at the boundaries of the mesh). We denote by n the size of
M, n = size(M) = ]_[l?‘i:l m;, and by |E| the number of edges in the network.
Each node has a coordinate. For example, in the two-dimensional mesh, the top-left
node has coordinate (0, 0). We refer to specific submeshes by giving its end points
in every dimension, for example, [0, 3][2, 5] refers to a 4 x 4 submesh, with the x
coordinate ranging from O to 3 and the y coordinate from 2 to 5.

The input for the path selection problem is a set of N sources and destinations
(i.e., packets), IT = {s;, ti}fvzl and the mesh M. The output is a set of paths,
P = {p;}, where each path p; € P is from node s; to node f;. The length of
path p, denoted |p|, is the number of edges it uses. We denote the length of the
shortest path from s to ¢ by dist(s, r). We will denote by D* the maximum short-
est distance, max; dist(s;, #;). The stretch of a path p;, denoted stretch(p;), is the
ratio of the path length to the shortest path length between its source and destina-
tion, stretch(p;) = |p;|/dist(s;, t;). The stretch factor for the collection of paths
P, denoted stretch(P), is the maximum stretch of any path in P, stretch(P) =
max; stretch(p;).

For a submesh M’ C M, let out(M’) denote the number of edges at the boundary
of M’, which connect nodes in M’ with nodes outside M’. For any routing prob-
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lem I71, we define the boundary congestion as follows. Consider some submesh
of the network M’. Let IT’ denote the packets (pairs of sources and destinations)
in IT which have either their source or their destination in M’, but not both. All
the packets in I7’ will cross the boundary of M’. The paths of these packets will
cause congestion at least |I7’|/out(M’) times. We define the boundary congestion
of M’ to be B(M’', IT) = |I1'|/out(M"). For the routing problem I7, the bound-
ary congestion B is the maximum boundary congestion over all its submeshes, i.e.,
B = maxycy B(M’, IT). Clearly, C* > B.

13.3.2 Oblivious Routing on Two-Dimensional Mesh Networks

Here we show how to select the paths in a two-dimensional mesh with equal side
lengths m = 2k k > 0. We consider this case here for expository ease, however,
the result generalizes to the case of unequal side lengths which are not necessarily
powers of 2. We use the two-dimensional case to illustrate the main ideas, before
generalizing to the d-dimensional case in the next section. The path selection algo-
rithm relies on a decomposition of the mesh to submeshes, and then constructing an
access graph, as we describe next.

13.3.2.1 Decomposition to Submeshes

We decompose the mesh M into two types of submeshes, type-1 and type-2, as
follows:

o Type-1 submeshes: We define the type-1 submeshes recursively. There are k + 1
levels of type-1 submeshes, £ = 0, ..., k. The mesh M itself is the only level
0 submesh. Every submesh at level £ can be partitioned into four submeshes by
dividing each side by 2. Each resulting submesh is a type-1 submesh at level
£ + 1. This construction is illustrated in Fig. 13.7. In general, at level £ there are
22t gubmeshes each with side my; = 2K—¢. Note that the level k submeshes are
the individual nodes of the mesh.

o Type-2 submeshes: There are k — 1 levels of type-2 submeshes, £ =1,...,k — 1.
The type-2 submeshes at level £ are obtained by first extending the grid of type-1
meshes by adding one layer of type-1 meshes along every dimension. The result-
ing grid is then translated by the vector —(m,/2, m¢/2). In this enlarged and
translated grid, some of the resulting translated submeshes are entirely within M.
These are the infernal type-2 submeshes. For the remaining external type-2
submeshes, we keep only their intersection with M, except that we discard all
the “corner” submeshes, because they will be included in the type-1 submeshes
at the next level. Notice that all the type-2 submeshes have at least one side with
a length of m, nodes. Fig. 13.7 illustrates the construction.

A submesh of M is regular if it is either type-1 or type-2. Unless otherwise
stated, a submesh will always refer to regular submeshes. The following lemma
follows from the construction of the regular submeshes.
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Level 1, Level 1, Level 2, Level 2,
type 1. type 2. type 1. type 2.

Fig. 13.7 Mesh decomposition for the 23 x 23 mesh. Arrows indicate the parents of a submesh
Lemma 6 The mesh decomposition satisfies the following properties:

(1) The type-1 submeshes at a given level are disjoint, as are the type-2
submeshes.

(2) Every regular submesh at level £ can be partitioned into type-1 submeshes at
level £ + 1.

(3) Every regular submesh at level £ 4 1 is completely contained in a submesh at
level € of either type-1 or type-2, or both.

13.3.2.2 Access Graph

The access graph G (M), for the mesh M, is a leveled graph with k + 1 levels of
nodes, £ = 0, ..., k. The nodes in the access graph correspond to the distinct regular
submeshes. Specifically, every level-£ submesh (type-1 or type-2) corresponds to a
level £ node in G (M). Edges exist only between adjacent levels of the graph. Let uy,
ug+1 be level £ and £ + 1 nodes of G (M), respectively. The edge (ug, ugy1) exists if
the regular submesh corresponding to u, completely contains the regular submesh
corresponding to u1. We borrow some terminology from trees. We say that uy is
a parent of ug41 in G(M); the parent relationship is illustrated in Fig. 13.7, for the
corresponding submeshes. Note that the access graph is not necessarily a tree, since
a node can have two parents (a consequence of Lemma 6, part (3)). The depth of
a node is the same as its level ¢, and its height is k — £. Nodes at height 0 have
no children and are referred to as leaves. The leaves in G(M) correspond to single
nodes in the mesh. There is a unique root at level 0, which corresponds to the whole
mesh M.

Let p = (u1, u2, ..., ux) be apath in G(M). We say that p is monotonic if every
node is of increasing level (i.e., the level of u; is higher than the level of u; ), and
the respective submeshes of nodes us, ..., uy are all of type-1. If p is monotonic,
then we say that u is an ancestor of uy. We will use a function g to map nodes in the
access graph to submeshes. Let # be a node in the access graph with a corresponding
submesh M’. We define the function g so that g(z) = M’. Denote by g~ ! the inverse
of function g, that is, g~!(M’) = u. Using induction on the height of G (M) and
part (2) of Lemma 6, we obtain the following lemma:
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Lemma 7 Let v be any node (1 x 1 submesh) of a regular submesh M' C M, then
gfl (M) is an ancestor ofg’1 (v).

Let u and v be two leaves of G(M) and let A be their (not necessarily unique)
deepest common ancestor; note that A exists and in the worst case is g_l(M) (a
consequence of Lemma 7). Let p = (u, ..., A, ..., v), be the concatenation of two
monotonic paths, one from A to u# and the other from A to v. We will refer to p as the
bitonic path between u and v. Submesh g(A) may be type-1 or type-2, all the other
submeshes in p are of type-1. We will refer to g(A) as a “bridge” submesh, since
it provides the connecting point between two monotonic paths. Note that type-2
submeshes can be used as bridges between type-1 submeshes, when constructing
bitonic paths between leaves. Further, only one type-2 submesh is ever needed in a
bitonic path. These access graph paths will be used by the path selection algorithm.
Suppose that height (A) = h4. The length of a bitonic path from u to v is 2k 4. We
now show that 4 cannot be too large. This will be important in proving that the
path selection algorithm gives constant stretch.

Lemma 8 The deepest common ancestor of two leaves u and v has a height of at
most [logdist(g(u), g(v))] +2.

Proof Lets,t € M such that s = g(u) and r = g(v). We show that there is a
common ancestor with height at most [log dist(s, #)] +2.

Assume, first, that instead of a mesh, the network is a torus (the same result holds
for the mesh, with a minor technical detail in the proof due to edge effects, which
we will discuss later). In this case, all type-2 meshes are of the same size. We obtain
the regular submeshes in the original mesh after truncation of the submeshes at the
borders of the torus. Note that all distances, however, are measured on the mesh.

Let pu = 2Mlogdists.01 > dist(s, r). If 4 > 2%, then the root, g~ (M), is a
common ancestor with, at most, a height of [log dist(s, #)] +2, so assume that 4u <
2K, Node s is contained in some type-1 submesh of side length 4. Without loss of
generality (since we are on a torus), assume that this submesh is M; = [0, 4 — 112,
If M, also contains #, then we are done, since by Lemma 7, g~' (M) is a common
ancestor at height [log dist(s, )] +2. So suppose that ¢ is contained in some other
(adjacent) type-1 submesh M>. There are two possibilities for M>.

1. My and M, are diagonally adjacent, so without loss of generality, let M, =
(4, 8 — 11[41, 8, — 1]. Since dist(s, 1) < u, s € [3u,4u — 11> and ¢ €
[4p, 510 — 112, and so the type-2 submesh [211, 60 — 112 contains both s and ¢.

2. M> is laterally adjacent to My, so, without loss of generality, let M3 be to the
right of My, i.e., M> = [0,4u — 1][4w, 8¢ — 1]. In this case, s must be in the
right half of M| and ¢ in the left half of M, i.e.,s € [0,4u — 1][3u, 4 — 1] and
t € 10,4 — 1][4w, S — 1]. There are four cases:

a. s € [0,2u — 1][3u, 4 — 1] and ¢t € [0, 2 — 1][4, S — 1], in which case
the type-2 submesh [—2u, 20 — 1][2u, 60 — 1] contains s, ¢;

b.s € 2u,4pn — 113, 4 — 1] and ¢t € [2u, 4 — 1][4p, S — 1], in which
case the type-2 submesh [2u, 6 — 1]2 contains s, t;
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c.s € [u,2u — 1183w, 4 — 1] and ¢t € [2u, 3 — 1[4, S — 1], in which
case the type-2 submesh [p, 30 — 1][3 1, S — 1] at height [log dist(s, 1)] +1
contains s, t;

d. s € 2u,3u — 113w, 4 — 1] and ¢ € [, 2 — 1][4p, S — 1], which is
similar to (c).

In all cases, s and ¢ are contained in a submesh of a height of at most
[log dist(s, 1)1 +2.

To complete the argument, we now suppose that the network is a mesh (instead of
a torus). If the ancestor submesh constructed in the torus is also a regular submesh
in the mesh, then there is nothing to prove. So, assume that the ancestor constructed
in the torus is not a regular submesh of the mesh. In particular, the ancestor con-
structed on the torus must be composed of two type-2 submeshes, on opposite sides
of the mesh. If s, ¢ are both contained in one of these submeshes, then they are
both contained in a type-2 submesh of a height of at most [log dist(s, )] +2. The
only remaining case is that s is in one of these submeshes and ¢ is in the other. In
this case, dist(s, r) > 2k=1 "and since u > dist(s, 1), we have that u > 2k=1 or
that 4 > 2k+1 which contradicts the assumption that 4 < 2k, concluding the
proof. X

Algorithm 2 Oblivious Routing for two-Dimensional Mesh Networks

Input: Source s and destination ¢ in the mesh M

Output: Path p(s, t) from s to ¢ in M;
1: Let (ug, ..., u;) denote a bitonic path in G(M) from g*1 (s) to g*1 (1);
2: fori =0to!/do
3: Select a node v; in g(#;) uniformly at random; //vg = s and vy = ¢
4
5

if 1 <i <1 then
Construct subpath r; from v; _; to v; by picking a dimension by dimension shortest path!
(an at most one-bend path), according to a random ordering of the dimensions;
end if
end for
: The path p(s, t) is obtained by concatenating the subpaths r;, p(s,t) = rory ---rj—1;

%2

13.3.2.3 Path Selection

Given the access graph, the procedure to determine a path from a given source s to
a destination ¢ is summarized in Algorithm 2. Note that the algorithm is oblivious
and local, since each source—destination pair can obtain a path independently of the
other paths. We will now show that our algorithm with the generalized access graph,
in addition to obtaining optimal congestion, also controls the stretch. First we show
the constant stretch property of the selected paths.

Theorem 8 For any two distinct nodes s, t, stretch(p(s, 1)) < 64.

Proof Let h be the height of the deepest common ancestor of s and ¢. Then p(s, )
is the concatenation of paths constructed from the dimension by dimension paths
in meshes of sides 21, ..., 20—1 2k oh=1 = ol A path in a mesh of side ¢ has
length of at most 2¢ — 1, so by adding the lengths of these paths, we have that
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Ip(s, 1) < 22" 4+ .-+ 2" +2" ... + 21 — 2h) which implies that |p(s, )| <
2"+3 _ 4h. Since s and ¢ are distinct, & > 1. By Lemma 8, & < logdist(s, 1) + 3,
and the theorem follows. X

We now relate the congestion of the paths selected to the optimal congestion C*.
Let e denote an edge in M. Let C(e) denote the load on e, i.e., the number of times
that edge e is used by the paths of all the packets. We will get an upper bound on
E[C(e)], and then, using a Chernoff bound, we will obtain a concentrated result.

We start by bounding the probability that some particular subpath formed by the
path selection algorithm uses edge e. Consider the formation of a subpath r; from
a submesh M to a submesh M5, such that M> completely contains My, and e is a
member of M,. According to the path selection algorithm, mesh M; is of type-1,
thus all of its sides are equal to m,, where £ is the level of M. We show the following
lemma.

Lemma 9 Subpath r; uses edge e with probability at most 2/my.

Proof For subpath r;, let v; be the starting node in M; and v, the ending node
in M>. Suppose e = (v3, v4). Without loss of generality, suppose e is vertical. Since
the subpath is a one-bend path, edge e can be used only when either v; or vy have
the same x coordinate as e. This event occurs at a probability of at most 2/my. X

Let P’ be the set of paths that go from M| to M, or vice versa. Let C’(e) denote
the congestion that the packets P’ cause on e. We show

Lemma 10 E[C'(e)] < 2|P’|/my.

Proof We can write P’ = Py U P,, where Pj is the set of subpaths from M to
M, and P; is the subpaths from M; to Mj. Then, from Lemma 9, the expected
congestion on edge e due to the subpaths in Pj is bounded by 2|P;|/m. Using a
similar analysis, the expected congestion on e due to subpaths in P, is bounded
by 2|P,|/my. Since the congestion on e due to the paths in P’ is the sum of
the congestions due to P; and P,, we obtain E[C'(e)] < 2(|Pi| + |P2|)/m¢ =
2| P'|/my. X

From the definition of the boundary congestion, we have that B > B(My, IT) >
| P’|/Jout(My). Therefore, C* > | P’|/out(M}). Since each side of M| has m, nodes,
we have that out(M) < 4m,. From Lemma 10, we therefore obtain

Lemma 11 E[C’(e)] < 8C*.

We “charge” this congestion to submesh M>. By Lemma 8, only submeshes up
to height 4 < log D* + 3 can contribute to the congestion on edge e (submeshes of
type-1). By summing the congestions due to these at most 2(log D* 4 3) submeshes
(atype-1 and a type-2 submesh at each level), and by using Lemma 11, we arrive at
an upper bound for the expected congestion on edge e.

Lemma 12 E[C(e)] < 16C*(log D* + 3).

Note that without increasing the expected congestion, we can always remove any
cycles in a path, so without loss of generality, we will assume that the paths obtained
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are acyclic. We now obtain a concentrated result on the congestion C obtained by
our algorithm, using the fact that every packet selects its path independently of every
other packet.

Theorem 9 C = O(C* logn) with high probability.

Proof Let X; = 1 if path p; uses edge e, and O otherwise. Then E[C(e)] =
E[)Y; Xi] < 16C*(log D* + 3). Let |E| be the number of edges in the mesh. For
|E| > 8, E[C(e)] < 16C*log(|E|D*). Let k > 2e, then applying a Chernoff bound
[23], and using the fact that C* > 1 we find that P[C(e) > 16« C*log(|E|D*)] <
(|E|D*)~1%¢_ Taking a union bound over all the edges, we obtain

* *
P [rgleagcw) > 16¢C* log(|E| D )] < JEDoe

Using the fact that D* = O(|E|), |E| = 0(n2), and choosing k = 2e + 1, we get
C = O(C*logn) with high probability. X

Acknowledgments We are grateful to the reviewers of this book chapter.
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