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Preface 

For more than a decade, ad hoc wireless networks have galvanized the interest and 
sparked the imagination of researchers. Such networks consist of a set of nodes 
equipped with wireless interfaces and they are designed to form self-organizing and 
spontaneous networks. They are usually multi-hop in nature, collectively forwarding 
and processing data to accomplish an application task. In addition, their topologies 
can be highly dynamic due to the potential mobility of the nodes. All these properties, 
in isolation and combination, pose a plethora of research challenges as well as new 
application opportunities.  

The International Conference on Ad-Hoc Networks and Wireless (ADHOC-NOW) 
serves as one of the premier venues for researchers and industrial practitioners to 
exchange ideas in this exciting area. Following previous ADHOC-NOW conferences 
in Murcia, Spain (2009), Sophia Antipolis, France (2008), Morelia, Mexico (2007), 
Ottawa, Canada (2006), Cancun, Mexico (2005), Vancouver, Canada (2004), Mont-
real, Canada (2003), and Toronto, Canada (2002), the ninth ADHOC-NOW confer-
ence took place at the University of Alberta in Edmonton, Canada, during  
August 20–22, 2010. As the capital city of the Province of Alberta, Edmonton is a 
cultural, governmental, and educational center and offers year-round world-class fes-
tivals, including the Edmonton International Fringe Theatre Festival. Edmonton is also 
home to North America's largest indoor shopping mall, the West Edmonton Mall. The 
summer in Edmonton is particularly joyful and has mild temperature and long, sunny 
daytime.  

The 9th ADHOC-NOW attracted 43 paper submissions, authored by researchers 
from 21 countries. Of the submitted papers, 16 papers were accepted as full papers 
after a rigorous peer-review process. The accepted papers cover topics in  rout-
ing/broadcasting/multicasting protocols, energy efficiency, sensor coverage, schedul-
ing algorithms, localization, mobility modeling, data collection and processing, and 
vehicular networks. We believe this coverage is broad and representative of the  
current research interests and activities in this area.  

We would like to thank the work of the reviewers and all of the Program Commit-
tee members, as well as all the volunteers who helped in putting together an excellent 
program. We are grateful to the University of Alberta for its hospitality and to 
MITACS for its continuing support of ADHOC-NOW in Canada.  
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Simulation-Based Comparison of Three Wireless
Multicast Routing Protocols: MOST, MOLSR

and SMOLR

Amina Meraihi Naimi1, Cedric Adjih1, Pascale Minet1,
and Georgios Rodolakis2

1 Hipercom Project-Team, INRIA Paris-Rocquencourt
2 Macquarie University

Abstract. In this paper, we study multicast protocols for Mobile
Ad-Hoc Networks, and specifically OLSR networks. We describe and
compare three multicast protocols, namely MOST (Multicast Overlay
Spanning Tree), MOLSR (Multicast OLSR) and SMOLSR (Simple Mul-
ticast OLSR), with different approaches and properties with respect to
scalability. Our approach is simulation-based: through different scenarios
and configurations, we evaluate the performance of each protocol in terms
of average packet delivery ratio and average packet retransmissions. We
interpret the results in terms of key design properties and applicability
of the protocols.

1 Introduction

Multicast is a different form of communication from the ubiquitous unicast com-
munications used in client-server protocols (which includes HTTP, i.e. the Web).
It consists in sending a stream of data from a source to several receiver nodes
(client) in the network. The source and the client forms a multicast group. Audio
or video conferencing, push-to-talk, and multimedia content distribution are ex-
amples requiring multicast communications, which in turn, require a multicast
routing protocol.

In mobile ad hoc networks (MANET), different approaches have been fol-
lowed for designing multicast protocols for wireless networks and the existing
protocols vary depending on the group structure, the nature of transmissions,
the reliance (or not) on an underlying unicast routing protocol, etc. A survey of
some MANET multicast protocols with a complete classification can be found
in [1] and [3]; and [4] for instance for broadcast protocols. These differences are
expected to have an impact on protocol performances and the goal of this ar-
ticle is to highlight this impact in case of three multicast MANET protocols
proposed as an extension of the OLSR unicast routing. In this article, we eval-
uate and compare performances of MOST (Multicast Overlay Spanning Tree),
MOLSR (Multicast OLSR) and SMOLSR (Simple Multicast OLSR) through
NS2 simulations. Our focus is on evidencing the different behaviors of different
families of protocols rather than optimizing the performance of one family of

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 1–14, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 A. Meraihi Naimi et al.

protocols, and to identify the key properties of multicast algorithms1. The rest
of the document is organized as follows:

Section 2 presents a brief description of the three multicast protocols. In Sec-
tion 3, we present a simulation-based comparison of these multicast protocols in
various scenarios with different network configurations. Protocols are evaluated
in terms of delivery ratio, average number of packet retransmissions for differ-
ent group sizes, different rates of the multicast sources and different mobility
scenarios. Finally, Section 4 discusses the adequacy of features of each family
of protocols to different scenarios, taking into account the performance evalu-
ation reported in the previous section, discusses multicast protocol design and
concludes this document.

2 Multicast Protocols Description

The three studied multicast protocols are representative of different approaches
to multicast in MANETs [3]:

– SMOLSR: optimized broadcast to the entire network
– MOLSR: shortest-path tree from source to every client, using neighborcast
– MOST: (overlay) unicast tree joining all group members

We denote neighborcast, the action of transmitting the same packet to several
neighbors at the same time: it is the usual method for benefiting from the wireless
multicast advantage.

The table 1 is a summary of the properties of the protocols, and the Figure 1
illustrates the outcome of three protocols on the same sample topology.

Table 1. Main properties of the protocols (OLSR assumed as unicast routing protocol)

Name Method Transmissions Additional Protocol Overhead
SMOLSR broadcast neighborcast none (already built into OLSR)
MOLSR source-rooted tree neighborcast overhead for tree creation/maintenance
MOST spanning tree unicast group membership announcement

2.1 SMOLSR

SMOLSR (for Simple Multicast OLSR) [9] is a simple multicast forwarding pro-
tocol. It is an optimized flooding which uses the MPRs (Multi Point Relay) to
disseminate the multicast data to the entire network2. Thus, the knowledge of
multicast groups and membership is not required. The MPR concept used in
OLSR is summarized as follows. A node selects a subset of its 1-hop symmetric
neighbors that cover all the nodes that are at two hops from it. This subset

1 One of our motivations, related to the report [7] for French MoD, is indeed to identify
appropriate protocols for different military applications in different scenarios.

2 In the IETF proposal SMF [10], it is also called “Source-based Multipoint Relay”.
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(a) SMOLSR: 41 (neigh-
borcast) transmissions

(b) MOLSR: 18 (neighbor-
cast) transmissions

(c) MOST: 22 (unicast)
transmissions - dark lines
represent virtual links

Fig. 1. The three multicast protocols on the same topology (1 source and 5 clients)

is referred to as MPR set. Upon first receipt of a multicast packet, the node
must determine whether it should forward the packet or discard it. If this node
belongs to the sender’s MPR set, then the packet is forwarded.

Doing so, only a subset of nodes relay the data packets: they form a connected
dominating set. It belongs to the family of optimized broadcast protocols (see [4]
for a survey). Note that this connected dominating set is not static nor optimal
(see [4] for alternatives): it is dynamically formed, and thanks to dynamic self-
pruning, it offers some resilience against losses.

2.2 MOLSR

MOLSR (for Multicast OLSR) [11], allows each node of a multicast group to
receive the information from a multicast source. For this purpose, it maintains
a tree per pair (multicast source, multicast group), taking advantage of the
topology information provided by the OLSR unicast routing protocol. MOLSR
builds a source-dependant tree and ensures that any multicast client is reached
by the shortest path. The trees are updated whenever a change in the topology is
detected. A multicast tree is built and maintained for any tuple (source, multicast
group) in a distributed manner without any central entity.

Tree Building, Maintenance and Detachment. Once a source wants to
send data to a specific multicast group, it sends a SOURCE CLAIM message
enabling nodes which are members of this group to detect its presence and to
attach themselves to the associated multicast tree. This message is flooded within
the ad hoc network using the optimized flooding technique of OLSR. Branches
are built hop by hop in a backward manner as follows. When a group member
receives a SOURCE CLAIM message and it is not already a participant of this
(source, multicast group) tree, it attaches itself to the tree and designates the
next hop to reach the source in a shortest path as its parent in the multicast tree
and sends a CONFIRM PARENT message to it. The parent node receiving this
message attaches itself to the (source, multicast group) tree, if it is not already
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a participant to this tree. The trees are periodically refreshed, by means of
the SOURCE CLAIM message and the CONFIRM PARENT message. Notice
that topology changes are still detected by the exchange of topology control
messages which is done naturally by OLSR. Thus, trees updates are triggered
by the detection of topology changes.

Routing Decision and Encapsulation. For any non-duplicate received packet,
the MOLSR node determines whether it should forward the packet or discard
it. If this node is attached to the associated tree as a parent, then it forwards
the packet (with neighborcast), otherwise the packet is not routed.

2.3 MOST

A third multicast protocol, called MOST (Multicast Overlay minimum Spanning
Tree) was proposed in [6] and operates on the OLSR protocol. MOST belongs to
the category of Application-layer Multicast (ALM) protocols [2] (also called vir-
tual multicast protocols) defined for wired networks and it inherits most of their
advantages. For instance, only machines involved in multicast must be equipped
with multicast capabilities unlike conventional protocols, where all the machines
on the network must integrate the multicast capabilities (implement the proto-
cols). In wireless networks, some overlay multicast protocols were proposed [1],
but in contrast to these protocols, MOST was motivated by analytical results
on the achievable capacity of multicast communication in ad hoc networks (the
theoretical capacity bounds proved in [5]).

The MOST algorithm [5] consists in building a minimum spanning tree con-
necting all the clients of a given multicast group. Unlike MOLSR, MOST builds a
so-called group-shared tree, which implies the existence of one single tree per
multicast group, whatever the source. A branch - also called a logical link is a
unicast path (of one or several hops) between two clients. Tunneling is performed
on these links to route packets. Like MOLSR, MOST requires an underlying link
state unicast routing protocol to determine unicast paths between any two nodes
in the network. To proceed to the computation of the overlay tree, multicast
nodes need to have knowledge of the membership of their multicast groups. A
message called most including the list of multicast groups to which the node
belongs is periodically sent to the entire network like OLSRv2 TCs (using MPR
optimization).

Tree Computation. MOST operates in a distributed manner, and periodi-
cally, it computes the overlay tree for each multicast group based on the group
membership and the network topology (by means of a single modified Dijkstra
route computation [6]). In order to reduce losses caused by topology changes, a
logical neighbor in any tree in the past is retained for a given holding time.

Routing Decision and Encapsulation. for any non-duplicate packet, MOST
determines which node(s) the packet must be forwarded to. The destinations are
nothing else than the set of the logical neighbors except the one which the packet
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was received from. The data packet is then encapsulated in a unicast UDP packet
and sent in unicast to each logical neighbor.

2.4 Generic Multicast Architecture

We now present the generic architecture that is used by the three multicast pro-
tocols, for the real implementation of the protocols. This architecture, given in
[7] presents the advantage of separating the topology control and the multicast
structure management from the multicast data routing, here called GMF (Generic
Multicast Forwarder). The different modules entering in the design of the three
protocols are represented in Figure 2 with their interactions.

Fig. 2. Generic multicast architecture

– OOLSR, Object Oriented OLSR, [15], is INRIA’s implementation of the
OLSR protocol [13].

– Multicast: the module in charge of maintaining the multicast structure
needed for multicast routing. This module uses control messages specific to
the multicast protocol chosen. In practice, this module represents either the
SMOLSR, MOLSR or MOST daemon.

– GMF, Generic Multicast Forwarder: this module is responsible for cap-
turing and encapsulating multicast packets to be forwarded according to the
multicast protocol chosen. For instance, multicast packets are forwarded to
the entire network in case of SMOLSR, and inside a multicast tree in case of
MOLSR or MOST. Forwarding rules are specified by the multicast protocol.

– IGMP, Internet Group Management Protocol, [16]: this module main-
tains the group membership.

The core functioning of OOLSR and Multicast described above is implemented in
a shared library which is also used in NS2 within the OLSR routing agent. Thus
for simulations, the architecture is identical, except that the GMF/IGMP/Kernel
parts which are replaced by NS2 equivalents.
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3 Performance Evaluation of Multicast Protocols

The performance evaluation of the three multicast protocols studied is done by
means of simulations with NS2.

3.1 Simulation Parameters and Evaluation Criteria

Simulation parameters For the simulations, we adopt the parameters listed
in Table 2:

Table 2. Simulation parameters

Run Duration 300s
Configuration Network area 1850m x 1850 m

Number of nodes 200 or 100
Multicast Group size 5 or 10 or 20

Number of groups 1 or 2 or 3 or 4
Number of sources 1 source per group

Mobility Model Random Way-point
Maximum speed 0 or 1m/s or 5m/s or 10m/s

Pause time 10 s
Traffic Type CBR

Rate 64 or 150 or 200 or 250 kbps
Packet size 1200 bytes

OLSR HELLO interval 1s
TC interval 5s

MAC IEEE 802.11b 11Mbps
Broadcast (neighborcast) rate 2 or 11 Mbps

PHY Transmission range 250m
Propagation model Two-ray ground

Evaluation Criteria. We will evaluate the delivery ratio for the three multicast
protocols considered. In order to have an estimate of the overhead generated,
we will also evaluate the average number of packet retransmissions, also called
average packet forwarding.

We consider different scenarios and study the impact of the:

– group size,
– number of groups,
– source rate,
– node mobility.

In order to obtain reliable results, simulations are iterated several times (7 on
average) and the mean value is computed.
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3.2 Packet Delivery Ratio versus Throughput

Simulations are conducted to determine the impact of the source rate on each
protocol in term of packet delivery ratio. Since the goal here is to find the
saturation point of the network, we consider a static topology. We consider a
200 wireless nodes network in a 1850×1850m2 area, with one multicast group.
We vary the number of clients as well as the source bit rate and evaluate the
packet delivery ratio (in short PDR). Results are depicted in Figure 3.
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Fig. 3. Comparison of multicast packet delivery ratio between the 3 protocols

As expected, MOST offers better packet delivery ratio than both MOLSR
and SMOLSR in all cases (whatever the source rates or the number of multicast
clients). This is explained by the use of unicast transmissions of data packets
by MOST whose advantage is double. First, packets are sent at a higher rate
(11Mbps, versus 2Mbps for multicast transmissions) which reduces significantly
the channel occupancy. Second, packets are retransmitted when they are lost
increasing the packet delivery ratio. For instance, we notice that with MOST the
source node can transmit with a rate up to 200kbps with a very high delivery
ratio. For higher transmission rates ( from 250kbps), the packet delivery ratio
remains good for small groups but decreases for large group sizes.
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MOLSR leads to a maximum PDR equal to 55% which in itself is not satis-
factory. This means that the channel has reached saturation although the source
rate is low (64kbps). Moreover, this rate significantly decreases either when we
increase the source rate or the group size. For instance, the PDR falls to 20%
for a 250kbps rate with 25 clients.

SMOLSR results are the same order of magnitude as MOLSR but some dif-
ferences can be noted. For small group sizes, we notice a slight advantage for
MOLSR. This is because SMOLSR floods the entire network regardless the group
size which increases the global load. However, for large groups and small source
rates, for example a 64kbps rate, SMOLSR gives better packet delivery ratio
(around 40% for MOLSR and 50% for SMOLSR).

=⇒ The key property (from table 1) is the nature of transmissions:
unicast versus neighborcast. Overall, unicast offers smaller channel
occupancy and better reliability.

3.3 Comparison of Average Packet Forwarding

By average packet forwarding we denote the average packet retransmissions in
the network. The measure of average packet forwarding is useful in evaluating
the impact of the multicast traffic on the global network load.

For this purpose, we consider a randomly generated topology of 100 wireless
nodes forming an ad hoc network, in a area of 1500m∗1500m. We consider group
sizes ranging from 5 to 20 nodes (not including the source). One source sends a
traffic of 64kbps during 150 seconds of simulated time. We use in turn SMOLSR,
MOLSR and MOST. Simulation results are depicted in Figure 4(a).
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As we know, the main drawback of SMOLSR is to flood the entire network.
As a result, with small groups, the average packet forwarding is higher than the
two other protocols.
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The average packet forwarding relies on three factors:

1. The number of forwarders (nodes on the tree that relay packets to the
clients).

2. The ratio of received packets on each forwarder. This in turn depends on the
loss probability on each branch on the tree.

3. The transmission nature i.e Unicast (like with MOST) or Multicast (like
with MOLSR).

With MOST, the cost includes the redundant unicast transmissions and in-
creases with the number of clients. On the other hand, MOLSR takes advantage
of neighborcast transmissions which cost one transmission for the entire neigh-
borhood. As a result, MOLSR provides the best packet forwarding whatever the
group size. To highlight this idea, we reproduce the same scenario on a graph
simulator with MOST protocol. As the packet delivery ratio is equal to almost
100% with MOST, the average packet forwarding is equal to the average num-
ber of forwarders in the MOST tree. This is depicted in Figure 4(b). First, we
can notice that the average packet forwarding obtained via NS-2 and the one
obtained theoretically are close. Second, we subtract the cost of redundancy due
to unicast transmissions to consider its impact on the average packet forwarding
for MOST. By comparing Figure 4(b) and Figure 4(a), we notice that the curve
”Non-redundant transmissions” is close to MOLSR average packet forwarding.

However, the neighborcast transmission is not the only reason for reducing
the packet average forwarding for MOLSR. In fact, packet loss itself reduces the
number of retransmissions since not all packets reach all forwarders on the path
in order to be routed. This is why, both packet delivery ratio and average packet
forwarding must be considered as performance criteria.

In our scenario, MOLSR offers better average packet forwarding but with
more losses, while MOST gives better packet delivery ratio, as summarized in
Table 3.

Table 3. Packet delivery ratio in a 100 nodes network, and a 64kbps source rate

Number of clients PDR(%) MOLSR PDR(%) MOST
5 91 99.9
10 88 99.9
15 83 99.9
20 83 99.9

=⇒ Here, the key properties (from table 1) for the number of for-
warders are the nature of the transmissions (unicast vs. neighbor-
cast) and the method (broadcast vs. multicast). It is minimized with
neighborcast and multicasting.

=⇒ The key property for reliability is still the nature of transmissions:
unicast is more reliable.
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3.4 Setting Neighborcast Basic Rate to 11Mbps

As we saw in previous section, MOST protocol supports higher throughputs than
MOLSR and SMOLSR due to the use of unicast transmissions sent at 11Mbps.
Recall that the reason of setting the default 802.11 broadcast (neighborcast) rate
to 2Mbps is to ensure reliability. In fact, it is important to maximize the chance of
packets to be received at once since no retransmission is allowed. However, only
low modulation rates are able to ensure that goal. Indeed, a high modulation
rate requires an excellent signal quality otherwise it generates a lot of losses.
That said, it seems to us important to compare the three protocols in the same
context, i.e using the same modulation of 11Mbps. Of course, the context of
such a configuration would be an indoor network with good links quality. We
set the multicast rate to 11Mbps, and run simulations, the results are shown in
Figure 5.

For MOLSR, the best packet delivery ratio is around 85% when it was only
50% with the classical 2Mbps broadcast (neighborcast) rate). The same impact
is observed using SMOLSR with a PDR up to 90%. As we can notice, MOST still
takes advantage on MOLSR and SMOLSR because although multicast packets
are now transmitted with a higher rate, retransmissions are not performed like
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Fig. 5. Comparison of PDRs with 11Mbps neighborcast rate
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with unicast packets which has necessarily an impact on the packet delivery
ratio.

=⇒ Even when factoring out the higher data rate of unicast, the nature
of transmissions was found to be decisive with better reliability of
unicast even if it incurs more transmissions.

3.5 Protocols Performance versus Number of Groups

We now run simulations by fixing the number of clients to 10 and varying the
number of groups. In each group, a source is transmitting a CBR traffic with
a 64kbps rate. We evaluate the impact of the number of groups on the packet
delivery ratio. Results are illustrated in Figure 6. For MOST, a very high PDR is
recorded until the number of groups reaches 8. For MOLSR, PDR decreases from
45% to 22% whereas it decreases from 51% to 14% for SMOLSR. As expected,
when we increase the rate, MOLSR behaves better than SMOLSR.
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Fig. 6. PDR versus number of groups

=⇒ Here, the key property for PDR is indirectly the method of trans-
mission (broadcast vs. multicast). With multicast, congestion occurs
later than with broadcast, and thus offers better PDR.

3.6 Protocols Performance with Mobility

In order to evaluate each protocol performance with mobility, we consider the
same scenario in which an arbitrary source node sends a CBR traffic of 64kbps
for 300 seconds. The number of clients ranges from 5 to 20 nodes and the max-
imum mobility speed varies from 1m/s to 10m/s. The mobility model is the
random way-point with a pause time of 10s: nodes choose a random point in the
network area and move to it with a constant speed chosen at random between
1m/s and the maximum defined value; after they have reached their destination,
they remain static for a period equal to the pause interval and then the same
procedure is repeated.
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Fig. 7. Comparison of MOST/MOLSR/SMOLR pdr in a mobile network

We first evaluate the impact of mobility on the packet delivery ratio. As we
can see, MOST delivery ratio remains very high whatever the speed. However,
as the speed increases, traffic load due to duplicate packets increases to reach
more than 10%. A duplicate packet means that there was a transient loop. This
transient loop is due to link breakage followed by a rebuilding of the multicast
tree caused by mobility.

With SMOLSR, packet delivery ratio is not affected by mobility for reasonable
speeds (up to 10m/s). With MOLSR, performance decreases when we increase
mobility with small groups, but PDR is no more affected by mobility for bigger
groups with reasonable speeds (up to 10m/s). SMOLSR delivery ratio is better
than MOLSR in case of mobility.

Arguably, the complexity of the protocol exchanges is a factor: SMOLSR is the
simplest (immediately available with OLSR), MOST is simple since it consists
in a declaration of membership (independent from the topology), MOLSR is the
most complex since the source tree must be updated and maintained.

=⇒ The key property for resilience to mobility is the protocol: results
suggest that it is related to the complexity of protocol exchanges in
reaction to topology changes

4 Conclusion

The performance evaluation of the three multicast protocols, allows us to draw
some conclusions for the design and the choice of a multicast routing protocol.
The absolute value for results obtained from MOLSR and SMOLSR is around
50% PDR, for our arguably reasonable scenarios and simulation parameters with
a single 64kbps source: it illustrates the fact that wireless channel congestion
cannot be considered as a non-issue for multicast.

The first observation is that the key performance parameter in several sim-
ulations was found to be the choice between unicast and neighborcast. In theory,
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neighborcast allows for less transmissions by benefiting from the wireless mul-
ticast advantage. On the other hand, in practice, in many wireless technologies
(including 802.11b,g,. . . ): unicast benefits from higher data rates, from auto-
matic rate adaptation and from reliability features (such as acknowledgments
and repetitions), whereas such sophisticated features are not available off-the-
shelf for neighborcast. This was reflected in our scenarios and our simulations,
with overall higher reliability and lower congestion for the protocol using unicast
transmissions, MOST3. Hence, these features, actually MAC and physical layer
features rather than multicast protocol features, were found to tilt the balance
in favor of unicast, and are a crucial design factor.

Note also that even with some cross-layer improvements for neighborcast (such
as for instance [17]), in sparse networks or in networks where the density of the
multicast group is moderate4, there are not many opportunities for benefiting
from the wireless multicast advantage, and unicast overlay approaches remain
excellent contenders.

A second observation is that some multicast protocols (SMOLSR and MOST)
are almost built into the underlying routing protocol (OLSR)5: we hypothesized
that this contributed greatly to their better behavior with respect to external
changes in the network (mobility).

Overall, for applications with moderate density of group members, we con-
clude that approaches such as MOST are overall an excellent choice for multicast,
as much for technological and practical reasons as for algorithmic ones.

For high density of group members, the studied protocols and our simulations
do not point towards a definite protocol family or conclusion. Still we observe
that, by itself, the network-wide broadcast exemplified by SMOLSR is costly
when members are concentrated in some areas (with results worse than MOLSR).
In such scenarios, a localized broadcast such as geocasting, or the approach of
broadcasting in a limited area from source to destinations (for SMOLSR: [18])
should be considered.

In general, for high member density, simulations illustrated the fact that neigh-
borcast is beneficial when the number of transmissions is considered, (which
could be for instance even improved in MOLSR, with better tree construc-
tion), but the issues remain low data rate (by default) and reliability. These
could be overcome by methods accepting a high data rate neighborcast at the
price of lower reliability. The trade-off would be worthwhile when loss recov-
ery/compensation has low cost in the broadcast method. One possibility is broad-
cast with network coding (see DRAGONCAST [19] for an example).

3 Notice that although neighborcast can be simulated by several unicast transmissions
for MOLSR, SMOLSR or any protocol, the gain upon MOST is uncertain since
MOST builds a minimum unicast spanning tree anyway (see also [5]).

4 According to the conducted simulations, the performances of MOST remain good
as long as the group size does not exceed 20% of the network size.

5 MOST requires only the additional knowledge of the group membership (performed
through proper proactive advertisements).
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Abstract. A wireless ad hoc network is a collection of mobile nodes that can
communicate with each other. Typically, nodes employ omnidirectional antennas.
The use of directional antennas can increase spatial reuse, reduce the number of
hops to a destination, reduce interference, and increase the transmission range in
a specific direction. This is because omnidirectional antennas radiate equally in
all directions, limiting the transmission range.

Because most mobile nodes operate using batteries, protocols which conserve
energy are of great interest. In this paper, we introduce the Dynamic Directional
Power Control (DDPC) protocol. This protocol dynamically varies the energy
used in directional transmission to increase battery life without sacrificing con-
nectivity. DDPC takes into account the remaining battery power in determining
the node transmission power. It can achieve a higher network lifetime when com-
pared to a network where nodes use a fixed transmit power level.

1 Introduction

Wireless devices commonly use omnidirectional antennas [8]. These antennas radiate
signals in all directions resulting in a circular transmission/reception pattern, so the sig-
nal is received by all nodes within range. Since this signal is typically intended for a
specific receiver, it is not necessary for all neighboring nodes to receive it. As a conse-
quence, the wireless channel is not efficiently used and the receiver gets only a small
part of the energy, with much of the transmitted energy wasted. With directional anten-
nas, a transmitter can concentrate most of its power towards the destination, hence, it
is able to reach nodes further from the sender. However, if the receiver is close to the
sender, energy from the transmitter may be wasted. Therefore, transmit power control
is needed to provide sufficient signal strength to reach the destination without causing
too much interference to neighboring nodes. Power control can also increase battery
life [3], which in turn increases the lifetime of the network [4].

Improving energy use through software mechanisms or protocols is a good approach
since it is harder and more complex to build batteries with better capacity. In [5], it is
stated that the optimal transmission power level in wireless ad-hoc networks depends
on network conditions such as the number of nodes, the network configuration and the
traffic load. Two transmission power mechanisms are proposed, Common Power Con-
trol (CPC) and Independent Power Control (IPC). These algorithms adapt the trans-
mission power according to the network conditions in order to improve throughput.

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 15–28, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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With CPC, all nodes use the same transmission power, while with IPC, nodes use in-
dependent transmission power. Contention time (the time taken to successfully send
a packet), thresholds are used to determine the transmission power. These algorithms
force the nodes to increase or decrease their transmission power when the contention
time reaches upper or lower thresholds, respectively. However, they do not take into
account the remaining battery power. As a consequence, nodes may run out of power
sooner than with a power control strategy that considers this amount.

The authors in [1] propose a power control (P-CON) protocol which takes into ac-
count the remaining battery power of the node. The idea is to vary the transmit power
to increase network lifetime (when the first node runs out of energy), and to reduce
end-to-end delay in wireless ad hoc networks. The source node starts transmitting with
a maximum (initial) transmission range, and invokes the P-CON algorithm periodically
based on a selected time interval. When P-CON is invoked, the source node reduces its
transmit power gradually using a power control tuning parameter, α. If α is smaller than
unity, the decreasing transmit power is less sensitive to node battery power changes,
while if α is greater than 1, this power is very sensitive to the battery power level. The
source node gradually reduces its power until it reaches a fixed minimum power level
or minimum transmission range. The node continues operating at this minimum until
communication with the destination node is completed. The transmit power cannot go
below this minimum, which is determined based on network size, number of nodes
and node mobility. In [1], P-CON has a nominal minimum transmission range of 175m,
with the power control tuning parameter α set to 0.4 for low load traffic and 0.7 for high
load traffic. This allows for a gradual reduction in operating range. The problem with
P-CON is that it assumes a fixed minimum distance between the source and destina-
tion (175m). In addition, P-CON requires knowledge of network parameters such as the
traffic load, the number of nodes in the network (and mobility if applicable). Therefore,
P-CON is not suitable for dynamic networks. In this paper. we propose an efficient and
adaptive protocol, Dynamic Directional Power Control (DDPC), for ad hoc networks.
This protocol increases battery life while reducing interference to other nodes.

The rest of the paper is organized as follows. In Section 2, we review the charac-
teristics and advantages of directional antennas and its effects on the transmit power.
Section 3 introduces the DDPC protocol while Section 4 presents some performance
results. Finally, some conclusions are given in Section 5.

2 Directional Antennas in Ad Hoc Networks

In ad hoc networks, omnidirectional antennas are typically assumed for all nodes. A
major drawback with these antennas is that communication between two nodes requires
all other nodes in the vicinity to stay silent. In addition, the lower antenna gain with
omnidirectional antennas may increase the number of hops a sender needs to reach
a distant destination. These issues can often be solved using directional antennas [7].
Directional antennas concentrate the power in a specific direction, instead of spreading
it uniformly as with omnidirectional antennas.

A node equipped with N directional antennas can have N beams. The main lobe of
each beam spans an angle of 2π/N radians. For instance, if a wireless node has four
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directional antennas, the conical radiation pattern of one of its beams will span an angle

of
π

2
radians (90◦). This angle is referred to as the beamwidth. A node using directional

antennas can select only one of its beams with a main lobe gain of Gd. The narrower
the beamwidth, the higher the gain, so these antennas offer greater transmission range,
but with a reduced coverage angle. Antenna gain is given in units of dBi, dB gain with
respect to an isotropic source [2]. Based on [11], the antenna gain is given by

G =
2

1 − cos
(

π

180
× beamwidth

2

) (1)

For example, suppose the gain with an omnidirectional antenna is G0360◦ = 0 dB.
Using a directional antenna with a beamwidth of 90◦ gives Gd90◦ = 8.34 dBi, and a
beamwidth of 60◦ gives Gd60◦ = 11.74 dBi.

The minimum required transmit power, PT , for correct reception at a distance d can
be expressed as

Pt = G−1
T G−1

R d2 (2)

where GT and GR are the transmit and receive antennas gains, respectively. Note that
for simplicity in comparing power control techniques, we do not consider performance
as a function of the signal to interference ratio (SINR). The effective communication
distance between two nodes is a function of the product of their antenna gains, con-
sequently directional antennas provide range extension. Directional antennas can also
provide higher spatial reuse, greater connectivity, and reduced interference to neighbor-
ing nodes. Figure 1 shows four nodes transmitting simultaneously in the same neigh-
borhood. This is possible because directional antennas are used.

In this paper, directional transmission and omnidirectional reception is denoted as
Dtx-Orx communication, and both directional transmission and reception is denoted as
Dtx-Drx communication. Dtx-Drx communication has a longer link-length than Dtx-
Orx communication. For example, suppose a directional antenna with a beamwidth of
90◦ transmitting to a receiver with an omnidirectional antenna can communicate up to

Fig. 1. Four nodes transmitting simultaneously in the same neighborhood using directional
antennas
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a distance of 1.2 kms. If the beamwidth is reduced to 60◦, this distance increases to
approximately 2 kms. This is referred to as the transmission range [1].

3 The Dynamic Directional Power Control (DDPC) Protocol

Figure 2 shows Dtx-Orx communication between nodes A and B. If the transmission
range is 1.2 kms, and node B is located 1.0 km from A, there is a wasted transmission
range of 200 m. We refer to this as the inefficient transmission range. The goal of
transmit power control is to reduce or minimize this range.

Fig. 2. Efficient and inefficient transmission ranges of a node when using a directional antenna

In this paper we propose a power control solution called Dynamic Directional Power
Control (DDPC). DDPC shares some characteristics of the P-CON protocol [1]. How-
ever, DDPC provides improvements to make the power control more dynamic and effi-
cient than P-CON. Figure 3 shows a block diagram of the DDPC algorithm in the IEEE
802.11 structure and its relationship with the MAC and PHY layers. In order to vary the
transmission range, it is necessary to change the transmission power at the PHY layer,
so DDPC is implemented at this layer.

DDPC borrows and extends the functionality of the power control tuning parameter,
α, from P-CON. In P-CON, α determines the sensitivity of the power control strategy to
changes in the remaining battery energy at a node [1]. In DDPC, α determines not only
the power control sensitivity, but also whether the transmit power should be increased
or decreased.

In order to maintain an efficient transmission range, DDPC increases/reduces the
transmit power accordingly. Therefore, DDPC must know when the transmitting node
loses connectivity with the receiver. When a transmitter does not receive an ACK con-
trol packet from the destination confirming that a packet has been received, the MAC
layer (at the transmitter) notes the absence of an ACK and retransmits the data packet.
DDPC uses the absence/presence of an ACK at the MAC layer to increase or reduce the
transmit power.

During transmission, a source node receives an ACK for every data packet that is
sent, and the MAC layer notifies (TxPower = 1) DDPC that it is receiving ACK
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Fig. 3. The Dynamic Directional Power Control (DDPC) algorithm layer implementation with
the IEEE 802.11 structure

packets. As a consequence, DDPC uses a positive α, which reduces transmission power.
On the other hand, when ACK packets stop being received due to lost connectivity,
the MAC layer informs (TxPower = −1) DDPC that the connection has been lost.
As a result, DDPC uses a negative α, which increases transmission power to recover
connectivity with the destination. The transmit power level ata node is then given by

CurrTx = MaxTx ∗
(

Brem

Binit

)α

(3)

where Brem is the remaining (available) battery energy, Binit is the initial battery en-
ergy, MaxTx is the maximum transmission power (set to MaxTx = 0.28 W or ≈ 24
dbm [12]), CurrTx is the current transmission power (at the beginning of a transmis-
sion (t = 0), CurrTx = MaxTx), and α is the power control tuning parameter. If α
is positive, CurrTx decreases. If α is negative, CurrTx increases. Proper selection
of α is crucial for efficient transmission. Using the MAC layer to monitor connectiv-
ity gives DDPC more accuracy than P-CON in varying the transmit power to maintain
connectivity.

Three mechanisms have been developed (Approach #1, Approach #2, and Ap-
proach #3), to illustrate the performance and flexibility of DDPC. Figure 4 shows the
transmit power variation with P-CON and the three DDPC approaches. With P-CON,
as shown in Figure 4a), a node starts transmitting with a power of MaxTx. Then the
transmit power is reduced until it reaches the minimum transmission range with power
MinTx. This might not be the lowest transmit power before losing connectivity. Once
reaching MinTx, the node continues to operate at MinTx. DDPC Approach #1, is
shown in Figure 4b). As with P-CON, the transmission power is decreased from a level
of MaxTx. When the transmitter detects an absence of ACK (NACK), it starts increas-
ing the transmit power until it reaches MaxTx. This process is repeated until the end of
the transmission. DDPC Approach #2 is illustrated in Figure 4c). This is similar to P-
CON, but instead of using MinTx, it uses an absence of ACK (NACK) to determine the
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Fig. 4. The transmit power variation under different power control mechanisms: a) P-CON, b)
DDPC Approach #1, c) DDPC Approach #2, d) DDPC Approach #3

minimum power level. Once a NACK is detected, DDPC increases the transmit power
to a level just high enough to recover connectivity. Then DDPC continues transmitting
at this level, which corresponds to the efficient transmission range. DDPC Approach
#3 is depicted in Figure 4d). This is similar to Approach #1 with the difference that
instead of gradually increasing power to MaxTx once a NACK is received, Approach
#3 immediately increases the transmit power to MaxTx. This process is repeated un-
til the end of the transmission. Since each approach in DDPC represents a different
power control strategy, each approach uses different α values in their corresponding
algorithms.

3.1 Simulation Environment and Performance Results

To evaluate our protocol, we employed Network Simulator, NS-2 [10]. NS-2 is a dis-
crete event simulator widely used in the research community [9]. In order to implement
directional antennas in NS-2, we use The Enhanced Network Simulator (TENS) [11].
TENS is an extension of NS-2 which provides additional features such as directional
antennas. We modified NS-2 to implement the DDPC protocol in the PHY layer and
added a link between DDPC and the MAC layer.

We focus only on energy consumption in transmission, and do not consider energy
consumed in the idle state and during reception. Since most power is used in trans-
mission, and we are considering different transmit power algorithms, this allows for a
clear and fair comparison. Table 1 summarizes the simulation parameters employed.
Dtx-Orx communication links use directional antennas with 4 and 6 beams for trans-
mission, while Dtx-Drx communication links have directional antennas for both trans-
mission and reception. For P-CON, we use α = 0.7 and a MinTx corresponding to
175 m, as in [1].
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Table 1. Simulation Parameters

Network area 1500 × 1500
Simulation Time 10000 seconds

Directional Antennas Beam Width Angle Number of Beams
90◦ 4 beams
60◦ 6 beams

MaxTx 0.2818 W ≈ 24.5 dBm
DDPC Parameters Binit 10 J (static), 100 J (mobility)

α 20, 100, 10
PHY Layer Signal Propagation Model Two-ray ground

IEEE 802.11
MAC Layer Link Bandwidth 2 Mbps

Interface Queue Length FIFO, size 50
Routing Protocol AODV

Constant Bit Rate (CBR), UDP
Traffic Model Data Packet Size 1000 Bytes

Data Rate 740.0 kbps
Static Model 2 nodes Distance = 250 m / 600 m

4 nodes Distance = 250 m / 600 m
Type of Communication Dtx-Drx

Mobility Model 2 nodes Distance = 50 m to 1000 m
Beam Width Angle 60◦

Node Speeds [1, 2, 5, 10, 20, 50] m/s

3.2 Static Network: Single Transmission

We denote 802.11 Directional and P-CON Directional with N antenna beams as 802.11
N -Directional and P-CON N -Directional, respectively. Similarly, we refer to DDPC
with N antenna beams as N -DDPC.

Figure 5 shows the energy consumption using a Dtx-Orx communication link with 4
directional antenna beams. The distance between the transmitter and receiver is 600 m.
Approach #2 has the longest transmission time, while 802.11 and P-CON have the
shortest times. Figure 6 shows the energy consumption using a Dtx-Orx communication
link with 6 directional antenna beams. The relative performance is the same as with 4
beams, with Approach #2 still providing the longest transmission time, but it is now
≈3500 seconds as opposed to ≈1600 seconds. P-CON finishes its available battery
energy after only ≈200 seconds in both cases. P-CON has poor performance because it
was developed with static parameters, and so is not dynamic.

3.3 Static Network: Simultaneous Transmissions

We now evaluate the performance when there are simultaneous transmissions in the
same neighborhood. From Figure 1, we refer to the transmission from A to B as flow
1 and the transmission from C to D as flow 2. The results in this section were obtained
using directional antennas with 4 beams at both the transmitters and receivers. Figure 7
shows the energy consumed in flow 2 with a separation distance of 250 m. Approach
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Fig. 5. Energy consumption with a Dtx-Orx communication link and a 90◦ (4 beams), directional
antenna at a distance of 600 m
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Fig. 7. Energy consumption with a Dtx-Drx communication link (flow 2) and a 90◦ (4 beams),
directional antenna at a distance of 250 m

#2 still provides the best performance, followed by the other DDPC approaches. Since
two simultaneous transmissions occur in the same area, network performance is af-
fected by packet loss caused by collisions. Table 2 shows that all the DDPC approaches
experience some packet loss. In the event of packet loss, the transmitter automatically
resends packets that have not been acknowledged. Retransmission of packets causes
the throughput to decrease, and consequently greater energy consumption per received
packet.

From the table, we observe that P-CON is the most affected by interference. It pro-
vides a packet delivery ratio of only 2.97% (percentage of successful packets from the
total number of packets transmitted). In both flows, Approach #3 provides the highest
packet delivery ratio (92.38%) and the lowest packet loss (3.81%). The reason is that
the transmit power in Approach #3 jumps to MaxTx whenever there is a loss of con-
nection. This minimizes the effects of interference. Although Approach #2 lasts the
longest, Approaches #1 and #3 provide better packet delivery ratios. The is because
Approach #2 is more sensitive to interference since it operates with a low power level.
In flow #2, the packet delivery ratio of Approach #2 is slightly higher than in flow
#1 (78.16% > 67.88%). This is because flow #2 transmissions started slightly before
flow #1. Similar results were obtained with the other approaches.

In Table 2, we also observe that Approach #2 has the highest average packet delay
(731.52 ms), followed by Approach #1 (442.26 ms) and Approach #3 (238.10 ms).
This can be attributed to interference since low power transmissions are more sensitive
to this. Conversely, Approach #3 transmits more often at a high power level (the absence
of an ACK packet causes a jumps to the MaxTx power level), so it provides the lowest
average delay of the DDPC approaches. Note that average packet delay corresponds to
received packets, so the low value for P-CON is due to a high packet loss rate.
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Table 2. Static network performance with two flows using a Dtx-Drx (90◦ beamwidth antennas)
communication link with a separation distance of 250 m

Flow #1
Approach#1 Approach#2 Approach#3 P-CON

Packet Delivery Ratio 77.92% 67.88% 92.38% 2.97%
Average Delay 442.26 ms 731.52 ms 238.10 ms 4.56 ms

Packet Loss 11.04% 16.06% 3.81% 97.12%
Flow #2

Approach#1 Approach#2 Approach#3 P-CON
Packet Delivery Ratio 77.95% 67.92% 92.47% 2.98%

Average Delay 440.22 ms 634.53 ms 237.68 ms 4.58 ms
Packet Loss 11.02% 10.92% 3.76% 97.11%
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Fig. 8. Energy consumption with a Dtx-Drx communication link (flow 2) and a 90◦ (4 beams),
directional antenna at a distance of 600 m

Figure 8 shows that a longer distance between the transmitter and destination (600 m)
increases the energy consumption. This also increases the wait for ACK packets. As
before, interference degrades network performance because of the retransmission of
lost packets. Table 3 gives the packet delivery ratio of the DDPC approaches and P-
CON. Although the battery life with all approaches is less than with a distance of 250
m, Approach #2 still transmits the longest. However, Approach #2 has the lowest
packet delivery ratio. This is because the low transmit power used by Approach #2
is more susceptible to packet loss due to interference. Approach #3 performs better
than Approach #1 because Approach #3 uses the highest power level more frequently.
Therefore, Approach #3 is less affected by interference. As a result, Approach #3
shows the lowest packet loss rate and the highest packet delivery ratio. Even though
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Table 3. Static network performance with two flows using a Dtx-Drx (90◦ beamwidth antennas)
communication link with a separation distance of 600 m

Flow #1
DDPC Scheme Approach#1 Approach#2 Approach#3 P-CON

Packet Delivery Ratio 68.36% 56.23% 70.72% 2.12%
Average Delay 715.89 ms 890.45 ms 590.46 ms 4.59 ms

Packet Loss 31.64% 43.77% 14.60% 97.88%
Flow #2

DDPC Scheme Approach#1 Approach#2 Approach#3 P-CON
Packet Delivery Ratio 68.10% 56.11% 70.95% 2.14%

Average Delay 716.03 ms 890.38 ms 587.87 ms 4.48 ms
Packet Loss 31.90% 43.89% 14.43% 97.80%
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Fig. 9. Energy efficiency of two nodes in motion with speeds 1, 2, 5, 10, 20 and 50 m/s

P-CON uses a high power level most of the time, its packet delivery ratio is the lowest.
The reason is that P-CON consumes its energy the fastest. This leaves a very short time
(200 sec.) to deliver packets to the destination. In Table 3, we observe a similar pattern in
the average delay as in the previous table. Approach #2 shows the highest average delay
(890.45 ms) because it uses the lowest power level during transmission. Conversely, P-
CON has the lowest average delay (459 ms) due to its high power transmissions. This
confirms that a low transmit power results in a higher average delay.

3.4 DDPC Performance with Mobility

In this section, we evaluate the performance of the DDPC protocol with node mobil-
ity. In this case, the destination node first moves towards the transmitter. When the
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Fig. 10. Packet delivery ratio of two nodes in motion with speeds 1, 2, 5, 10, 20 and 50 m/s

destination node is 50 m away, it stops moving. Then, when the simulation time is
t = 1000 sec., the destination node starts moving away from the transmitter. The desti-
nation node stops moving when the separation distance is 1 km. Simulation stops either
when the time ends (t = 2000 sec.), or when the node has consumed all its energy.

Figure 9 shows the energy efficiency of the DDPC approaches at different speeds.
At low speeds (< 5 m/s), the destination node takes longer to reach the source. Thus,
there is less energy efficiency due to long distances. At high speeds (> 10 m/s), the
energy efficiency improves. This is because the destination approaches the source faster,
and less energy is consumed with shorter distances. IEEE 802.11 and P-CON consume
their battery energy faster than the DDPC approaches. As a result, they provide the
lowest energy efficiency at all speeds. DDPC Approach #1 consumes less energy than
Approach #3. Approach #3 consumes more energy than Approach #1. Approach #2
provides higher energy efficiency since the minimal power used during transmission is
enough to maintain connectivity.

Figure 10 shows the packet delivery ratio with each approach when the destination
is in motion at several speeds. It is interesting to see that the total data delivered per
joule for IEEE 802.11 is low, however, its packet delivery ratio is the highest. Even
though IEEE 802.11 consumes its energy rapidly, its constant high power allows it to
deliver more packets to the destination. Thus it is suitable for applications where the
transmission of critical information is more important than efficiency. Since P-CON
consumes more energy compared to the DDPC approaches, it provides lower data
delivery per joule, but still provides a higher packet delivery ratio. This is because
the higher energy consumption allows P-CON to better maintain connectivity. The
DDPC approaches achieve energy efficiency (conserve more energy) by sacrificing the
packet delivery ratio. From the results, it is clear that as node speed increases, this ratio
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decreases because of connectivity loss due to motion. Variations in transmit power due
to DDPC can potentially compromise network connectivity when there is high mobility.

4 Conclusions

In this paper, we proposed the Dynamic Directional Power Control (DDPC) protocol,
which dynamically varies the transmission power. When connectivity with the destina-
tion is lost, DDPC reacts to restore connectivity while saving battery energy. An impor-
tant characteristic of DDPC is that it takes into account the remaining battery energy
when adjusting the transmit power. DDPC was implemented with directional antennas
to improve range, reduce interference, and increase energy savings.

In a static network without interference and Dtx-Drx communication links, DDPC
Approach #2 consumed the least battery energy. In a static network with simultaneous
transmissions (interference), DDPC can allow two pairs of nodes to communicate in the
same vicinity. With interference and short separation distances, Approach #3 provides
the best packet delivery ratio and lasts the longest. However, Approach #3 also con-
sumes battery energy faster than the other two approaches. Approach #3 also provides
the lowest packet loss rate. When the separation distance between the transmitter and
receiver is longer, Approach #2 outperforms the other two schemes. In this case, the
packet delivery ratio is lower since DDPC consumes more energy with longer distances.
We conclude that the DDPC protocol is well suited to static conditions with and without
interference, in which case DDPC outperforms P-CON and IEEE 802.11 DDPC also
offers better energy savings when nodes are in motion over short distances.

The focus of this paper was on energy savings and simple configurations were con-
sidered for which AODV is adequate. For multihop communications, the proposed pro-
tocol can be combined with a directional routing protocol such as that proposed in [13].
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Abstract. A set of sensors establishes barrier coverage of a given line
segment if every point of the segment is within the sensing range of a
sensor. Given a line segment I , n mobile sensors in arbitrary initial po-
sitions on the line (not necessarily inside I) and the sensing ranges of
the sensors, we are interested in finding final positions of sensors which
establish a barrier coverage of I so that the sum of the distances traveled
by all sensors from initial to final positions is minimized. It is shown that
the problem is NP complete even to approximate up to constant factor
when the sensors may have different sensing ranges. When the sensors
have an identical sensing range we give several efficient algorithms to cal-
culate the final destinations so that the sensors either establish a barrier
coverage or maximize the coverage of the segment if complete coverage
is not feasible while at the same time the sum of the distances traveled
by all sensors is minimized. Some open problems are also mentioned.

Keywords and phrases: Mobile Sensor, Barrier Coverage, Line
segment, Efficient Algorithm, NP-complete, Movement Optimization.

1 Introduction

An important application of wireless sensor networks involves the surveillance of
a given region. This surveillance can be done in two different ways: either sensors

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 29–42, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



30 J. Czyzowicz et al.

are be placed throughout the region to monitor the activity in the entire region,
or sensors are placed along the perimeter of a region where they establish a
barrier that can detect intruders attempting to penetrate the region. Surveillance
of a region by such a barrier is more efficient in comparison with complete
coverage of the region, since it can be established with fewer sensors at a lower
cost. When the perimeter of the region to be monitored is difficult to access
or contaminated, it might not be feasible to place sensors right away on the
perimeter of a region so that a barrier coverage of the perimeter is achieved.
However, in such situation mobile sensors can be used, they can be dropped
at some arbitrary initial positions and the mobile sensors are then instructed
to move to some specific positions on the border to establish a barrier at the
perimeter of the region. Since in sensor networks energy available to a sensor is
very limited, one of the main considerations in deployment of sensor networks
is the efficient use of energy. Thus, when using mobile sensors to establish a
barrier at the perimeter of a region, one would be interested to determine for
each sensor a specific position at the border so that sensors in these position
establish a barrier coverage and the moves to these position can be done with
the minimal possible energy consumption.

In a general setting of the barrier coverage problem, there is a predefined
geometric planar region with a well defined boundary and a given set of mobile
sensors. Each sensor, say S, has a pre-determined sensing range r(S) (determined
by the manufacturer). Thus when S is located at location u any other point p
in the plane is within the sensing range of the sensor if and only if its Euclidean
distance from u is at most r(S). The sensors are initially placed in the plane
in arbitrary locations either interior or exterior to the region. They are able to
move in any direction in the plane and the energy consumption for movement is
similar among the sensors and is proportional to the distance traveled. Starting
from these initial positions we are interested in calculating final destination of
each sensor so that the sensors in final destinations establish a barrier coverage
of the region, i.e., no part of the boundary is outside the sensing range of all the
sensors, and the sum of the distances traveled by all sensors is minimized. The
above optimization problem, referred to as MinSum, represents the minimization
of the total energy consumed by all the sensors needed to establish a barrier
coverage of the boundary of the given region.

In this paper we restrict our study to the one dimensional barrier coverage
problem. We are given a line and the barrier is represented by a finite segment
on the line. The sensors are initially located on the line containing the barrier,
possibly outside the given barrier. We consider the problem of minimizing the
sum of movements of sensors within the line in order to achieve a barrier cov-
erage. We assume that an intruder is a mobile agent that may cross the given
barrier from any direction in the plane. As before an intruder can be detected
only if it is within the sensing range (range for short) of at least one sensor of the
wireless sensor network and thus the sensor network establishes barrier coverage
if every point of the barrier is within the sensing range of at least one sensor.
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Although the problem is restricted to a simplified one-dimensional barrier ver-
sion, it will become apparent in the sequel that it still contains both challenging
algorithmic questions and interesting solutions that illustrate the complexity of
MinSum barrier coverage in this setting. Clearly we have to have a good under-
standing of the one-dimensional version before considering the two-dimensional
problem.

1.1 Preliminaries and Notation

We now give several preliminary concepts and define more precisely several vari-
ants of the MinSum barrier coverage problem.

An instance of a barrier coverage problem consists of a closed line interval
I = [0, L], the barrier to be covered, on the real line with pre-defined endpoints
0 and L > 0. We also have n sensors S1, S2, . . . , Sn in initial positions x1 ≤ x2 ≤
· · · ≤ xn on the line (possibly outside the interval [0, L]), and the range of the
i-th sensor is a given positive real number ri = r(Si), 1 ≤ i ≤ n.

Thus the set of points (not necessarily of [0, L]) which is within the range of
sensor Si in position xi is the closed interval I(Si, xi) = [xi−ri, xi +ri] of length
2ri. We call it the covering interval of Si. The total sensor range of a given
instance, denoted R, is the sum of lengths of covering intervals of all sensors,
i.e., R =

∑n
i=1 2ri.

First of all observe that the barrier coverage problem is feasible if and only if
the total sensor range R is at least as large as the interval [0, L], i.e., R ≥ L. In
the sequel, we also consider the non-feasible case R < L. In this case we will be
interested in optimizing the sensor movements so that the sensors in the final
positions cover either a sub-interval or sub-intervals of I of total length R.

Given an instance of a barrier coverage problem, we call a gap a sub-interval of
I none of whose points is within range of any sensor and which cannot be enlarged
any further. Since the ranges of sensors are assumed to be closed intervals, a gap
is an open sub-interval of [0, L], except when one of the endpoints of the gap
is either 0 or L. Thus if interval [a, b] is a gap, we assume that a, or b is not a
part of the gap unless a = 0 or b = L. We call an overlap either a sub-interval of
I which is covered by more than one sensor and which cannot be enlarged any
further, or a sub-interval of the line outside I which is covered by a sensor and
which cannot be enlarged any further.

Optimization problems. Given an instance of the barrier coverage problem
we investigate how to determine the final destinations of the sensors so that
the barrier is covered by sensors and the sum of the distances traveled by the
respective sensors to their final destinations in minimized. As mentioned before,
the sum of distances traveled by sensors corresponds to the total energy needed
by sensors to reach the final configuration. More formally, if the i-th sensor Si

moves by a distance mi (a movement to the left, right will be indicated by
mi < 0, mi > 0, respectively) from its original position xi, the new position will
be xi + mi and the new covering interval will be I(Si, xi + mi). If the problem
is feasible we are interested in studying the following optimization problem.
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MinSum optimization problem R ≥ L:

minimize {
∑

1≤i≤n

|mi|} subject to [0, L] ⊆
n⋃

i=1

I(xi + mi). (1)

When R < L and thus the problem is not feasible, we are interested in a best
effort solution, i.e., an arrangement of sensors that attains the largest possible
coverage of [0, L], while at the same time achieving the MinSum requirements
of the movements of the sensors. We call contiguous an arrangement of sensors
that attains the largest possible coverage of size R as a contiguous sub-interval
of [0, L], and non-contiguous an arrangement of sensors that attains the largest
possible coverage of size R as a collection of possibly disjoint sub-intervals.
Non-contiguous MinSum optimization problem for R < L:

minimize {
n∑

i=1

|mi|} subject to
n⋃

i=1

I(Si, xi + mi) ⊆ [0, L] and (2)

|
n⋃

i=1

I(Si, xi + mi)| = R.

Contiguous MinSum optimization problem for R < L:

minimize {
n∑

i=1

|mi|} subject to
n⋃

i=1

I(Si, xi + mi) ⊆ [0, L] and (3)

n⋃
i=1

I(Si, xi + mi) is an interval of size R.

1.2 Related Work

Several recent papers in the area of sensor networks considered the problem of
deployment of mobile sensors for coverage of a region, see for example (11), (12),
and (13). Unlike the problem considered in this paper, they aim to provide cov-
erage of an entire two-dimensional region, and their algorithms do not consider
the optimization problems stated above.

The problem studied in our paper is motivated by securing an area by ensur-
ing its border surveillance and intruder detection with a wireless sensor system.
(10) proposes efficient algorithms to determine, after sensor deployment, whether
a region is barrier covered. It also establishes optimal deployment patterns to
achieve barrier coverage when deploying sensors deterministically. In addition,
they consider barrier coverage with high probability when sensors are deployed
randomly. In (4) the problem of local barrier coverage is introduced and it is
shown that it is possible for individual sensors to locally determine the exis-
tence of local barrier coverage, even when the region of deployment is arbitrarily
curved. Techniques for deriving density estimates for achieving barrier coverage
and connectivity in thin strips are introduced in (1), where sensors are deployed
as a barrier to detect moving objects and events. In all these instances the prob-
lem studied concerns static optimal sensor deployment patterns and there is no
concept of mobility of the sensors.
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Related to our study is the work in (7) but it does not consider the coverage
problem. Also related is a supply and demand problem, known in the literature
as Earth Movers Problem (or EMP for short), see (5), (3), (9). Despite some
similarities EMP differs from our problem in several respects and the results for
EMP cannot be used to solve the barrier coverage problem studied here.

There are two papers which are closely related to our study. The first is (2),
where a similar but simpler problem was introduced and studied. Their opti-
mization problem differs from our model in that they do not specify the sensor
ranges to be employed; unlike in our paper they seek algorithms to move the
sensors to “equidistant” locations on the barrier so as to optimize the efficiency
of the barrier coverage regardless of the initial coverage of the sensors. For exam-
ple, according to their model the n sensors will move from their initial positions
to the specific locations 0, L

n−1 , . . . , iL
n−1 , . . . , (n−2)L

n−1 , L, respectively. In our work
the algorithms are sensitive to the predefined sensor ranges (which are given as
input to the problem) thus accomplishing the same barrier coverage task with
less movement than may be done in (2). Similar observations apply to the other
cases of the two dimensional versions of the problem considered in (2).

The second and most directly related research is done in (6) where the same
geometric setting is being considered: n sensors on a line that want to establish
a barrier coverage of a given line segment by moving the sensors to new posi-
tions, but a different optimization measure is being analyzed. Namely, the final
positions of sensors that establish barrier coverage minimize “the maximum dis-
tance traversed” by any sensor, as opposed to the “sum of the distances covered”
considered in the present paper. The motivation for the problem studied in (6)
is to minimize the time required to attain coverage while in the problem studied
here we minimize the total energy consumed. Despite the apparent similarity of
the two problems the results and algorithms are quite different.

1.3 Results of the Paper

In this paper we study several interesting variants of the barrier coverage problem
obtained by changing assumptions on the sensors and final destinations, e.g.,
when (a) the sensors may have different ranges, (b) the sensors have identical
ranges, (c) the resulting coverage is contiguous or non-contiguous and study
the complexity of the proposed algorithms. Several instances of the problem are
shown to have efficient algorithmic solutions while others are shown to be NP-
complete even to approximate up to constant factor (see Remark 1 after the
proof of Theorem 1). Our results are summarized in Table 1 below.

Section 2 presents NP completeness results for MinSum problems for sensors
with non-identical ranges. Section 3 deals with sensors of identical ranges. Sub-
section 3.1 includes the ordering lemma which is basis for the remaining results
of the paper. Subsection 3.2 gives algorithms for different versions of the Min-
Sum barrier coverage. The paper concludes with several proposals for possible
extensions as well as related open problems.



34 J. Czyzowicz et al.

Table 1. MinSum problem results for n sensors with barrier of length L and R the
total sensor ranges

identical ranges non-identical ranges
coverage contiguous non-contiguous
R < L O(n) O(n) NP-complete
R = L O(n) not applicable NP-complete
R > L O(n2) not applicable NP-complete

2 NP Completeness Results

In this section we consider the MinSum problems for sensors with non-identical
ranges.

Theorem 1. Let S1, S2, . . . , Sn be n sensors with ranges r1, r2, . . . , rn located
on a line containing segment [0, L], in initial positions x1 ≤ x2 ≤ . . . ≤ xn,∑n

i=1 ri = R ≥ L, and k be a given number. The problem of calculating the
movements of sensors on the line so that the sensors cover the segment [0, L]
and the sum of movement of the sensors is less than k is NP-hard.

Proof. We give the proof only for the case R = L. The proof for the case R > L
is very similar. We prove it by reducing the 3-partition problem (see (8)) to the
problem of covering the line segment [0, L] with sensors such that the sum of
the movements of the sensors is minimized. The 3-partition problem is defined
as follows: we are given a multiset S = {a1 ≥ a2 ≥ · · · ≥ an} of n = 3m positive
integers such that B/4 < ai < B/2 for 1 ≤ i ≤ n and

∑n
i=1 ai = mB for some

B. The problem is to decide whether S can be partitioned into m triples T1,
T2, . . . , Tm such that the sum of the numbers in each triple is equal to B.

Let L = mB + m− 1 and k = m(m + 1)(B + 1). Consider a sensor movement
problem as shown in Figure 1. We have a sensor Si of range ai/2 for every
1 ≤ i ≤ n positioned at −ai/2. In addition, we have m − 1 blocks of sensors of
range 1/(2k), each block containing k sensors. Each block of these sensors covers
a subinterval of [0, L] of size 1, leaving m gaps of size B on the line segment [0, L].
Clearly, any solution that covers the segment [0, L] requires that all sensors are
moved inside the segment without leaving there any gaps or overlaps, and any
solution can be interpreted as a partition of S into subsets, with sensors with
range 1/(2k) separating the subsets in the partition.

If there is a partition of S into m triples T1, T2, . . . , Tm, the sum of each triple
being B, then there is a solution to the movement of the sensors such that we only
move sensors S1, S2, . . . , Sn and the three sensors corresponding to triple Ti are
moved to fill the ith gap in the interval [0, L]. The sum of the moves of the three
sensors corresponding to Ti into ith gap is less than iB +(i− 1), and the sum of
the moves of all sensors for all triples is thus less than m(m+1)(B+1)/2 = k/2 in
this case. If such a partition does not exist, then any solution to the coverage of
the line segment [0, L] corresponds to either: (a) a partition of S into m subsets
in which the sum of elements in at least two subsets differs from B by at least
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Fig. 1. Sensor arrangement for proving the NP completeness of the MinSum problem

1 in which case we need to move all the sensors in at least one block of sensors
with range 1/(2k) at least distance 1; or (b) a partition of S into less than m
or more than m subsets and this would require one to move at least k of the
sensors with range 1/(2k) by a distance of 1 or more.

However, moving k of the sensors with range 1/(2k) by 1 increases the sum
of movements of sensors by at least k = m(m + 1)(B + 1). Thus the sum of
movement of the sensors is less than k/2 if and only if the 3-partition problem
has a solution. It remains to show that the transformation from the 3-partition
problem to the sensor movement problem is polynomial.

Since 3-partition is strongly NP-complete (8), we may assume that the val-
ues a1, a2, . . . , an are bounded by a polynomial cnj for some constants c and j.
Therefore, B ≤ 3c1n

j and k ≤ c2n
j+2 for some constants c1 and c2. Our reduc-

tion uses n+k(m−1) sensors and n+km ≤ n+m2(m+1)B ≤ c3n
j+3 for some

constant c3. The 3-partition problem can be represented using O(n log n) bits.
In the corresponding sensor movement problem we need O(n log n) bits for the
positions and sizes of sensors S1, S2, . . . , Sn and we need O(log k) = O(log n)
bits to represent the position and size of each sensor of size 1/(2k). Thus we
need O(nj+3 log n) bits to represent the corresponding sensor movement prob-
lem, which shows that the transformation is polynomial. �	
One can similarly show that when R < L the problem of calculating the move-
ments of sensors on the line so that the sensors give a maximal coverage the
segment [0, L] and the sum of movement of the sensors is less than k is NP-hard.

Remark 1. The proof of the above theorem also shows that if NP 
= P there
is no polynomial 2-approximation algorithm for the MinSum problem, since the
result of a 2-approximation algorithm for sensor movements would be less than k
if and only if the corresponding 3-partition problem has a solution. Clearly, the
proof can be modified to show the non-existence result for any constant factor
approximation algorithm.

3 Sensors with Identical Ranges

In view of the NP-complete results of the previous section, we consider in this
section the MinSum problem for sensors of identical range, say r.
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3.1 Ordering Property of Optimal Configurations

An important observation that will be useful in the MinSum optimization prob-
lem concerns the order of final positions of sensors in an optimal configuration.
It is shown below that there exists an optimal solution of the MinSum problem
so that the final destinations of sensors preserve the initial ordering of sensors.
In other words, two sensors on their way to the optimal locations do not have
to cross paths.

Lemma 1. Let xi ≤ xj and yi > yj be real numbers.

|xi − yi| + |xj − yj| ≥ |xi − yj | + |xj − yi| (4)

Proof. It can be easily proved by considering the five possible arrangements of
values xi, xj , yi, yj. �	
Lemma 1 implies that there exists an optimal solution of the barrier coverage
problem which preserves the initial order of position of the sensors.

Corollary 1 (Order Preservation). For any of the MinSum optimization
problems, if x1 ≤ x2 ≤ · · · ≤ xn are the initial positions of sensors S1, S2, . . . , Sn

of identical range then there exists an optimal solution of the problem such that
the final destinations of sensors satisfy y1 ≤ y2 ≤ · · · ≤ yn, respectively.

According to the order preservation lemma the MinSum problem is trivial when
R = L and thus we consider below only the cases R > L and R < L.

3.2 Algorithms for MinSum Barrier Coverage

We now propose several efficient algorithms for sensors with identical ranges.
We start with the Contiguous MinSum problem, R < L. We first give an O(n)
algorithm for maximal contiguous coverage of the line with n sensors which
minimizes the sum of the movements of the sensors.

We say that sensors Si and Si+1 are in attached position if the difference
between their positions is equal to 2r, i.e., there is no gap or overlap between
the two sensors.

Lemma 2 (On an infinite line). Let S1, S2, . . . , Sn be n sensors with identical
range r located on a line in initial positions x1 ≤ x2 ≤ . . . ≤ xn with R < L.
There is an O(n) algorithm that calculates the movements of sensors on the line
so that the sensors cover a segment of size 2rn and the sum of movements of
the sensors is minimized.

Proof. Let y1, y2, . . . , yn be positions on the line such that
∑n

i=1(|xi − yi| is
minimal among all such possible assignment of values. According to Lemma 1,
there is an optimal solution such that y1 < y2 < . . . < yn. Furthermore, since
the sensors cover a contiguous segment of the line, we have yi = y1 + 2(i − 1)r
for 2 ≤ i ≤ n. In fact, our algorithm determines a solution of this type.
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Consider the possibility that the sensors S1, S2, . . . , Sn have moved to posi-
tions y1 = 0, y2 = 2r, . . . , yn = 2(n−1)r, respectively, on the line, i.e., the sensor
S1 is moved to location 0 and the other sensors are moved to attached positions
following the initial order of sensors. Then the values −x1, 2r − x2, . . . , 2(n −
1)r − xn give the displacements of the sensors. Let l1 be the number of sensors
that move left, l2 be the number of sensors that move right, l3 be the number of
sensors that remain stationary in this assignment, and shifts0 be the sum of the
absolute values of all shifts when S1 is in position 0. If l1 > l2 + l3 then consider
the assignment of positions to sensors by shifting all positions of the sensor to
the right by c where c is the smallest negative shift. In this assignment all left
shifts of sensors are decreased by c, all the right shifts of sensors are increased by
c and the zero shifts become c. Thus in this assignment the sum of the absolute
values of all shifts, say shiftsc, is equal to shifts0 − c(l1 − l2 − l3), which is
smaller than shifts0. Similarly, if l2 > l1 + l3 then the assignment of positions
by shifting positions of all sensors to the left by c, where c is the smallest positive
shift, we obtain an assignment of positions to sensors in which the sum of the
absolute values of all shifts is smaller than shifts0. Thus we obtain an optimal
assignment of positions to sensors when l1 ≤ l2 + l3 and l2 ≤ l1 + l3. By finding
the median of −x1, 2r − x2, . . . , 2(n− 1)r − xn and shifting the configuration to
the right or left by the median value so that the median of all the shifts becomes
0 we obtain an assignment that minimizes the sum of shifts. Clearly, the value
of the median of n values can be calculated in O(n) and so can the n shifted
values of positions of the sensors. �	
When sensors are in the positions determined by the algorithm of the previous
lemma they give a maximal contiguous coverage of a segment of a line which
minimizes the sum of all shifts, but not necessarily of the segment [0, L]. However,
when R < L we can easily modify the solution above so as to solve the MinSum
contiguous problem by shifting the solution into the segment [0, L] if the segment
covered by the sensors from Lemma 2 is not in it already and we obtain the
following theorem.

Theorem 2. Let I = [0, L] be a line segment and S1, S2, . . . , SN be sensors with
identical range r located on a line in initial positions x1 ≤ x2 ≤ . . . ≤ xn and
R < L. There is a O(n) algorithm to solve the Contiguous MinSum problem for
R < L.

MinSum problem, R > L: The optimal solution of this problem is more
difficult to obtain, since it does not correspond to sensors being in attached
positions. We give below an algorithm for the MinSum problem that is of time
complexity O(n2). This algorithm is more complex to state and to verify its
correctness and thus we break it into several lemmas.

Given an instance of the barrier coverage problem with R > L we enumerate
the gaps in the interval [0, L] as g1.g1, . . . gl from the left. Informally, the algo-
rithm considers the gaps in the given interval [0, L] in the left to right order. It
eliminates each gap by removing the overlaps to the left and right of the gap in
the inside-out manner, removing at every step the overlap whose “cost” is the



38 J. Czyzowicz et al.

lowest among the available gaps. The cost is related to the number of sensors
whose positions must be shifted when eliminating the overlap.

Let A be an algorithm that solves the MinSum problem. We say that the
algorithm is locally optimal with respect to gaps g1, g2, . . . , gk, 1 ≤ k ≤ l, if
the sum of moves of the sensors needed to eliminate gaps g1, g2, gk is minimal,
without creating any new gap or increasing the size of the other gaps.

Consider an instance of the MinSum problem for R > L with sensors of
identical range. We enumerate the overlaps of the sensor ranges from left to
right as o1, o2, . . . , ok, each overlap is either the interval corresponding to the
nonempty intersection of the ranges of two consecutive sensors, if the intersection
is inside I, or the nonempty intersection of the range of a sensor with (−∞, 0)
or (L,∞). Thus all of a sensor range outside of the interval [0, L] it treated
as an overlap. When moving a sensor, say Si, in order to achieve a contiguous
coverage of the interval [0, L], we assign to it a real number di, indicating the
difference between the present and initial position and we call it its shift value.
Thus negative values correspond to moving sensors to the left, while positive
values correspond to moving sensors to the right.

Clearly, at any stage of the algorithm the sum
∑n

i=1 |di| gives the cost of the
moves of sensors performed so far. See Figure 2 for a possible initial and final
configuration, including the shifts and overlaps.
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Fig. 2. Example of initial and final configurations

We first provide some claims concerning the necessary properties of any locally
optimal solution of the problem, which will also form the foundations of our
algorithm.

Lemma 3. Consider a locally optimal solution with respect to gaps g1, g2, . . . , gk,
1 ≤ k ≤ l. Then in this solution, no new overlaps are created. Furthermore, an
initial overlap inside [0, L] cannot be moved left or right and its size cannot
be increased. Thus any locally optimal algorithm can only eliminate an existing
overlap or make it smaller by moving its left sensor to the left, or (and) the right
sensor to the right, or it leaves the overlap exactly as it is initially.
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Fig. 3. Forbidden sensor configurations in a locally optimal solution

Proof. Let Si and Si+1 be two overlapping sensors in a locally optimal solution.
If di > 0, we could decrease the cost of the solution by moving Si slightly to
the left (see (a) of Figure 3), since Si moved too much to the right. Similarly if
di+1 < 0, we could decrease the cost of the solution by moving Si+1 slightly to
the right (see (b) of Figure 3). Thus the configurations in Figure 3 cannot occur
in a locally optimal solution. However, creation of a new overlap necessarily
corresponds to (a) or (b) of Figure 3. Similarly, moving an initial overlap left
or right, or increasing its size necessarily corresponds to either (a) or (b) of
Figure 3. �	

Lemma 4. Consider a locally optimal solution with respect to gaps g1, g2, . . . , gk,
1 ≤ k ≤ l. Let Si, S2, . . . , Sj be the sensors in the portion of the solution which
does not contain gaps any more and let di, di+1, . . . , dj be the sequence of shift
values of these sensors. If for some m, 1 ≤ m ≤ j − 1 we have dm > 0 and
dm+1 ≥ 0, or dm ≤ 0 and dm+1 < 0, or dm > 0 and dm+1 < 0, then Sm and
Sm+1 are in attached position in the solution.

Proof. Since Sm and Sm+1 are in the part where gaps were eliminated, they are
either attached or they overlap. An overlap of these two sensors in either case
would be one of the forbidden configurations in Figure 3. �	
Lemma 5. Let Si, Si+1, . . . , Sj be a sequence of sensors that in the initial con-
figuration does not contain any gap but it contains overlaps ok, ok+1, . . . , ol. Let
mt be the integer such that Smt and Smt+1 are the two sensors that form over-
lap ot, k ≤ t ≤ j. If in a locally optimal solution overlap ot is either eliminated
or made smaller by moving the right sensor Smt+1 to the right, then in this
solution all overlaps ot+1, . . . , ol have been eliminated by moving the sensors
Smt+1, Smt+2, . . . , Sj to the right into attached positions. If in a locally optimal
solution overlap ot is either eliminated or made smaller by moving sensor Smt to
the left, then in this solution all overlaps ok, ok+1 . . . , ot−1 have been eliminated
by moving the sensors Si, Si+1, . . . , Smt to the left into attached positions.

Proof. If overlap ot is either eliminated or made smaller by moving Smt+1 to
the right, then all sensors to the right of it until the next right gap must be
moved to the right so that we do not create a new overlap, which is forbidden by
Lemmas 3. Since the shift values of Smt+1, Smt+2, . . . , Sj are all positive, they
must be all in attached positions by Lemma 4. The proof of the second part of
the lemma is analogous. �	
Lemmas 3, 4, 5 above form the basis for the design of our MinSum algorithm.
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Main Algorithm: MinSum algorithm for R > L:
Our algorithm proceeds by closing the gaps from left to right producing a locally
optimal solution. For each gap, say g, we search to the left and to the right from
the gap to find the “closest overlaps”, say oi and oj of sensor ranges on each side
of the gap that can be used to shrink the gap. For each of these two overlaps we
calculate the cost of using oi or oj to shrink the gap, the cost being equal to the
number of sensors that are being shifted. At any time the cheapest of the two
overlaps is used to shrink the gap. The sensors that are moved in the shrinking
process are put in attached position, unless the gap is smaller than the overlap.
The pseudocode for the main algorithm is as follows.

Algorithm MinSum

Input: L and the initial positions x1, x2, . . . , xn of sensors (assumed sorted).
Output: The final positions y1, y2, . . . , yn of sensors for the contiguous coverage

of the interval [0, L] that minimize the sum of movements.
1: initialize array d1, d2, . . . , dn of sensor shifts to 0;
2: scan x1, x2, . . . , xn and calculate the sequence of overlaps o1, o2, . . . , ok,

the sequence of gaps g1, g2, gl, and their sizes;
3: for i := 1 to l do //eliminate Gap i

repeat
find oj , the closest overlap left of gi and its cost w.r.t. gi;

(if there is no such overlap, set the cost to ∞).
find ok, the closest overlap right of gi and its cost w.r.t. gi;

(if there is no such overlap, set the cost to ∞).
if (cost(oj) ≤ cost(ok)) then //right shift is done

{ if size(oj) < size(gi) then c := size(oj) else c := size(gi);
size(gi) := size(gi) − c;
size(oj) := size(oj) − c;
add c to the values in array d of sensors between oj and gi;

}
else //left shift is done

{ if size(ok) < size(gi) then c := size(ok) else c := size(gi);
size(gi) := size(gi) − c;
size(ok) := size(ok) − c;
subtract c from the values in array d of sensors between gi and ok;

}
until size(gi) = 0;

4: for i := 1 to n do
yi = xi + di; //the final positions of the sensors.

Now we can state the main theorem.

Theorem 3. Let S1, S2, . . . , Sn be sensors with identical range r located on a
line in initial positions x1 ≤ x2 ≤ . . . ≤ xn (not restricted to lie inside the
segment [0, L]) and R > L. Algorithm MinSum above solves this instance of the
MinSum problem in time O(n2).
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When calculating the cost of a shift for the overlap oi on the left of the present
gap, we have to take into account the fact that shifting those sensors to the right
whose shift is negative at present is actually equivalent to undoing a left shift
that was done when removing another gap to the left of the present gap. Thus
shifting these sensors with negative moves to the right is decreasing the cost of
the sum of movements done so far. Another factor that needs to be considered
is the difference between overlaps of sensors inside interval [0, L] and overlaps
that are outside this interval. Therefore, we need to define the cost of moving a
portion p of overlap sj to the right and left, respectively. Due to the page limit,
these Definitions and the detailed proof of Theorem 3 are given in the full paper.

4 Conclusion and Open Problems

We have studied the barrier coverage problem for a wireless sensor network
when the perimeter to be covered is a finite line segment. In view of the results,
an interesting problem is to study the barrier coverage by sensors with limited
number of different ranges. For the case of a one dimensional barrier, one could
consider the problem of barrier k coverage, whereby each intruder should be
detected by at least k different sensors, for some fixed k > 1. Also, the possibility
that the perimeter consists of several line sub-intervals could be investigated.
Another class of problems concerns extensions to higher dimensions.

The two dimensional version of the problem is wide open. Specifically, one
might consider other geometric barriers, e.g., circular barriers, convex barriers
or boundaries of simple polygons. Also one might consider other types of sensor
movements, e.g., the movement of the sensors towards the globally optimal po-
sition on the circular barrier may proceed through the interior of the circle as
opposed to only moving on the perimeter.

Another interesting class of problems would be to examine the above questions
in light of a “decentralized” sensor communication model. Finally, it would be in-
teresting to investigate how to optimize other more realistic energy consumption
metrics, e.g., sum of squares of movements of all the sensors.
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Abstract. We consider the problem of efficient alarm protocol for ad-hoc radio
networks consisting of devices that try to gain access for transmission through
a shared radio communication channel. The problem arise in tasks that sensors
have to quickly inform the target user about an alert situation such as presence of
fire, dangerous radiation, seismic vibrations, and more. In this paper, we present
a protocol which uses O(log n) time slots and show that Ω(log n/ log log n) is
a lower bound for used time slots.

Keywords: wireless sensor network, radio channel, alarm protocol, oblivious
leader election.

1 Introduction

We consider wireless sensor networks (WSNs) consisting of small programmable de-
vices equipped with radio-enabled sensing capabilities and have been applied in infor-
mation gathering ranging from the environment temperature, radiation, the presence of
fire, seismic vibrations, and more. WSNs compared with wired networks provide many
advantages in the deployment, cost and size. Wireless technology enables users to set
up a network quickly, more it enables them to set up a network where it is inconvenient
or impossible to wire cables. Moreover, common WSNs can consist of up to several
hundreds of those small devices.

The most straightforward application of a WSN is to monitor remote or hostile envi-
ronments. For example, a remote forest area can be monitored by deploying hundreds
of sensors that configure themselves to form a network and immediately report upon
detection of any event such as fire. Moreover, such networks can be easily extended
by simply adding more devices without any rework or complex reconfiguration. The
sensor nodes can ideally run for over a year on a single set of batteries. Given the cost
of these sensor nodes, it is not feasible to discard dead sensor nodes, and it is also not
possible to replace the batteries on these sensor nodes. Hence, there is a great need for
energy-efficient protocols that can greatly reduce power consumption and increase the
lifetime of wireless sensor nodes.

In this paper, we address the problem of designing protocol for an alert situation
observed by the sensor nodes in a WSN and sending this information toward the sink
that acts as a collector and an interface to the external world. The traffic is usually
forwarded over multi-hops, that is, each node acts as a relay/router for some nodes
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farther away to the sink. However, in this paper we restrict our attention to a quarter
size sensors e.g. MICA2DOT. We even assume that such sensors cannot listen to the
channel or receive messages of any kind, also they have a very limited energy supply.
Due to this restriction sensors are incapable of forwarding messages. Therefore, we
have to assume that the network of such sensors is single-hop or we have two classes of
wireless sensors; the first class of sensors are devices equipped with full communication
features such as receiving, sending and forwarding messages, and the second class of
sensors are our very weak tiny devices, capable only of sensing and sending information
in a single-hop fashion. For the first class of sensors, which is the backbone of the
network, we can use well known convergecast algorithms [1,2,3,4,5]. In this paper we
deal with the second class of devices.

In Sect. 3 we shall consider the sequence p = ((1
2 )i)i=0,...,L of probabilities of length

L = �log2(n) + 1, where n denote the number of sensors and we assume that at ith
slot stations try to transmit with probability (1

2 )i. Let SCCn,k denotes the event of the
successful transmission when k ∈ {1, . . . , n} stations are activated and let Pr[SCCn]
= min{Pr[SCCn,k] : k = 1, . . . , n}. The same sequence was investigated in a series
of papers of Nakano and Olariu. In 2000 in [6] authors claimed that Pr[SCCn] ≥ 0.6
but they omit the proof (due to page limitations). In 2001 in the next paper [7] authors
sketch a proof of inequality Pr[SCCn] ≥ 1/(2

√
e) ≈ 0.303. However they do not

observe that the inequality (1 − x)n−1 > e−nx, which is used in the proof, does not
hold for all x ∈ [0, 1] and n > 1. Next, in 2002 in [8] they claim that Pr[SCCn] ≥ 0.5
and for the proof they refer to the previous paper [6]. Let us remark that numerical
calculation for small values of n (say n < 1000) confirms that Pr[SCCn] ≥ 0.6.

In Sect.3 we shall prove that Pr[SCCn] > 0.575 and to the best of our knowledge
this will be the first published proof of this fact. In Sect. 4 we analyze the lower bound
on number of slots required by our protocols for successful transmission of alert mes-
sages with a controllable probability of success and we show that Ω(log n/ log log n)
is asymptotically a lower bound for the number of necessary time slots. We will use the
following simple lemma which we leave without proof:

Lemma 1. Suppose A is an event, f ≥ 1, Pr[A] ≥ λ > 0 and let A1, . . . , Am be
independent copies of A. Then(

m ≥ log f

log 1
1−λ

)
−→ Pr[A1 ∪ . . . ∪ Am] ≥ 1 − 1

f
.

Related work. The alarm problem is similar to the wake-up problem [9,10,11]. In the
wake-up problem it is assumed that any subset of sensors wake up spontaneously at
arbitrary times and awake the remaining sensors. However, in the alarm problem it is
not important to inform other sensors about a dangerous situation. Only the sink should
be informed as soon as possible. Therefore, we want to design such a protocol, which is
able to inform the sink with a minimal time complexity. Our considerations are directly
related to the previously mentioned papers [6,7,8].
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2 Model Description

We consider a wireless sensor network consisting of n processing units, called sen-
sors with limited power and one distinguished station called the sink with an unlimited
power. The sensors communicate directly with the sink through a shared radio channel
and a transmission succeeds if exactly one station sends at a time. We assume that sen-
sors can only send messages and that they cannot listen or recognize the state of the
channel. We consider only single-hop networks in which each station can directly com-
municate with the sink through a shared communication channel. We also assume that
stations are synchronized and that the time is divided into short time-slots S0, . . . , SL

of the same length Δ. There is also a fixed vector p0, . . . , pL of probabilities.
Let A ⊆ {1, . . . , n} be a set of sensors which detect an alert and let k = |A|. Each

sensor from the set A try to send an alert message in the ith slot Si independently
with probability pi. The transmission will be successful if in some slot Si precisely
one sensor from A will transmit. Nakano and Olariu (see [6]) call this variant of leader
election algorithm an oblivious one: all stations use the same probabilities which are
fixed beforehand and does not depend on the history.

Our goal is to find a reasonable small L and a vector p0, . . . , pL of probabilities
which will guarantee a successful transmission of an alert with a probability at least
1 − 1

f where f > 1 is a given fixed parameter and 1 ≤ k ≤ n is arbitrary.

3 Upper Bound

By n ≥ 1 we denote the number of stations. We divide time into L+1 slots. At ith time
slot each station decides to transmit the alert message independently with the proba-
bility pi = (1/2)i for i = 0, . . . , L. Let SCCL,n,k denote the event of the successful
transmission when k ∈ {1, . . . , n} stations are activated. Then Pr[SCCL,n,1] = 1 and

Pr[SCCL,n,k] = 1 −
L∏

i=0

(
1 −

(
k

1

)
1
2i

(
1 − 1

2i

)k−1
)

for k > 1. Finally we put

Pr[SCCL,n] = min{Pr[SCCL,n,k] : k = 1, . . . , n} .

Theorem 1. If L = �log2 n + 1 then

Pr[SCCL,n] ≥ 1 − 3
4
(1 − 1

2
e−1/2)(1 − 1

4
e−1/4) ≈ 0.579 .

Proof. Let λ = 1 − 3
4 (1 − 1

2e−1/2)(1 − 1
4e−1/4). Notice that λ ≈ 0.579. Let us fix

k ∈ {1, . . . , n}. Then there exists i ∈ {0, . . . , L − 1} such that

2i−1 < k ≤ 2i . (1)
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We shall consider the following three cases separately: i = 0, i = 1 and 2 ≤ i ≤ L−1.

Case 1: If i = 0 then (2i−1, 2i] = (1/2, 1] so k = 1 and Pr[SCCL,n,1] = 1 > λ for all
n ≥ 1.

Case 2: If i = 1 then (2i−1, 2i] = (1, 2], therefore k = 2 and

Pr[SCCL,n,2] ≥ 1 − (1 − f1(2)) · (1 − f2(2)) = 1 − 5
16

=
11
16

for n ≥ 2. Notice that 11/16 = 0.6875 > λ.

Case 3: Suppose that 2 ≤ i ≤ L − 1. Let us consider functions

fj(k) = k · 1
2j

·
(

1 − 1
2j

)k−1

(k ≥ 1, 1 ≤ j ≤ L) .

If j > 0 then the function fj is unimodal (with the maximum at the point k =
1/ log(1/(1 − (1/2)j))) hence the minimum of the function fj on interval (2i−1, 2i]
is achieved at one of the edges of this interval.

Let lj(i) = fj(2i−1) and rj(i) = fj(2i) for j = i − 1, i, i + 1. From the inequality
(1 − 1/x)x ≤ 1/e we get

ri−1(i)
li−1(i)

= 2
(
1 − 2−(i−1)

)2i−1

≤ 2
e

.

On the other hand we have

li(i)
ri(i)

=
1
2

(
1 − 2−i

)2i·(−1/2)
,

li+1(i)
ri+1(i)

=
1
4

(
1 − 2−i

)2i·(−1/4)
.

Notice that those functions are decreasing, so the maximum is achieved for i = 2. Thus,
li(i)/ri(i) ≤ 8/9 < 1, li+1(i)/ri+1(i) ≤ 32/49 < 1 for i ≥ 2. Therefore, we deduce
that minimum of the functions fi−1(x), fi(x), fi+1(x) on the interval are achieved at
points 2i, 2i−1, 2i−1 respectively, and are equal to ri−1(i), li(i), li+1(i) i.e. fi−1(2i),
fi(2i−1), fi+1(2i−1).

Next, we notice that the functions lx(x), lx+1(x) are decreasing and rx−1(x) is in-
creasing for x ≥ 2. This can be checked by inspecting the sign of the derivative (see
Appendix A). Moreover

lim
x→∞ lx(x) = lim

x→∞
1
2

(
1 − 2−x

)2x−1−1 =
1
2
e−1/2 .

Hence lx(x) > (1/2)e−1/2 and therefore for each u ∈ (2i−1, 2i] we have fi(u) >
(1/2)e−1/2. Similarly, we have

lim
x→∞ lx+1(x) =

1
4
e−

1
4 , rx−1(x) ≥ 1

4
for x ≥ 2
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Algorithm 1. Randomized Alarm Algorithm RAA(n,f ,T0,Δ)
1: if NOT ALERT then
2: EXIT
3: end if
4: wait until (GetT ime() ≥ T0)
5: SendMessage()
6: L := �log2(n)� + 1
7: r := �1.1553 log f�
8: for j := 0 to r − 1 do
9: for i := 1 to L do

10: wait until (GetT ime() ≥ T0 + (i + j ∗ L) ∗ Δ)
11: if (Random() < max(1/n, (1/2)i)) then
12: SendMessage()
13: end if
14: end for
15: end for

and for each u ∈ (2i−1, 2i] we have fi−1(u) ≥ 1
4 and fi+1(u) > 1

4e−
1
4 . Notice that

Pr[SCCL,n,k] is greater than or equal to

1 − (1 − fi−1(k))(1 − fi(k))(1 − fi+1(k))

for 2 ≤ i ≤ L − 1 and 0 ≤ fj(k) ≤ 1. Therefore theorem is proved. �	
By Thm. 1 we are able successfully send an alert message with a probability at least
1 − 3

4

(
1 − 1

2e−1/2
) (

1 − 1
4e−1/4

) ≈ 0.579 in �log2 n + 2 time-slots. However, we
are interested in sending an alert message with probability at least 1− 1

f for some fixed

f > 1. We shall achieve this goal by repeating the sequence
(
(1
2 )i

)
i=1,...,�log2 n�+1 a

sufficient number of times to obtain the needed probability of success. Namely, Lemma
1 implies that a sufficient total number of time-slots required to send an alert message
with probability at least 1 − 1

f is equal to⌈
log f

log 1
1−λ

⌉
· (�log2 n + 1) + 1 ≈ 1.1553 · log f · (�log2 n + 1) + 1 (2)

where λ = 1 − 3
4

(
1 − 1

2e−1/2
) (

1 − 1
4e−1/4

)
.

Based on the above discussion we build a Randomized Alarm Algorithm (see Algorithm
1). The small correction of probabilities in line 11 of its pseudo-code is motivated by
Lemma 2 from the next section. The following theorem summarize its basic property:

Theorem 2. For each n ≥ 1 and f > 1 the Randomized Alarm Algorithm RAA sends
successfully an alert message in

�1.1553 · log f · (�log2 n + 1) + 1

time slots with probability at least 1 − 1
f for arbitrary number of activated stations.
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It is worth to mention that in RAA(n, f, T0, Δ) algorithm each station which want to
transmit an alert message sent a signal in no more than 2�1.1553 · log f time-slots on
average.

4 Lower Bound

Let p = (pi)i=1,...,L be a vector of probabilities. By SCC(p, k) we denote the event of
successful transmission of an alert message when k of n stations tries to transmit using
the vector of probabilities p.

Lemma 2. Let p = (pi)i=1,...,L be a vector of probabilities, let qi = max{pi,
1
n} and

let q = (qi)i=1,...,L. Then

(∀k ∈ {1, . . . , n})(Pr[SCC(p, k)] ≤ Pr[SCC(q, k)]) .

Proof. Let us fix a number k ≥ 1 and let fk(p) = kp(1 − p)k−1. The function fk is
unimodal, reaches a maximum at point p = 1

k . Hence if k ≤ n ≤ 1
p then fk(p) ≤

fk( 1
n ). �	

We shall prove the following theorem:

Theorem 3. If p = (pi)i=1,...,L is an arbitrary vector of probabilities then there exists
k ∈ {1, . . . , n} such that

Pr[SCC(p, k)] ≤ 1 −
(

1 − 3e

n
1

2(L+1)

)L

.

Proof. Let us fix n and let us consider a sequence p of length L such that

min
1≤k≤n

Pr[SCC(p, k)] = sup
x∈[0,1]L

min
1≤k≤n

Pr[SCC(x, k)] .

Using Lemma 2 we may assume that pi ≥ 1
n for all i ∈ {1, . . . , L}. We may also

assume that p1 ≥ p2 ≥ . . . ≥ pL. We additionally put p0 = 1 and pL+1 = 1/n.

Lemma 3. There exists i ∈ {0, . . . , L} such that

pi

pi+1
≥ n

1
L+1 .

Proof. Suppose that p0/p1 < n1/(L+1), p1/p2 < n1/(L+1), . . . , pL/pL+1 < n1/(L+1).
Then

n =
p0

p1
· p1

p2
· · · pL

pL+1
< n

L+1
L+1 = n ,

what is impossible. �	
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Let us fix a such that pa

pa+1
≥ n

1
L+1 . We shall consider three cases separately: 0 < a <

L, a = 0 and a = L. In the next considerations we shall use several times the inequality
x/ex < 1.5/x2 which holds for all x > 0 and the inequality (1 − x)1/x < e−1 which
holds for all x ∈ (0, 1).

Case 1: 0 < a < L. Let p = pa and q = pa+1. We choose k = 1/
√

pq. Notice that
p/q ≥ n1/(L+1), kp =

√
p/q and k2 ≥ n1/(L+1) (because: k2 = (pq)−1 = p−2(p/q) ≥

p−2n1/(L+1) ≥ n1/(L+1)). Let k∗ = �k. Then for arbitrary x ∈ (0, 1) we have
k∗x(1 − x)k∗−1 ≤ 2kx(1 − x)k−1.

Subcase 1. If i ≤ a and p ≤ 1 − 1
e then we have

k∗pi(1 − pi)k∗−1 ≤ 2kpi(1 − pi)k−1 ≤ 2kp(1 − p)k−1 ≤ 2kp(1 − p)ke =

√
p

q
(1 − p)

1
p

√
p
q 2e <

√
p
q

exp(
√

p
q )

2e <
3e

n1/(L+1)

Subcase 2. If i ≤ a and p > 1 − 1
e then we have

k∗pi(1 − pi)k∗−1 ≤ 2kpi(1 − pi)k−1 ≤ 2kp(1 − p)k−1 <

2kp

(
1
e

)k−1

≤ 2
ke

ek
<

3e

k2 ≤ 3e

n1/(L+1)

Subcase 3. If a < i ≤ L and q ≤ 1 − 1
e then

k∗pi(1 − pi)k∗−1 ≤ 2kpi(1 − pi)k−1 ≤ 2kq(1 − q)k−1 ≤ 2kq(1 − q)ke =

2
√

q

p
(1 − q)

1
q

√
q
p e < 2

√
q
p

exp(
√

q
p )

e < 2
√

q

p
e ≤ 2e

n1/(2(L+1))

Subcase 4. If a < i ≤ L and q > 1 − 1
e then

k∗pi(1 − pi)k∗−1 ≤ 2kpi(1 − pi)k−1 ≤ 2kq(1 − q)k−1 < 2kq

(
1
e

)k−1

≤
2ke

exp(k)
<

3e

k2 ≤ 3e

n1/(L+1)

Therefore we shown that in all subcases of Case 1 we have

Pr[SCCk∗ ] = 1 −
L∏

i=1

(1 − k∗pi(1 − pi)k∗−1) < 1 − (1 − 3e

n1/(2(L+1)) )
L

Case 2: a = 0. In this case we take k = 1 and since p1 ≤ 1/n1/(L+1) we get

Pr[SCC1] = 1 −
L∏

i=1

(1 − 1 · pi(1 − pi)1−1) ≤

1 − (1 − 1
n1/(L+1) )

L < 1 − (1 − 2e

n1/(2(L+1)) )
L .
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Case 3: a = L. In this case we take k = n. Then npL ≥ n1/(L+1). If pL ≤ 1 − 1
e we

have

npL(1 − pL)n−1 ≤ npL(1 − pL)ne ≤ npL(1 − pL)
1

pL
npLe <

npL

exp(npL)
e <

2e

n1/(L+1)

and if pL > 1 − 1
e then

npL(1 − pL)n−1 < npL

(
1
e

)n−1

≤ n

exp(n)
e <

2e

n1/(L+1) ,

therefore

Pr[SCCn] = 1 −
L∏

i=1

(1 − npi(1 − pi)n−1) ≤

1 −
(

1 − 2e

n1/(L+1)

)L

< 1 −
(

1 − 3e

n1/(2(L+1))

)L

.

Hence we have finished the analysis of cases and we see in each case we are able to find
k ∈ {1, . . . , n} such that

Pr[SCCk] < 1 −
(

1 − 3e

n1/(2(L+1))

)L

.

�	
Let W denote the main branch of the Lambert function. Let us consider an arbi-
trary vector p = (pi)i=1,...,L of probabilities of length L. Let SCCL,n,k denotes the
event of successful transmission when k sensors are activated and let Pr[SCCL,n] =
min{Pr[SCCL,n,k] : k = 1, . . . , n}.

Theorem 4. If L ≤ log n
2 log(3e) − 1, f > 1 and Pr[SCCL,n] > 1 − 1

f then

L ≥ log n

2W
(

3e
2

f
f−1 log n

) − 1 .

Proof. If L ≤ log n
2 log(3e) − 1 then 3e/n1/(2(L+1) ≤ 1 so we may apply the classical

Bernoulli inequality ((∀x ≤ 1)((1 − x)n ≥ 1 − nx)) to Theorem 3 and obtain the
following inequality

Pr[SCCL,n] <
3eL

n
1

2(L+1)
.

Hence from Pr[SCCL,n] > 1 − 1
f we deduce that 3eLn

−1
2(L+1) > 1 − 1

f , so also

3e(L + 1)n
−1

2(L+1) > 1 − 1
f . This inequality may be solved by the use of the Lambert

function W , giving us the required inequality. �	
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Let us recall that log x − log log x < W(x) < log x − 1
2 log log x for x ≥ e (see e.g.

[12]). Using this bounds we get

log n

2W
(

3e
2

f
f−1 log n

) >
log n

2 log
(

3e
2

f
f−1 log n

) =
1
2

log n

log log n + log
(

3e
2

f
f−1

) .

If f > 1 is fixed and n tends to infinity then

log n

2W
(

3
2e f

f−1 log n
) ∼ log n

2 log log n
.

Let us finally remark that if f = n then the inequality

1 −
(

1 − 3e

n1/(2(L+1))

)L+1

> 1 − 1
f

can be solved precisely giving us a bound L > 0.236594 logn − 1.

5 Conclusions

In this paper we show that there exists an oblivious alarm protocol for sensor network
which use O(log n) time slots and that each oblivious alarm protocol for sensor network
requires Ω( log n

log log n ) time slot. The algorithmic gap remains to be clarified.
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A Monotonicity of Functions from Section 3

In this appendix we prove monotonicity of functions considered in Sect. 3.

Lemma 4. Let fi(k) = k 1
2i (1 − 1

2i )k−1. Then, the functions fi(2i−1), fi+1(2i−1) are
decreasing and fi−1(2i) is increasing for i ≥ 2.

Proof. Let gα(x) = (1 − 1
αx )x−1. Then fi(2i−1) = 1

2g2(2i−1), fi+1(2i−1) =
1
4g4(2i−1) and fi−1(2i) = 2g 1

2
(2i). Notice that

d

dx
gα(x) =

(
1 − 1

αx

)x−1

·
(

1
x

+
α − 1
1 − αx

+ log
(

1 − 1
αx

))
.

We consider x ≥ 4 and α ≥ 1
2 . Then 1 − 1/(αx) > 0, so

(
1 − 1

αx

)x−1
> 0. We are

interested in the sign of derivative of the function gα, so we only need to check the sign
of the remaining part of the derivative. Let z = 1

αx . Then 0 < z < 1
2 and

1
x

+
α − 1
1 − αx

+ log
(

1 − 1
αx

)
= αz + (α − 1)

z

z − 1
− log

(
1

1 − z

)
.

We expand the right side of this equation and obtain

αz − (α − 1)
∞∑

i=1

zi −
∞∑

i=1

zi

i
= αz −

∞∑
i=1

(α − 1 +
1
i
)zi = −

∞∑
i=2

(α − 1 +
1
i
)zi .

The last formula implies that if α = 1/2 then this series is greater than zero and for
α ≥ 1 this series is less than zero. �	
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Abstract. The easiest way to broadcast a message in a wireless mul-
tihop network is to let each network node retransmit the broadcast
message once it has received it. That way however many unnecessary
redundant transmissions take place. A large body of literature exists
which copes with the problem to keep the number of retransmissions
small. Solutions described so far either guarantee that all nodes in the
network are reached but suffer from nodes with strict memory limita-
tions, or can be applied on nodes with memory limitations but sacrifice
delivery guarantees.

In this work we look at a well known solution to reduce redundant
broadcast transmissions: clustering nodes to form a connected network
backbone where a broadcast limited on the backbone nodes still supplies
all nodes in the network. We describe a new algorithm which guarantees
that all network nodes are supplied by the cluster structure while the
construction of the structure obeys strict memory limitations per node.
We evaluate our solution in a log normal shadowing network simulation.
Performance metrics considered are broadcast delay, delivery ratio, and
flooding rate. For comparison we also consider simple flooding which
requires just one storage location to memorize the currently handled
broadcast task.

1 Introduction

In wireless infrastructure-less networks like sensor networks, sensor actuator net-
works, multihop ad hoc networks, or autonomous robot networks, a message is
typically sent from source to destination via intermediate forwarding nodes. This
is on the one hand required due to limited communication range of each indi-
vidual node. On the other hand it is also a reasonable way of communication to
save communication bandwidth. Many short range communication hops often
have a better spatial reuse compared to just one direct transmission.

Since nodes can not resort to a backbone infrastructure, all communication
has to be organized by the network nodes themselves. Here, so called clustering
can be a helpful tool to organize communication. With clustering we refer to a
method which logically groups nodes into subsets. Each subset is maintained by
one node, the cluster head. All other nodes, called the cluster members, belong

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 53–66, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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to one cluster, i.e., they are assigned to one cluster head. To assure connectivity
among the cluster heads, nearby cluster heads have to be connected by so called
gateway paths. The nodes forming such gateway paths are called gateway nodes.

One particular communication form which we look at in this work is broad-
cast. Starting from one message originator, all nodes in the network have to be
reached. Simple flooding, where each node repeats the received message once, is
of course a possible way to reach all nodes. That way, however, often many redun-
dant transmissions take place. Different treatments of such redundant transmis-
sions have been described in the literature. In this work we look at one specific
of these solutions: broadcasting over a cluster structure. If the subnetwork con-
sisting of cluster heads and gateways is connected, it is sufficient to flood the
message over that subnetwork to reach all network nodes.

In this work we focus our attention on broadcasts limited to cluster structures
while having available only a low, constant amount of memory. Clustering has
been described in many ways. However, the memory requirement at the nodes
for constructing a cluster structure has obtained little attention so far. On small
embedded wireless sensor and actuator devices, for instance, a few KB of volatile
memory on the microcontroller has to be shared between network protocols and
applications. In particular when thinking of mass deployment of such nodes
where the cost per device needs to be kept low, just adding enough memory to
support any clustering approach that determines all neighbor nodes before doing
a clustering decision is prohibitive.

In the following section we summarize well known techniques to improve
broadcast over simple flooding. Our summary includes in particular cluster-
ing approaches found in the literature. We come to the conclusion that existing
flooding improvements either have broadcast delivery guarantees but are not
designed to work with strict memory limitations, or work well under memory
limitations but sacrifice delivery guarantees. An interesting question arises on
how much memory is typically required in common wireless network scenarios
to perform standard clustering based on the knowledge of neighbor nodes. We
give some answers in that respect in Section 3 where we present results of an
empirical simulation study. In Section 4 we then describe how clustering with
connectivity guarantees can be performed under any constraint memory budget.
Moreover, we describe a slight improvement for the gateway search which further
reduces redundant retransmissions. The algorithm, both with and without the
gateway search improvement, is then evaluated in a log normal shadowing net-
work simulation and compared against simple flooding. We draw our conclusions
in Section 6.

2 Related Work

2.1 Clustering

Early work describing ways of distributed cluster organization of a wireless mul-
tihop network can be found in [3,4]. The algorithms consist of a cluster head
election and a cluster connection phase. Already in cluster election a node has
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to learn first all its neighbor nodes. In the cluster connection phase nodes yet
have to be informed about their neighbors’ neighbors. Algorithms described in
sequel publications [6,8] based on that clustering approach require the same
amount of memory per node.

Another clustering approach described in [12,10] eliminates the need for clus-
ter heads. Clusters are formed among nodes such that all nodes in one cluster
form a complete graph. Nodes belonging to more than one cluster can be treated
as gateway nodes to connect adjacent clusters and (though not described in those
references) a broadcast could be performed by flooding all gateway nodes. The
algorithms to construct the cluster structure however require each node to know
its complete neighborhood. Moreover, nodes have to be informed as well about
their neighbors’ neighbors.

2.2 Connected Dominating Sets

The head and gateway based cluster structure as described satisfies that each
node either belongs to the set of cluster heads and gateway nodes, or it is a cluster
member which is connected to one cluster head. In general, a node subset where
each node is either in the set or has at least one neighbor in that set is referred a
dominating set. If the sub graph defined by the dominating nodes is connected,
the same way as done with cluster head and gateway nodes, a message reduced
broadcast can be realized by just flooding the dominating set nodes.

In other words, the described clustering is a special case of constructing a
connected dominating set. Some algorithms supposed to construct a connected
dominating set which does not distinguish between cluster heads and gateway
nodes, achieve this by a clustering approach, though. They construct cluster
heads and connect them with gateways. The whole cluster head and gateway
then is the dominating set result. Approaches of that kind are described in [1,9,2].
While the approaches in [1,9] require at least one-hop neighbor information, the
memory requirements for nodes in [2] is significantly reduced. A node just has
to store the one and two hop cluster heads it hears about. In a general graph,
the number of these clusters is not bounded, though.

A dominating set can be constructed directly without using the clustering con-
cept of course. The approach found in [18,19,17] starts with an initial marking
of nodes which are essential for connectivity within their neighborhood. This re-
quires that nodes know their immediate neighborhood. The initial marking is then
refined by removing some nodes whose neighborhood is covered by others. This
requires neighbor sets of neighbors to be compared, i.e., two hop neighbor infor-
mation is required. Another approach found in [5] is to grow a spanning forest of
small dominating sets and then connect the forest with a minimum spanning tree.
The approach requires nodes to know their one and two hop neighborhood.

2.3 Neighbor Elimination

A further approach to reduce broadcast redundancy is to eliminate redundant
rebroadcasting nodes starting from the broadcast originator. The concept of
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multipoint relays [14,7] follows such approach. Using one and two hop informa-
tion each node determines in advance a subset of the one-hop neighbors covering
all its two hop neighbors. All other neighbors are eliminated. The whole con-
struction requires that nodes once know their one and two hop neighborhood.

As described in [15], eliminating redundant broadcast transmissions can also
be done on the fly while the broadcast is going on. The basic idea is that a
node receiving a message postpones its own retransmission for a short duration
and first observes retransmissions it hears about in its neighborhood. When the
postponed retransmission has to start, the node first checks if retransmissions it
heard about already covers its own neighborhood. If this is the case, the planned
retransmission can be canceled. A similar approach can also be found in [16]. In
all these broadcasting variants nodes are supposed to know their one hop and
two hop neighbors.

A neighbor elimination scheme described in [13] requires nodes to store at
most a number encoding the current broadcast task and an additional counter.
The work describes a probabilistic approach where nodes rebroadcast only with
a certain probability. Despite this contention based approaches are described as
well, where nodes cancel rebroadcasting when enough transmission from neigh-
bor nodes or a transmission from a close by neighbor was overheard. For the
latter approach distance can be estimated by the received signal strength, for
example. All approaches can not guarantee broadcast delivery at all nodes.

Another approach described in [11] is to reduce broadcast redundancy with
a cluster structure but to decide on the cluster structure on the fly while the
broadcast is going on. In that approach every node overhears all other neighbors’
broadcast transmissions and based on the states announced in each overheard
broadcast message it decides for itself on the fly its cluster head, cluster member
or gateway role. In that approach as well a node has to store only a number en-
coding the current broadcast and a counter to memorize the number of gateway
and cluster head nodes it heard about, but only if the number of overheard clus-
ter heads exceeds the number of overheard gateway nodes by a certain amount.
With such heuristic however guaranteed broadcast delivery in can not be assured.

2.4 Summary

Table 1 summarizes the discussed flooding improvements. Memory requirements
refers to the amount of information to be stored on each node. This can be
constant (i.e. a node stores at most a constant number of nodes and counters),
the complete one hop neighborhood, the complete two hop neighborhood, or
the complete one and two hop cluster heads. As discussed, we distinguish be-
tween clustering, dominating set and neighbor elimination. Finally, we depict
if the mechanism has guaranteed broadcast delivery (abbreviated as GD). Here
delivery guarantees, however, require an idealized MAC layer where broadcast
transmissions are not lost.
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Table 1. Summary of the Related Work

Method Memory Requirements Technique GD

[3,4,6,8,12,10] one and two hop neighbors clustering yes
[1,9] one hop neighbors dominating set yes
[18,19,17,5] one and two hop neighbors dominating set yes
[2] one and two hop clusters dominating set yes
[14,7,15,16] one and two hop neighbors neighbor elimination yes
[13,11] constant neighbor elimination no

3 Problem Understanding

Obviously, approaches which require nodes to store one or two hop neighbors may
fail on nodes with limited, constant memory. For any given memory size we just
have to add enough neighbor nodes such that the memory exceeds. An interesting
question however arises for approaches which just require nodes to store their
neighboring cluster heads which are reachable in one or two intermediate hops.

In this case memory requirement can be kept low when we cluster that way
such that each node is either a cluster head or connected to one, and no two
cluster heads are immediate neighbors. In such cluster structure, which is also
termed maximal independent set (MIS) clustering, it is sufficient to connect
cluster heads with all other cluster heads which are reachable via one or two hop
gateway paths (see Fig. 1 for an illustration).

Alzoubi et al. [2] found an upper bound for the number of neighboring cluster
heads in unit disk graphs, where each node has a fixed transmission range and
where an edge between two nodes exists if and only if the euclidean distance
between them is below the transmission range. They proved that the number of
cluster heads that can be reached by single and double gateways, is at most 47.
Thus, it follows that in unit disk graphs any MIS-based clustering approach may
save neighboring clusters without exceeding the constant memory available, as
long as there is enough memory such that saving up to 47 addresses won’t hurt.

However, what happens in more realistic graphs? In this work we consider that
nodes are connected due to the log normal shadowing model where the trans-
mitted signal is attenuated according to a path loss exponent and further a zero

h1 g h2

(a) Single gateway connection.

h1

g1 g2

h2

(b) Double gateway connection.

Fig. 1. Gateway constellations
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mean log normal distributed random variable is added to the signal strength.
Unlike in unit disk graphs, in log normal shadowing the results look fundamen-
tally different, as there is no upper bound. Though it is very unlikely, in theory
there can be placed infinitely many nodes around one node, where each node
cannot communicate with any other of those nodes directly, but where single or
double gateways exist, such that each node can communicate by one hop or two
hops with the center node. Thus for log normal shadowing in theory the number
of neighboring clusters is unbounded.

Of course it is very unlikely that these worst-case scenarios happen in the real
world. To find out how many neighboring clusters we have to expect in real-
world, we ran simulations with OMNeT++/MiXiM that built up a MIS cluster
structure and counted the number of neighboring clusters. Our simulation sce-
nario is that we place one node with nodeID 0 in the center. All other nodes
are uniformly distributed in a circle around node 0 with radius 150m. The total
number of nodes is varied as parameter between 100 nodes and 15000 nodes,
which results in network densities between approx. 6 and 890. Further, the sim-
ulations were run twice, once for a unit disk graph channel model and once for
a log normal shadowing model. For the unit disk model we chose the path loss
exponent γ = 3.2. For the log normal shadowing model we chose the same value
for the path loss exponent γ and we chose a zero-mean random variable with
standard deviation σ = 5.7. For log normal shadowing, we assume block fading
where the channel remains static for the whole simulation time of each run. On
average, each node has a transmission range of 36.5m

The node 0 is initially selected to be clusterhead. All other nodes contend
to be clusterhead by setting a random timer. Once the timer is expired, they
will become clusterhead and notify surrounding nodes by sending a notification
packet. Each node that receives the packet and is not yet clusterhead will become
member and abort its timer. After all nodes have become cluster head or member,
we count all cluster heads that can be reached by clusterhead 0 by single or
double gateways.

Figure 2 shows our results. In our plots, network density represents, besides
boundary effects, the average number of one-hop neighbors each node has. It is
formally defined as #nodesavg node transmission range2

area radius2 . As we can see, the results
for unit disk graph seems to converge to a mean value of 17 neighboring clusters.
For log normal shadowing we see averages that are factor two to three higher
than in unit disk graph, for network densities above 100, and the factor increases
with higher network density. This is not unexpected as the number is bounded
for unit disk graphs, but unbounded for log normal shadowing. Thus, we find
that when looking at memory requirements for storing neighboring cluster heads,
unit disk results may lead to results that are just a half or a third of the more
realistic log normal shadowing model results. Further, the log normal simulation
results show us that clustering approaches which store neighboring cluster heads
will work in most cases, if each node has enough memory to store at least the
amount of addresses which is given by the simulation results, but still there is
no guarantee. Thus, for guaranteeing that an approach will work and for cases
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Fig. 2. Simulation results for average number of neighboring clusters

when memory is so scarce that even storing 30-50 addresses is too much, we have
to look at new approaches.

4 Memory-Limited Clustering and Communication

In this section we present two novel memory-limited gateway search algorithms
which both first use a well-known memory-limited MIS clustering algorithm to
partition the network into cluster heads and members. Then they will determine
gateway nodes that connect the unconnected cluster heads in a multihop fashion.
A broadcast packet can then be delivered to all nodes by a cluster head- and
gatewaynode-wide flooding.

4.1 The Basic Algorithm

For the first phase, the determination of cluster heads and members, we use a
state-of-the-art MIS clustering algorithm like the one that can be found in [6].
Note, while the whole algorithm in [6] requires nodes to store one and two hop
neighborhood information, the MIS construction part of that algorithm works
with no memory requirements despite storing a single cluster head address. Note
further, that our algorithm is not limited to exactly this approach, but can work
with any other MIS clustering algorithm that works with limited memory.

In the second phase we select single and double gateways to connect cluster
heads, like shown in Figure 1. There are existing approaches in the literature
for determining single and double gateways between the cluster heads, but as
stated in Section 2 there is no guarantee that they work with limited memory.

Next we describe an approach to find a single or double gateway between each
pair of cluster heads, if at least one exists. If there is more than one possible
gateway path between two cluster heads, then double gateways are ignored when
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there is at least one single gateway and the gateway path with maximum min-
imal per-link signal-to-noise ratio (SNR) will be chosen. Of course the memory
requirements must be met for this phase and thus we neither want to save all
possible gateway paths between each pair of heads, nor do we want to save all
neighboring cluster heads.

In the proposed algorithm each node just needs to save one packet, contain-
ing at most two addresses and SNR values, and one further address and SNR
value. The gateway search procedure is an election based approach where clus-
ter heads may start gateway search once the cluster roles are determined. Nodes
prioritize received gateway discovery message according to the node ID of the
gateway search originator. If a node receives a gateway discovery with a higher
originator’s node ID, it will cancel the current gateway search and join the new
one. Otherwise, it will stay put with the current ongoing gateway search. In
either case the originator of the canceled gateway search has to be informed
with a gateway discovery suppress message. The suppressed cluster head then
has to backoff and retry its gateway search later on. To keep the description
more readable we list the following pseudo code algorithm without considering
the additional cases that an ongoing gateway search is canceled due to a newly
received gateway search with higher priority.

Algorithm 1 gives a detailed description of our approach. Informally, the algo-
rithm can be described as follows. In round i the head vH

i sends out a discovery
packet with a distance counter set to zero. All member nodes that receive the
packet will modify the packet by writing the heads’ address and the SNR of the
received packet into it and by increasing the distance counter to one. Then all
those nodes retransmit the modified packet using backoff. This packet will then
be received by heads and members. Members will again write the address of the
sending node and the received SNR into the packet, increase the distance counter
to two and retransmit it after a backoff. Heads will save the first received packet
together with the address of the sender and the minimum of received SNR and
SNR values saved in the packet. If a head receives a packet which is not the
first packet, it will check if the minimum of received SNR and SNR values saved
in the packet is higher than its saved SNR value. If it is, the node will replace
the saved packet and the saved SNR value. Further, a head will always ignore
packets with distance counter set to two, if it received at least one packet with
distance counter set to one. That means that potential double gateways between
two heads will always be ignored if there is also a single gateway.

After the algorithm has been executed up to this point, each head in the
neighborhood of vH

i will have stored the best gateway path from vH
i to itself.

It then sends out the address of the single gateway or the addresses of the
double gateway in a reply packet. Each node that finds its own address in the
reply packet will set its gateway flag. In case the packet contains two gateway
addresses (double gateway), it will increase the distance counter and resend the
packet. Nodes receiving that packet and finding their address in such a packet
will also set its gateway flag.



Revisiting Clustering Based Efficient Broadcast 61

Algorithm 1. Gateway search algorithm
Phase 1: in round i head vH

i starts discovery and sends discov(0,null,null)
Phase 2: upon receiving discov(0,null,null) from vH

i with SNR γh:
1. if I am member then
2. set backoff timer and upon expiry send discov(1,[vH

i ,γh],null)
Phase 3: upon receiving discov(1,[vH

i ,γh],null) from node vM
1 with SNR

γm1:
1. if I am member then
2. set backoff timer and upon expiry send discov(2,[vH

i ,γh],[vM
1 ,γm1])

3. else if I am head and my address is not vH
i then

4. if node has not stored a packet yet then
5. Store packet, address vM

1 and SNR min(γm1, γh)
6. else if stored SNR is lower than min(γm1, γh) then
7. Replace stored packet, stored address and stored SNR by received packet, vM

1

and min(γm1, γh)
Phase 4: upon receiving discov(2,[vH

i ,γh],[vM
1 ,γm1]) from node vM

2 with SNR
γm2:
1. if I am head and my address is not vH

i and I have not stored a packet that matches
discov(1, · , ·) then

2. if node has not stored a packet yet then
3. Store packet, address vM

2 and SNR min(γm2, γm1, γh)
4. Set discoveryOver timer to a large enough value
5. else if stored SNR is lower than min(γm2, γm1, γh) then
6. Replace stored packet, stored address and stored SNR by received packet, vM

2

and min(γm2, γm1, γh)
Phase 5: upon expiry of discoveryOver timer:
1. if Stored packet describes two-hop path, i.e. is in format discov(1,[vH

i ,γh],null)
then

2. send reply(0,vH
i ,vM

1 ,null)
3. else if Stored packet describes three-hop path, i.e. is in format

discov(2,[vH
i ,γh],[vM

1 ,γm1]) then
4. send reply(0,vH

i ,vM
1 ,vM

2 )
Phase 6: upon receiving reply(0,vH

i ,vM
1 ,vM

2 ):
1. if vM

2 ==null then
2. if vM

1 is equal to own address then
3. set gateway flag
4. else if vM

2 is equal to own address then
5. set gateway flag
6. set backoff timer and upon expiry send reply(1,vH

i ,vM
1 ,null)

Phase 7: upon receiving reply(1,vH
i ,vM

1 ,null):
1. if vM

1 is equal to own address then
2. set gateway flag

Termination: delete saved packet, but keep gateway flag
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After the algorithm has terminated, all member nodes that are on the best
path from the originating cluster head to any cluster head that can be reached
by at most two member hops, have the gateway flag set and thus cluster heads
and gateway members form a connected dominating set. If any node now starts
a cluster head- and gateway-wide flooding, all nodes can be reached.

4.2 Removing Redundant Gateways

A drawback of this approach is that it may produce redundant gateway nodes.
For example, if three cluster heads are all in the neighborhood of each other,
our algorithm will find gateways between each two of them. Thus the gateway
paths form a circle and if a broadcast packet is sent, at least one cluster head
will receive it twice. Unfortunately, we don’t have a solution for this problem in
general, but a further optimization which reduces the number of circles.

Our optimization is an algorithm based on Algorithm 1 that reduces the num-
ber of double gateways and thus reduces the number of redundant retransmis-
sions. The idea of this algorithm is that we want to eliminate double gateways in
case we know that there is a cluster head that both cluster heads have a single-
gateway connection to. So, if a node shall get the outer gateway, i.e. the member
farther away from vH

i , for a double gateway connection, but is also connected to
a cluster head that is connected by a single gateway to the originating cluster
head, the following algorithm will drop that double gateway connection. The
algorithm consists of two iterations, the first iteration is described by Algorithm
2 and the second iteration is described by Algorithm 3. Due to compactness, not
the whole algorithms are shown, but only the phases differing to Algorithm 1.

Informally describing, in the first iteration the Algorithm 1 is repeated, except
that no gateway flag is set and that each node receiving a reply packet address-
ing a single gateway from a cluster head sets a double gateway blocking flag.
This flag will prevent the node from becoming an outer double gateway for vH

i .
Further, nodes will not retransmit reply packets. On termination, the algorithm
will delete saved packets and keep the double gateway blocking flag. Then the
second iteration algorithm starts, which is also equal to Algorithm 1, except for
the following differences. Each node having the double gateway blocking flag set
will not repeat discovery packets with distance set to one. Upon termination the
algorithm will delete saved packets and the double gateway blocking flag, but
not the gateway flag.

Algorithm 2. Improved gateway search algorithm with double gateway block-
ing; first iteration algorithm (unmentioned phases see Algorithm 1)
Phase 6: upon receiving reply(0,vH

i ,vM
1 ,vM

2 ):
1. if vM

2 ==null then
2. set double gateway blocking flag

Termination: delete saved packet, but keep gateway flag and double gateway blocking
flag
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Algorithm 3. Improved gateway search algorithm with double gateway block-
ing; second iteration algorithm (unmentioned phases see Algorithm 1)
Phase 3: upon receiving discov(1,[vH

i ,γh],null) from node vM
1 with SNR

γm1:
1. if I am member then
2. if double gateway blocking flag is not set then
3. set backoff timer and upon expiry send discov(2,[vH

i ,γh],[vM
1 ,γm1])

4. else if I am head and my address is not vH
i then

5. see Phase 3 in Algorithm 1 (line 1 to 1)

Termination: delete saved packet and double gateway blocking flag, but keep gateway
flag

4.3 Algorithm Runtime and Memory Requirements

Our proposed algorithms consist of a constant number of phases, where each
phase has a constant execution time. Thus each algorithm itself has a runtime
of O(1). As each node in the network needs to initiate the algorithm once, the
total runtime is O(n) for the whole network, while n is the number of nodes.

During one iteration of one of the algorithms any node needs to store at most
one packet, one address and an SNR value. Further one gateway flag and one
double gateway blocking flag need to be stored longer than one execution. As
concurrent executions of the algorithm are suppressed and as each execution
requires constant memory, the total required memory is constant.

5 Simulation Results

We have run simulations to evaluate our two proposed algorithms and compare
them to simple flooding. For the simulations we chose a scenario where one node
with nodeID 0 is placed in the center and 1000 nodes are distributed uniformly
in a circle around this node. The radius of the circle is varied as parameter and
ranges from 35m to 500m, which results in network densities from 1000 to 5.
The channel parameters for log normal shadowing were chosen as in Section
3. The MAC layer we used is a simple CSMA-MAC, which is part of MiXiM.
As MAC and PHY parameters we chose a bitrate of 256000bit/s, a contention
window of 20 with at most 14 transmission attempts and 1mW transmission
power. The simulation first executes the gateway search algorithm and then
starts a broadcast at node 0. While for simple flooding all nodes are supposed
to forward packets, for our two algorithms, the simple and the double gateway
blocking algorithm, only the cluster heads and the nodes having the gateway
flag set are supposed to forward packets. Those nodes will do a backoff and
retransmit the broadcast packet at most once upon receiving a broadcast packet
for the first time.

Figure 3 shows the flooding rate of all approaches along with the delivery rate.
As we can see in Figure 3a for network densities of about 20 our simple gateway
algorithm already performs at 80% flooding rate and for the network density
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(b) Delivery rate

Fig. 3. Flooding rate and not-delivery rate for broadcast transmission using our clus-
tering algorithm with simple and double gateway blocking (DGW blocking) compared
to simple flooding

going up to 1000 our algorithm can drop the flooding rate down to 10%. Further,
our double gateway blocking algorithm even performs better, as it can decrease
the flooding rate by 10% more to about 70% for network density approximately
20. For increasing network densities the proportional difference increases up to
the network density of about 100 where the double gateway blocking algorithm
can approximately halve the flooding rate of our simple gateway algorithm. As
we can see in Figure 3b, the not-delivery rate for all broadcast approaches drops
below 1% for network densities of 20 and above and thus reaches a high reliability.
Of course, though the schemes have 100% delivery guarantees in theory, in our
simulation delivery below 100% is due to packet losses caused by MAC layer
contention and due to the fact that sparse networks might just be disconnected.

Figure 4 shows the delay, which is the time from the first transmission until
the last retransmission of the broadcast packet. As can be seen, for network
densities above 100 our algorithms performs better than simple flooding. For
network densities of about 1000 our double gateway blocking gateway selection
nearly halves the delay compared to simple flooding. Here, not only the network
density is responsible for the delay gain, but also the network diameter. As we do
not vary the number of nodes as parameter, but the area in which the nodes are
distributed, we get small network diameters for high-density networks and thus
the number of hops that are at least necessary to deliver a broadcast to all nodes
is lower than in low-density networks. Further, it is surprising that the delay is
not dramatically increasing for high-density networks, as one might expect. This
is due to the backoff behavior of our CSMA MAC. If many nodes reside in one
collision domain, i.e. interfere with each other, and want to retransmit a packet
at the same time, then due to backoff and contention nodes may fail to send
multiple times due to busy channel and after 14 unsuccessful attempts they will
give up. Due to that the delay in one collision domain is bounded to 14 back-
off time slots and thus in our scenario flooding is not as bad as one might think in
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Fig. 4. Broadcast delay using our clustering algorithm with simple and double gateway
blocking (DGW blocking) compared to simple flooding

terms of delay. Note that this is also the reason why the flooding rate for simple
flooding in Figure 3a reaches 100%, but decays to < 80% again.

6 Conclusion

To the best of our knowledge, we presented for the first time a clustering ap-
proach that works with a low, constant amount of memory, using a state-of-
the-art MIS clustering algorithm and a novel gateway selection algorithm. The
purpose of the gateway selection algorithm is to determine nodes that are needed
to connect the cluster heads. We then compared the broadcast behavior of sim-
ple network-wide flooding to the flooding of cluster heads and gateway nodes,
determined by our algorithm. We showed that using our algorithm, we can re-
duce the flooding rate to about 10% for network densities ranging up to 1000.
Further, we introduced an optimization to our algorithm, which we call double
gateway blocking and which reduces the number of gateway nodes. We showed
that using this optimization the flooding rate can even get up to 50% better
compared to our original algorithm, while both algorithms require low constant
amount of memory.

References

1. Alzoubi, K.M., Wan, P.J., Frieder, O.: New distributed algorithm for connected
dominating set in wireless ad hoc networks. In: Proc. 35th Annual Hawaii Interna-
tional Conference on HICSS System Sciences, pp. 3849–3855 (2002)

2. Alzoubi, K.M., Wan, P.J., Frieder, O.: Message-optimal connected dominating sets
in mobile ad hoc networks. In: Proceedings of the 3rd ACM International Sympo-
sium on Mobile Ad Hoc Networking & Computing (MobiHoc), Lausanne, Switzer-
land, pp. 157–164 (2002)

3. Baker, D., Ephremides, A.: The architectural organization of a mobile radio net-
work via a distributed algorithm. IEEE Transactions on Communications 29(11),
1694–1701 (1981)



66 R. Funke and H. Frey

4. Baker, D., Ephremides, A., Flynn, J.: The design and simulation of a mobile radio
network with distributed control. IEEE Journal on Selected Areas in Communica-
tions 2(1), 226–237 (1984)

5. Das, B., Bharghavan, V.: Routing in ad-hoc networks using minimum connected
dominating sets. In: Proceedings of the IEEE International Conference on Com-
munications (ICC) (1997)

6. Gerla, M., Tsai, J.T.C.: Multicluster, mobile, multimedia radio network. Journal
of Wireless Networks 1, 255–265 (1995)

7. Jacquet, P., Minet, P., Mühlethaler, P., Rivierre, N.: Increasing reliability in cable
free radio lans: Low level forwarding in hiperlan. Wireless Personal Communica-
tions 4(1), 65–80 (1997)

8. Jiang, M., Li, J., Tay, Y.C.: Cluster based routing protocol (CBRP) functional
specification. Internet Draft (1998)

9. Kozat, U.C., Kondylis, G., Ryu, B., Marina, M.K.: Virtual dynamic backbone for
mobile ad hoc networks. In: Proceedings of the IEEE International Conference on
Communications (ICC), vol. 1, pp. 250–255 (2001)

10. Krishna, P., Chatterjee, M., Vaida, N., Pradhan, D.: A cluster-based approach for
routing in ad-hoc networks. In: Proceedings of the Second USENIX Symposium
on Mobile and Location-Independent Computing, pp. 86–95 (1995)

11. Kwon, T.J., Gerla, M., Varma, V.K., Barton, M., Hsing, T.R.: Efficient flood-
ing with passive clustering-an overhead-free selective forward mechanism for ad
hoc/sensor networks. Proceedings of the IEEE 91(8), 1210–1220 (2003)

12. Lin, C.R., Gerla, M.: A distributed control scheme in multi-hop packet radio net-
works for voice/data traffic support. In: Proceedings of IEEE International Con-
ference on Communications (ICC), pp. 1238–1242 (1995)

13. Ni, S.Y., Tseng, Y.C., Chen, Y.S., Sheu, J.P.: The broadcast storm problem in a
mobile ad hoc network. In: Proceedings of the Fifth Annual ACM/IEEE Interna-
tional Conference on Mobile Computing and Networking, pp. 151–162 (1999)

14. Qayyum, A., Laouiti, A., Viennot, L.: Multipoint relaying for flooding broadcast
messages in mobile wireless networks. In: Proceedings of the Hawaii International
Conference on System Sciences, HICSS-35 (2002)

15. Stojmenovic, I., Seddigh, M., Zunic, J.: Dominating sets and neighbor elimination-
based broadcasting algorithms in wireless networks. IEEE Transactions on Parallel
and Distributed Systems 13(1), 14–25 (2002)

16. Wei, P., Xi-Cheng, L.: On the reduction of broadcast redundancy in mobile ad
hoc networks. In: Proceedings of the First Annual Workshop on Mobile Ad Hoc
Networking and Computing (MobiHoc), Boston, USA, pp. 129–130 (2000)

17. Wu, J., Dai, F., Gao, M., Stojmenovic, I.: On calculating power-aware connected
dominating sets for efficient routing in ad hoc wireless networks. Journal of Com-
munications and Networks 4(1) (2002)

18. Wu, J., Li, H.: Domination and its applications in ad hoc wireless networks with
unidirectional links. In: Proc. International Conference on Parallel Processing, pp.
189–197 (2000)

19. Wu, J., Li, H.: A dominating-set-based routing scheme in ad hoc wireless networks.
Telecommunication Systems Journal 3, 63–84 (2001)



Locally Proactive Routing Protocols

Kahkashan Shaukat and Violet R. Syrotiuk

School of Computing, Informatics & Decision Systems Engineering
Arizona State University, P.O. Box 878809, Tempe, AZ 85287-8809

{kshaukat,syrotiuk}@asu.edu

Abstract. In a proactive routing protocol, each node periodically trans-
mits control packets to distribute its local topology. Since the conditions
of a mobile ad hoc network are rarely uniform, using the same period at
each node may not result in the best performance. Therefore, we propose
a protocol that is locally proactive, i.e., each node periodically transmits
control packets using a time interval based on its local network condi-
tions. Our objective is to simultaneously maximize the packet delivery
ratio and minimize the control overhead. To accomplish it, we develop
statistical models for each response for the OLSR routing protocol as a
function of node speed and two timer intervals. In simulation we show
that the locally proactive OLSR reduces the control overhead by 35-44%
and obtains a packet delivery ratio that is statistically identical to that
of the original OLSR protocol.

1 Introduction

A mobile ad hoc network (MANET) is a self-organizing collection of mobile
wireless nodes without any fixed infrastructure. MANETs are appropriate for
applications such as rescue or emergency operations after a disaster, tactical
missions in a hostile or unknown territory, and extending the range and capacity
of infrastructure based networks such as the Internet.

Routing is a fundamental operation in MANETs; consequently, the problem
is well studied. Two major categories of routing protocols have emerged: reactive
and proactive. A reactive protocol, such as AODV [11] or DSR [4], computes a
route to a destination only when necessary. As a result, the source may experi-
ence a delay in path set-up before data transmission starts. A proactive protocol,
such as OLSR [3] or TBRPF [9], distributes topology information periodically.
Therefore routes to all destinations are always available, but at the price of the
control overhead to keep routes fresh.

It is rarely the case that the conditions are uniform throughout a MANET.
For example, a node’s speed, the density of its neighbourhood, and the number of
flows routed through it, are likely different for each node. For a proactive proto-
col, this suggests that in parts of the network where the conditions are changing
rapidly control information should be distributed more frequently. Conversely,
in parts of the network where the conditions are changing slowly a less frequent
distribution may suffice. Based on these observations, we propose to transmit
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control packets at each node using a periodic time interval based on its local
network conditions – the resulting protocol remains proactive, but it is locally
proactive in the sense that the periodic interval used to distribute topology in-
formation is determined locally at each node rather than a single static interval
used globally.

Clearly, there is a trade-off between reducing control overhead and the suc-
cess of routing data packets. If the interval at which topology information is dis-
tributed is too long, the routes become out-of-date and packets will be dropped.
On the other hand, if the interval is too short, the control overhead is also high,
consuming bandwidth that can otherwise be used to transmit data. Hence our
objective is to both maximize the packet delivery ratio and minimize the control
overhead.

In this paper, we take the proactive OLSR protocol and evaluate making it lo-
cally proactive. In OLSR, each node uses two types of control messages: HELLO
messages to distribute two-hop neighbourhood information, and TC messages
to distribute topology control information. In OLSR, HELLO and TC messages
are transmitted periodically every 2 s and 5 s, respectively. Using designed ex-
periments [7], statistical models are developed for packet delivery ratio (PDR)
and control overhead (CO) as a function of node speed, and the HELLO and TC
intervals. A hybrid optimization technique that leverages information about the
known gradients to constrain the perturbations of an unknown gradient [5] is
used to find solutions for the models. ns-2 simulations are performed to compare
the performance of the locally proactive OLSR protocol to the original OLSR
protocol. Simulations show that the locally proactive OLSR reduces the control
overhead by 35-44% while retaining a packet delivery ratio that is statistically
identical to the original OLSR protocol.

The remainder of this paper is organized as follows. §2 summarizes some tech-
niques from designed experiments used in MANETs as well as reviews previous
work on reducing control overhead in OLSR. §3 describes the methodology fol-
lowed in this paper, while §4 presents the simulation results. Finally, we give
conclusions and propose future work in §5.

2 Related Work

2.1 Designed Experiments in MANETs

The assessment of the behaviour of MANETs is non-trivial, since they are a
collection of nodes with no fixed infrastructure or centralized control. Vadde et
al. [16] use statistical design of experiments (DOE) to analyze the impact of
factors and their interactions on MANET service delivery. They found that the
MAC protocol and its two-way interaction with the routing protocol had the
most significant effect on average delay. Optimizing this interaction decreased
the average delay.

Barrett et al. [1] use analysis of variance (ANOVA) techniques to study the
empirical effect of the interaction between the routing protocol and the MAC
protocol for different mobility models in wireless radio networks. Their analysis
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suggests that different combinations of routing and MAC protocols result in
varying performance.

Totaro et al. [15] demonstrate the main and two-way interaction effects of
network density, node mobility, traffic load, and the MAC protocol on the packet
delivery ratio and end-to-end delay using statistical DOE. They developed first-
order linear regression models to predict these responses in MANETs.

Vadde et al. [17] apply DOE to identify significant timers in the AODV routing
protocol and the number of retries before declaring link failure in the MAC pro-
tocol affecting MANET performance. They use Response Surface Methodology
(RSM) to optimize the values of the significant factors to improve the average
packet delay and the average throughput.

2.2 Reducing Control Overhead in OLSR

OLSR is a link state routing protocol for MANETs. Broadcasts of link state
eventually provide each node with a complete view of the network state [3]. In
an effort to reduce control overhead compared to classical link state protocols,
OLSR uses multi-point relay (MPR) sets and multi-point relay selector (MS)
sets. An MPR set for a node is a subset of its one-hop neighbours that reaches
all its two-hop neighbours. MPRs are selected through the exchange of HELLO
messages that also provide each node a view of its two-hop neighbourhood. MPRs
are also the nodes that forward topology control (TC) messages. TC messages
provide each node in the network with sufficient topology state information to
compute the routing table. An MS set for an MPR consists of the nodes that
have selected it as an MPR.

Several ideas to reduce control overhead in OLSR have been proposed. Ros
and Ruiz [12] develop Clustered OLSR (C-OLSR). Their goal is to reduce control
overhead by partitioning the network into clusters. They restrict the propagation
of TC messages to inside every cluster. The generation and forwarding of inter-
cluster topology information is done by the MPRs at the cluster level. C-OLSR
outperforms the original OLSR protocol in terms of overhead generation and
achievable throughput.

Xue et al. [18] present an optimization approach to reduce overhead by chang-
ing the format of the messages and how they are sent. They change the HELLO
messages to advertise only those links that have changed during the HELLO in-
terval. Rather than all nodes generating TC messages, only the MPRs generate
them to further reduce control overhead. The authors also reduce redundancy on
the transmission of TC messages; for example, they allow only one node to send
a TC message in scenarios where a group of nodes have chosen each other as
MPRs. These modifications decrease the routing overhead by about 17% in high
node density scenarios; the decrease is about 4% at high mobility. The modified
protocol is capable of maintaining the end-to-end delay.

In Hierarchical OLSR (HOLSR) [6], nodes exchange TC messages with a
frequency that depends on the scope, defined as distance in hops between a
pair of nodes. The authors use a “fisheye” technique [10] and capture topology
information with high detail depending upon the hop count. The detail decreases
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as the distance increases. That is, TC messages from nodes that are further
away are received at larger intervals. Routing tables are updated appropriately
to incorporate the change. They measure the performance of the protocol based
on the success rate i.e the transmission ability of the protocol and the end-to-end
delay. HOLSR obtains a 87.32% success rate whereas OLSR only obtains 81%.
The end-to-end delay is reduced to almost half.

Shaukat and Syrotiuk [13] develop Adaptive OLSR (A-OLSR) to monitor the
value of the betweenness centrality measure in the two-hop neighbourhood of a
node in order to decide when to transmit TC messages. Each node calculates its
betweenness and uses Shewart control charts to monitor the value. If the value
is in-control, no action is taken; when out-of-control, a TC message is sent to
reflect a change in the topology. They show a reduction of 26 to 46% in control
overhead with little impact on throughput or delay.

The work in this paper seeks to reduce the control overhead in OLSR while
maximizing the packet delivery ratio.

3 From a Proactive to a Locally Proactive Protocol

In order to propose a locally proactive version of OLSR we need to determine
how to set the HELLO and TC intervals depending on local network conditions.

3.1 Screening Experiments

The goal of the screening experiments is to understand how the node speed,
HELLO interval, and TC interval affect the responses of packet delivery ratio
(PDR) and control overhead (CO) in the OLSR protocol. The PDR is defined
as the ratio of number of packets successfully delivered to a destination to the
number of packets transmitted. The CO is the number of control packets trans-
mitted for successful routing from source to destination. Speed is varied from
biking speed (5 m/s ≈ 11 mi/hr) to motor-vehicle speed (20 m/s ≈ 45 mi/hr).
The HELLO and TC interval are assigned levels such that large intervals do
not make the network inactive, and small intervals do not cause congestion. The
levels of the chosen factors are given in Table 1.

A general factorial design is used where each factor has a fixed number of
levels and experiments are run with all possible combinations. A design consist-
ing k factors with levels l1, l2 . . . lk respectively is a l1 × l2 × . . . × lk factorial
design. Thus, we have a 4× 12× 6 factorial design with 288 design points; each

Table 1. Factors and their different levels

Factor Factor Name Units Levels Values
A Node Speed m /s 4 5, 10, 15, 20
B HELLO interval seconds 12 0.5-6 at increments of 0.5 s

C TC interval seconds 6 0.5, 1, 2.5, 5, 7.5, 10
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Table 2. Simulation parameters

Parameter Value

Simulator ns-2, version 2.34
Simulation duration 500 s

Confidence interval 95%
Simulation area size 500 × 500 m2

Number of nodes 20
Transmission range 250 m

Channel bandwidth 2Mbps

Traffic type Constant bit rate (CBR)
Packet arrival rate 10 pkts/s

Packet size 512 bytes

Mobility model Stationary random waypoint
Node speed 5, 10, 15, and 20 m/s

MAC protocol IEEE 802.11b

design point is replicated ten times. The simulations are carried out in ns-2 [14]
with the duration of each simulation being 500 s. The simulations consist of 20
nodes uniformly distributed in a 500× 500 m2 area. Each node is equipped with
an omni-directional antenna with a transmission range of 250 m. The physical
channel uses the free-space model with a 2 Mbps channel capacity. The steady
state random waypoint model [8] is used to generate the movement patterns; the
pause-time is set to zero for continuous mobility. There is one source destination
pair. The source transmits 512 byte UDP packets at a rate of 10 pkts/s. Table 2
shows these and other simulation parameters.

3.2 Empirical Models

The statistical DOE approach facilitates building empirical models from data
collected from experimentation. An evaluation of the results obtained from the
screening experiments shows that a quadratic model fits the experimental data.
The final models (excluding non-significant terms) for PDR and CO are pre-
sented in Equation (1). The ANOVA analysis is given in Table 3; only significant
factors and interactions are listed. The ANOVA analysis for PDR reveals that
factors A, B, C, A2 and B2 are significant, whereas, the two way interactions
AB, AC, BC, and C2 are not significant. It also shows that A (node speed)
has a very large (57.24%) contribution to PDR; the other factors contribute less
than five percent. The TC interval and HELLO interval have 39.89% and 16.62%
contribution to the CO respectively.

PDR = 97.39 − 1.73A + 2.55B − 0.11C + 0.03A2 − 0.45B2 (1)
CO = 21135.54 + 587.56A− 4876.69B − 3184.34C − 19.94AB

−34.73AC + 36.53BC − 8.49A2 + 541.85B2 + 231.39C2
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Table 3. ANOVA analysis for packet delivery ratio and control overhead (significant
terms only)

(a) Packet delivery ratio
Source Sum of Squares df Mean Square F value p − value Percentage Contribution

P rob > F

A-Speed 1.012E+005 1 1.012E+005 5276.35 < 0.0001 57.24
B − Hello Interval 4683.85 1 4683.85 244.15 < 0.0001 2.65
C − T C Interval 5885.31 1 5885.31 306.78 < 0.0001 3.33
A2 1533.62 1 1533.62 79.94 < 0.0001 0.87
B2 3962.18 1 3962.18 206.53 < 0.0001 2.24
R2 0.6887
Adjusted R2 0.6877

(b) Control overhead
Source Sum of Squares df Mean Square F value p − value Percentage Contribution

Prob > F

A-Speed 1.398E + 009 1 1.398E + 009 314.86 < 0.0001 1.44
B − Hello Interval 1.617E + 010 1 1.617E + 010 3640.43 < 0.0001 16.62
C − T C Interval 3.880E + 010 1 3.880E + 010 8734.91 < 0.0001 39.89
AB 1.066E + 008 1 1.066E + 008 24.00 < 0.0001 0.11
AC 1.297E + 009 1 1.297E + 009 292.04 < 0.0001 1.33
BC 1.369E + 008 1 1.369E + 008 30.81 < 0.0001 0.14
A2 1.297E + 008 1 1.297E + 008 29.21 < 0.0001 0.13
B2 5.878E + 009 1 5.878E + 009 1323.42 < 0.0001 6.04
C2 1.183E + 010 1 1.183E + 010 2663.72 < 0.0001 12.16
R2 0.8689
Adjusted R2 0.8685

3.3 Multi-objective Optimization

The response surface and contours graphs for PDR and CO are presented in
Figure 1. The response surfaces for PDR with respect to node speed and HELLO
interval in Figure 1(a) shows that the stationary point, i.e., the point at which the
PDR is highest, is a saddle-point. The response surface for PDR with respect
to HELLO interval and TC interval in Figure 1(b) shows a maximum as the
stationary point. The response surfaces for CO with respect to node speed and
HELLO interval and HELLO interval and TC interval as shown in Figures 1(c)
and (d) respectively, both show the stationary points as minima. Optimization
of a response is generally obtained using a gradient approach such as steepest
ascent (descent). In this case, the surfaces can be approximated as second order
polynomials. While steepest ascent (descent) finds a solution, it may take a long
time to do so. We use SP (SA)2 [5], a hybrid technique that allows simultaneous
perturbation of responses for which gradients are unavailable within a search
region. It works well when statistical models exist for some responses but are
unavailable for others. Here, the search region almost certainly contains the
gradient path of steepest ascent (descent) for modelled responses. In this case,
the modelled responses are PDR and CO, while the unmodelled response is
packet loss ratio. This method finds the solutions in fewer steps as compared to
the steepest ascent (descent) method.

For each speed, the PDR and CO models are used to find the optimized
values of the HELLO and TC intervals by using SP (SA)2. Table 4 tabulates
these optimized values for different node speeds. Each node in a locally proactive
OLSR protocol measures its node speed rounded to the nearest integer value, and
uses it to index this table to obtain the HELLO and TC intervals. The HELLO
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(a) Effect of node speed and HELLO in-
terval on packet delivery ratio

(b) Effect of HELLO and TC intervals
on packet delivery ratio

(c) Effect of node speed and HELLO in-
terval on control overhead

(d) Effect of HELLO and TC intervals
on control overhead

Fig. 1. Response surfaces and contours for packet delivery ratio and control packets

Table 4. Optimized HELLO and TC intervals for a given node speed

Node Speed HELLO Interval TC Interval

2m/s 3.19 s 5.29 s

5m/s 3.42 s 5.67 s

10 m/s 3.69 s 6.55 s

15 m/s 4.62 s 6.59 s

20 m/s 3.56 s 6.55 s

and TC timers are set to expire at the end of the respective time intervals. When
a timer expires, the node checks its speed once again and chooses the appropriate
interval from Table 4.
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4 Evaluation of Locally Proactive OLSR

Simulations using the ns-2 network simulator [14] with extensions for wireless
mobility [2] are performed to observe the locally proactive OLSR protocol com-
pared to the original OLSR. The simulation parameters used are the same as
shown in Table 2. In addition to the speeds considered in the original design, we
added the node speed 2 m/s to see how the protocol performs outside the design
space. A higher packet arrival rate is added (100 pkts/s) and a second data flow
is introduced to find out how the protocols behave under higher load. Control
overhead, control overhead per data packet, packet delivery ratio, and average
end-to-end delay are measured. End-to-end delay is the time taken for a packet
to be transmitted from the source of the flow to the destination of the flow.
The average of end-to-end delay for all the data packets successfully received is
used here.

4.1 Simulation Results

Figure 2(a) plots the control overhead transmitted during the simulation for
speeds 2, 5, 10, 15 and 20 m/s with packet arrival rate of 10 pkts/s for one data
flow. The results show an enormous improvement in the control overhead be-
ing transmitted. The locally proactive protocol reduces the control overhead by
35% for speed 2 m/s which reduces further to 56% for 15 m/s and then a 44%
reduction is observed when the speed increases to 20 m/s. Increasing data flows
or packet arrival rate has a slight effect on transmitted control bytes. The plots
look similar and are therefore not included here.

Figure 2(b) shows the control overhead incurred to transmit a data packet
successfully as a function of node speed. At a speed of 2 m/s, control overhead
per data packet transmitted by OLSR is 1.62 packets and by the locally proactive
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Fig. 2. Control overhead and control overhead per data packet transmitted for one
data flow with packet arrival rate 10 pkts/s
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(b) TC overhead

Fig. 3. HELLO and TC overhead transmitted for one data flow with packet arrival
rate 10 pkts/s

protocol is 1.1 packets, 32.07% fewer in the locally proactive protocol. When
speed increases to 20 m/s, the control overhead per data packet transmitted
by OLSR increases to 2.2 packets; the locally proactive OLSR only sends 1.31
packets as control overhead, a reduction of 40.56%. Furthermore, the locally
proactive OLSR shows a saving of 51.24% on the control overhead sent at speed
15 m/s.

Figure 3 shows the plots of the two different kinds of control messages in
OLSR, the HELLO and TC messages. At 2 m/s, the locally proactive OLSR
protocol sends 40.59% less control overhead in terms of HELLO messages com-
pared to OLSR. With an increase in speed the savings increase to almost 60%
for 15 m/s and are 47.53% for 20 m/s. The savings in TC messages are smaller.
There is a 7.38% and 31.11% saving in control overhead of TC messages for
speeds 2 m/s and 20 m/s, respectively. The reduction in TC messages reach
36.25% at 15 m/s speed. The locally proactive protocol seems to be best tuned
for this speed. This data set is representative of all the collected data; other sets
are not presented here.

Figures 4(a) and (b) show the packet delivery ratio for one flow when the
packet arrival rate is changed from 10 pkts/s to 100 pkts/s while Figures 4(c)
and (d) plot the packet delivery ratio for two flows. With one flow, using 10 pkts/s
arrival rate, the packet delivery ratio for OLSR drops down from 96.2% to 79% as
the speed is increased from 2 m/s to 20 m/s. When the locally proactive OLSR
protocol is used, the packet delivery ratio improves slightly; the values are 96.7%
and 77.7%, respectively. When the packet arrival rate is increased to 100 pkts/s,
the packet delivery ratio for OLSR falls to 87.1% for 2 m/s and 72% for 20 m/s.
The locally proactive protocol obtains a better packet delivery ratio; the values
are 93% and 74% for 2 m/s and 20 m/s.
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(c) Arrival rate 10 pkts/s, two data flows
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(d) Arrival rate 100 pkts/s two data flows

Fig. 4. Packet delivery ratio with one and two flows and packet arrival rate 10 and
100 pkts/s

Increasing the number of flows slightly increases the packet delivery ratio for
the locally proactive protocol when the packet arrival rate is 10 pkts/s as shown
in Figures 4(c) and (d). The default OLSR protocol shows a higher packet deliv-
ery ratio. In case of OLSR it is 97% and 81% for 2 m/s and 20 m/s, respectively.
The locally proactive protocol achieves 97.1% at 2 m/s. When the node speed
is increased to 20 m/s, the packet delivery ratio drops to 79%. Further increases
in the packet arrival rate reduces the packet delivery ratio. Observations reveal
that packet delivery ratio drops to 68% and 66% respectively for OLSR and the
locally proactive OLSR at a speed of 2 m/s and arrival rate of 100 pkts/s. An
increase in speed reduces the packet delivery ratio; it reaches 59%, and 56% re-
spectively for the two protocols at 20 m/s. The reduction in the packet delivery
ratio can be attributed to increased contention for the transmission medium as
the packet arrival rate increases.
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(b) Two data flows

Fig. 5. Average end-to-end delay for one and two data flows with packet arrival rate
10 pkts/s

Since there is a drop in the packet delivery ratio, it is important to know if
the decrease is statistically significant. F-tests and t-tests were performed on the
mean values of the original and locally proactive OLSR protocols to determine
the statistical significance of the drops. As a first step, F-test results were ob-
served to determine the variance in the two data sets. They were found to have
the same variance as P (F ≤ f) values were larger than 0.05. The next step
was to perform t-tests on the means for equal variance. The t-tests show that
P (T ≤ t) values were greater than 0.05 and indicate statistical insignificance in
most cases. Exceptions were observed when the packet arrival rate was increased
to 80 pkts/s and 100 pkts/s with two data flows; packet loss rates are higher in
these cases.

Figures 5(a) and (b) plot the average end-to-end delay for one and two data
flows with packet arrival rate 10 pkts/s. At 2 m/s, OLSR incurs a delay of 8.42 ms
while the locally proactive protocol has a delay of 8.45 ms. When the speed in-
creases to 20 m/s the delay for each protocol decreases to 7.34 and 8.06 ms
respectively. The locally proactive protocol has higher delay by 10%. The de-
crease in the average end-to-end delay can be attributed to the fact that the
data packets that are successfully routed to the destination are done so very
fast. When we increase the number of data flows, OLSR and the locally proac-
tive protocol have a delay of 8.18 and 8.19 ms respectively at 2 m/s. For 20 m/s
the protocols show a delay of 9.98 and 8.5 ms; there is a 24.81% reduction in
delay.

4.2 Results for Variable Speed Scenarios

We now provide results when the simulations were run with variable speeds
during the simulation period. Four such scenarios were generated each with ten
different seeds. For brevity, only the results for one scenario are presented as the
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Fig. 6. Variable speed scenarios showing control overhead, TC overhead, packet deliv-
ery ratio and average end-to-end delay

others are similar. In this scenario the nodes start moving with an average speed
of 2 m/s which is then changed to 5 m/s after 83.33 s. The nodes change their
speeds every 83.33 s by following the sequence of average speed 10, 15, 20, and
2 m/s respectively. Thus, total duration of the simulation is 500 s (83.33 × 6).

Figure 6 summarizes the observed results. Here, the observations 1 and 2
represent scenarios with packet arrival rate 10 pkts/s for one and two data flows.
Observations 3 and 4 represent the same scenarios with a packet arrival rate
of 100 pkts/s. These results confirm the results presented earlier: a 40% drop
in control overhead is observed by the locally proactive protocol. The packet
delivery ratio of the locally proactive protocol follows that of OLSR closely.
Once again the means is statistically identical. The average end-to-end delay of
the locally proactive protocol is within 1% of the original OLSR protocol. The
locally proactive protocol exhibits stable behaviour.
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5 Conclusions and Future Work

The main goal of this work was to develop a locally proactive OLSR protocol,
i.e., one in which each node periodically transmits control packets using a time
interval based on its local network conditions. The objective was to optimize
the timer intervals to jointly maximize the packet delivery ratio and minimize
the control overhead. Using this approach, the control overhead is reduced by
35-44 % (up to 56% in some cases). In most cases the decrease in the packet
delivery ratio is statistically insignificant. There is a slight increase in average
end-to-end delay.

While the DOE experiments were performed for node speeds of 5, 10, 15 and
20 m/s, the results include simulations run at 2 m/s speed to find out how the
protocol extrapolates scales for lower speeds. Observing the extrapolative be-
haviour of the locally proactive protocol at the other end of the spectrum, i.e,
higher speed will be interesting.

The factors considered for DOE were node speed, and the HELLO and TC
intervals. Since, there is a 35-44% decrease in the number of control bytes trans-
mitted in the locally proactive protocol, one can expect that the freed bandwidth
can be used to route more data packets and achieve a higher packet delivery ra-
tio. Though the drop in the packet delivery ratio is statistically insignificant, a
question arises as to whether there are other factors playing key roles in protocol
performance. More investigation is required in this area to figure out what other
factors may significantly affect packet delivery ratio.

Since the empirical models returned by DOE are quadratic, it would be inter-
esting to find out how a central composite experimental design [7] fits the data
rather than a general full factorial experimental design.

The results for the variable scenarios are stable and closely follow the original
protocol in packet delivery ratio and average end-to-end delay. It would be inter-
esting to observe how the locally proactive protocol behaves in scenarios where
the speeds vary more widely. As well incorporating delay as an objective will be
interesting.
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Abstract. Random walks in wireless sensor networks can serve as fully
local, very simple strategies for sink motion that significantly reduce
energy dissipation a lot but increase the latency of data collection. To
achieve satisfactory energy-latency trade-offs the sink walks can be made
adaptive, depending on network parameters such as density and/or his-
tory of past visits in each network region; but this increases the mem-
ory requirements. Towards better balances of memory/performance, we
propose three new random walks: the Random Walk with Inertia, the
Explore-and-Go Random Walk and the Curly Random Walk; we also
introduce a new metric (Proximity Variation) that captures the different
way each walk gets close to the network nodes over time. We imple-
ment the new walks and experimentally compare them to known ones.
The simulation findings demonstrate that the new walks’ performance
(cover time) gets close to the one of the (much stronger) biased walk
with memory, while in some other respects (partial cover time, proxim-
ity variation) they even outperform it. We note that the proposed walks
have been fine-tuned in the light of experimental findings.

Keywords: random walks, wireless sensor networks, data collection.

1 Introduction, Related Work and Contribution

Wireless Sensor Networks are visioned as large ad-hoc collections of very small
autonomous devices, that can sense environmental conditions in their immedi-
ate surroundings while having limited processing and communication capabilities
and energy reserves. This type of Wireless Networks are ideal for Smart/Green
Building Management Systems as they provide rigorous monitoring and auto-
mated solutions with no special requirements in infrastructure. This way, they
help save great amounts of energy (automated light, air-conditioning control,
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etc) and material (since no wires are needed). The sink mobility strategy we
propose can in fact abstract sensor data collection by entities (e.g. humans car-
rying mobile phones) moving in the building.

The collected sensory data is usually disseminated to a static control center
(called data sink) in the network, using node to node multi-hop data propaga-
tion. Such settings have increased implementation complexity and sensor devices
consume significant amounts of energy, since a distributed routing protocol for
disseminating data towards the sink is executed in each sensor node. Further-
more, in the area around the control center, nodes need to heavily relay the
data from the entire network, thus a hotspot of increased energy consumption
emerges and failures due to strained energy resources of these nodes leads to a
disconnected and dysfunctional network (see e.g. [1]).

Towards a more balanced and energy efficient method of data collection sink
mobility can be used. The main idea is that the sink has significant and easily
replenishable energy reserves and can move inside the region the sensor network
is deployed, each time being in close proximity to a (usually small) subset of the
sensor devices.

This data collection paradigm has many attractive properties. A mobile agent
that moves closer to the nodes can help conserve energy since data is passively
transmitted to the sink. Connectivity of the network is not required, thus sparse
networks can be better handled, and additionally, fewer sensor devices may be
deployed, to reduce the operational cost of the network.

However, many apparent difficulties arise as well since traversing the network
area in a timely and efficient way is critical. Failure to visit some areas of the
network will result in data loss, while infrequently visiting some regions will
introduce high delivery delays.

There are many different approaches when considering the mobility pattern
that the mobile sink should follow. A very attractive one is the random move-
ment. Random walks can serve as local, very simple strategies for sink motion,
that reduce energy dissipation a lot but increase latency. Different random mobil-
ity methods define various degrees of freedom of the movement such as allowing
only predefined locations or moving only in certain directions (i.e. north, south
etc). Also, different patterns assume different levels of locality, network informa-
tion and memory.

To achieve satisfactory energy-latency trade-offs the sink walks can be made
adaptive, depending on network parameters such as density and/or history of
past visits in each network region, but this requires additional memory.
Related Work. Random Walks have been extensively studied in the past decades
in the context of several disciplines. However, despite their numerous applications
in ad hoc and overlay networks, not much research has been done on how they
can be particularly applied in sensor networks with mobile entities, in a way
that addresses the peculiarities of such networks (such as severe computing and
communication constraints, the small memory and constrained battery, as well
as the time-criticality of important applications).
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A comparison of different random walk strategies for ad hoc networks is per-
formed in [2]. The authors investigate the effectiveness of each strategy in terms
of the expected hop count and the occurrence of deadlocks. In our work, we
propose three new random walk strategies and compare them with four known
ones. We study the performance of the strategies in terms of cover time, partial
cover time and proximity variation, a new metric that we introduce here.

In [3] the authors study the problem of data collection in a sensor network
using a mobile sink. Towards improved latency, they propose a biased, adaptive
sink mobility scheme. The sink moves probabilistically, following a biased random
walk that favours less visited areas in order to cover the network area faster, while
it adaptively stops more time in network regions that tend to produce more data.
Our proposed random walk strategies instead use only the information of their
previous position in order to decide their next move, in contrast to [3] which
assumes memory of O(n), where n is the number of nodes of the graph. However,
despite the very small memory that we here use, we succeed to cover the network
much faster than a simple random walk and in some respect (partial cover time,
proximity variation) we even outperform the powerful biased walk of [3].

In [4] the problem of data gathering in a large-scale wireless sensor network
with static nodes and a mobile patrol node is formulated as a classical random
walk on a random geometric graph. The authors derive analytical bounds for the
performance of the random walk in terms of node coverage. In order to improve
this performance they propose an algorithm to constrain the random walk using
the available side information, such as the awareness of previously visited sites.
We also use some information (just the information of the previous position) in
order to speed up the network traversal and our new walks are different.

In [5] authors investigate the theoretical aspects of the uneven energy deple-
tion phenomenon around a sink, and address the problem of energy-efficient data
gathering by mobile sinks. Authors also present a taxonomy and a comprehensive
survey of state of the art on the topic.

Random walks have also been used to model different types of interactions
in mobile computing scenaria, such as in [6,7] and to analyse communication in
mobile computing, e.g. in [8,9] the authors propose protocols which exploit the
coordinated, random motion of a small part of the network; they also propose
a methodology for the analysis of the expected behaviour of protocols for such
networks, based on the assumption that mobile hosts (whose motion is not guided
by the protocol) conduct concurrent random walks in their motion space. In
contrast our walks are not blind but instead adapt to the progress of the data
collection process.

In [10] authors investigate the Random Waypoint Model, which is widely used
in the simulation studies of mobile ad hoc networks and show that it fails to
provide a steady state in that the average nodal speed consistently decreases
over time; therefore it should not be directly used for simulation. They also
propose a simple fix of the problem and discuss a few alternatives.
Our Contribution. In this paper we first investigate further four already known
walks particularly suitable for data collection in wireless sensor networks, where
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sensors are static: the Blind Random Walk, the Random Walk with Memory
One, the Random Walk with Memory Two and the Biased Random Walk. In all
cases we abstract the network region by a lattice (grid) graph. The first walk
is the simplest possible method a mobile sink can adopt in order to perform
data collection, and as such it has minimum requirements in terms of memory,
since each step is independent of the previous ones; however latency can become
very high. The Random Walks with Memory One and Memory Two improve the
performance of the simple random walk using memory, i.e. the sink remembers
its previous and its two previous positions, respectively. The Biased Walk, in
contrast, assumes that the sink has memory of size O(n), where n is the number
of vertices of the lattice abstracting the network. Based on the history of visits,
the sink tries to adapt its trajectory in order to collect sensory data quickly and
efficiently by avoiding already visited vertices. Somehow the Blind Random Walk
and the Biased Random Walk represent extremes in the spectrum of possible
configurations of memory requirements and achieved performance.

Towards improved trade-offs, we propose three new walks that require a small
memory of constant size. The first one is the Random Walk with Inertia where
the sink tends to keep the same direction as long as it discovers new nodes, while
changing direction when it encounters already visited ones. Although it may
appear to have a similar behaviour to the random waypoint model, however they
radically differ in the rationale. While the random waypoint model arbitrarily
chooses a random point in the network area as the next destination, the Random
Walk with Inertia makes this decision based solely on local criteria and not in an
arbitrary way. The second one is the Explore-and-Go Random Walk, where as
long as there are undiscovered nodes on the nearby sub-regions of the network
it tends to make a Brownian-like motion until all this area is covered. When no
new sensors are discovered, it performs a more or less straight-line walk in order
to move to a different, possibly unvisited area. The last one is the Curly Random
Walk where the sink traverses the network area beginning from the center and
expanding its traversal to the entire network area with consecutive circular-
like moves. We show, through experimental evaluation, that these three walks
improve significantly the total number of hops needed to collect the sensory data
compared to the Blind Random Walk, while remainning light-weight in terms
of memory needs and computational complexity. In fact, the performance (cover
time) of the new walks get close to the one of the (stronger) biased walk, and
even outperform it in some respects (i.e. partial cover time, proximity variation).
Finally, we introduce a new metric for the performance evaluation (proximity
variation) that captures how close each walk gets to the network nodes over
time.

2 The Network Model

Sensor networks are comprised of a vast number of ultra-small homogeneous sen-
sor devices (which we also refer to as sensors). Each sensor is a fully-autonomous
computing and communication device, characterized mainly by its available
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power supply (battery), the energy cost of data transmission and the (limited)
processing and memory capabilities. Sensors (in our model here) do not move.
The positions of sensor nodes within the network area are random and in the
general case follow a uniform distribution. We focus on data collection methods,
so we assume that initially all sensors have sensory data to deliver to the sink.
We also assume that no data is generated during the network traversal. This
way, a cell is called “visited” when the sensors it contains have no data to send
to the sink.

Sensor devices are equipped with hardware monitors that measure environ-
mental conditions of interest, including light, pressure, humidity, temperature
etc. Each device has a broadcast (digital radio) beacon mode of fixed transmis-
sion range R, and is powered by a battery. Also a sensor is equipped with a
general purpose storage memory (e.g.FLASH) of size C.

There is a special node within the network region, which we call the sink S,
that represents a control center where data should be collected. Here, we assume
that the sink is mobile. The sink is not resource constrained i.e. it is assumed to
be powerful in terms of computing, memory and energy supplies.

The network area A is a flat square region of size D×D. During the network
initialization, a graph formation phase is executed by the sink. The network area
is partitioned in j × j equal square regions, called cells. The center of each cell
is considered as a vertex in a graph that is connected with undirectional edges
only to the four vertices corresponding to adjacent cells. Thus, a virtual lattice
graph Go = G(V, E) is created which is overlayed over the network area. We
set j = �D/

√
2R, thus when the sink is located at the center of a cell, it can

communicate with every sensor node within the cell area. By reducing the walk
to an overlay graph we can perform some optimizations more easily; also, our
mobility schemes can be deployed in areas of arbitrary topologies as long as we
can abstract them by an overlay graph.

3 The Sink Mobility Random Walk Protocols

In this section we describe in detail the four sink mobility protocols that we
experimentally evaluate.

3.1 Known Random Walks

Blind Random Walk. The Blind Random Walk on a grid is the simplest of
all possible mobility patterns, since the next move of the sink is stochastically
independent to the previous one: the sink selects its next position with the same
probability for each one of the four coordinate directions. If the mobile element is
currently on vertex u of degree degu, then the probability of moving to vertex v

p(f)v =
1

degu

This method is very robust, since it probabilistically guarantees that eventually
all the cells of the network will be visited and thus data will be collected even
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from disconnected areas of few/faulty sensors or obstacle presence. However,
in some network structures it may become inefficient, mostly with respect to
latency, since the sink uses no memory of the past movements in order to select
the next one and thus overlaps (i.e. visits to already visited vertices) occur.

Random Walk with Memory. The performance of the Blind Random Walk
can be improved using some memory of past visits. The sink maintains a first-
in-first-out (FIFO) list M which contains the last K cells visited during the
random walk, i.e M = {c1, c2, ..., cK}. The next hop is chosen uniformly among
the neighbours of the cell that are not in the memory list M.

The use of memory eliminates loops in random walks, but it may also lead to
a deadlock. Without memory, i.e. K = 0, the random walks become blind and
can have loops but no deadlocks. For complete memory, the random walks can
only have deadlocks and no loops. When the size of M is 0 ≤ K ≤ n − 1, the
random walks can have both loops and deadlocks.

In this paper, we evaluate the performance of two random walks that use
memory of size K = 1 and K = 2 respectively. Furthermore, we examined the
performance of a random walk that uses memory of size K = 3 and verified that
in the case of a grid topology network the walk results very often to a deadlock,
since each cell has degree of four neighbours.

Biased Random Walk. In this walk, the sink associates a counter cu for every
vertex u; initially cu = 0 ∀u ∈ V . When the mobile sink visits cell u it increases
the associated counter cu by 1. Thus, the frequency of visits of each area can
be estimated and maintained by the sink. The selection of the next area to visit
is done in a biased random manner depending on this variable. If the mobile
element is currently in cell u of degree degu, then we define

cneigh(u) =
∑

v

cv

for all v : (u, v) ∈ E, i.e. cneigh(u) is the total number of past visits in u’s
neighbourhood. Then the probability p(f)v of visiting an adjacent region v is
taken as

p(f)v =
1 − cv/cneigh(u)

degu − 1

when cneigh 
= 0. When cneigh = 0 we have p(f)v = 1/degu. Thus, less frequently
visited regions are favoured when the sink is located at a nearby region.

So, with the use of the entire history of visits in each cell, the trajectory of the
sink is improved and the time needed for traversing the whole network reduces,
since overlaps are probabilistically discouraged. However, this walk requires a
memory of size O(n), where n is the number of cells.

3.2 Our New Random Walks

Random Walk with Inertia. In the heuristic Random Walk with Inertia the
sink assigns a probability to each one of the four directions, North, South, East
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and West. At the beginning the probability distribution is uniform, i.e. the sink
has the same probability to move towards any of the four directions. Afterwards,
the probability distribution on each step of the walk changes adaptively to the
nodes’ discovery following the principle of reinforcing the direction where newly
discovered sensors were found and weakening the direction where already visited
sensors have been located. For instance, if the sink discovers new sensors after
having gone West, then the probability of choosing the same direction for the
next step is increased by δ, while the rest probabilities are reduced by δ

3 each,
as long as they remain non negative. δ is a constant probability; its specific
value is optimized in light of the detailed experimental findings. We considered
several δ ∈ [0.1, 0.5] and for each one compared the experimental results. The
best performance resulted when δ = 0.2 The reverse process of weakening the
previously chosen direction and reinforcing the other three is followed when the
sink reaches a cell that has already been visited. To summarize, the probabil-
ity of following the same direction (pc: current direction probability) at time t is:

pt+1
c =

{ pt
c + δ , if new nodes discovered

pt
c − δ , if no new nodes discovered

while each one of the probabilities towards the rest three directions (pr: rest
direction probabilities) are:

pt+1
r =

{ pt
r − δ

3 , if new nodes discovered

pt
r + δ

3 , if no new nodes discovered

Already visited cells are distinguished from newly discovered ones by simply
checking if the sensors of the cell have data to send or not, i.e. we first visit and
then check if visited or not (this is in contrast to the Biased Random Walk that
assumes knowledge of the visit history).

We note that this walk has light-weight requirements. It assumes zero knowl-
edge of the network and is relatively simple with low computational complexity.
Furthermore, it requires a small, constant sized memory since the next step of
the walk depends solely on the previous one. The sink tends to keep the same
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Fig. 1. An example of network traversal following Random Walk with Inertia in a
50 × 50 network area (snapshots after: 500, 1000 and 2 ∗ 104 hops)
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direction as long as it discovers new nodes, while it changes its direction when
it encounters already visited ones. This way, the sink makes long paths and tra-
verses many different sub-regions of the network area very quickly, thus avoiding
early overlaps. However, after most of the network area has been covered, there
exist small unvisited sub-regions that are hard to find (see fig.1). At this mature
stage of the network traversal, the motion of the sink tends to be very similar
to the Blind Random Walk, since already visited cells lie very probably, towards
every direction lie already visited cells. The fact that many different sub-regions
are visited very soon makes this walk suitable for time critical applications, such
as reactive event detection.

Explore-and-Go Random Walk. In this heuristic walk the movement of the
sink consists in two types of motion: a) moving on a straight line and b) arbi-
trarily changing direction. The sink on each step chooses to follow one of these
two motions, based on a bias factor β. For example if the bias factor is β = 0.9,
then with 90% probability the sink will move towards the same direction, during
the next step, while with 10% probability it will arbitrarily change its direction.
There are two different values that are assigned to the bias factor during the
walk, a low one and a high one. For as long as the sink keeps discovering new
nodes, the bias factor β is assigned the low value. On the contrary, when the
sink reaches an area that has already been visited, the bias factor is assigned the
high one. Intuitively, this means that as long as there are undiscovered nodes
on the nearby sub-regions of the network, the sink tends to make a Brownian-
like motion, by frequently changing its direction in an arbitrary way, until all
this area is covered. When no new sensors are discovered, it tends to perform a
straight-line walk in order to reach a different and possibly unvisited area. The
specific values of factor β were optimized in light of the detailed experimental
findings, during the algorithm engineering phase. The values that give the best
results are as following (Fmotion gives the next mobility pattern chosen):

Fmotion =

{ move straight, with probability β

change direction, with probability 1 − β

where, β =

{ 0.1 , when new nodes were discovered

0.9 , when no new nodes were discovered

We note, that this walk has light-weight requirements, as well. It also assumes
zero knowledge of the network area and is relatively simple, with low computa-
tional complexity. Finally, it requires a small, constant sized memory as the next
step of the walk depends only on the current position of the sink. Following this
walk allows the sink to systematically cover the network area and therefore greatly
reduces overlaps by avoiding to leave small unvisited sub-regions that are difficult
to find during the final phases of the network traversal, when most of the network
area is covered (see fig. 2). On the other hand there are sub-regions that take too
long for the sink to visit. Therefore, this walk is suitable for delay-tolerant appli-
cations and scenaria, which however, may require consistent data.
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Fig. 2. An example of network traversal following Explore-and-Go Random Walk in a
50 × 50 network area. (snapshots after 500, 104 and 2 ∗ 104 hops.)

Curly Random Walk. The main concept behind this walk is to start by visiting
a confined sub-region at the centre of the network and gradually allowing the sink
to perform a motion of higher degree of freedom, thus eventually covering the
entire network area. We try to achieve this by initially having the sink perform
frequent narrow left turns which gradually get wider. This way the central sub-
regions of the network are first visited and the rest areas, that lie towards the
boundaries of the network, are consecutively visited.

The aforementioned type of motion can be modelled as a series of successive
straight and left-turn moves. Let S denote a straight move towards the same
direction as the last move and L denote a left turn. A series with the desired
properties, that is to initially perform narrow left turns which gradually get
wider, could be of the following form:

SLSSLSSSLSSSSL...

The probability distribution of left turns in this series is the geometric dis-
tribution, with probability mass function of i straight moves followed by 1 left
turn is P i = (1 − pL)ipL, where pL denotes the probability of a left turn and i
the number of successive straight moves before the next left turn. We call these
i straight moves plus the next left turn, phasei.

Note, that during phasei,

pi
L =

1
i + 1

where pi
L is the probability of a left turn. This is chosen so, towards an i+1

expected number of trials until the first left turn.
However, since each move is stochastically independent of all previous moves,

the geometric distribution does not guarantee that the desired sequence of moves
will be generated. For instance, sequence SSL has the same probability to occur
as sequences SLS and LSS. In order to maximize the likelihood of the desired
sequence to occur but also to minimize the gaps among visited nodes in each
network sub-region, we allow the sink to remain in phasei for a certain amount
of time. Through experimental fine tuning we identify the best possible choice
in the particular setting and allow the sink not to shift to the next phase, until
30 left turns have occurred.
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Fig. 3. An example of network traversal following Curly Random Walk in a 50 × 50
network area. (snapshots after 500, 2 ∗ 103 and 2 ∗ 104 hops.)

We call this walk Curly Random Walk because of the fact that it converges
to a walk consisting of straight lines with curls, due to successive left turns. It
requires very small memory as the only information the sink remembers is the
number of left turns it has taken. No information about where or when these
turns happened is kept. Here we have to note that the sink can present similar
behaviour by increasing i at regular time intervals, which can a priori be decided
(i.e. each phasei lasts for 5 minutes).

4 Performance Evaluation

4.1 Metrics

We measure three metrics that depict the performance of the protocols, cover
time, partial cover time and a new metric called proximity variation. The first
one corresponds to the total number of hops (time) needed to cover the whole
network area. This metric is similar to latency, a classic metric used in the
evaluation of sensor and ad-hoc networks protocols, as it captures the time the
sink needs to collect the sensory data from the entire network. Partial cover time
is the number of hops needed to cover a specific percentage of the entire network
area (usually 90% - 95%). This metric is of great interest as the majority of
overlaps occur while the sink tries to locate the last few unvisited sub-regions that
are scattered in the network area; however, in most sensor network applications
it is sufficient to collect a vast percentage of the total sensory data, so this metric
is relevant and informative.

We also introduce a new metric, the mean value (over all cells) of the smallest
distance from the sink for all the cells. More strictly, let dist(x) be the function
that returns the distance of cell x from the sink. Then our metric Proximity
Variation (PV ), equals:

PV =
∑n

i=1 min(dist(i))
n

.

where n is the total number of cells and minimum of dist(i) is taken over time.
We now explain the rationale behind our new metric. As forementioned, there

lies a different intuition behind each walk on how the network area is traversed,
regardless of the total number of hops needed. For example, while the Walk with
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Inertia tends to create long straight lines by keeping the same direction as long
as it discovers new nodes, the Explore-and-Go Random Walk tries to minimize
the gaps of unvisited cells among visited areas by making a Brownian-like motion
and systematically visiting neighboring sub-regions. The newly proposed metric
captures this difference in their behaviour. As the Walk with Inertia traverses
many different sub-regions early in the network traversal process, the sum of the
smaller distance each cell has had from the sink decreases significantly faster
compared to the Explore-and-Go Random Walk.

In a real network this corresponds to the way of covering the network area.
If the PV metric converges to zero quickly, this means that the sink gets close
to all sensors quite soon and data collection progresses fast; this is especially
relevant in case when the role of sensors is not completely passive but includes
some limited multihop propagation of data to accelerate data propagation at a
reasonable energy cost. On the contrary, when the PV converges slowly to zero,
it means that the network traversal is performed in a way that some areas may
stay unvisited for long time.

4.2 Simulation Set Up

We used Matlab R2008b as our simulation environment. We evaluate the walks
for two network dimensions, 25 × 25 and 50 × 50 square cells. We also select a
random uniform distribution of the sensors over the network area. The width of
each cell corresponds to one length unit. For the partial cover time metric, we set
the percentage of the network to be covered to 95%. For each network dimension
we conduct 2500 iterations and compute the mean values for each metric, as
well as the 90% confidence intervals of the findings. In the figures below, the top
ends of the bars indicate observation means and the line segments represent the
confidence intervals surrounding them. One can observe that our measurements
proved statistically smooth in the sense that there is high concentration around
the mean values.

4.3 Findings

The performance of the walks in terms of cover time, for two different network
sizes, is depicted in fig. 4. As shown in the figure, the Blind Random Walk has
the worst performance among the seven mobility strategies. Using memory of
size one or two, improves the performance a lot, as we can see in the figure. The
Random Walk with Inertia and the Explore-and-Go Random Walk perform sig-
nificantly better than the Blind Random Walk and their behaviour is comparable
with the Random Walks with Memory One and Two. In fact, the Random Walk
with Inertia is 45% better than the Blind Random Walk, while the Explore-and-
Go Random Walk is 20% better than the Blind Random Walk for the 25×25
grid (fig. 4a) and 40% better for the 50×50 grid (fig. 4b). Furthermore, one can
see that the Curly Random Walk’s performance is even better than the other
two proposed mobility strategies. Especially in the case of the 50 × 50 network
(fig. 4b) it even outperforms the Biased Random Walk which is expected to
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Fig. 4. Cover Time (Number of Hops) for (a) 25×25 Grid (b) 50×50 Grid
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Fig. 5. Partial Cover Time (Number of Hops) for (a) 25×25 Grid (b) 50×50 Grid

have the best performance, since it optimizes its trajectory by remembering the
whole history of visits in each cell. Furthermore, the performance of the Random
Walk with Inertia is only about 20% worse than the performance of the Biased
Random Walk, even though it only uses O(1) memory.

Figure 5 shows the partial cover time of the seven walks, for the two grids.
We observe that the Random Walk with Inertia and the Curly Random Walk
cover the 95% of the network faster than the other walks (the Curly Random
Walk is slightly better). These two walks perform better even than the stronger
Biased Random Walk. The Explore-and-Go Random Walk is faster than the
Blind Random Walk, too.

Figure 6 depicts the mean value of the smallest distance from the sink for
all the cells over the total number of hops the sink has made for a network
of 50×50 size. We compute the evolution of this metric until the entire network
area is covered. Since the initial position of the sink for all the experiments is the
center of the network area, at the beginning of each experiment this metric has
the same value for all the walks. Also, because of the fact that each experiment is
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concluded when the whole network area is covered (all nodes are visited at least
once), this metric converges to zero towards the end of each experiment.

However, because of the different way each walk traverses the network, sig-
nificant differences are observed mainly in the speed with which zero is approx-
imated. In particular, the Blind Random Walk converges very slowly to zero,
followed by the Explore-and-Go Random Walk. This is because these two walks
tend to move slowly inside the network area by frequently changing direction.
On the contrary, the Random Walk with Inertia converges to zero very quickly
because of the long paths it creates during the network traversal. These long
paths allow the sink to quickly approach, within a few hops distance, cells of
different sub-regions. The Curly Random Walk converges to zero very fast, too,
since the circular expansion of the sink’s movement on the network area results
to a quick approach of different sub-regions.

5 Conclusions

In this paper we proposed the Random Walk with Inertia, the Explore-and-
Go Random Walk and the Curly Random Walk aiming at accelerating data
collection by a mobile sink in wireless sensor networks. We experimentally eval-
uated (and carefully fine-tuned them) and compared them to four known walks.
We showed that although the new walks use only slightly more memory than
the Blind Random Walk (constant memory) they cover the network area much
quicker. In fact, their performance is close to the performance of the powerful
Biased Walk that uses O(n) memory (and in some respect even outperforms it).
Finally, we introduced a new metric, Proximity Variation, that captures the dif-
ferences on how each walk traverses the network with time and showed through
our experiments that these differences do exist and should be taken into ac-
count when choosing a sink mobility algorithm. This work can be extended by
considering other adaptation methods that use memory and history in different
ways. Also, by suggesting new metrics and properties of the walk motivated by
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the relevant network domain and investigating additional topologies, shapes and
densities. Finally, we plan to carry out a rigorous probabilistic analysis of the
proposed random walks.
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Joint Scheduling and Spectrum Allocation in
Wireless Networks with Frequency-Agile Radios
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Abstract. We study the benefits of optimal spectrum allocation in a
wireless network with frequency agile radios and we present a cross-
layer problem formulation for the joint routing and link scheduling under
non-uniform spectrum allocation. We present a primal-dual decomposi-
tion to provide an exact solution for this complex optimization problem.
Given the difficulty associated with such design, we propose a heuristic
approach based on simulated annealing to solve the dual sub-problem
of the decomposed model. Numerical results revealed that up to 44%
improvement in network performance is obtained when variable-width
spectrum band allocation is used, as opposed to the best fixed-width
spectrum band allocation for larger networks. Numerical results also con-
firm that the primal-dual decomposition method using simulated anneal-
ing to solve the dual sub-problem, substantially reduces the computation
time and achieves near optimal solutions.

1 Introduction

Wireless networks are currently under increasing expectations to provide both
reliable and high end-to-end throughput services. Often, however, the capacity
of these multihop networks is limited by interference caused by multiple concur-
rently active nodes, and thus to achieve a high aggregate throughput it is impor-
tant to control interference while maintaining high concurrency. Methods such
as interference cancelation and interference alignment [7] [5] have great potential
for mitigating the problems caused by interference; they however involve signif-
icant computational complexity and cannot be implemented with commodity
hardware [6]. Recently effective interference control is achieved using variable-
width spectrum allocation and results show significant theoretical and practical
capacity improvements [6]. The use of different spectrum widths is supported by
current standards and off-the-shelf radio technologies; for example, the 802.11
proposes the use of 5, 10 and 20MHz channel widths for operation in different
parts of the spectrum and wider widths may be obtained by bonding smaller
width channels. Recent developments [3] show that the channel width may be
configured dynamically and such adaptation brings unique benefits in terms of
increasing communication range and throughput. The authors [3] have shown
that with simple software modification, network interface cards on commodity
hardware (e.g., Atheros) may communicate at 5, 10, 20 and 40MHz channels;
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this potential has been exploited by [12] to improve the throughput of infrastruc-
ture networks by dynamically allocating spectrum to access points (APs) based
on their loads. Modern radios, e.g., software defined and cognitive radios, are
frequency agile and have recently received a lot of attention due to their ability
of enabling very flexible spectrum access through their spectrum sensing capabil-
ity and ability to dynamically reconfigure the allocated spectrum [2] [4] [13] [8].
Frequency agile radios partition the spectrum into several subchannels (e.g.,
OFDMA subcarriers which are in turn grouped into subchannels) of equal size
and access the medium either through a block of contiguous number of subchan-
nels (1-agile radio) or through a set of non contiguous subchannels which need
not necessarily be frequency aligned [2]. This latter form of agile radio requires
more sophisticated signal processing and hence increased hardware complexity.
The former one, however, may be implemented through commodity WiFi hard-
ware [3]. In this paper, we assume a multihop wireless network with WiFi-like
radios, where these radios can be configured dynamically to transmit on any
spectrum block of contiguously aligned subchannels. We investigate the benefits
of such flexible spectrum partitioning through a cross-layer optimization which
incorporates multi-path routing and link scheduling. Link scheduling determines
the set of transmission links which can be concurrently active without violating
the interference constraints. Under optimal scheduling, one needs to determine
the spectrum allocation on active links to satisfy the traffic demands. The set
of active transmission links along with their spectrum assignment are referred
to as a transmission configuration. The joint optimization can then be obtained
by constructing the whole set of such configurations. We model mathematically
this combinatorial complex problem which requires enumeration of all possible
configurations, and we present a primal-dual decomposition method, based on
column generation, for solving it without exhaustive enumerations. Numerical
results confirm that variable spectrum band allocation achieves significant im-
provement over preset spectrum widths. Our investigation has also shown that
even with the decomposition, the complexity, and thus scalability, of the prob-
lem remains a major design obstacle. In our problem formulation, the dual sub-
problem deals with a large number of integer variables which is quite hard (ILP)
and time consuming to solve. To circumvent the complexity issue, we propose
a heuristic based on simulated annealing (SA) to solve the dual sub-problem.
Numerical results prove that using heuristic model to solve the dual sub-problem
performs quite accurately and it and much faster than the ILP model. In the rest,
the system model is presented in Section 2. We present the problem formulation
in Section 3 and the primal-dual decomposition in Section 4. Section 5 presents a
simulated annealing method for solving the dual sub-problem. Numerical results
are given in Section 6 and we conclude in Section 7.

2 System Model

We model a multihop wireless network with N nodes as a directed graph G =
(V, E), where V is the set of nodes and E is the set of possible radio links. We
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consider a total system spectrum of BMHz which may be divided into smaller
spectrum blocks or sub-bands of non-uniform size, each block is identified by its
start and end frequencies and we refer to it as a channel. The width of a sub-band
is selected from the set W = {5, 10, 20, 40}MHz. We assume that each radio can
dynamically configure the channel position and channel width in the permissible
spectrum band by changing the start and end frequencies of its spectrum block.
We model a network as a multilayer graph, each layer corresponds to one of the
possible spectrum widths: {Gk = (V, Ek), wk ∈ W} and Ek is the set of possible
radio links permissible under channel width wk. Thus, G = (V, E = ∪Ek) is the
directed graph representation of the network. Consider a single transmission link
between two neighboring nodes i and j that are separated by a distance dij from
each other; in the absence of any interference, the signal to noise ratio (SNR)
at the intended receiver is determined as:

SNRk
ij =

Ptgij

N0wk
(1)

where, Pt is the transmission power, gij is the channel gain, N0 is the power
spectral density of the thermal noise and wk is the channel bandwidth. When
the received power is modeled by path loss with exponent α ≥ 2, then gij = d−α

ij .
For fixed Pt and N0, the SNR depends on dij and wk. Eq.(1) shows that on a
particular link, smaller width yields a higher SNR at the intended receiver than
a larger channel width. The SNR must be larger than or equal to a threshold
(β) to meet the transmission requirement. Let Tk be the transmission range on
a particular channel of width wk; by setting SNR = β it follows:

Tk = (
Pt

N0wkβ
)

1
α (2)

Fig.1(a) shows a small 5-node network. We assume α = 2, N0 = 10−6 watt/MHz,
Pt = 1mWatt, β = 1.3 and we show in Fig.1(b) the corresponding multi-layer
graphs. For different channel widths, we obtain T5 = 39.22m, T10 = 27.74m,
T20 = 19.61m, T40 = 13.87m. Fig.1(b.i) shows the directed graph corresponding
to 5MHz width; here 1d1,3 > T5 and thus node 3 is outside the transmission

1 d1,3 is the Euclidean distance between nodes 1 and 3; locations are shown in Fig.1(a).
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range of node 1 (and vice-versa). d1,4 ≤ T5, and nodes 1 and 4 are within
transmission range of each other. For wk = 20MHz (Fig.1(b.iii)), T20 = 19.61m,
hence d1,4 > T20 and nodes 1 and 4 fall outside each other’s transmission range.
Thus, a link � ∈ E corresponds to a pair of nodes i and j within transmission
range of each other and a particular channel width b� (b� = wk ∈ W ). Now
in the presence of concurrent transmission on neighboring links, a transmission
may be corrupted as a result of strong interference caused by active links on
the overlapping portions of the spectrum. Considering the cumulative effects of
interference, a transmission is successful if the SINR at the intended receiver is
above a certain threshold. Formally, The interference constraint is written as:

SINR� =
Pt · g�

N0b� +
∑

t(�′) �=(t(�),r(�))
Pt · g(t(�′),r(�)) · I(�,�′)

≥ β (3)

where, t(�), t(�′) and r(�), r(�′) are transmitter and receiver of links � and �′

respectively. I(�,�′) (I(�,�′) ∈ [0, 1]) is the interference factor [11] that indicates
the fraction of overlap between the spectrum of link �′ on �. The value of I(�,�′)
depends on the spectrum bands allocated on links � and �′. These spectrum
bands are not predetermined, but rather they will be determined by the cross-
layer optimization model. This, together with the difficulty associated with the
physical model, makes it computational difficult to give solutions, except for
very small size networks. We thus adopt a more simplified (protocol) model to
characterize the interference constraints. The protocol model describes inter-
ference constraints according to a conflict graph, where nodes within a certain
distance (≤ Tk) can communicate as long as the receiver is separated by a dis-
tance IRk = Tk(1 + δ) from any active transmitter on a conflicting spectrum
band; spectrum bands on two different links are said to conflict if they com-
pletely or partially overlap each other. IRk is referred to as the interference
range and δ is a small positive constant [14]. The conflict graph is denoted by
GCC = (VCC , ECC), where VCC is the set of vertices corresponding to all links
in E and ECC is the set of edges. Two vertices in VCC are connected by an
edge if the corresponding links in E falls in each others interference range. Let
FCC(= [fCC(�, �′)]) denote the adjacency matrix of GCC . fCC(�, �′) = 1 if links �
and �′ do not interfere and 0 otherwise. The capacity of the wireless link � (with
spectrum width b�) is a function of the SINR�; we assume each link can be
viewed as a single user Gaussian channel, and the Shannon Capacity of the link
(�) is given by: C� = b� log2(1+SINR�). If we assume a fixed data transmission
rate on all links utilizing the same spectrum width, even when the SINR of a
particular link exceeds the threshold β [10], then we obtain the following lower
bound capacity:

C� = b� log2(1 + β) (4)
For illustration, we consider 4 single-hop sessions on links �1, �2, �3 and �4 (as-
sume, b�1 = 20MHz, b�2 = 20MHz, b�3 = 40MHz, b�4 = 40MHz), as shown in
Fig.2(a). Assume a total system spectrum B = 80MHz. Assume further that
links �1, �2 and �3 all interfere with each other (and thus cannot be allocated
overlapping spectrum). We assume also that �4 interferes only with �3. The joint



Joint Scheduling and Spectrum Allocation in Wireless Networks 99

U
n

-u
s
e

d

U
n

-u
s
e

d

U
n

-u
s
e

d

20

40

frequency

60

80

time

U
n

-u
s
e

d

U
n

-u
s
e

d

U
n

-u
s
e

d

20

40

frequency

60

80

1

2

3

4 41
,

42
,

3

3

2

1

4

(a) (b) (c)

time

Fig. 2. (a) Network (b) Optimal scheduling and spectrum allocation (c) Non-optimal

optimal link scheduling and spectrum allocation is shown in Fig.2(b) where all
links are active at the same time, and the spectrum is properly allocated to sat-
isfy the demands. However, Fig.2(c) shows that if the spectrum bands are not
properly allocated, then not all the links in the network may be concurrently
active and thus more time slots (network resources) are needed to satisfy the
traffic demand (a 50% increase in the schedule length over Fig.2(b)). The feasible
solution in Fig.2(c) is obtained under non-optimal spectrum assignment.

3 Problem Formulation

We consider M concurrent multi-hop sessions, each of which corresponds to
a source-destination pair (tm,rm) in the network. The traffic demand for each
session m (1 ≤ m ≤ M) is given by Rm (bits). Traffic of a particular session may
be split to sub-flows routed over different paths. The choice of these routing paths
depends on the underlying schedule of different concurrent transmissions. The
objective of our model is to minimize the system activation time for delivering
the traffic without violating the interference constraints. We assume a STDMA
access scheme where time is divided into slots and a link may be active in one
or more time slots to meet the traffic requirement. We further assume a total
spectrum width of B(MHz) and links (� ∈ E) assigned spectrum blocks of widths
(b� ∈ W ) with s� and e� being the start and end frequencies of each block.

3.1 Scheduling and Spectrum Band Allocation

We formulate the problem of optimal link scheduling to identify the set of
links which may be active concurrently (without violating the interference con-
straints). We recall from the multi-layer graph representation that a link between
two nodes is characterized by b� (spectrum width allocated on that link). Thus,
from now on, the term link is used to identify a pair of nodes and a spectrum
band. Note that, since each block may fall anywhere in the permissible spectrum
band (B), a block is identified by its start and its end frequencies, whose values
are determined under optimal scheduling. Hence, a transmission configuration
(p) is defined as the set of concurrently active links, and their corresponding
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band allocation in the spectrum. We introduce link binary variable, xp
� ; xp

� = 1
if link � is active in configuration p, 0 otherwise. Given a single radio per node,
a node can either transmit or receive; thus, the radio conflict constraint is:

xp
� + xp

�′ ≤ 1 + fCR(�, �′) ∀(�, �′) ∈ E � 
= �′ (5)

where, fCR(�, �′) = 1 if links � and �′ do not have any common nodes and 0
otherwise. This constraint (Eq.5) assures that only links with no common radio
may be active simultaneously. When link � is active, the start and end frequencies
of its allocated spectrum are related by the following:

b�x
p
� = e� − s� ∀� ∈ E (6)

where, e� and s� have integer values. When links � and �′ are in each other’s
interference range and active in the same timeslot, they must be allocated non-
overlapping spectrum blocks:

e� ≤ s�′ + C(1 − y�,�′) ∀fCC(�, �′) = 0 : (�, �′) ∈ E � 
= �′ (7)

e�′ ≤ s� + Cy�,�′ ∀fCC(�, �′) = 0 : (�, �′) ∈ E � 
= �′ (8)

C is a large constant and y�,�′ = {0, 1} is a decision variable. When y�,�′ = 1,
then Eq.(7) forces the spectrum block assigned on link � to precede (not overlap)
that of link �′. Alternatively, when y�,�′ = 0, then Eq.(8) forces the spectrum
block assigned on link �′ to precede that of link �. Note that, when � and �′

are not adjacent (or in interference range) of each other, then both links may
be assigned overlapping spectrum blocks. The following constraint ensures that
any band allocation to a link � must fall inside the permissible spectrum B:

e� ≤ B × xp
� ∀� ∈ E (9)

3.2 Routing

We assume multi-path routing and the choice of routing depends upon the
scheduling of active concurrent transmissions. Let P (|P| = P̄ ) denote the set
of all feasible transmission configurations for a network, and xp

� is a link binary
parameter that indicates whether � is active in configuration p (p ∈ P) or not.
Define λp to be the time (in second) during which configuration p is active. Let
fm

� denote the amount of traffic (bits) of session m passing through link �. The
capacity of a link (�) depends on both the channel width and SINR threshold
and is given by Eq.(4). Let ω+(i) be the set of all outgoing links from node i and
ω−(i) be the set of all incoming links to node i, the problem can be modeled as:

Objective: Minimize
P̄∑

p=1

λp (10)
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Subject to:∑
�∈ω+(i):i∈N

fm
� −

∑
�∈ω−(i):i∈N

fm
� = 0 ∀i ∈ N −{tm, rm} ∀m = 1..M (11)

∑
�∈ω+(tm):tm∈N

fm
� −

∑
�∈ω−(tm):tm∈N

fm
� = Rm ∀m = 1..M (12)

∑
�∈ω+(rm):rm∈N

fm
� −

∑
�∈ω−(rm):rm∈N

fm
� = −Rm ∀m = 1..M (13)

P̄∑
p=1

λp × b� × xp
� × log2(1 + β) −

M∑
m=1

fm
� ≥ 0 ∀� ∈ E (14)

where fm
� ≥ 0,λp ≥ 0. The objective function (Eq.10) asks to minimize the

total system activation time to satisfy all the traffic demands. Equations (11-
13) present the flow conservation constraints in the network. Eq.(14) indicates
that the total traffic routed through link � can not exceed the total transport
capacity of link �. Finding the solution of the above model relies on determining
the set of all feasible configurations P . According to the number of links and the
number of possible channel widths, the size of P can be extremely large. This
makes the above LP computationally infeasible, since it may not be possible to
enumerate all such configurations. Additionally most of these configurations will
not be used in the optimal solution. To reduce this complexity a more effective
way to solve the problem is to use a primal-dual approach for decomposing the
problem into subproblems [14] [10] [1].

4 Column Generation (CG) Model

Column generation is an optimization technique that decomposes the linear pro-
gram (LP) into a master model and its dual the pricing model. The master model
is initialized with a subset of columns P0 (in our case, a transmission configu-
ration, P0 ⊆ P) of the LP. The pricing is a separate model for the dual LP
and is solved to identify whether the master should be enlarged with additional
columns or not. Therefore, as opposed to an LP where all the columns are used
at the same time to obtain the optimal solution, CG alternates between the
master and the pricing model, until the former contains the necessary columns
required to find the optimal solution of the original LP.
A. MASTER PROBLEM

Objective: Minimize
∑
p∈P0

λp (15)

Subject to: Equations (11-13)

∑
p∈P0

λp × b� × xp
� × log2(1 + β) −

M∑
m=1

fm
� ≥ 0 ∀� ∈ E (16)
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During every iteration, when the master problem is solved, we need to verify its
optimality. If it is, then we conclude our search, or else decide a new column to
join in its basis that can improve the current solution. This can be achieved by
examining whether any new column that is not currently in P0, has a negative
reduced cost. Denoting the dual variables corresponding to Eq.(16) by u�, the
reduced cost (cost) for any new column can be expressed as:

cost = 1 − log2(1 + β) ×
∑
�∈E

u� × b� × x� (17)

B. PRICING PROBLEM
Objective: Minimize cost
Subject to: Equations (7-8)

x� + x�′ ≤ 1 + fCR(�, �′) ∀(�, �′) ∈ E � 
= �′ (18)

b�x� = e� − s� ∀� ∈ E (19)

e� ≤ B × x� ∀� ∈ E (20)

e� = {1, 2, .., B}, s� = {1, 2, .., B}, x� = {0, 1}, y�,�′ = {0, 1}.

5 A Simulated Annealing (SA) Based Pricing Problem

5.1 Basic Idea

The master subproblem of the CG presented above deals with non-integer vari-
ables (fm

� , λp) and usually is very easy to solve (LP) even for larger networks.
However, the pricing subproblem deals with integer variables (e�, s�, x�, y�,�′)
which is commonly difficult to solve (ILP) and presents scalability problems
when the number of links increases. Therefore, there still remain a complex-
ity in obtaining a solution even after decomposing the problem. To circumvent
the complexity issue, we propose a heuristic method based on SA, an efficient
meta-heuristic technique, to solve the dual subproblem. SA tries to find bet-
ter solutions (in our case configurations) by comparing the cost of current and
candidate solution. The heuristic algorithm is explained by the following steps:

Step 1: Generate an initial configuration pinitial (defined in Section 3) from
a set of randomly selected links without violating the interference constraints.

Step 2: Assign current configuration pcur = pinitial.
Step 3: Compute costcur of pcur using Eq.(17).
Step 4: Set initial temperature T = costcur and the temperature reduction

factor RF to some constant. Initialize the outer-loop (OL), the maximum num-
ber of temperature reduction and inner-loop (IL), the maximum number of
iteration with a particular temperature.

Step 5: Repeat Step 6 to Step 10 for OL times.
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Step 6: Repeat Step 7 to Step 9 for IL times.
Step 7: Generate a candidate solution, pcan, through the function Schedule

(which will be introduced in Section 5.2) and compute costcan using Eq.(17).
Step 8: If (costcan ≤ costcur), accept the candidate configuration and set

pcur = pcan, also costcur = costcan.
Step 9: If (costcan > costcur), accept the candidate configuration with a

probability Pr = e( costcur−costcan
T ) and set pcur = pcan, costcur = costcan.

Step 10: Reduce T (T = T × RF ).
We terminate the process as soon as we obtain a negative reduced cost (costcan <
0) and add the configuration (pcan) as a new column into the basis of master
problem. The alternation between master and pricing problem continues as long
as the pricing problem provides a negative reduced cost.

5.2 Link Scheduling

The function Schedule, introduced earlier, generates a candidate configuration
and is described through Algorithm 1. Let F �

CR be a set that contains all links

Algorithm 1. Link scheduling
1: F �

CR, F �
CC , A: Set of active links, E: Set of all links.

2: s�, e�, b�: identify the spectrum block location and size used on link �.
3: BA�: Spectrum availability vector for link �
4: Schedule (pcur)
5: Initialize BA� = ∅ (� ∈ E)
6: Set A from current configuration (pcur)
7: Set BA� corresponding to the spectrum band (all fragments) of �, ∀� ∈ A
8: Select random � : � ∈ A
9: A ← A − {�}; E ← E − {�}

10: while E �= ∅ do
11: Select random �′ : �′ ∈ E
12: E ← E − {�′}
13: if F �′

CR ∩ A = ∅ then
14: if F �′

CC ∩ A = ∅ then
15: A ← A + {�′}
16: Update the status of the slots {0 : b�′} to be busy (1) in BA�′

17: else
18: K ← K

∨
BA� (∀� ∈ F �′

CC , � ∈ A)
19: s�′ = F (K, b�′); e�′ = s�′ + b�′

20: if s�′ is valid then
21: A ← A + {�′}
22: Update the status of the slots {s�′ : e�′} to be busy (1) in BA�′

23: end if
24: end if
25: end if
26: end while
27: Set candidate configuration pcan from A
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in the network which share a common radio with link �. Let F �
CC be a set that

contains all links in the network which fall inside the interference range of �. Let
A be a set of active links � where xp

� = 1 in current configuration, (pcur). To
construct a new candidate (neighboring) configuration, we remove at random a
link � (or more) from A and search for links which may be added to the current
configuration (and do not violate both interference and radio constraints). For ex-
ample, after removing a link, another link �′ will be added to A if for every existing
link � ∈ A, � /∈ F �′

CR and � /∈ F �′
CC . If � ∈ F �′

CC , then �′ will be added to A given
that we can find a spectrum block to be assigned on �′ and which does not overlap
with that of �. Otherwise, �′ cannot be added.To facilitate the search for such non
overlapping spectrum block, we use a slotted presentation of the permissible spec-
trum band. For each link �, let BA� denote the set of contiguous spectrum slots or
fragments, of unit length each, and of total length B(MHz). Let t�i (1 ≤ i ≤ B) be
a binary variable indicating whether spectrum fragment i is assigned (t�i = 1) to
link � or not (t�i = 0). Thus, BA� is a bitset of length B for each � in the network
and is configured when � is added to A. That is, BA� indicates the location of spec-
trum block b� in the permissible spectrum. Next, we illustrate the spectrum block
assignment on link �′ (� ∈ F �′

CC) that may be added to A. We perform a bitwise
OR operation on all bitsets BA�, ∀� ∈ F �′

CC and determine the resultant binary
vector K : K =

∨
BA�, ∀� ∈ F �′

CC , � ∈ A. We search through K for available
contiguous spectrum fragments of size b�′ to determine s�′ and thus allocate the
spectrum block to the link and add �′ to A. We use a first fit allocation where the
first spectrum block available is allocated to �′. Otherwise, if a block could not be
found, then �′ is not added to A. This method is shown in Line 19 and makes use of
the string matching algorithm of Knuth-Morris-Pratt (KMP) [9] to find the start
frequency of the allocated spectrum spectrum block. This procedure is repeated
for all links in the network, except those in A. Finally, we obtain a candidate con-
figuration pcan = A.

6 Numerical Results

We consider randomly generated networks (5, 10, 20, 30 and 40 nodes) that
are deployed over a 100m×100m area. The transmission power is assumed to
be constant (Pmax=1mW). The power spectral density of thermal noise is fixed
to N0=10−6W/MHz. We assume a simple propagation model and a path loss
exponent α=2; we calculate the transmission range (Tk) using Eq.(2) and the
interference range (IRk) from Tk considering δ = 0.2. The SINR threshold is
chosen as β=1.3. We consider a total system spectrum B=80Mhz, from 0MHz
to 80MHz. We refer to our methods as PIv and PHv, where in the former
the dual sub-problem is solved by ILP and in the second using SA. Both PIv

and PHv consider optimal allocation of non-uniform spectrum bands and they
are compared against a method (PIf ) with optimal but fixed spectrum allo-
cation; in PIf , the dual sub-problem is solved as an ILP. We obtain results
for 5,10,20,40Mhz fixed spectrum blocks and present only the results of the
one showing best performance, referred to as PIfb. For larger network (e.g., 40
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Fig. 3. A 5-node network, channel width of (a)5MHz (b)10MHz (c)20MHz (d)40MHz

nodes), we also present results obtained from a PHfb design method (best fixed
spectrum band allocation model where dual sub-problem is solved using SA).
Our performance metrics are the schedule length (system activation time) and
computation time (CPU time). The CG method is implemented in C++ and
solved using CPLEX Concert Technology.

We first consider the small network shown in Fig.3. Fig.3(a)-(d) shows the
different spectrum graphs, each representing one particular bandwidth (5MHz
- 40MHz). We consider 3 sessions: (3,1), (0,3) and (1,2), with random traffic
demands of (27.4085), (6.9143) and (9.72211)Mbits. Table 1 compares the per-
formance of the best fixed spectrum band allocation PIfb (in this case 40MHz)
with variable-width spectrum allocation (PIv and PHv) in terms of optimal
routing. When the spectrum width is fixed to 40MHz (PIfb), the transmission
range is shorter and the network becomes sparser (Fig.3(d)), and thus all the
sessions will have single routes to deliver their demands. In contrast to that,
both PIv and PHv explored other routing options (by searching through all the
spectrum graphs of Fig.3) and used multi-path routing to deliver session 3.

Table 2 compares the system activation time of PIfb, PIv and PHv and
present the spectrum assignment for active links in each configuration. PIv

and PHv show identical results and significantly outperform PIfb; both PIv

and PHv needed 1.33181(s) to deliver the demands; this is an improvement of
21.14% over PIfb. Variable spectrum allocations flexibly select a mixture of small
and large spectrum bands to increase concurrency among adjacent links while
keeping interference under check and hence these methods achieve minimum sys-
tem activation time to satisfy the traffic demand. In Table 2, it is shown that
both 10MHz and 40MHz widths are selected in the optimal solution (for PIv

and PHv ). Here, 1.14142Mbits of session 3 are routed over a multi-hop path of
larger transport capacity links (corresponds to 40MHz), while 8.58069Mbits of
the session are routed over a single hop path (1-2) with 10MHz spectrum band.

Table 1. Results in a 5-node Network with 3 sessions

Session PIfb PIv PHv

Path Traffic(Mbits) Path Traffic(Mb) Path Traffic(Mb)
1 (3,0,4,1) 27.4085 (3,0,4,1) 27.4085 (3,0, 4,1) 27.4085
2 (0,3) 6.9143 (0,3) 6.9143 (0,3) 6.9143

3 (1,4,0,3,2) 9.72211 (1,2) 8.58069 (1,2) 8.58069
(1,4,0,3,2) 1.14142 (1,4,0,3,2) 1.14142
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Table 2. Configurations for 5-node network: PIfb (width= 40MHz),PIv and PHv

Configurations Active Links s�-e�(MHz) Active Links s�-e� Time(s)

PIfb

1 (0,3) 0-40 — — 0.143852
2 (0,4) 0-40 — — 0.367965
3 (4,0) 0-40 — — 0.202269
4 (1,4) 0-40 (3,0) 0-40 0.202269
5 (0,3) 0-40 (4,1) 0-40 0.202269
6 (3,0) 0-40 (4,1) 40-80 0.367965
7 (0,4) 0-40 (3,2) 0-40 0.202269

Total System Activation Time 1.68886

PIv

1 (1,2) 0-10 (0,3) 0-40 0.143852
2 (4, 1) 0-40 (3,0) 40-80 0.570233
3 (1,2) 0-10 (0,4) 10-50 0.570233
4 (4, 0) 0-40 (3,2) 40-80 0.0237473
5 (1,4) 0-40 (0,3) 40-80 0.0237473

Total System Activation Time 1.33181

PHv

1 (1,2) 0-10 (0,3) 0-40 0.143852
2 (4, 1) 0-40 (3,0) 40-80 0.570233
3 (1,2) 0-10 (0,4) 10-50 0.570233
4 (4, 0) 40-80 (3,2) 0-40 0.0237473
5 (1,4) 40-80 (0,3) 0-40 0.0237473

Total System Activation Time 1.33181

This shows that a mixture of large capacity short links with high concurrency
and smaller capacity longer links are selected in the optimal solution. Note from
Table 2 that for PIfb both links (1-4) and (3-0) are concurrently active and
allocated the same spectrum band, since these links are outside the interference
ranges of each other (Fig.3). However, we observe in configuration 6 that links
(3-0) and (4-1) are concurrently active but allocated non-overlapping spectrum
because node 4 (transmitter) falls inside the interference range of node 0 (as
shown in Fig.3(d)). Next, we present numerical results of the different alloca-
tion schemes for different networks (5,10,20,30,40 nodes) and traffic instances
(3-40 sessions). Each session m has a traffic demand randomly generated in the
range of 0< Rm ≤35Mbits. Depending on the size of the network and traffic
demand we used values of the outer-loop (OL) and inner-loop (IL) parameters
of PHv from 40 to 250. Cooling factor is assumed to be constant (RF = 0.98).
The results are presented in Table 3 and 4, excluding the results of PIv which
were computational infeasible to get. We observe that the performance of PHv

is very close to that of PIv with worst optimality gap (Opt. Gap) not exceeding
2.8% and most often PHv reaches the same optimal solution of PIv. Optimal
fixed spectrum allocation results in poor performance, under-performing PHv

and PIv by up to 44% for larger network (Table 4). This is due to the more
effective and flexible spectrum partitioning obtained by variable-width band al-
location; the spectrum is partitioned to yield enough spectrum blocks with dif-
ferent widths which promote transmission concurrency and control interference
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Table 3. System activation time and CPU time for different networks, traffic demands

Sys. Activation Time (sec) CPU Time (sec) PIv vs. PHv

Nodes Sessions PIfb PIv PHv PIv PHv Opt. Gap(%)
05 03 1.68886 1.33181 1.33181 3.47 1.04 0
05 10 4.22263 3.60719 3.60719 3.23 1.32 0
05 20 8.71577 7.76042 7.76042 4.36 1.43 0
05 30 14.3912 12.3543 12.3543 3.60 1.68 0
05 40 19.9229 16.9236 16.9236 3.70 1.91 0

10 03 1.28432 1.05623 1.05623 90.81 14.47 0
10 10 2.90966 2.30186 2.30583 247.02 111.11 0.17
10 20 8.83257 5.80744 5.80744 133.84 29.45 0
10 30 11.6592 8.44628 8.44931 158.82 72.74 0.03
10 40 16.414 11.6761 11.6761 138.16 73.66 0

20 03 0.800981 0.772502 0.772502 28398.91 760.96 0
20 10 2.58964 1.49001 1.49001 31334.04 1323.68 0
20 20 3.96756 2.44656 2.51543 321301.72 20936.9 2.8
20 30 6.02412 3.71392 3.71392 204278.22 47320.51 0
20 40 7.97393 4.69807 4.75531 218852.72 33593.2 1.2

30 03 0.772502 0.772502 0.772502 217716.64 1623.68 0
30 10 1.30669 1.30669 1.30669 232162.38 10870.26 0
30 20 2.11141 2.04858 2.05405 272508.00 20215 0.26
30 30 3.1206 — 3.0533 — 47727.4 —
30 40 3.78369 — 3.68477 — 46873.5 —

Table 4. System activation time and CPU time for a 40-node network

Sys. Activation Time (sec) CPU Time (sec) PIfb/PHfb PIfb/PHv

Nodes Sessions PIfb PHfb PHv PIfb PHfb Opt. Impro-
Gap(%) vement (%)

40 05 1.60925 1.60925 0.906884 18.52 2.60 0 44
40 10 1.70376 1.70376 1.25651 69.45 11.83 0 26
40 20 4.1462 4.1462 2.42652 21.35 7.21 0 41
40 30 4.1462 4.1462 2.78739 59.41 13.61 0 32
40 40 4.81622 4.81622 3.19487 100.74 14.85 0 33

among active neighboring links. These same performance characteristics cannot
be obtained using fixed-width spectrum blocks due to the lack of flexibility in
the spectrum allocation. Table 4 compares the performance of PIfb, PHfb and
PHv, with PHv outperforming the other two and PIfb and PHfb achieving
similar performance. The table shows that PHfb is much more scalable than
the other methods. In Table 3 we compare the CPU time of PIv and PHv; we
observe that PHv substantially outperforms PIv where the CPU time for the
former being 2× less for smaller networks (5 and 10 nodes) and up to 134× less
for larger networks (30-nodes). For a 40-node network, PIv did not return any
solution after more than 15-days of runtime.
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7 Conclusion

We studied the problem of optimal spectrum allocation in frequency-agile wire-
less networks. We showed that although narrower spectrum bands can split the
permissible spectrum into more non-overlapping channels each with larger trans-
mission range, such narrow bands will result in small capacity links and limit
the spatial reuse. Wider spectrums however result in larger capacity links and
better spatial reuse, but also results in smaller transmission range, yielding more
hops along end-to-end routes and hence exacerbate the intra-path interference.
Our joint design problem strikes a balance among these conflicting objectives.
We formulated the problem as an optimization problem and adopted a primal-
dual decomposition for solving it. We also proposed a heuristic approach based
on SA to solve the dual sub-problem and numerical results revealed that SA
significantly improves the computation time and achieves near optimal solution.
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Abstract. Simulation modeling plays crucial role in conducting research
on complex dynamic systems like mobile ad hoc networks and often the
only way. Simulation has been successfully applied in MANET for more
than two decades. In several recent studies, it is observed that the credi-
bility of the simulation results in the field has decreased while the use of
simulation has steadily increased. Part of this credibility crisis has been
attributed to the simulation of mobility of the nodes in the system. Mo-
bility has such a fundamental influence on the behavior and performance
of mobile ad hoc networks. Accurate modeling and knowledge of mobil-
ity of the nodes in the system is not only helpful but also essential for
the understanding and interpretation of the performance of the system
under study. Several ideas, mostly in isolation, have been proposed in the
literature to infuse realism in the mobility of nodes. In this paper, we
attempt a holistic analysis of creating realistic mobility models and then
demonstrate creation and analysis of realistic mobility models using a
software tool we have developed. Using our software tool, desired mobil-
ity of the nodes in the system can be specified, generated, analyzed, and
then the trace can be exported to be used in the performance studies of
proposed algorithms or systems.

Keywords: Mobile computing, mobility model, realistic mobility, trace
generation.

1 Introduction

Mobile ad hoc networking (MANET) has been an active field of research in the
last few decades. MANETs encompass a wide range of dynamic systems which
are typically complex. Due to their versatility, dynamic nature, and inherent
complexity, it is difficult to characterize them analytically or conduct experi-
ment using mobile nodes and wireless networks in realistic scenarios. Therefore,
nearly all published research works in this field are heavily based on simula-
tions [3,9,14,17]. However, a number of studies, particularly in recent times,
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have criticized the lack of rigor in simulation studies in this field and questioned
the credibility of the published claims [3,9,14,17,26,27]. Specifically, these studies
indicate that the credibility of the simulation results in the field has decreased
while the use of simulation has steadily increased. Part of this credibility crisis
has been attributed to the simulation of mobility of the nodes in the system.
Mobility is one of the important characteristics of MANETs. It has fundamen-
tal influence on the behavior and performance of the system. Although several
recent studies have expressed concern related rigor of simulation studies, there
is no consensus on how to proceed to address the concern. We are interested in
looking at the recommendations and criticisms and see how they could impact
in deciding suitable mobility models for simulation studies in MANET.

1.1 Simulation Purpose and MANET Types

The opinion on the purpose of simulation varies. The authors in [9] argue that it
is to provide a proof of concept and general performance characteristics. On the
other hand, most critics on simulation studies emphasize thorough simulation
with accurate modeling of the system. That is, the opinion on the purpose of
simulation ranges from a very simple model with basic simulation for proof
of concept to sophisticated modeling with thorough simulation to understand
the system close to its real implementation. In [3], Stojmenovic discusses these
differences in detail and summarizes the existing and new recommendations on
simulation practices. From this analysis, it is clear that there is a no consensus
on the purpose of simulation.

Mobile ad hoc network encompasses a wide range of systems. The network
deployment region and the intended application are key factors in creating such
variations. The region could be a simple regular open space without any obsta-
cles and guiding structures, a city area with roads, building, etc. with intricate
details, or anything in between these two extremes.

The purpose of the simulation and the types of system intended mainly at-
tribute to the level of accuracy needed in modeling and simulation. Accuracy in
modeling and simulation often relates to bringing realism into the model. When
such modeling would be desirable, one could argue that accurate realistic model-
ing is generally a very challenging task and investing huge effort to achieve such
realism may not even be necessary or feasible for all studies.

1.2 Where Do We Stand?

Simulation with a very simple model and simulation with high realism are two
extreme cases. Between simple and sophisticated modeling, there is a spectrum
of simulation models in which several useful models can be chosen with varying
levels of details. We feel that the purpose and contribution of the research should
dictate the level of details.

Simulation is a powerful tool and often it is the only effective tool available
to study complex systems. Restricting the ways and the purposes of conducting
simulations into a few fixed levels, irrespective of the system and intent, has the
potential of avoiding useful simulation studies. We feel that simulation studies
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must be recognized in various levels according to the purpose, and the results
must be evaluated and interpreted based on the rigor in which the system was
modeled and simulated. This brings the motivation for our contribution in this
paper.

1.3 Motivation

Simulation of MANET usually involves modeling its various components, and
that often includes modeling mobility of the nodes in the system. Such an integral
role of mobility in MANET motivates a number of questions. Is there a mobility
model which is generally acceptable for all simulation studies in MANET? If so,
what are the attractive properties of that mobility model? The variations in the
purpose of simulation and type of MANET indicate that there cannot be a single
mobility model suitable for all simulation studies in MANET. If that is the case,
then the next question is why are a few mobility models heavily used so far in
most simulation studies in MANET? How does the chosen mobility model, from
a few available choices, fulfill the objective of the study?

Not all mobility models are easy to implement from the scratch. Some, partic-
ularly involving realism, are very challenging to implement. In such cases, how
to ease this burden? What are the bases for realism?

These are some of the questions that set basis for our contribution in this
paper.

1.4 Contributions

After presenting a simple classification of mobility models, we characterize a
unified framework for important geometric objects in the simulation region that
has potential to influence the mobility of the nodes in the system. Then, af-
ter analyzing several ways of generating realistic mobility models, we present a
new software tool to generate realistic mobility models based on the geometry
extracted from a generic universal GIS database. Using the proposed software
tool, users can generate, analyze, and adjust various scenarios of the specified
mobility model. By suitably controlling the parameters, various mobility models
with different level of realism can be generated and visualized. Then, after satis-
factory analysis, the trace can be exported to be used in the simulation studies.
In the end, we discuss the related works.

2 A Classification

Though several attempts have been made in the literature to classify mobility
models, the distinction between random mobility and realistic mobility is not
clear and the boundary between them is often fuzzy. For example, many mobility
models that just avoid sharp turns and sudden speed change are referred as
realistic mobility models in the literature[13,16,18,24], although they are heavily
influenced by randomness.
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We propose a different classification to make the distinction clear. We classify
the mobility models into two classes: unguided mobility and guided mobility. In
unguided scheme, the mobility is mainly governed by the characteristics of the
node. In guided scheme, the mobility of a node is governed by the characteristics
of both the node as well as the geometry of the region. Primary geometry includes
mainly the transportation paths such as roads, railways, ferry routes etc. Many
additional geometrical elements such as malls, gas stations, hotels, etc. can be
introduced into the region to create more realism.

Although random mobility is very useful for many research studies, mobility
of living creatures do not follow a complete random mobility pattern. Often
they are guided by many factors such as infrastructure (roads, malls, trails,
playgrounds, mountains, etc.), profession or role (students, bus drivers, factory
workers, flight attendants, etc.), activities, time, etc. That is, mobile nodes in
real life often follow constrained and predictable mobility patterns. Similarly, in
simulations, the mobility of node may be bounded by streets, freeways, obstacles
or buildings.

3 Obstacles, Attraction Points, and Repulsion Points

Generally, regions of interest have objects that could influence the mobility of
the nodes in the system. These objects are broadly identified in the literature
as obstacles that the mobile nodes cannot pass through, attraction points that
the mobile nodes might attracted to, and repulsion points that the mobile nodes
would want to avoid going near to. To bring all these objects into a generic
framework, we refer them collectively as force points and the force between an
individual class of nodes and a force point can be defined using suitable force
function. Let FP be the set of all force points and N be the set of different
classes of mobile nodes. Then, the domain of the inter-force function FF is
FP × N (Cartesian product of FP and N) and the range is R (real numbers).
For any class of mobile nodes, the force point is attraction point if the value of
inter-force falls in the range [−∞, 0). Similarly, the force point is repulsion point
if the value of inter-force falls in the range (0,∞]. The force point is obstacle,
when the force is 0.

These force points could be stationary or mobile. For example, ice cream
trucks, ambulance, trucks with inflammable materials can be considered as mo-
bile force points. Parks, theater, museum, etc., can be considered as stationary
force points. So each force point may be attached with a speed parameter. The
value of this parameter may vary with time. Now, we have three parameters
related to each force point - speed, time, and inter-force. If we consider these
three parameters in three orthogonal dimensions, each force point will have a
unique position in this space. This unified characterization of obstacles, attrac-
tion points, and repulsion points, along with their mobile characteristics as force
points in a common framework may be useful to model and study the charac-
terization of mobile nodes in MANET.
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4 Generation of Realistic Mobility Models

There are several approaches proposed in the literature to introduce realism into
mobility models. They may be classified into the following three categories.

– Introducing realism in random mobility models: (i) making turns, directions,
speeds, and pauses in constrained ways; (ii) introducing roads, highways,
obstacles, attraction and repulsion points randomly or based on some graphs
in the simulation region; (iii) introducing group mobility based on social
networks. These classes of models are often referred as realistic mobility
models.

– Mobility models based on geographic information system (GIS).
– Mobility models derived directly from real traces.

In these, models derived from real traces would give highly realistic mobility
model. But, the availability of such traces are rare and even available histori-
cal data are remotely useful as they seldom reflect the future pattern. Random
mobility models are synthetic and therefore they may not reflect mobility of a
practical system. However, it was considered reasonable to use such models, and
particularly one of the random mobility models called random waypoint model
is expected to be remain used as the benchmark mobility model in MANET
simulations[15]. Random waypoint model is simple and supported by mathe-
matical foundations. It will remain natural choice for most proof of concept type
simulations. However, for simulation of more realistic MANETs, we believe that
the rate of use of random mobility models in MANET simulations would de-
crease drastically if better alternates are available. Practical systems will rarely
have nodes with random dominated mobilities. Therefore, we consider mobility
models based on GIS would be more desirable in designing realistic MANET
simulations.

Next we elaborate what we mean by mobility models based on GIS. In this
scheme, the mobility regions are expected to contain representation of real life
artifacts such as roads, malls, parks, trails, etc. This is important because most
new systems will be built either in an existing real region or in an existing real
region with additional artifacts. Very few specialized projects will be deployed
on a completely plain region. Our objective is to develop a software to reflect
these two scenarios and create mobility models based on the obtained realistic
geometry from GIS data. GEMM, Obstacle Mobility Model, MobiREAL, and
RMobiSim proposed for MANET may be considered as related works. These
softwares neither extract geometry from GIS nor as comprehensive as ours. We
encountered several challenges in generating geometry from GIS data.

Our next task was to find a suitable GIS. Google Earth is good choice but it
is not free. There are free databases from where real time data can be extracted
(e.g. GeoBase [33], Tiger Database [40], OpenStreetMap [38]). Tiger database
only provides the geographic data of United States and GeoBase only provides
the geographic data of Canada. Therefore, we have used OpenStreetMap (OSM)
which provides the geographic data of the whole world and is freely available over
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Fig. 1. Geometry Editor Fig. 2. Simulation Configuration

Internet and can be used by anyone for both commercial and non-commercial
purposes. Thus, our software uses OSM to extract geometry.

5 A Realistic Mobility Generation Software

To generate, analyze, and adjust various scenarios of the mobility model, we
designed a software tool named as RLMobiGen. By suitably controlling the pa-
rameters, various mobility models with different level of realism can be generated
and visualized. Then, after satisfactory analysis, the trace can be exported to be
used in the simulation studies. The proof of concept of this tool was presented in
[6], and now it is in the final phase of completion and will be ready for public use
in the near future. In addition to its rich functionality, RLMobiGen is very user
friendly and has nice graphical user interface. Its GUI is organized as hierarchal
panels. User inputs the specifications at different component levels.

The software has the following five main logical components.

– Simulation Initializer: Simulation initializer (SI) is responsible for gen-
erating the basic simulation environment. It initializes the simulation with
four parameters: simulation area, simulation start time, simulation end time
and boundary action.

– Geometry Generator: We have developed a separate GUI for RLMobiGen
geometry generator. Users can export the OSM XML Data from the OSM
website and specify the OSM file through the GUI. This tool automatically
parses the data from the file and generates a street graph. Fig. 1 illustrates
the downtown area of Prince George, BC, Canada. We have classified the
data into four different classes: roads, force points (offices, parks, etc), in-
tersections (i.e. road intersects other road) and connecting points (i.e. road
intersects the simulation boundary).

An intersection is a road junction where two or more roads either meet or
cross at the same level. It has following two attributes: Traffic Lights: refers
to red, yellow and green signal, where node stops at red light and moves on
green light. User can mention the time duration of green light for individual
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intersections. System simulates the traffic light for each individual road of
the intersection using round-robin scheduling algorithm. Stop Sign: refers to
the point where node comes to complete stop and then proceed towards its
desired destination only if the way ahead is clear.

A connecting point is a point on the road where a road crosses the sim-
ulation boundary region. In realistic mobility scenario a node may enter in
and exits from a simulation region. In a trip, Node may choose either one of
the attraction points or a connecting point as its destination and proceeds
towards it. System collects all the possible connecting points based on the
road traffic flow (i.e. unidirectional or bidirectional).

– Mobility Generator: Mobility generator (MG) is responsible for creating
nodes and generating their mobility trace. The trace also contains informa-
tion required for visualization and statistical metrics computations based on
the parameters set in SI, GG and MG. User sets the parameters in MG for
node’s carrier and node as shown in Fig. 2.

Our model provides basic node categories such as bicycle, bus, car, mo-
torcycle, pedestrian and taxi. From these, the user can specify several node
classes suitable for the intended simulation. Each node is attached with type,
minimum speed, maximum speed, acceleration rate, deccelaration rate, al-
lowed road type, transmission range, a set of force points.

Another interesting issue in generating mobility trace with a bounded re-
gion is what happens when a node hits the boundary (i.e. connecting points).
This can be handled in many ways. We implement three simple approaches
and we refer them as exit, replace, and enter-and-exit.

1. Exit: The node instantaneously disappears when it hits the boundary. In
this model, the number of nodes in the system will decrease as system
progresses.

2. Replace: When a node hits the boundary, it reappears from another ran-
dom location on any of the road in the simulation region. In this scheme,
the number of nodes remains the same throughout the simulation.

3. Enter-and-Exit: The node instantaneously disappears when it hits the
boundary. Also, nodes appear from the boundary randomly. In this
model, the number of nodes in the system will vary according to en-
ter and exit rate set by the user.

Mobility Scenario Manager: This component is responsible for extracting
various statistical insights and providing visualizations.

Mobility Trace Exporter: RLMobiGen also allows user to export the
mobility trace into GloMoSim/QualNet, NS-2, NAM, JPG, PDF and XML
format, as illustrated in Fig. 5.

6 Performance Metrics

Performance metrics used to analyze mobility models fall mainly into the fol-
lowing categories.
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Fig. 3. Individual Statistics Fig. 4. Scenario Statistics

1. Movement metrics: number of legs, leg distance, leg speed, leg duration, etc.
2. Connectivity metrics: number of connections, connection duration, connec-

tion changes, connection availability, etc.
3. Coverage metrics: node distribution, coverage, etc.

These metrices are extracted from the mobility trace by the MetricsGenerator
using time-step based technique to collect statistics.

The above metrics, if applicable and meaningful, are computed for minimum,
maximum, average, total, standard deviation, rate, ratio, etc., and also at in-
dividual, group, or system level as shown in Fig. 3 and Fig. 4. For example,
connectivity may be analyzed between two nodes, between one and a group
of nodes, or among all nodes. Movement metrics are easy to understand and
straightforward to compute. Connectivity and coverage metrics require some
elucidation.

Communication is a fundamental problem for most applications in any net-
worked system and achieving effective communication between the mobile nodes
is challenging due to the dynamics involved in the network. In mobile networks,
the nodes with transmission range form a dynamic graph called connectivity
graph. The performance of most of the communication protocols in this context
is heavily influenced by the connectivity and the coverage of this graph.

6.1 Coverage Analysis

Coverage is influenced by both mobility and transmission range of the nodes.
Node distribution and the ratio of the simulation area covered by transmission
range to the total area are useful metrics to be analyzed for coverage. Since
RLMobiGen is a discrete time based simulator, the metrics are computed over
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Fig. 5. NS2 Format

discrete times. Here the objective is to study how the nodes spread in the sim-
ulation region during simulation. To compute the node spread, the region is
divided into small cells of equal size (10 by 10) and the nodes are counted inside
each cell. Initially, 1000 nodes are uniformly placed inside the region. After the
nodes move for 2000 seconds, a snapshot of the positions of the nodes is taken
and the number of nodes at each cell is counted for their spatial distribution.
Transmission range can vary from simulation to simulation.

6.2 Connectivity Analysis

For connectivity analysis, we mainly study two metrics: the connection changes
and the session duration. We formally define these terms next.

– A link is said to exist or be ON between two nodes i and j if they are within
each other’s transmission range. Link can be uni-directional or bi-directional
based on the transmission range of two nodes. Link is a function over time
t and it is denoted by link(i, j, t).

– A path is said to exist or be ON between two nodes i and j if there is a
sequence of nodes and the links between consecutive nodes in the sequence
are ON. Path is also a function over time t and it is denoted by path(i, j, t).

– The interval between ON state and immediate OFF state of a path between
the nodes i and j is a session. Session is also a boolean function on time t
and it is denoted by session(i, j, t).

Path duration is an important metric for testing communication protocols. For
example, some protocols referred as connection-oriented protocols require the
path between source and destination to be ON throughout the communication.
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7 Related Works

An activity based mobility model is introduced in [30]. In this model, simulation
region is divided into multiple cells and each cell represents a unique location.
Node selects an activity (or trip purpose). Each activity has an associated time
of day, duration and location. Given the current activity, the current time period
and the node type, the next activity is randomly selected from the corresponding
entries in activity transition matrix. Once the activity is selected, its duration is
chosen from the activity duration matrix. Node then travels to a new location,
determined from the type of the activity. After reaching at the destination cell,
node stays there for the duration of the activity and the process repeats.

A generalized model is introduced in [22] and referred as Graph-based mobility
model. In this model, the graph represents the locations that the user might visit
and the edges model the connection between these locations (e.g. streets or train
connections). Initially each mobile node is placed at random vertex in the graph
and selects another vertex randomly as its destination and then moves towards
it using shortest possible path. After reaching at the destination, node pauses
for some randomly selected period and then selects another destination and the
process repeats.

Another simple realistic mobility model is introduced using random waypoint
model in [23] and referred as Restricted Random Waypoint Model (also called
as localized random waypoint model). To bring realism to random waypoint
model, towns and highways are introduced. Towns are sub geographic regions
that are connected with highways inside a simulation region. Node moves with
the random waypoint mobility model inside towns for majority of the time.
However, after a certain number of movements in the same town, a node moves
to another town over a highway.

GEMM proposed in [16] brings realism in to random way point model by
introducing attraction points, activities, roles and group behavior. Given the
role type, activity is chosen based on its trigger time and hence the attraction
point is selected based on its popularity level and the activity triggered. Nodes
may move between attraction points or any other random location (similar to
random waypoint).

To simulate the geometry of city streets, city section mobility model [28], is
proposed. It models a section of the city having a downtown area with freeway.
Initially, each mobile node is placed randomly on some point in a street, and then
randomly chooses a new location on some other street as the destination. It then
travels towards the destination through shortest path between two points keeping
the safe driving characteristics such as speed limit and safe distance between two
nodes. Upon reaching the destination, the node pauses at its current location
for a fixed period and repeats the process until the simulation ends.

To synthesize the real-world mobility, couple of models are introduced in [20]
and referred as Freeway mobility model and Manhattan mobility model. The
movement of node is restricted to pathways in the simulation field. In freeway
mobility model, the map consists of several freeways and each freeway has lanes
in both directions. The velocity of mobile node is temporally dependent on its
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previous velocity. Also, the velocity of the following node cannot exceed the
velocity of preceding node - also known as spatial dependency. In Manhattan
mobility model, the map consists of horizontal and vertical lines representing
downtown area. The movement of node is restricted to horizontal and vertical
pathways in the simulation field. At an intersection, the mobile node can turn
left, right or go straight with a probability of 0.25, 0.25 and 0.5 respectively.
Unlike freeway mobility model where node cannot change the lane, Manhattan
mobility model gives a node some freedom to change its direction. Except the
above difference, the Manhattan model is the same as Freeway model because
the Manhattan mobility model also has high spatial and temporal dependence.

Another mobility model is introduced in [21] and referred as Obstacle Mobil-
ity Model. A realistic movement model is created through the incorporation of
obstacles and pathways using Voronoi diagram [29] of obstacle vertices in the
simulation field. These obstacles are exploited to restrict node movement as well
as obstruct wireless transmissions. In this model each node selects a destination
point randomly and then moves to that point using the shortest route from its
current location. After reaching the destination, node pauses for some time pe-
riod. The process repeats. The obstacles also impact the way radio propagates.
However, since the location of obstacles and destination of each motion phase is
randomly chosen, a certain level of randomness still exists for this model.

STRAW [36] is specifically designed for VANET, uses a vehicular mobility
model on US road topology, which constraints the node movement to streets of
real US cities. It is limited in providing the whole world map data and also the
generated mobility trace can only be exported for SWAN [37].

Another mobility model is designed for VANET known as SUMO [25]. It also
extracts the real world road topology using OSM database. Its main features
include multi-lane streets with lane changing capability, collision detection and
intersection based rules. Though it is a powerful tool to generate traffic network
simulation, it does not have option to export mobility trace, which limits its
use in network protocol studies. MOVE [8] is built on top of SUMO, which
generates mobility models for vehicular network simulations. The mobility trace
can be exported for network simulation tool such as NS-2 or GloMoSim.

VanetMobiSim [10] is an extension of another tool called CanuMobiSim which
generates mobility trace from a user specified XML configuration of a mobility
pattern. VanetMobiSim can import maps from the TIGER [40] database as
well as can generate random maps using Voronoi tessellation. Its main features
include vehicle acceleration, deceleration, multi-lane streets with lane changing
functionality, but does not provide a support of multiple vehicle types. However
the generated mobility trace can be exported for different mobile networks tools
including NS-2, GloMoSim, and QualNet.

Another mobility model is proposed with the intend to model a real world
environment, specifically designed to study urban pedestrian mobility known
as MobiReal [1]. It is a network simulator that can simulate realistic mobility
of nodes using probabilistic destination selection. User creates street graph and
routes through GUI using mouse clicks, which is time consuming. It was initially
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designed to simulate MANETs and was later extended to include VANETs by
incorporating the traffic simulator NETSTREAM [12] developed by TOYOTA.
Since NETSTREAM is a propriety software, user can not access and modify this
part of the simulator which limits its wide usage.

CityMob generates the mobility based on three models; Simple Model, Man-
hattan Model, and Downtown Model [4]. Road network is generated randomly
using Manhattan grid model and does not provide the facility to create user
defined roads or road extraction through GIS data. All streets are two-way, with
lanes in both directions and node moves with random speed, within an user de-
fined range of values. Generated mobility trace can be exported in NS-2 format.

FreeSim is specifically designed for VANET that allows for multiple freeway
systems to be easily represented and loaded into the simulator as a graph data
structure [31]. The traffic data used by the simulator can be user generated
or be converted from real-time data gathered by a transportation organization.
However FreeSim does not support multiple node types and it does not have
option to export mobility trace, which limits its use in network protocol studies.
which is a serious shortcoming.

The IMPORTANT framework [20] contains metrics to capture mobility char-
acteristics and evaluate the impact of the performance of routing protocols but
does not have visualization or animation capabilities.

GMSF [7] is a tool to simulate and analyze node mobility in vehicular ad hoc
networks. The road topology is extracted from official Swiss national map (Lan-
deskarte), which constraints the node movement to swiss streets. The mobility
trace can be generated using Random Waypoint, Manhattan, GIS, and MMTS
models. Only roads which are accessible by vehicles are imported into the road
topology. The mobility trace can be exported in multiple formats.

SUMO, MOVE, STRAW, and VanetMobiSim all have good software features.
However, only VanetMobiSim provides excellent trace support [2]. Generic sim-
ulation tools like NS-2 [34], OPNET [35], QualNet [39] support only limited
mobility models such as random waypoint model and its variations. Similar soft-
ware to generate various random mobility models is proposed in [5]. Our software
is more generic and applicable to a wide range of systems including a class of
high level VANETs. Also, our tool is more comprehensive in creating, visualizing,
and analyzing the mobility models.

8 Conclusion

In this paper, we presented unified approach to generate realistic mobility models
and presented a software that we designed to do the same. Using the proposed
software, several realistic mobility models with varying characteristic can be gen-
erated and analyzed. Our software offers several tools to carefully visualize and
analyze the generated mobility trace before it is used in actual simulation. Such
a deeper insights on mobility trace would be extremely beneficial for understand-
ing the simulation behavior of the system and will be helpful to interpret the
results in more meaningful way.
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Although our software is fairly comprehensive, it can be improved in several
directions. Particularly, it can be improved in the statistical analysis domain.
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Abstract. Wireless sensor networks (WSN) have attracted considerable
interest in recent years as a convenient, flexible and low cost alternative
to wired sensor in many contexts. Deployment of sensor nodes is a crit-
ical task as deployment should be efficient to increase network lifetime.
To address this problem, a hierarchical architecture is employed. In this
paper, we propose an incremental deployment algorithm. By examining
the node position, and the sensing cover area, the proposed algorithm in-
dicates which position should deployed clusterheads and how many new
clusterhead are necessary to cover the desired monitoring area. A com-
parison between the proposed algorithm with grid-based and augmenting
placement are analyzed.

Keywords: Wireless sensor networks, topology control, optimization,
clusterhead placement.

1 Introduction

Wireless sensor network is composed of large number of small, inexpensive, bat-
tery operated sensor devices. Their goal is to collect information remotely form
environment. Afterward, they forward the collected data, via multiple hops, to
a central node (i.e., sink) [1], [2]. However, one problem with this architecture is
that many nodes are often employed to forward data. Since sensor nodes have
a limited energy, this architecture is not scalable. To address this problem, a
hierarchical architecture has been proposed [3], [4].

In hierarchical architecture, besides sensors and a sink, there are some nodes
which act as clusterhead. On the one hand, these nodes have a great calculation
capacity, great memory and high routing capabilities; on the other hand they
are more costly. Each clusterhead is in charge of a set of cluster of nodes. These
sub-networks are obtained by making a spatial division of the whole network.
By aggregating, the clusterhead refines the transmitted data from sensor nodes.
Then, it post-processed and routed the data to the sink. Such architecture has
the advantages of being more practical, scalable, economical and capable of
extending the lifetime of the network [5].

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 123–134, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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In this work, and contrary to existing hierarchical architectures works [1],
[2], [6], we take into consideration multi-hop propriety. In fact, we’ll exploit the
multi-hop nature of WSN, where the tiny nodes can connect to the clusterhead
through multiple hops. Note that, although we consider sensor networks in this
work, the concepts developed in this work can be extended to any hierarchical
mesh network in general.

Our main focus in this paper is the topology design of sensor network. Thus,
given that sensor resources are limited, it is necessary to determine the efficient
placement where the clusterhead should be adds. This efficient placement was
represented as an optimization problem which can be defined by a set of inputs
and output variables, and constraints.

Before discussing this clusterhead placement in detail, we shall first give the
related works on topology design. The system architecture is formally described
in Section III. The methodology and two mains algorithms for clusterhead place-
ment are presented in Section IV. Simulation results are included in Section V
which illustrates the performance of the proposed algorithm. Finally, we conclude
the paper in Section VI.

2 Related Works

Many algorithms have been proposed in wireless network topology design. For
example, an integer linear programming (ILP) solution for network coverage
while minimizing the sensor’s number has been investigated in [7]. The authors
formulate the sensor placement problem in terms of cost minimization under
coverage constraints. Then, they develop an integer programming (ILP) model
to solve the sensor deployment problem.

In [5], the nodes are added progressively to maintain global network connec-
tivity. The node placement algorithm has been modeled as a minimum Steiner
tree with bounded edge length problem.

Hu in [8], has firstly, investigated on topology according to Delaunay triangu-
lation. Then, he used an algorithm in which the degree of each node was adjusted
through neighbor negotiation to ensure that each node has similar number of
neighbors.

Sensor placement that induces regular topologies such as circular, star, and
hexagonal has also been analyzed in [9].

In addition to the connectivity, others works are concerned only on network
lifetime. In [10], the network lifetime has been analyzed through a joint problem
of energy provisioning and relay node placement. In this work, the authors used
an efficient polynomial-time heuristic algorithm.

A fuzzy logic approach for cluster-head election has proposed in [11]. The
method was based on three descriptors, (1) energy, (2) concentration and (3)
centrality. Their simulation shows that depending upon network configuration,
a substantial increase in network lifetime can be accomplished as compared to
probabilistically selecting the nodes as cluster-heads using only local information.

The authors in [2] formulate a minimum-power wireless sensor network de-
ployment problem. The objective is to determine the locations of a given number
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of relays and the corresponding link flows in order to minimize the total power
consumption.

Furthermore, the topology optimization has been also investigated in wireless
mesh network [12], [13]. The technique proposed by Aoun et al., was consisting
in placing a minimum number of gateways such that quality-of-service (QoS)
requirements are satisfied. The authors uses a polynomial time near-optimal
algorithm which recursively computes minimum weighted dominating sets (DS),
while consistently preserving QoS requirements across iterations [12].

In [13], Wong et al. addressed the gateway placement problem in two separate
settings: either minimizing communication delay or minimizing communication
cost.

This paper tackles the problem of adding some advanced nodes to maintain
global connectivity in WSNs when transmission range of all tiny sensors was re-
stricted. Our objective is to minimize the number of these required sensors, as
they contribute to the overall cost of a WSN. Our study is motivated by an im-
portant class of static sensor networks, in which the deployment of theses sensors
are known; by a manual deployment or by any localization techniques [14].

3 System Description

3.1 Network Architecture

Wireless sensor networks have been considered in the literature many different
models; however, it can be organized into two main classes: flat and hierarchical
topology. In flat architecture, all nodes have the same processing capabilities,
same transmission rage. The nodes are frequently used as relay in order to in-
crease connectivity and support routing between the different nodes.

In the hierarchical architecture, there is a presence of few nodes which are
assumed to have higher capabilities such as longer transmission range, higher
energy resources and higher processing capabilities. In addition, these nodes
are required to constitute connected subnetworks between each other. The two-
tiered network architecture is motivated by recent advances in signal processing
and data fusion, which can exploit redundancy in information collected among
sensors. This hybrid model will be considered as shown in Figure (1).

3.2 Network Model

Let N denotes the set of tiny nodes that are deployed in a two dimensional
Euclidean plane �. All node have a fixed and common transmission range ρ.
The adjacency matrix of G(V, E) is a matrix with rows and columns labeled by
the graph vertices V , with a 1 or 0 in position (m, n) according to whether vm

and vn are directly connected or not. For the undirected graph G, the adjacency
matrix is symmetric.

On the other hand, clusterhead have two sets of wireless transceivers working
on two different wireless channels, one for the communication with the tiny
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Fig. 1. Two-tiered hybrid wireless sensor network architecture

nodes, and the other for the communication with other clusterhead. We assume
that a link is established between two nodes as long as the distance between the
nodes is smaller than the corresponding transmission range.

3.3 Clusterhead Placement

As we have mentioned earlier, the main variable of the deployment is the clus-
terhead position. Suppose that we have N sensor node handled with M cluster
head. There is CM

N possible configurations of the hybrid network. For example,
For N = 100 and M = 10, we have 1.7 · 1013 possible configurations. It is so
infeasible to explore all solutions in order to find the optimal hybrid topology.

3.4 Optimization Variables

Table 1 lists the notation used in this paper.

3.5 Optimization Goals

Like all optimization problems, a number of constraints must be verified during
the resolution process. In the case of the clusterhead placement; we face several
constraints which are either technological constraints or traffic-imposed con-
straints. We enumerate in the following sub-sections these different constraints.

The Capacity Constraints. The capacity constraint which should be verified
by each optimization problem is related to capacity limitation of the clusterhead.
In fact, the capacity (Cj) of clusterhead must be one of the discrete capacity
offered by the clusterhead; and the sum of links capacity should not exceed the
bandwidth of the clusterhead.

Now, let Cj denote the capacity in terms of data rate that the jth clusterhead
can handle. We need to allocate this capacity to different children tiny nodes.
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Table 1. Main Algorithm parameters

Input

1) A = {1, 2, ..., M}: Set of the clusterhead candidate to be deployed.
1) B = {1, 2, ..., N}: Set of tiny nodes.
2) (xi, yi): The physical position of the tiny node, i ∈ B.
3) ρi: The maximum transmission range of a tiny node, i ∈ B.
4) R: The maximum transmission range of a clusterhead.
5) hmax: The maximum number of hops allowed for a node.
6) Dmax: The maximum number of clusterhead.
7) λi: The data rate generated by node, ∀i ∈ B.
7) Cj : The maximum capacity that can be handled by clusterhead j ∈ A.
Output

1) (x̂j, ŷj) The optimal position of the clusterhead, j ∈ A
% = M/N percentage of clusterhead in the network.

Let φi,j denote the number of node that are i hop away from jth clusterhead.
Also for simplicity, we assume that traffic generated by each node (∀i ∈ B) is
equal to λi.

Note that the traffic generated from tiny nodes further away from the jth

clusterhead will be relayed by other tiny nodes more closer to the clusterhead.
Thus the effective traffic (Λi) form all ith hop include the traffic generated by
all tiny node through the route.

Λj =
h∑

i=1

φi,j · λi ∀j ∈ A, i ∈ B. (1)

The capacity constraint which guarantees the feasibility of the solution that the
flow generated in each communication links should not exceed its capacity. Then,

Λj ≤ Cj ∀j ∈ A (2)

The Cost Constraint. The topology obtained should have a total cost D less
that the maximal cost Dmax (D ≤ Dmax). Where Dmax is the maximal budget
allowed and which is an input of the design problem.

QoS Requirements. The QoS requirements are given per end-to-end packet
transmission in terms of maximum allowed delay TD and BER (Preq). The prob-
ability for a successful end-to-end transmission over h hops can be found as the
product of the probability for successful transmission for each hop, assuming
bit error events are independent between the hops (when a decode-and-forward
scheme is considered).

The following product must be satisfied:

(1 − Pi) =
h∏

i=1

(1 − Pi) ≥ (1 − Preq) (3)
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where Preq, is the required BER (parameter design). The total transmission time
is calculated as the sum of the transmission for all nodes (through the route).
For end-to-end delay constraint (Td), a valid configuration must satisfy:

Ttot =
h∑

i=1

Ton.i ≥ TD (4)

TD is a parameter design. Ton is the time required for the node to transmit the
packet.

Unfortunately, Pi and Ton are difficult to estimate accurately. They depend
on many parameters such as, the modulation, the multiuser interferences, and
even the hardware’s characteristics of node. However, these two parameters are
depending on the multihop h. So, the QoS constrains, can be resumed to the
number of hop maximal (hmax) between the tiny node and clusterhead. This
value should be small to expect that the QoS constrains will be respected.

Connectivity Constraint. The connectivity constraint guarantees that all
clusterhead can reach the sink. This ensures that the information collected by
the tiny node can reach the sink. This problem is NP-hard, which can be proven
through a straight forward reduction [15]. Due to space limit, the proof for NP-
hardness is not included in this paper and can be found in a [15].

4 Methodology

We now develop a model to define clusterhead placement. Three constraints
namely; the quality of service (QoS) constraint, the connectivity constraint and
the network cost constraint, had been considered. The QoS constraint guarantees
that all traffic can be handled by clusterhead, which implies that all tiny nodes
can reach at least one clusterhead with a maximum hop hmax. Furthermore, the
connectivity constraint guarantees that all clusterhead can reach the sink. In
addition, the network cost constraint assumes that the number of clusterhead
doesn’t exceed a fixed value.

The immediate solution for finding the optimal position of the clusterhead
is to study all possibilities and then to determine the optimal position where
the clusterhead should be add. Of course, this position is which optimizes the
goal of the optimization problem. As we have mentioned previously, it is very
expensive in processing time to find the optimal topology by the examination
of all possibilities. As solution which is more efficient consists of finding the
optimal position that respect all constraints without processing all possibilities.
Therefore, the estimated position of clusterhead is suboptimal solution.

The proposed planning algorithm starts by the evaluating the performance of
the initial topology and then it executes two main steps which are:

– Finding the optimal position where the clusterhead can be added in the
networks;

– Performance evaluation of the current hybrid topology.
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The first step consists for looking for the optimal position where we should add
the clusterhead in order to improve the network performance. In the second step,
and according to several performance criteria, the algorithm acts to evaluate the
performance metrics of only the new hybrid cluster. The resultant clusterhead
position will be considered as the optimal temporary only if we ensure that
all constraints were respected. The process stops when the optimal topology is
reached or the number of cluster head added is equal to the maximum number.

The step of performance evaluation of current hybrid cluster is the more crit-
ical step. It is critical considering that after this step we decide if the placement
of the clusterhead is optimal one or not. After evaluating performance of the
current hybrid topology during an iteration of the algorithm, we should add a
new clusterhead.

minimize

⎛
⎝∑

∀j

θj

⎞
⎠ ∀j ∈ A (5)

subject to

h∑
i=1

φi,j · λi ≤ C ∀j ∈ A, i ∈ B (6a)

hi ≤ hmax∀i ∈ B (6b)∑
∀j

θj ≤ Dmax ∀j ∈ A (6c)

∑
∀j

θi = 1 ∀i ∈ B (6d)

Gi ∩ Gj 
= � ∀i, j ∈ A, i 
= j (6e)

The traffic constraint in (6a) specifies that the capacity allocated to jth clus-
terhead should be respected. Inequality (6b) ensures that only node closer than
(hmax) are selected by the clusterhead. Constraint (6c) requires that the total
deployment cost of clusterhead is limited by the total cost (Dmax). Condition
(6d) denotes that each tiny node should be assigned only to one clusterhead.
The connectivity constraint in (6e), specifies that the clusterhead have to form
a connected network, where G∀j is coverage of the jth clusterhead.

4.1 Procedure

In this section, we describe three algorithms to solve the clusterhead placement
problem for randomly deployed nodes.

Proposed Approach. Our proposed schema is based on recursive greedy al-
gorithm. The basic idea of the algorithm is to partition the network nodes into
a minimum number of disjoint clusters, and place a clusterhead in each cluster.
We use the Greedy Dominating Independent Set (DIS) [16] heuristic to deter-
mine a set of clusterheads, which are used as possible clusterhead locations. As
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the greedy algorithm is a heuristic algorithm, it cannot guarantee to find the
optimal solution during a single iteration. Thus, we obtain multiple solutions
by running the greedy algorithm a preset number of times and choose the best
amongst them as the final solution.

Algorithm 1. Efficient Clusterhead Placement

Require: Number of nodes (N), Node Positions (xi,j), Maximum number of hop
(hmax), Maximum number of clusterhead (Dmax), ρ, R, λ, C.

1: Initialize by obtaining clusters.
2: Place first clusterhead at the center of the biggest cluster Γ(k=1)

3: θ =1
4: while (θ < Dmax) do
5: Remove node with (hi > hmax) away from the clusterhead (constraint 6b).
6: if

(∑h
i=1 φi,j · λi ≤ C, ∀i

)
then

7: θ ← θ + 1
8: Save clusterhead position
9: end if

10: Cluster the remaining nodes Γ∀k.
11: Place the additional clusterhead at cluster center which serves the most nodes

and is within distance R from at least clusterhead.
12: Goto (5)
13: if Gi ∩ Gj �= � ∀i �= j then

14: Find node j with max
(∑h

j=1 Ki,j · λi ≤ C
)

closet to any θi.
15: Place additional θ at distance R from θi towards node j.
16: θ ← θ + 1
17: end if
18: end while
19: return θ̂ = [(x̂1, ŷ1) , · · · , (x̂M , ŷM )], % = M/N best configuration

Augmenting Placement. The augmenting placement represents another al-
ternative for clustering. This approach involves placing the clusterhead indepen-
dently until such that all nodes in the network are covered while respecting all
constraints. The idea of the augmenting placement algorithm is similar to the
greedy algorithm placement with respect to its internal procedure; however, it
does not make greedy decisions regarding the next placement of additional clus-
terhead. Any placement providing subsequent coverage to uncovered nodes is
considered [12].

Grid-Based Placement. Grid-based deployment is a practical and efficient
coverage-oriented deployment approach for moderate to large scale WSN appli-
cations due to its simplicity and scalability. The goal is to deploy sensors on a
sensor field to guarantee a particular quality of service, if the properties of the
terrain are predetermined. The terrain is generally divided into grids and sensors
are carefully deployed at the grid points [17].
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5 Results

In this section, the performances of the three algorithms were described. We
assume that the tiny nodes are deployed randomly over a two-dimensional 100×
100 square area.

5.1 Impact of Clusterhead Radio Range

We start by examining the effect of clusterhead radio range R. The performance
of each algorithm has been evaluated for different values of R. The figure 2 has
been obtained for each algorithm after average of 100 independent simulations.
The maximum capacity of clusterhead was fixed Cj= 20 units, while the data
rate generated by the tiny node was fixed to λi = 1. The radio range of tiny
node is equal ρ = 10. During each simulation, 100 nodes are randomly deployed
in the area.

As we expected, when we increase the value of R, the number of clusterhead
required to meet all constraints decrease. This is because a great of R leads
a huge overlap of wireless coverage, and hence, a few clusterhead are needed.
Also, by comparing the performance of the different algorithms, we observe that
our proposed approach gives the best configuration. In contrast, and for low
clusterhead transmission radio, the Grid-based clustering schemes perform much
worse. For low radio coverage, our approach required 1.3 to 2.45 less number
of clusterhead compared to Augmenting placement and Grid-based algorithm,
respectively. However, for high coverage (R > 30), all algorithms gives almost
the same performance.

5.2 Impact of Network Size

Next, we study the impact of network size on the placement algorithms. We
randomly deploy different number of nodes (from 30 to 200 nodes). However,
the transmission range and the data rate generated by each node remains the
same ( ρ = 10, λ = 1 unit).

Figure 3 shows the number of required clusterhead using the different place-
ment algorithms. As we would expect, an increase in the number of nodes leads
to a larger number of clusterheads. Moreover, our proposed approach continues
to perform well compared to the other algorithms. We can also see that the
Grid-based algorithm lead the same number of clusterhead for low network size
(N < 100). For high network size, this number should be increased in under to
ensure the capacity criteria constraint.

5.3 Impact of Number of Hop

This study was conducted by varying only the number of hop allowed to the
nodes; the other constraints are maintained constant.

One can easily notice that the effect of hop number is important for deploy-
ment strategy. The proposed approach still performs better than the Augmenting
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Fig. 2. Required clusterhead number vs. radio range, N = 100, ρ =1, C = 20, λ =1,
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Fig. 3. Required clusterhead number vs. network size, R = 20, ρ =1, C = 20, λ =1,
hmax =3

placement and the Grid-based deployment. The Grid-based algorithm required
the same number of clusterhead whatever the number of hop. However, this re-
mark is true only for a great hop number (more than 3 hops). For example, for
h = 4, the proposed algorithm required 9 clusterheads; while the Augmenting
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Fig. 4. Required clusterhead number vs. allowed hop number, R = 20, ρ =1, C = 20,
λ =1, N = 100.

placement and Grid-based algorithms require 11 and 25 clusterheads, respec-
tively. Nevertheless, and for low hop h ∈ {1, 2}, surprisingly, the simplest method
(Grid-based) gives the best performance.

6 Conclusion

Wireless sensor network topology design has attracted significant research in-
terest. This interest is expected to grow further with the proliferation of WSN
application. In this paper, we have analyzed the problem of efficient clusterhead
placement for hierarchical WSN architecture.

To address this problem, we have proposed an optimization method to de-
termine the positions of clusterhead which minimize the mean cost of network
while respecting some constraints. We have seen that the proposed approach,
compared to two known methods, gives the best solutions over varieties of
scenarios.
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Abstract. In large-scale monitoring applications, randomly deployed
wireless sensor networks may not be fully connected. Using mobile sink
for data collection is one of the feasible solutions. For energy saving, it is
necessary to plan a shortest route for the mobile sink. Mobile sink rout-
ing problem can be regarded as a special case of TSP with neighborhoods
(TSPN) problem. In this paper, we propose a novel approximation al-
gorithm called RaceTrack. This algorithm forms a “racetrack” based on
the TSP route, which is constructed from the locations of the deployed
sensor nodes. By using inner lane heuristic and concave bend heuristic of
auto racing, and a shortcut finding step, we optimize the obtained TSP
route within O(n) computation time. Through formal proofs and large-
scale simulations, we verified that our RaceTrack algorithm can achieve
a good approximation ratio.

1 Introduction

With the availability of cheap sensor nodes and the progress of wireless technol-
ogy, sensor networks have been widely deployed in many large-scale applications,
such as environment monitoring [5] and ecosystem surveillance [13]. However,
sensor nodes randomly scattered in a large monitoring region may not form a
fully connected networks, unless the number of nodes achieves a certain huge
value [9]. Thus, how to collect data from sparse sensor networks becomes a great
challenge.

One feasible solution to this challenge is controlling a mobile sink(MS) to visit
each node. When the MS enters into a node’s radio range, it can fetch a quantity
of sensed data. After a trip through all the nodes, the MS returns the data to
the base station. Nevertheless, MS aided data collection is also up against the
energy saving problem, such that we need to plan a shortest route for the MS
to travel through all the sensor nodes, which we call asMS routing problem.

Intuitively, this problem can be simply reduced to a Traveling Salesman prob-
lem (TSP). Many literatures about the controlled mobility in sensor networks
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Fig. 1. MS routes: the gray one denotes the original TSP route without considering
the radio range, while the black one utilizes the radio range

use this reduction, such as RD-VT algorithm [6] and PBS algorithm [15]. These
algorithms all require that the MS should arrive in the exact positions where sen-
sor nodes are located for communication. However, they may not benefit from
radio ranges. As shown in Fig. 1, by utilizing radio ranges, the MS route could
be further optimized.

Considering radio ranges, MS routing problem can be regarded as a special
case of TSP with neighborhoods (TSPN). In TSPN, the salesman only has to
reach the customs’ neighborhoods to deliver his products. Clearly, TSPN is the
generic form of TSP and hence is NP-hard. TSPN was first studied by E. Arkin
and R. Hassin [3]. These years, many approximation algorithms are proposed to
handle TSPN with different shapes of neighborhoods or with different relation-
ships of neighborhoods, such as line segments, convex polygons, fat objects, and
possibly overlapped regions or totally disjoint regions. Most of these algorithms
apply TSP algorithm as an integral part. Excluding the computation time of
TSP algorithm, the existing methods of TSPN with overlapped disk neighbor-
hoods have a computation time all above O(n2) and even worse. However, for
the MS routing problem in large-scale applications, since thousands of sensor
nodes are deployed, the algorithms with heavy computation time may not be
desired.

In this paper, we design a novel fast approximation algorithm, called “Race-
Track”, for the MS routing problem with possibly overlapped disk radio ranges.
Excluding the time of TSP algorithm, It can derive a good approximation solu-
tion within O(n) optimization time, which is faster than the existing work. The
major characteristic of our RaceTrack algorithm is that we transform the orig-
inal problem into an auto racing problem. It first constructs a non-intersecting
TSP route from the exact locations of the sensor nodes deployed, then based on
the non self-intersecting property and loop property of the obtained TSP route,
it forms a racetrack where the MS may travel through. Then using inner lane
heuristic and concave bend heuristic in auto racing, RaceTrack quickly calcu-
lates the optimized substitute points for the vertices in the obtained TSP route



RaceTrack: An Approximation Algorithm for the MS Routing Problem 137

and reduces the route length. Finally, it finds shortcuts to further optimize the
route. The contributions of this work are as follows:

– We propose a novel approximation algorithm for the MS routing problem. It
transforms the TSPN problem with possibly overlapped disk neighborhoods
into an auto racing problem for the shortest route finding.

– We use 2 heuristics of auto racing and a shortcuts finding step to optimize the
TSP route within O(n) computation time, which is faster than the existing
algorithms;

– We formally prove that the approximation ratio of RaceTrack algorithm can
be described as |TS | < (1 + ε)(|TMS | + 2nr)

The rest of the paper is as follows: Section 2 surveys the related work. Section 3
proposes the formal definition of the MS routing problem. Section 4 describes the
details of RaceTrack algorithm and and Section 5 analyzes it. The performance
evaluation is in Section 6 and the conclusion is in Section 7.

2 Related Work

The existing TSPN algorithms can be classified into two categories: TSP-posterior
and TSP-anterior.

Most of the related algorithms belong to the formal category. TSP-posterior
algorithms choose substitute points from the neighborhoods first, and then apply
TSP algorithm to the set of points to make an optimum route. Gudmundsson[7]
et al. present an O(log(n))-approximation algorithm for overlapped polygons (n
is the number of neighborhoods). It first computes a minimum covering box
which covers all the polygons before using TSP algorithm. Dumitrescu and
Mitchell[1] propose an (11.5)-approximation algorithm. It first finds the max-
imum independent set of all the overlapped disks, then constructs a TSP route
from the center points of the independent disk set. The route combined with
the boundary of each disk in the independent set is the final result. Elbassioni’s
algorithm [8] iteratively chooses substitute point pi from neighborhood i to min-
imize dist(pi, {p1, p2, · · · , pi−1}) (α is fatness, α = 4 when neighborhood is disk)
for disjoint fat neighborhoods, which achieves a (9.1α + 1)-approximation ratio.

In contrast, the TSP-anterior algorithms construct a TSP route first and then
optimize the route. For disjoint disk radio ranges in sensor networks, Yuan[2] et
al. first construct a TSP route from the center points of these disks, then formu-
late a continuous optimization problem. Although a nearly optimum solution can
be achieved, the algorithm consumes heavy computation time for the substitute
points searching. Sugihara[11] et al. translate the MS routing problem with over-
lapped disk radio ranges into a so-called Label Covering problem. They search
the shortcuts between two vertices of the obtained TSP route by a dynamic
programming, whose computation time is O(n3). However, their algorithm does
not fully benefit from the radio ranges, the results are loose.

So far as we known, RaceTrack algorithm is the first one that use geo-
metric properties of TSP route and heuristics of auto racing to handle TSPN
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problem. We stress that RaceTrack can quickly find a TSPN solution with de-
sired approximation ratio.

3 Problem Definition

Suppose that the MS can freely move in the monitoring region and a number of
sensor nodes are uniformly randomly deployed in this region. After deployment,
the exact positions of the sensor nodes can be obtained by using localization
methods. Disk model [14] is often used to describe the wireless radio range. Thus,
in the MS routing problem, the neighborhoods can be regarded as a number of
randomly placed disks and some of them may overlap each other. We specify the
MS routing problem formally as follows:

Definition 1
Given: a square monitoring region of size R×R, a MS start point S, and n equal
size disk neighborhoods which represent the randomly deployed sensor nodes with
radio ranges. Disk i is identified by its center point Vi(1 ≤ i ≤ n) and its radius
r(r > 0).

Goal: find a shortest route TMS , which starts and ends with point S, and travels
through all the disks, i.e. ∀i(1 ≤ i ≤ n), dist(Vi, TMS) ≤ r.

4 RaceTrack Approximation Algorithm

RaceTrack approximation algorithm consists of four steps: first, it constructs
a TSP route without self-intersecting from the center points of the disks and
forms a racetrack. Second, it calculates an inner lane of this racetrack. Third,
it chooses better paths at the concave bends of this racetrack. Finally, it finds
shortcuts to further optimize the route.

4.1 Step 1: TSP Route Construction

By using exact TSP algorithms or approximation algorithms with untangling
improvement, we construct a TSP route TV without self-intersecting from the
set of n + 1 vertices {S, V1, V2, · · · , Vn}. Assume that TV [i] (0 ≤ i ≤ n) stores
the i-th vertex of route TV and TV [0] = S. Clearly, TV is a loose approximation
of TMS , hence we could use the vertex permutation of TV as an approximation
of that of TMS . Based on this intuition, we can easily verify the quality of the
optimized route in each next step.

After construct a TSP route, we then present an important fact of the opti-
mum TSP route in Lemma 1:

Lemma 1. The optimum TSP route is not self-intersecting.

Proof. Given two intersecting edges found in an optimum TSP route, there exists
a quadrangle formed by the four vertices corresponding to the two intersecting
edges. Thus, the two intersecting edges could be regarded as the diagonals of
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this quadrangle. If we replace the two diagonals with two opposite sides, the
connectivity of the TSP route is sustained but the route length could be further
reduced. This contradicts the definition of the optimum TSP route. Therefore,
optimum TSP route is not self-intersecting.

Based on Lemma 1 and the definition of TSP route, we could define TSP polygon
as:

Definition 2. TSP polygon is the simple closed polygon bounded by the TSP
route without self-intersecting.

S

V0

V1
V2

V3

V5r
V4

Fig. 2. A racetrack area swept by a disk with radius r, whose center moves along the
TSP route

As shown in Fig. 2, we use a disk with radius r to sweep along the obtained TSP
route, which forms a racetrack area where the MS may travel through. Thus,
we transform the MS routing problem into an auto racing problem for finding
a shortest route, along which the MS could access of all the disks within this
racetrack.

4.2 Step 2: Inner Lane Substitute Points Choosing

Since TV is a loose approximation of TMS , thus we try to find a substitute point
for each vertex of TV , which could form a shorter route without permutation
changing.

According to the observation of auto racing, we have the first heuristic as
follows:

heuristic 1: In non self-intersecting racetrack, the inner lane is often shorter
than the outer lane.

Based on heuristic 1, the appropriate substitute points could be found on the
boundary of each disk inside the TSP polygon. We call these substitute points
inner substitute point(ISP). Fig. 3 describes our ideas: we use C to denote the
centroid of the n + 1 vertices, which can be calculated as:

C =
1

n + 1
(

n∑
i=1

Vi + S). (1)
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Then, based on C, we perform a triangulation for the TSP polygon. That is, for
each disk, draw a line segment ViC. Assume that line segment ViC intersects the
boundary of disk i at point Ri. Ii denotes the ISP of Vi. We have the following
important result:
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Fig. 3. Choosing inner substitute points

Theorem 1. If ISP Ii for disk i are chosen based on the following rules:

1. if dist(Vi, C) ≥ r, Ii = Ri;
2. if dist(Vi, C) < r, Ii = C,

Then ∀i, j(1 ≤ i, j ≤ n), dist(Vi, Vj) ≥ dist(Ii, Ij).

Proof. We describe the whole problem in a polar coordinate system, where the
pole is at C. For any disk, say disk i, the polar coordinate of its center Vi can
be represented as (di, αi), where di is the alias of dist(Vi, C) and αi denotes the
directed angle from axis x to line ViC. According to the rules, if di ≥ r, the
polar coordinate of ISP Ii is (di − r, αi), otherwise, the coordinate is (0, 0).

In polar coordinate system, the distance between two points (di, αi) and
(dj , αj) equals to:

dist(Vi, Vj) =
√

d2
i + d2

j − 2didj cos(αi − αj). (2)

The formal proof is divided into three cases:

Case 1: Given two disks i and j, assume that both ISPs are derived from rule 1,
which implies that di ≥ r and dj ≥ r. Since dist(Vi, Vj) > 0 and dist(Ii, Ij) ≥ 0,
so dist(Vi, Vj) + dist(Ii, Ij) > 0. Based on this, we have

dist(Vi, Vj) − dist(Ii, Ij) ≥ 0 ⇔ dist(Vi, Vj)2 − dist(Ii, Ij)2 ≥ 0. (3)
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According to (3), the difference between dist(Vi, Vj) and dist(Ii, Ij) can be an-
alyzed as follows:

dist(Vi, Vj)2 − dist(Ii, Ij)2

= d2
i + d2

j − 2didj cos(αi − αj) − (di − r)2 − (dj − r)2

+ 2(di − r)(dj − r) cos(αi − αj)

= −2r(r − (di + dj))(1 − cos(αi − αj)). (4)

From (4), since di ≥ r and dj ≥ r, so 0 < r ≤ (di + dj). And due to −1 ≤
cos(αi−αj) ≤ 1, the value of (4) is no less than zero. Thus we obtain dist(Vi, Vj)−
dist(Ii, Ij) ≥ 0, where the equal mark achieves only when αi − αj = 0. When
αi − αj = ±π, dist(Vi, Vj) − dist(Ii, Ij) reaches its maximum value of 2r.

Case 2: Given two disks i and j, assume that ISP Ii and ISP Ij are derived
from rule 1 and rule 2, respectively, which implies that di ≥ r and dj < r. The
difference between dist(Vi, Vj) and dist(Ii, Ij) can be analyzed as follows:

dist(Vi, Vj) =
√

d2
i + d2

j − 2didj cos(αi − αj)

≥
√

d2
i + d2

j − 2didj

= di − dj

> di − r = dist(Ii, Ij). (5)

Case 3: Given two disks i and j, assume that both ISP Ii and Ij are derived
from rule 2, thus dist(Ii, Ij) = 0 and dist(Vi, Vj) > 0.

Summarize the above three cases together, Theorem 1 holds naturally.

Then according to the vertex permutation of route TV , we could construct a
route, TI , from the set of ISPs. Based on Theorem 1, the route length, |TI |,
satisfies the following corollary:

Corollary 1. ∀k(0 ≤ k ≤ n), dist(TI [k], TI [k +1]) ≤ dist(TV [k], TV [k +1]) and
|TI | ≤ |TV |, where the n + 1-th vertex of each route is the start point.

Corollary 1 indicates that TI is a better solution than TV for the MS routing
problem.

4.3 Step 3: Concave Bend Substitute Points Choosing

After the ISP choosing step, we find that the route can still be optimized. An-
other observation of auto racing is as follows:

heuristic 2: In non self-intersecting racetrack, if there exists some concave
bends, the inner boundary may not be the shortest route.

As illustrated in Fig. 4, on this segment of the racetrack, there are two convex
bends and three concave bends, where the concave bends are at ∠IjIkIl and
∠IlImIn, respectively. We could choose another two better substitute points Bk

and Bm for disk k and disk m. By replacing Ik and Im with the two points, the
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Fig. 4. Concave bends and concave bend substitute points

route length could be further optimized. We call these better substitute points
concave bend substitute point(BSP). Assume that TB denotes the new route
formed by the BSPs.

To find these BSPs in the racetrack, we may first use a known algorithm [10] to
determine the convex-concave vertices of TI , then analyze each concave vertex.
If there are concave vertices lying between two successive convex vertices1 in TI ,
we could apply nonlinear optimization techniques to calculate BSPs for these
concave vertices. Assume TI [i] and TI [j] (i + 1 ≤ j) are two successive convex
vertices of TI . This implies that there are j−i−1 concave vertices between TI [i]
and TI [j]. We use variables xi+1 to xj−1 to denote these BSPs. For tractable
computation, in TB, we reserve the corresponding ISP for each convex bend,
e.g. TB[i] = TI [i] and TB[j] = TI [j]. Therefore, an optimization problem is
formulated as follows:

minimize : z = dist(TI [i], xi+1) +
∑j−2

k=i+1 dist(xk, xk+1)
+dist(xj−1, TI [j]);

s.t. dist(xk, TV [k]) ≤ r (i + 1 ≤ k ≤ j − 1).

Note that if j − i = 1, the single BSP can be exactly obtained in the following
process: by regarding the two successive convex vertices TI [i] and TI [j] as two
focuses of an ellipse, thus the focal radius of this ellipse is determined as half
of the length of the line segment TI [i]TI [j]. We only have to introduce one
parameter variable so as to construct the equation of this ellipse. Combining
the ellipse equation with the equation of the circle centered at vertex TV [i + 1],
we can calculate the value of the parameter variable when the equations have
only one solution. Thus, we may derive TB[i + 1]. However, if j − i becomes
large, this problem is NP-hard. We design a greedy approximation algorithm to
calculate all the BSPs. Let Con[i] record the convexity of vertex TI [i] derived
1 Successive convex vertices are specified two convex vertices among which there are

on other convex vertices.
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from a known convex-concave determining algorithm and idx denote the first
concave vertex after a convex vertex. We use Ellipse(a, b, c, r) to stand for the
above process of the single BSP calculation, where a and b are two successive
convex vertices, c is the one concave vertex between a and b, and r is the radius
of radio range. The greedy algorithm is described in Fig. 5.

Initialize TB [0] ← S; idx ← 0 Con[i] ← 0;
Determine the convexity of each vertex in TI and record the results in Con[i];
for i = 1 to n do

if Con[i] = convex then
TB [i] = TI [i];
if idx �= 0 then

for k = idx to i − 1 do
TB[k] =Ellipse(TB[k − 1], TB[i], TV [k], r);

end for
end if

else if Con[i] = concave & Con[i − 1] = convex then
idx = i;

end if
end for

Fig. 5. Concave bend substitute points choosing algorithm

4.4 Step 4: Shortcut Finding

Due to the overlapped radio ranges, there may exist shortcuts between two BSPs.
As shown in Fig. 6, the dash-dot line is a shortcut which allows the MS to access
disk i, j, k and l in a straight line. We design a dynamic programming algorithm

Vj

Vi

Vk

Vl

Bi

Bj

Ik

Bl

TI

TB

TS

Bk

Sj

Sk

Fig. 6. Finding shortcuts
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without backtracking to find out shortcuts. Assume that TS denotes the final
route after this step. TS [i] = 0 means there exists a shortcut which traverses
disk i and thus the point within the range of the disk i becomes meaningless.
last stands for the latest convex vertex scanned by the algorithm. The details
are described in Fig.7.

1: Initialize TS [0] ← S; i = 1 ; last = 0;
2: while last ≤ n do
3: for j = i + 2 to n + 1 do
4: if the line segment TS[i]TB [j] is within radio range of vertex TV [j − 1] then
5: TS [j − 1] ← 0;
6: last = j;
7: else
8: i = j − 1;
9: TS [i] = TB [i];

10: last = j;
11: break;
12: end if
13: end for
14: end while

Fig. 7. Shortcut finding algorithm

5 Algorithm Analysis

In this section, we analyze the computation time and the approximation ratio
of RaceTrack algorithm.

5.1 Computation Time

To analyze the computation time of RaceTrack algorithm, we should consider
all its four steps. In Step 1, we handle the TSP problem by using a known
PTAS [12] with the untangling improvement [4], which may have a computa-
tion time of O(n2). Since the computation time of the existing work all include
the computation time of a TSP algorithm and the analysis is beyond the scope
of this paper, we use CTSP to denote it; In Step 2, we only have to calculate
the intersecting point Ri for each disk i, thus the computation time is O(n);
In Step 3, we first borrow the convex-concave determining algorithm from [10],
whose computation time is O(n), then by traveling through all the vertices, we
can compute the BPSs by using Ellipse function. This also consumes O(n)-
computation time. In Step 4, although the dynamic programming algorithm has
two loops, the end condition is determined by variable last, thus the computation
time is still O(n). Summarize all the above analysis, we have the optimization
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time of RaceTrack algorithm is O(n) and the whole computation time is CTSP +
O(n).

5.2 Approximation Ratio

Theorem 2. The approximation ratio of RaceTrack algorithm can be described
as |TS | < (1 + ε)(|TMS | + 2nr)

Proof. We use the PTAS of Euclidean TSP[12] with the untangling improve-
ment [4] to obtain a TSP route without self-intersecting. This PTAS achieves an
approximation ratio of 1 + ε, so we have:

|TV | ≤ (1 + ε)|TTSP |. (6)

Based on the definition of the MS routing problem, the optimum solution TMS

is within radio range r from the center point of each disk. When the MS travels
along TMS and has a detour to the center point of each disk, this route is
obviously an approximation solution of TTSP , so

|TTSP | < |TMS | + 2nr. (7)

According to our analysis in each step of RaceTrack algorithm, the route length
may be further reduced in each step, we have

|TS| ≤ |TB | ≤ |TI | ≤ |TV |. (8)

Put Equation (6), (7) and (8) together, we proved Theorem 2.

6 Performance Evaluation

In this section, we first use a case study to illustrate RaceTrack algorithm step
by step, then compare it with other two algorithm in large-scale simulations.

In the case study, given a square monitoring region with size of 1000m×1000m
and a fixed start point S at (500, 0). We uniformly randomly deploy 40 wireless
sensor nodes into this region, assume that the radio radius is 100m. As shown
in Fig. 8(a), our algorithm first constructs a TSP route without self-intersecting
from the sensor nodes’ locations; Fig. 8(b) shows that it then chooses ISPs for the
vertices in TV and forms route TI ; In Fig. 8(c), BSPs are chosen at each concave
bend and form route TB. Finally, in Fig. 8(d), it finds shortcuts to further cut
down the route length. It is easy to see the improvement of the solution from
each step.

To further verify the validity of RaceTrack algorithm, we implement two repre-
sentative TSPN algorithms [Dum03][1] and [Sug08][11] in our simulations, since
they both consider TSPN with possibly overlapped disk neighborhoods and oth-
ers not. Comparisons between RaceTrack algorithm and these two algorithms are
conducted. The metric route length is evaluated under two varied parameters:
the number of sensor nodes and the radio radius.

By setting the radius a fixed value of 50m, we first compare the route length
under different number of sensor nodes. As shown in Fig. 9(a), with the number
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Fig. 8. A case study for RaceTrack algorithm

of sensor nodes increasing, all the route lengths rise steadily. However, the re-
sults of [Dum03] are much higher than the other two, because they contain the
perimeters of the disks in the maximum independent set. The results of [Sug08]
and RaceTrack are close to each other, since both of [Sug08] and RaceTrack are
TSP-anterior algorithm. The difference is that RaceTrack considers the steps of
substitute points choosing, while [Sug08] not.

Then, we fix the number of sensor nodes at 40 and analyze the route length
under varied radio ranges. As illustrated in Fig. 9(b), the results of [Sug08]and
RaceTrack decrease as the radio radius becomes larger, since the overlapped
radio ranges yield many shortcuts and the MS can access more nodes at one
position. However, the results of [Dum03] fluctuate when the radius increases.
A reasonable explanation is that the approximation ratio of [Dum03] is also de-
termined by the maximum independent set algorithm. With the increase of the
radius, the advantage of RaceTrack becomes smaller, this is because the play-
ground bounded by the racetrack is shrunk, thus the route length optimization
much more relies on the shortcut finding step.
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Fig. 9. Approximation ratio comparison

7 Conclusion

RaceTrack algorithm transforms the MS routing problem of the data collection
in wireless sensor networks into a auto racing problem. By using inner lane
heuristic, concave bends heuristic and a shortcut finding step, it obtains an
approximation shortest route in the racetrack within O(n) computation time. In
our future work, we may extend our algorithm with a more realistic radio model[],
and consider other related factors to the energy consumption of the MS, such
as, speed and direction changing. We may continue using new heuristics in auto
racing to handle these extensions.
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Abstract. Designing message integrity schemes for data aggregation is
an imperative problem for securing wireless sensor networks. In this pa-
per, we propose three secure aggregation schemes that provide provably
secure message integrity with different trade-offs between computation
cost, communication payload, and security assumptions. The first one is
a homomorphic MAC, which is a purely symmetric approach, and is the
most computation- and communication-efficient, but requires all data-
collecting nodes to share one global key with the base station. The other
two make use of (public key based) homomorphic hashing, combined with
aggregate MAC and identity-based aggregate signature (IBAS) respec-
tively. The scheme with aggregate MAC allows the base station to share
a distinct key with every node, while the scheme with a paring-based
IBAS enables all intermediate nodes beside the base station to verify the
authenticity of aggregated messages.

1 Introduction

From the very beginning of wireless sensor networks (WSNs) development
[13,2,30,14,3], it has been widely accepted that in-network data aggregation
plays a critical role in the practicability and appealing of WSNs. In a typi-
cal sensor network, hundreds and thousands of low-cost sensor nodes scatter in
a targeted area, collect environmental information, and collaboratively transmit
data back to a base station. In many cases, users of sensor network applications
are only interested in aggregated results after in-network processing, rather than
detailed readings from individual nodes. On the other hand, data aggregation
during message transmission is a natural way of preserving sensor nodes precious
energy. Due to infeasibility of recharging nodes batteries in most circumstances,
energy becomes the most valuable resource for sensor nodes. Among all nodes
operations, data transmission consumes the most energy [2,3]. Moreover, in the
absence of data aggregation, sensor nodes near the base station will suffer from
heavy message transmission overhead, and then die of power exhaustion much
sooner than other nodes, breaking down the whole network’s functionality. Sub-
sequently, data aggregation attracted a great deal of attention and many a data
aggregation scheme has been proposed in recent years. Interested readers may
refer to [30,14] for systematic surveys on this topic.
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When sensor nodes are deployed in a hostile environment, security measure-
ments should be taken into consideration for network protocols. Attacks to wire-
less sensor networks not only come from outsider adversaries, but also can be
conducted by compromised, previously legitimate nodes. Thus applicable secure
protocols should prevent malicious inside nodes from damaging the whole net-
work’s functionality, or at least constrain their impacts to a reasonable level.
Unfortunately, data aggregation, which requires intermediate nodes to process
and change messages, and security objectives, one of which is preventing mali-
cious manipulation, conflict with each other in this regard. As a result, designing
secure and practical data aggregation schemes, which are critical to many sensor
network applications, imposes an interesting and formidable challenge.

Resembling general security cases in other fields, message integrity might be
one of the most important security objectives in sensor networks, and it should
addressed by specific protocols. Generally, there are three kinds of message verifi-
cation approaches for data aggregation: retroactive detection, abnormality-based
detection, and cryptographic integrity primitives. Generally speaking, retroac-
tive detection approaches, which involve substantial communication/interaction
among the base station and sensor nodes to verify messages integrity, are not
satisfactory because their costly performance penalty directly violates the intent
of data aggregation. One may argue that the predictable data distribution can
be used as a gauge to analyze and detect the abnormality of aggregated results;
but the false rates are generally too high to be practical, and thus it is not a
dependable solution. Consequently, schemes based on solid cryptographic prim-
itives are usually desirable. Unfortunately, conventional cryptographic integrity
primitives, such as message authentication code (MAC) and signature, are not
compatible with data aggregation scenarios.
Contributions. Based on new cryptographic homomorphic primitives [1,24,17],
we propose three secure aggregation schemes that provide provably secure mes-
sage integrity. The first one is a homomorphic MAC scheme for data aggregation,
which is a revised version of the homomorphic MAC proposal on secure network
coding application in [1]. This homomorphic MAC scheme, other than revisions
to fit data aggregation scenarios, achieves a little bit performance improvement,
as we observe and then remove an unnecessary step in the original scheme. The
homomorphic MAC scheme is computation- and communication-efficient, but
with one inherent restriction: all data-collecting nodes share one global key with
the base station. The assumption that all those nodes are tamper-proof might be
too strong to be realistic in many sensor network applications. In order to over-
come this drawback, we further propose two secure aggregation schemes based
on homomorphic hashing [24,17], at the expense of increasing communication
and computation costs. One is to combine homomorphic hashing with aggregate
MAC [23], in which every node shares a different key with the base station, while
the other is with identity-based aggregated signature [19], which enables interme-
diate nodes to verify the authenticity of messages. The proposed three protocols
present different trade-offs between computation, communication, security and
can fit a wide variety of application areas.
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Organization. The remainder of the paper is organized as follows. The related
work is introduced in Section 2. Then we state the data aggregation network
setting along with the security objective, discuss homomorphic primitives and
define homomorphic MAC as well as homomorphic hashing in Section 3. After-
ward, secure aggregation integrity schemes based on homomorphic MAC and
homomorphic hashing are proposed and discussed in Section 4 and Section 5
respectively. Finally, Section 6 concludes the paper.

2 Related Work

Hu and Evans [20] described a secure hop-by-hop data aggregation scheme, in
which every node shares with the base station a different key, from which tem-
porary session MAC keys will be derived, and by adopting hash-chain-based
delayed message authentication, such as μTESLA [27], intermediate modes, af-
ter the base station reveals session MAC keys, will be able to verify the integrity
of messages that they buffered. This scheme suffers from communication penal-
ties, as the introduction of μTESLA for distributing session MAC keys incurs
considerable communication cost. More disturbingly, in order to detect one in-
side malicious node that manipulates other nodes input, intermediate nodes
have to obtain and buffer all their grandchildren’s messages and corresponding
MACs, that is, two-hop messages buffer only being able to detect one misbe-
havior node. Although Jadia and Muthuria [21] extended the Hu-Evans scheme
by all two nodes in the two-hop communication range sharing pairwise keys and
then the scheme eliminates the usage of μTESLA, the fact that both schemes
are only capable of preventing a single inside malicious node at an appreciable
communication cost makes them impractical.

Yang et al. [32] presented a secure hop-by-hop data aggregation protocol for
sensor networks named SDAP, using the principles of divide-and-conquer and
commit-and-attest, which is a typical example of retroactive detection approach.
In SDAP, a probabilistic grouping technique is utilized to dynamically partition
the nodes in a tree topology into subtrees. A commitment-based hop-by-hop
aggregation is conducted in each subtree to generate a group aggregate, and
accordingly the base station identifies the suspicious subtrees based on the set
of group aggregates. Finally, each subtree under suspect participates in an at-
testation procedure to prove the correctness of its group aggregate. Those com-
plicated algorithms cause significant transmission overhead, and may cancel off
all communication benefits from data aggregation.

Przydatek, Song, and Perrig [29] proposed secure information aggregation
(SIA) to identify forged aggregation values from malicious nodes. In the SIA
scheme, a special node named aggregator computes an aggregation result over
raw data together with a commitment to the data based on a Merkle-hash tree
and sends them back to a remote user, which later challenges the aggregator
to verify the aggregation. Later Chan, Perrig, and Song built on the aggregate-
commit-prove framework in [29] but extended their single aggregator model to
a fully distributed setting. Frikken and Dougherty [16] further improved the
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Chan-Perrig-Song scheme. Moreover, Chan and Perrig [10] derived several secu-
rity primitives form this kind of algorithms.

3 Preliminary

3.1 Network Setting and Security Objective

We consider a sensor network that consists of n sensor nodes which are highly
sensitive of energy consumption, and a base station that is only concerned about
the statistical results, mainly mean and variance. Thus a data aggregation mech-
anism is implemented in the sensor network.

Since loose time synchronization among sensor nodes is indispensable for effi-
cient message aggregation and the sensor network is under attacks, it is assumed
that there is a secure time synchronization scheme [28] available in the sensor
network. We do not explore a specific secure time synchronization selection be-
cause it is independent and relatively irrelevant. At a designated time, the sensor
network outputs a report, which is an overall aggregated result for a task and
is uniquely identified by a report identifier rid. The report identifier may be the
task description combined with the reporting time. It is clear that all sensor
nodes should have an agreement on the report identifier specification and know
how to correctly generate rid. Otherwise, nodes cannot distinguish messages of
different kinds and data aggregation cannot be properly performed.

There are three kinds of roles in the sensor network: a contributor that col-
lects environmental readings and generate a raw message, an aggregator that
aggregates all messages that it received plus possibly its own raw message and
then produces an aggregated message, an verifier that verifies the authentication
of messages it received. A node may play some of or all the three roles, while
the base station is definitely a verifier.

The data are aggregated though the network, and the base station eventually
retrieves an aggregated result, i.e. the report. In order to produce the mean of
a measurement, it suffices for the base station to retrieve the sum of the sam-
ples and the number of contributors. If the variance is desired, the contributors
should also provide the squares of their readings and the aggregators accordingly
merge the squares. By the mean, the number of contributors and the sum of the
squares, one can readily calculate the variance as a basic statistical equation. In
other words, we only need to consider an additive aggregation. For the sake of
simplicity, we assume that the sensor network is organized as a tree structure
rooted on the base station, though our proposed schemes fit into any kind of
data additive aggregation architecture.

In addition, to support advanced aggregation requirements, the concept of
weight is introduced. Specifically, we allow that the measurements of different
nodes have different weights for their contributions to the final report. In most
cases, node weights are uniform; when different weights are required, we assume
that aggregators and the base station are aware of the weights of messages
contributors, either via an established agreement, or from explicit indications
attached to messages.
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The primary objective of our proposals is to provide the message integrity
for data aggregation in a cryptographic manner, thus an authentication segment
that facilitates verification shall be appended to a message. Generally speaking,
it is impossible for a verifier to validate the integrity of an aggregated message
without the knowledge of its contributors. This is because if contributors use
different keys, the verifier certainly needs knows who those contributors are be-
fore using those keys in the verification stage; if a global key is employed and a
verifier cannot retrieve contributors of messages, an adversary may easily con-
struct a malicious message to pass the integrity verification by aggregating a
single message from one contributor many times, say b times, which is indistin-
guishable with an aggregated message resulting from b legitimate contributors.
In other words, data origin authentication is an inherent requirement for data
aggregation integrity.

The simplest way of indicating data origin is to attach the list of contributors
to a message. To avoid the communication cost in this approach, we may utilize
a mechanism that allows a verifier to implicitly obtain the contributor list, such
as derivation from the network topology. This is pretty realistic for the base
station as the ultimate verifier. In a case that a verifier is capable of identify all
potential contributors, of which only a small fraction do not really participate
in a message contribution, a list of exclusive nodes rather than the contribu-
tors may be appended to the message. Due to the space limitation, we do not
elaborate the techniques of efficiently providing the contributor list for verifiers.
Henceforth, we simply assume that an aggregator knows the appropriate weights
to aggregate messages, and a verifier of a message can obtain its contributors
and corresponding weights. When we discuss a scheme’s communication cost, we
do not consider the payload from contributor lists and weights, because, as we
argued, there might be mechanisms to avoid it, or it is inevitable for message
authentication.

As a typical application scenario of this network setting, a sensor network is
employed to routinely detect environmental information, such as temperature,
humidity, radiation. Every node senses data in a hourly interval, and submits
the results on a daily basis. For example, at two o’clock every day, starting from
all leaf nodes, messages are transmitted and aggregated over a spanning tree.

3.2 Homomorphic Primitives

Homomorphic property in cryptographic operations may be very useful in a va-
riety of applications, and thus stimulates research on homomorphic primitives,
namely homomorphic encryption, homomorphic MAC, homomorphic hashing,
and homomorphic signature. Homomorphic encryption [15], in which a user with-
out a decryption key can perform algebraic operations on ciphertext to achieve
designated operation results on the corresponding plaintext, has been studied for
decades, and recently, an outstanding result, fully homomorphic encryption [18],
was proposed, which allows arbitrary operations on ciphertext (and so on plain-
text). Even though the only two fully homomorphic encryption schemes [18,12]
by now have not provided competitive performance for most applications, they
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do reveal a perspective on a powerful, widely demanded technique and we expect
that practical schemes will eventually emerge. Those homomorphic encryption
schemes shall provide a solid foundation for data confidentiality of aggregated
messages. As for homomorphic signature, current schemes [22,8] are mainly
aimed at one-sender many-recipients secure multi-cast scenarios, with costly
computation overhead (compare to symmetric primitives), thus they may not
be suitable for secure data aggregation integrity of WSNs. In contrast, homo-
morphic MAC and homomorphic hashing can be effectively used to construct
message integrity schemes of supporting additive aggregation with weights. For-
mally, homomorphic MAC and homomorphic hashing are defined as follows.

Definition 1 (Homomorphic MAC [1]). A homomorphic MAC should sat-
isfy the following properties:

1. Homomorphism. Given two (message, tag) pairs (m1, t1) and (m2, t2), any-
one can create a valid tag ta for an aggregated message ma = w1m1 +w2m2
for any scales w1, w2 as weights. Typically, ta = w1t1 + w2t2.

2. Security against Chosen Message Attack. Even under a chosen message at-
tack, in which an adversary is allowed to query tags of polynomial num-
ber of messages, it is still infeasible for the adversary to create a valid tag
for a message other than an linear combination of some previously queried
messages.

A homomorphic MAC consists of three probabilistic, polynomial-time algorithms
(Sign, Aggregate, Verify)

– tu = Sign(k, rid, mu, idu): node u with ID idu, as a contributor of a raw
message mu regarding report rid, computes a tag tu for mu using k as the
key.

– t = Aggregate((m1, t1, w1), . . . , (mj , tj , wj)): an aggregator implements the
homomorphic property for message-tag pairs in the absence of key k, that is,
generates a tag t for the aggregated message m =

∑j
i=1 wimi

– Verify(k, rid, m, t): a verifier verifies the integrity of message m regarding
report rid by key k and tag t.

The homomorphic MAC scheme is first defined and proposed in [1], intended to
provide secure network coding. The definition above is equivalent to that in [1],
with emphasis on the data aggregation.

Definition 2 (Homomorphic Hashing [24,17]). A homomorphic hash func-
tion H is a hash function satisfying:

1. Homomorphism. For any two messages m1, m2 and scalars w1, w2, it holds
that H(w1m1 + w2m2) = H(m1)w1H(m2)w2 . 1

1 Intuitively, the homomorphic equation should be H(w1m1 + w2m2) = w1H(m1) +
w2H(m2). In fact, that just uses a different notation on group operation and essen-
tially they are equivalent.
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2. Collision Resistance. There is no probabilistic polynomial-time (PPT) adver-
sary capable of forging (m1, m2, m3, w1, w2) satisfying both m3 
= w1m1 +
w2m2 and H(m3) = H(m1)w1H(m2)w2 .

The homomorphic hashing can be used in many applications, such as secure net-
work coding [17], secure peer-to-peer content distribution using erasure codes [24].

4 Secure Aggregation with Homomorphic MAC

Our first proposal is a specific homomorphic MAC scheme that fully complies
with Definition 1. Basically, the scheme is a revised version of the homomorphic
MAC for network coding proposed by Agrawal and Boneh (AB Scheme) [1].

4.1 Scheme Description

To formally present our schemes, message m is formed as d segments of l bits.
Let q = 2l, then the message space is F

d
q . In other words, message m can be

represented as a vector of d segments: (m1, m2, · · · , md), where mi ∈ Fq, i =
1, 2, · · · , d. As the additive operation is over finite field Fq, q should be greater
than the bound of the desired data sum. We stress that this is also an inherent
requirement in the data aggregation.

To generate and verify tags, all contributors and verifiers share one global
MAC key that consists of (k1, k2). Naturally, those nodes should be tamper-proof
to protect the protocol security. Let K1 and K2 denote the key spaces of k1 and
k2 respectively, I denote the space of node identities, and R denote the space
of report identifiers. Two pseudo random functions are required: R1 : K1 → F

d
q

and R2 : (K2 ×R× I) → Fq.
The three algorithms (Sign, Aggregate, Verify) are given as follows.

– Sign(k, rid, mu, idu), by node u as a contributor
1. a = R1(k1) ∈ F

d
q .

2. bu = R2(k2, rid, idu) ∈ Fq.
3. tu = a ◦ mu + bu ∈ Fq, where ◦ stands for the inner product of two

vectors a and mi over finite field Fq, that is, a◦mu is equal to a1mu,1 +
a2mu,2 + · · · + admu,d mod q.

– Aggregate((m1, t1, w1), . . . , (mj , tj , wj)), by an aggregator
1. m =

∑j
i=1 wimi ∈ F

d
q , in which the additive operation is over Fq.

2. t =
∑j

i=1 witi ∈ Fq.
– Verify(k, rid, m, t), by a verifier with the knowledge of contributor identities

and weights
1. a = R1(k1) ∈ F

d
q .

2. b =
∑j

i=1 [wi · R2(k2, rid, idi)] ∈ Fq.
3. if a ◦ m + b = t outputs “ACCEPT”; otherwise outputs “REJECT”.
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4.2 Discussion and Comparison

By the same reductionist proof of Theorem 2 in [1], this scheme is probably
secure against chosen message attack based on the pseudo-randomness of R1
and R2. Since the tag size is l-bit, in order to achieve 80-bit security level, l
should not be less than 80.

To support secure network coding, the space I in the AB scheme [1] is F
c
q,

albeit idi is a vector base identifier, rather than a node id, and c is the number of
vector base. Since every message in the network coding should include a vector in
F

c
q to indicate the combination coefficients of c vector bases, which are analogue

to weights in the data aggregation, usually q = 28 is recommended (as in the AB
Scheme) to save communication cost while maintaining high success decoding
probability for random network coding. Such a small q, however, undermines the
security level, as the tag size would be 8-bit and an adversary can fake a message’s
tag at least with probability 1/256. Fortunately, the data aggregation does not
suffer that limitation—the weights are not randomly chosen by aggregators.
Therefore, we can safely use q ≥ 280.

In addition, the AB homomorphic MAC scheme specifies R1 : K1 → F
d+c
q ,

a = R1(k1) ∈ F
d+c
q , and then tu = a ◦ (mu||idu) + b. We observe that the

occurrence of idu in (a ◦ (mi||idu)) is unnecessary and then it is removed in our
revision because idu has been used in the computation of b = R2(k2, rid, idu). This
modification slightly improves the computation performance and can apply to
both network coding and data aggregation scenarios.

We notice that our proposed scheme has a similar structure to the data ag-
gregation MAC scheme proposed by Castelluccia et al. (CCMT scheme) [9]. In
their scheme, the space of message m is limited to Fq, which means that the
tag is as long as the maximal length of messages. This approach violates a prin-
ciple on MAC that a MAC scheme should support arbitrary length of message
and output short, fixed length of tags. Admittedly, the length of messages in
our scheme has to be determined beforehand, but it is a basic requirement for
data aggregation. In addition, the CCMT scheme does not supply a reductionist
security proof; Theory 2 in [9] pertaining to the scheme security is more like an
argument than a proof. Nonetheless, the CCMT scheme provides a necessary
integrity scheme for data aggregation, and our homomorphic MAC scheme can
be thought as the combination of the CCMT scheme and the AB scheme.

The security of the proposed MAC scheme relies on the pseudo-randomness
of R1 and R2. In principle, all provably secure pseudo-random generators are
public-key based2, involving heavy computation. As a widely employed method,
we may use AES [11] to implement R1 and R2. In this way, the proposed scheme
is very computationally efficient, and the key lengths of k1 and k2 are 128-bit.
On the other hand, a 80-bit tag would suffice to allow a verifier to check the
authenticity of an aggregated message, which presents the optimal communi-
cation overhead. One inherent drawback in homomorphic MACs is that one
2 A public-key based approach does not necessarily indicate that it involves pub-

lic/private keys; instead, it implies that the approach employs typical public-key
cryptosystem operations, such as exponentiation over a big group.
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single MAC key is shared by all contributors and verifiers. If sensor nodes are
not tamper-proof and one of them is compromised by an adversary, the whole
system security is breached.

5 Two Schemes Based on Homomorphic Hashing

In order to overcome the drawback of one global MAC key in the previous
scheme, we propose two schemes based on homomorphic hashing.

5.1 Construction of Homomorphic Hashing

The first step is to find a homomorphic hashing function suitable for sensor net-
works. At present, there are only two homomorphic hashing functions: one is
based on the hardness of discrete logarithm [24], and the other is based on the
intractability of integer factorization [17].

Discrete Logarithm [24]. Let G be a cyclic group of prime order p in which
the discrete logarithm problem is hard, and the public parameters contain a de-
scription of G and d random generators g1, g2. · · · , gd ∈ G. Then a homomorphic
hashing on message m = (m1, m2, · · · , md) ∈ Z

d
p can be constructed by

H(m) def=
d∏

i=1

gmi

i . (1)

It is easy to verify that the homomorphic property is satisfied in this construc-
tion, and the collision resistance is guaranteed by the hardness of the discrete
logarithm problem in G.

Integer Factorization [17]. Let N be the product of two safe primes3 so that
the group QN of quadratic residues modulo n is cyclic, and let g1, g2, · · · , gd be
generators of QN . Then a homomorphic hashing on message m = (m1, m2, · · · ,
md) ∈ Z

d
N can be constructed by

HN (m) def=
d∏

i=1

gmi

i mod N. (2)

Finding a collision is computationally equivalent to factoring N , which is in-
tractable.

Comparison. The homomorphic hashing function (2) can use the form of
HN (m) = 2m mod N by choosing a proper N such that 2 is a generator of
QN and the integer value converted from any message m is less than N . Subse-
quently, it presents some computational advantage over hashing function (1) by

3 A prime number p is a safe prime if (p − 1)/2 is also a prime.
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fast exponentiation. However, then its hash value size, which is the same as the
size of N , exceeds the message size. This is unacceptable in the data aggregation
of sensor networks. Even for the basic form (2), in order to provide 80-bit secu-
rity, N is at least 1024-bit, while by using elliptic curve cryptography (ECC), the
hash value size of function (1) can be approximately as low as 160-bit. Moreover,
the practicability of implementing ECC in low-cost sensor nodes has been suc-
cessfully demonstrated in [25,31]. Therefore, the suitable homomorphic hashing
for secure data aggregation integrity in WSNs should be function (1).

5.2 Aggregation Integrity by Homomorphic Hashing

Since we choose the homomorphic hashing function (1), the message space is F
d
p,

where p is a prime number and p ≥ 2160 for 80-bit security. For a raw message
mi, node i computes a raw hash value hi = H(mi), and uses a mechanism
to sign hi, which will be specified later, in a way that allows verifiers to verify
the authenticity of hi. When a verifier receives an aggregated message m =∑j

i=1(wjmi) along with j pairs of (raw hashing value, weight) (hi, wi), it first
determines whether the hashing values are valid, and then verifies the message’s
integrity by checking whether

j∏
i=1

hwi

i
?= H(m).

This scheme is proven secure in the standard model via reductionist from the dis-
crete logarithm problem [24,8], when raw hash values are authenticated by a se-
cure mechanism. In the following two subsections, we describe two communication-
efficient mechanisms to authenticate hi.

5.3 Authentication by Aggregate MAC

Aggregate MAC [23] presents the property that multiple MAC tags, computed
by different contributors on multiple raw hash values, can be aggregated into
a single tag that can be verified by a verifier who shares a distinct key with
each contributor. The construction of aggregate MAC has been long known. In
fact, an aggregate MAC which is provably secure [23] can be constructed from
essentially any standard message authentication code as follows.

For simplicity, we assume that the base station is the sole verifier. Let ki be
the symmetric key shared by node i and the base station, Mac be a standard
deterministic MAC, for example: CBC-MAC [5], HMAC [4]. To authenticate a
raw hash value hi, node i generates a tag: ti = Macki(rid, hi). Any aggregator can
aggregate j tags by simply computing the XOR of all the tag values: t =

⊕j
i=1 ti.

Then the base station uses the aggregate tag t to verify the authenticity of all
raw hash values by checking whether

t
?=

j⊕
i=1

Macki(rid, hi).
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5.4 Authentication by Identity-Based Aggregate Signature

Aggregate MACs, like all other symmetric-key MACs, demand verifiers to com-
prehend contributors keys. In many circumstances, it would be much appreciated
that all intermediate nodes can verify the authenticity of raw hash values (and
then aggregated messages). In terms of communication cost, the best scheme pro-
viding such a property is an identity-based aggregate signature (IBAS), in which
different raw hash values produced by many different contributors, whose public
keys are their identities, can be authenticated by one single aggregate signature.

As far as we know, there are three IBAS schemes which are provably secure:
GR scheme [19], BN scheme [6], and BGOY scheme [7]. The BN scheme [6] re-
quires interactions of all signers, and the BGOY scheme demands a sequential
signature aggregation procedure; thus both are not suitable for secure aggrega-
tion in WSNs. One presumably too strong assumption in the GR scheme [6] is
that all signers must use a same unique string when signing, which, fortunately,
is not a problem at all in the WSN secure aggregation application, because an
unique rid for every report is known to all nodes.

GR Paring-Based IBAS Scheme [19]. Let G1 and G2 be two cyclic groups
of some large prime order q that efficiently support a bilinear mapping ê : G1 ×
G1 → G2. That is, ê(aQ, bR) = ê(Q, R)ab for all Q, R ∈ G1 and all a, b ∈ Z.
The GR IBAS scheme works as follows.

– Setup: To set up the scheme, a private key generator (PKG)
1. generates groups G1 and G2 of prime order q and an admissible pairing

ê : G1 × G1 → G2.
2. chooses an arbitrary generator P ∈ G1.
3. picks a random s ∈ Z/qZ as the master key of PKG and sets Q = sP .
4. chooses three cryptographic hash functions H1, H2 : {0, 1}∗ → G1 and

H3 : {0, 1}∗ → Z/qZ.
– Private key generation: Node i receives from the PKG the values of sPi,α as

its private key for α ∈ {0, 1}, where Pi,α = H1(idi, α) ∈ G1.
– Signing: To sign hi, node i

1. computes Prid = H2(rid) ∈ G1.
2. computes ci = H3(hi, idi, rid) ∈ Z/qZ.
3. generates random ri ∈ Z/qZ.
4. computes signature (Si, Ti), where Si = riPrid + sPi,0 + cisPi,1 and Ti =

riP .
– Signature Aggregation: Signatures (Si, Ti) for 1 ≤ i ≤ j can be aggregated

into (S, T ), where S =
∑j

i=1 Si, and T =
∑j

i=1 Ti.
– Verification: Any node can verify the signature by checking whether

ê(S, P ) ?= ê(T, Prid) ê(Q,

j∑
i=0

Pi,0 +
j∑

i=0

ciPi,1).

This scheme is proven secure in the random oracle model, on the assumption of
hardness of computational Diffie-Hellman problem.
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Generally speaking, paring is a highly computation-intense operation and
more costly than ordinary public key based operations. Consider the fact that
identity-based schemes eliminate the cost of transmitting nodes public keys and
most of practical identity-based encryptions are paring-based, the use of the GR
paring-based IBAS scheme in the secure WSN data aggregation is justifiable. In
addition, TinyPBC [26] which implements and measures paring operations give
an affirmative answer to the question of whether paring is feasible in the WSNs,
albeit their paring implementation is understandably slow.

5.5 Discussion

To verify the integrity of an aggregated message, a verifier should retrieve the raw
hash values of the contributors, which constitutes considerate communication pay-
load and is an instinctive downside for homomorphic-hashing-based approaches.
When the message size in a application does not exceed the homomorphic hash-
ing result size (160-bit typically), then the homomorphic hashing is redundant,
and directly applying aggregate MAC/signature to raw messages is preferred. If
the message size is substantially greater than the hashing value size, which is quite
common for WSNs, then using homomorphic hashing would significantly reduce
the communication cost, as in the application scenario described in Section 3.1.

For 80-bit security, the signature of the GR scheme is roughly 320-bit, while a
typical aggregate MAC tag is 80-bit. The third scheme, which combines homo-
morphic hashing function (1) with the GR identity-based aggregate signature,
provides the most promising security for data aggregation integrity. Since all
intermediate nodes are capable of verifying the integrity of (raw or aggregated)
messages in that scheme, a node (or an adversary) that tries to inject invalid
messages into the sensor network can be easily caught. It is worth to notice that
this is achieved at the computational cost of paring operation by intermediate
nodes. By contrast, the second scheme (with aggregate MAC) does not require
paring operation and is useful in practice. If detecting an invalid (message, tag)
pair in the second scheme, the base station can require the corresponding child to
submit its aggregation record, and then interacts with grandchildren until reach-
ing leaf nodes. In this way, the base station can determine which nodes should
be responsible for faking messages and then expels them from the network.

6 Conclusion

In this paper, we present three secure aggregation schemes that provide provably
secure message integrity with different trade-offs between computation cost, com-
munication payload, and security assumptions. The first proposal is a concrete ho-
momorphic MAC scheme for WSN data aggregation integrity, and the other two
are combining homomorphic hashing with aggregate MAC and identity-based ag-
gregate signature respectively. We detail on the selections and constructions of
those three cryptographic primitives and discuss their practicability on wireless
sensor networks.
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Abstract. Accurately locating a moving node in a wireless sensor network, in 
real time, is a difficult yet essential process. In this paper, we compare the 
localization performance of different mobile node localization algorithms: 
iCCA-MAP, MCL, and Dual MCL. The localization errors as well as the effect 
of increasing the percentage of anchor nodes and varying the speed of the 
mobile node in the network are compared. iCCA-MAP applies an iterative and 
efficient nonlinear data mapping technique in order to localize the position of a 
mobile node within a wireless sensor network. MCL and Dual MCL, which is 
the logical inverse of MCL, use particle filtering combined with probabilistic 
models of robot perception and motion. Simulation results show that iCCA-
MAP outperforms MCL and Dual MCL by having a lower localization error 
with the minimum number of anchor nodes required. Simulation results also 
show that varying the mobile node’s speed does not impact the performance of 
iCCA-MAP, while MCL and Dual MCL’s performance is impacted. 

Keywords: Wireless Sensor Networks, Node Localization, Mobile Nodes, 
Sensor Nodes, Monte Carlo Localization (MCL), Dual MCL, Curvilinear 
Component Analysis (CCA). 

1   Introduction 

Recent advancements in electronics and wireless communication technology has led 
the way to the development of tiny, low-power, low-cost sensor nodes which have the 
ability to sense physical phenomena, process data, and communicate with one 
another. A large number of these wireless sensor nodes are deployed across a 
geographical region to form a wireless sensor network (WSN). These WSNs create 
smart environments by providing access to information regarding the environment 
through collecting, processing, analyzing, and disseminating data whenever required. 
In order to use WSNs in inaccessible terrains or disaster relief operations, random 
deployment of the sensor nodes is required. As a result, the position of these nodes 
will not be predetermined and thus the nodes must have the ability to collaborate with 
each other to form self-organized networks in order to perform tasks including, but 
not limited to, determining their location [1]. 

The location of the nodes in a WSN is of great importance, given that without 
location information we would not know where in the network the collected data is 
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coming from. As a result, the data would become less meaningful and we would 
therefore not be making effective use of our WSN. Knowing a node's location is also 
required for many network protocols and middleware services that rely on location 
information, such as geographic routing protocols [12], context-based routing 
protocols [6], location-aware services [9], and enhanced security protection 
mechanisms [25]. 

In the literature, substantial research on location estimation of stationary nodes in 
WSNs has been presented [3, 4, 8, 13, 17, 18]. These algorithms typically localize 
normal sensor nodes with the help of anchor nodes. An anchor node is a special node 
which knows its location either by statically configuring the location information or 
by equipping these nodes with GPS receivers or other dedicated localization 
hardware. For localization in the 2-D space, a minimum of three anchor nodes is 
required, and many algorithms can increase their localization accuracy with the 
number of anchor nodes in the network. However, not as much research pertaining to 
mobility in WSNs has been conducted. Recently however, the subject of mobility in 
WSNs has gained much interest due to the increasing number of applications that 
require mobile sensor nodes. Animal tracking, logistics applications, and elderly 
healthcare home monitoring are but a few of such applications. 

Studies conducted on introducing mobility in WSNs have demonstrated an overall 
improvement not only by increasing the overall network lifetime, but also by 
improving the data capacity of the network as well as addressing delay and latency 
problems [14, 24]. As a result, many researchers have started to investigate the 
concept of mobility in WSNs. A number of algorithms that can estimate the location 
of mobile nodes within WSNs have been developed [2, 5, 11, 15, 19, 23, 24].  

In this paper, the accuracy of location estimates obtained from iCCA-MAP 
(iterative Curvilinear Component Analysis MAP) [2] while varying the number of 
anchor nodes used and the mobile node’s speed is compared to that of MCL (Monte 
Carlo Localization) [11] and Dual MCL [23], two competitive localization 
algorithms. The remainder of this paper is organized as follows. Section 2 gives an 
overview of previous work done in the field of mobile wireless sensor networks. The 
iCCA-MAP algorithm is detailed in Section 3. Section 4 presents simulation results to 
compare iCCA-MAP, MCL, and Dual MCL. Finally, Section 5 concludes the paper. 

2   Related Work 

In this paper, we are interested in range-free localization techniques (i.e., algorithms 
that deduce node locations from connectivity information only) since range-based 
localization algorithms (which use ranging techniques such as TDoA or RSSI to 
measure the distance between nodes) often require additional node hardware and 
suffer from noise in the ranging measurements. Stationary (range-free) sensor node 
localization has received tremendous attention from the wireless sensor network 
community [4, 8, 13, 18]. However, mobile node localization as well as the use of 
mobile anchor nodes for assistance in localization is gaining more interest as the 
number of applications requiring mobility increases. In this section, algorithms 
involving sensor node mobility in WSNs are reviewed. Algorithms involving mobility 
can be divided into three categories:  
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1. Algorithms requiring mobile anchor nodes which aid in localizing stationary 
wireless sensor nodes [10, 16, 21, 22];  

2. Algorithms proposed for localization of mobile sensor nodes [19, 26];  
3. Algorithms proposed for localization of mobile sensor nodes for which mobile 

anchor nodes are used [5, 11, 15, 23].  

Since we are interested in mobile nodes, this section will only review algorithms 
proposed for categories 2 and 3, with an emphasis on the competitive comparison 
algorithms selected in this paper, MCL [11] and Dual MCL [23]. Then, an overview 
of CCA-MAP [13], upon which our algorithm is built, will be provided as well.  

2.1   Localization Algorithms for Mobile Sensor Nodes 

One of the early works on locating mobile nodes with the aid of mobile anchor nodes 
in the context of range-free localization is by Hu and Evans [11], who introduce the 
sequential MCL method. Their algorithm is based on adopting the Monte Carlo 
Localization developed for localization in robotics. In the MCL algorithm, the 
posterior distribution of possible locations, as the valid solutions to the underlying 
problem, is represented by a set of weighted samples. Because nodes have no 
knowledge of their location, initially a set of N random locations in the deployment 
area are chosen. The algorithm consists of two phases, namely the prediction and the 
filtering phase. In the prediction phase, the node calculates its possible locations 
based on the previous possible locations and its maximum velocity. Anchor nodes 
then transmit their location information and based on the nodes’ observation of the 
anchor node locations, samples inconsistent with observations are filtered out. There 
are two types of observations: direct anchor observations and indirect anchor 
observations. In a direct anchor observation, if the node hears the anchor, it must lie 
within a circle of radius r (the transmission range) of the anchor’s location. An 
indirect anchor observation is when a node does not hear an anchor but one of its 
neighbors does, thus indicating that the node must lie within distance r and 2r of the 
anchor’s location. This process is repeated until a satisfactory estimate of the nodes’ 
locations is made. 

In [23], Stevens-Navarro et al. propose two variations of the MCL algorithm: Dual 
MCL and Mixture MCL. Dual MCL is the logical inverse of the original MCL 
algorithm, and Mixture MCL is a combination of the original MCL and Dual MCL. In 
Dual MCL, the sampling process is inverted, making its prediction step more 
elaborated than that of original MCL. In the prediction step of Dual MCL, samples 
are generated from the deployment area and are validated based on anchor nodes 
being heard by nodes or by their neighbouring nodes. In the Dual MCL filtering step, 
at every time interval, the validated predicted samples are filtered based on the 
previous location of the node and the maximum velocity the node can travel. The 
Mixture MCL algorithm combines the Dual MCL and the original MCL algorithm by 
generating samples using both methods and mixing these samples together using a 
mixing rate. The results generated using Mixture MCL is not as accurate as that of 
Dual MCL, but in terms of the trade off between computational time and estimated 
location accuracy, Mixture MCL outperforms Dual MCL. However, as estimated 
location accuracy is of importance to this paper, we will focus on Dual MCL for 
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comparison purposes. The authors report that for both Dual MCL and MCL, a high 
percentage of nodes are required to be anchor nodes. 

EMAP [15] is an extended variation of the MAP algorithm [22] used for mobile 
nodes. The MAP algorithm uses mobile anchors in a static sensor network, whereas 
EMAP extends MAP to deal with mobile sensor nodes in WSNs. In EMAP, it is 
assumed that the mobile nodes know their Euclidean distance and moving direction. 
Once the location of a sensor node is modified, its beacon points must also be 
repositioned as the sensor nodes change their moving direction or obtain the last 
beacon point. An inherent attribute of WSNs is their random deployment and, in all 
likelihood, random movement in mobile WSNs, therefore the assumption that the 
mobile nodes know their distance and moving direction is a major drawback of this 
algorithm. 

Enhanced Color-theory-based Dynamic Localization (E-CDL) proposed in [5] is 
based on the CDL (Color-theory-based Dynamic Localization) algorithm proposed in 
[19] whose location accuracy depends on the accuracy of the average hop distance 
derivation. Here the authors employ mobile anchor nodes rather than stationary ones 
in order to enhance the accuracy of the measurements and to decrease the possibility 
of sensor node isolation in the multihop environment. The anchor nodes are placed in 
the four corners of the square field and move a distance of a radio range r in every 
time slot. Another improvement to the CDL scheme is the introduction of two new 
methods for calculating the average hop distance measurements; the first method 
calculates the expected value of the next hop distance based on the next hop being 
located between 0.5r and r, and the second proposed method adjusts the average hop 
distance based on the ratio of the Euclidean distance to the shortest path length. 

MCL and Dual MCL have been chosen as the comparison algorithms for iCCA-
MAP. The reasons MCL and Dual MCL have been chosen are that these algorithms 
do not require additional hardware, similar to iCCA-MAP, provide rather accurate 
localization estimates, and can be used in scenarios where both mobile and stationary 
nodes are deployed. Comparisons made are for scenarios where a sensor node is 
mobile and the anchor nodes are static, since this is the scenario iCCA-MAP has been 
designed for. While Dual MCL has been reported to have superior localization 
performance [23], we opted to include both algorithms in our study. One reason is 
that the superior performance of Dual MCL, as reported in [23], comes at the cost of a 
significantly higher computational complexity. In addition, MCL has been used as a 
base algorithm in many recent papers such as [20]. 

2.2   The CCA-MAP Algorithm 

The original CCA-MAP algorithm is a localization solution which requires only a 
minimum number of anchor nodes in order to facilitate a rapid deployment process 
and can achieve a high level of position accuracy with or without the assistance of 
range measurements. CCA-MAP uses a self-organizing neural network originally 
proposed for non-linear data mapping, called Curvilinear Component Analysis (CCA) 
[7] to build local maps for every node in the network. Each node uses only local 
information to compute its own local map. The local maps are then patched together 
to form a global map. This global map has node coordinates that indicate relative 
node placements, but these coordinates are not tied into any external coordinate 
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system. Using anchor nodes, in a final step, this relative global map can then be 
translated via the Procrustes method [13] into an absolute global map, where node 
coordinates reflect the node positions based on the coordinates used to localize the 
anchor nodes. 

In the CCA-MAP algorithm, neighbours within h hops are included in building the 
local map for each node. The minimum hop distance between nodes of the local map 
is computed and used as the approximate distance matrix. Each node then applies the 
CCA algorithm generating the relative coordinates for every node in its local map. 
The local maps are then merged. The merged map transforms to an absolute map 
based on positions of the anchor nodes. For the starting map, the local map of a 
randomly selected node is used. Then, the neighbour node whose local map shares the 
most nodes with the current map is selected to merge its local map into the current 
map. Using the coordinates of their common nodes, two maps are merged. A linear 
transformation is applied for merging a new local map into the current map. In CCA-
MAP, local maps can be merged in parallel in different parts of the network. During 
map merging anchor nodes are not required. However, when at least three anchor 
nodes are found in the patched map, coordinates of the anchor nodes can be used to 
compute the absolute coordinates of the nodes in that map. 

3   The iCCA-MAP Algorithm 

The iCCA-MAP (iterative CCA-MAP) algorithm has been initially proposed in [2]. In 
fact, iCCA-MAP is a simplified version of the original CCA-MAP algorithm since the 
local map is only computed for the mobile node rather than every node in the 
network. Then, the newly calculated local map is patched into the relative global map. 
A simplifying assumption we made is that the mobile node is known. In an 
implementation of this algorithm, we would at best be able to determine relative 
mobility. Therefore, we may have to run our modified algorithm on multiple nodes.  

In the first step of the algorithm, the CCA-MAP algorithm is used for obtaining the 
initial location of every node in the network including the mobile node. The iCCA-
MAP algorithm differs from CCA-MAP in that it iteratively calculates the local map 
of the mobile node only and patches this new local map into the existing global map 
to obtain its location at every time step it is invoked. By only calculating the local 
map of the mobile node, the complexity of local map computation in iCCA-MAP 
decreases from O(k2n) to O(k2), where k is the average number of 2-hop neighbours 
and n is the total number of nodes in the network. As shown in [2], this reduction 
results in much lower computational time for iCCA-MAP as opposed to CCA-MAP, 
for networks with larger number of nodes (assuming constant density).  

To merge the local map of the mobile node to the global map, the relative global 
map obtained from running CCA-MAP is saved, the mobile node is removed from the 
original global map, and then the mobile node’s local map is merged with the global 
map using the common nodes. Merging the global map, obtained from the initial run 
of the CCA-MAP algorithm, and the local map of the mobile node, decreases this 
step’s complexity from O(k3n) to O(k3), since now only one map is being merged 
rather than the local map of every node in the network. 
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In the last step, using at least three anchor nodes for 2-dimensional space and four 
for 3-dimensional space, the merged map (global map and mobile node local map) is 
transformed to an absolute map based on the absolute positions of the anchor nodes. 
For a anchor nodes, the complexity of this step is O(a3+n), the same as CCA-MAP. 
All steps except step one of the algorithm are executed repeatedly in order to provide 
the coordinates of the mobile node as it moves. 

In a centralized deployment, where we assume a sequential execution of the steps 
of the algorithm, the total complexity of iCCA-MAP is as follows: 

                                (3.1) 

The overall complexity of iCCA-MAP is O(n), assuming that, as the network size 
grows, the density (and therefore k) stays constant. Also, we are usually interested in 
only a fixed number of anchor nodes, which results in a being constant as well. The 
total complexity of CCA-MAP is as follows: 

                  (3.2) 

The total overall complexity of iCCA-MAP is asymptotically the same as that of 
CCA-MAP (again assuming that k and a are constant). However, as indicated by the 
k3 factor, the constant may be significantly higher. As mentioned in [2], iCCA-MAP is 
indeed significantly faster than CCA-MAP, allowing the algorithm to track the 
location of a mobile node in near real-time, resulting in better localization 
performance at a fraction of the computational costs. 

4   Simulation Results 

In WSNs that contain mobile nodes, it is essential to use an algorithm that is accurate 
and efficient, thus estimation accuracy and computational time are the most important 
performance metrics. In this paper, we evaluate the localization accuracy of iCCA-
MAP by comparing it to the well-known mobile node localization algorithm MCL 
and an improved variation of it, namely Dual MCL.  

This section begins with a description of the experimental setup. Then, the average 
localization error of all three algorithms is compared with respect to the network size 
for different percentage of anchor nodes and different node speeds. 

4.1   Experimental Setup 

For the simulation of iCCA-MAP and CCA-MAP, Matlab R2009b, Version 7.9.0.529 
for Windows was used. Windows 7 Intel(R) Core(TM) i7 CPU 920 @ 2.67GHz with 
12.0 GB memory was used as the computing platform for iCCA-MAP. While for the 
simulation of MCL and Dual MCL, Fedora Eclipse Platform, Version 3.3.2 with Java 
Version 1.6.0 was used on a Linux workstation with a 2.66 GHz CPU and 3.25GB 
memory. 

The MCL simulation code (written in Java) was provided by its authors, Hu and 
Evans [11]. However, in order to allow both iCCA-MAP and MCL implementations 
to read in the same network topologies and mobility scenarios as well as to produce 
the same error statistics, changes to the original MCL code were made. Using the 
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modified MCL code, Dual MCL was implemented according to the description 
provided by Navarro et al. as outlined in [23]. As the implementation languages for 
the various localization algorithms differ, we cannot fairly compare computation 
times across the various algorithms. Similarly, as each implementation models the 
networking aspects differently, comparing message costs is not trivial either. Rather, 
in this paper, we focus on the algorithms’ localization performance as a function of 
network size, number of anchor nodes, and mobile node movement speed.  

All simulations were done on a random square network configuration. The radio 
range (r) was set to 8 for all nodes and anchors. In all cases, the average node density 
was kept constant by increasing the network area as the number of nodes increased. 
The average node density for the networks was approximately 12. To generate a path 
for the mobile node, we used the Random Waypoint mobility model. 

When comparing iCCA-MAP to MCL and Dual MCL, network sizes of 50, 100, 
150, 200, 250, and 300 nodes were used, and for each network size, 10 random 
networks were generated. Four sets of simulations were performed where the number 
of anchor nodes was varied and the localization error measured. In the first set, the 
number of anchor nodes is the minimum required number, namely three and in the 
second set, 20% of the total nodes have been designated as anchor nodes. In the first 
two simulation sets, the speed of the mobile node was kept constant and in the second 
two simulation sets the speed was varied. A total simulation time of 100 seconds was 
used for all simulation sets. The mobility parameters were set as follows: 

• Minimum speed: 0 m/s; 
• Maximum speed: 2 m/s, 8 m/s; 
• Pause time: 0 seconds. 

These two speeds were chosen to simulate walking and running speeds. It was also of 
interest to see the effect speed has on the performance of the algorithms. When 
normalized by radius r, which is set to 8 for all simulations, the corresponding  
speeds become 0.25 r/unit time and 1 r/unit time respectively. Results presented in 
Sections 4.2 and 4.3 are pertaining to speed of 1 r/unit time. Section 4.4 compares the 
effects of the two speeds on iCCA-MAP, MCL, and Dual MCL. 

4.2   Average Localization Errors of iCCA-MAP, MCL, and Dual MCL 

In this section, we evaluate the performance of iCCA-MAP with respect to 
localization accuracy. In the first set of simulations, three anchor nodes were used and 
the location errors of iCCA-MAP, MCL, and Dual MCL were calculated using the 
Euclidean distance between the real location of the mobile node and the estimated 
location, normalized by r, as follows:              4.1  

Throughout the simulation, we sampled the actual node location and the node location 
as determined by the localization algorithm under study every second. The reported 
results are the average localization error over the 100 samples for each run and the 10 
runs for each network size.  
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Simulation results for average localization error of the three algorithms are 
depicted in Fig. 1. As can be seen, the average localization error of iCCA-MAP is 
lower than that of MCL and Dual MCL. The error bars depicted in the figure illustrate 
the 95% confidence interval. As the confidence intervals of iCCA-MAP, MCL and 
Dual MCL do not overlap, it can be concluded that the differences in their localization 
performance are statistically significant. The only exception is the 50 node network 
where all 3 algorithms provide similar results. In addition, for iCCA-MAP, the 
confidence intervals for different network sizes overlap, signifying that the average 
localization error does not change with network size. The performances of MCL and 
Dual MCL, on the other hand, deteriorate as the network size increases.  Dual MCL 
outperforms MCL as expected and corresponds to results reported in [23]. 

 

Fig. 1. Average localization error of iCCA-MAP versus MCL and Dual MCL for network sizes 
of 50, 100, 150, 200, 250, and 300 nodes with 3 anchor nodes and speed of 8m/s 

The biggest advantage of iCCA-MAP over MCL and Dual MCL is its ability to 
provide accurate estimates of node location with the minimum number of anchors 
required, namely three for the 2-dimensional space. Increasing the number of anchors 
results in a higher cost and energy consumption for nodes since anchor nodes usually 
require a GPS receiver to be mounted on them. While CCA-MAP and iCCA-MAP 
have been shown to not benefit significantly from additional anchors, MCL and Dual 
MCL both are very sensitive to the number of anchors used. In the next section, we 
therefore explored the impact of adding more anchors to the network. 



iCCA-MAP versus MCL and Dual MCL      171 

4.3   Varying the Number of Anchor Nodes 

In this section, we evaluate the performance of iCCA-MAP, MCL, and Dual MCL 
with respect to varying the number of anchor nodes. Again, randomly deployed 
networks of 50, 100, 150, 200, 250, and 300 nodes were used for evaluating the 
effectiveness of increasing the percentage of anchors in the networks at a maximum 
mobile node speed of 8 m/s. 

Typically, as the number of anchor nodes increases in a WSN, the accuracy of the 
localization estimates also increases, as there are more nodes that have exact information 
about their location, and thus can provide precise location information to the regular 
nodes. In iCCA-MAP, the transformation (rotation, scaling, and translation) of the global 
map in order to obtain its absolute position, will be computed using more nodes. For 
MCL and Dual MCL, the increase in anchor nodes translates into a higher number of 
observations for non-anchor (or regular) nodes, thus improving their location estimation. 

Fig. 2 depicts simulation results for iCCA-MAP, MCL, and Dual MCL when three 
anchor nodes and 20% anchor nodes are used in the network. We can see that an 
increase in the percentage of anchor nodes improves the performance of all three 
localization algorithms. iCCA-MAP’s performance is less sensitive to the number of 
anchor nodes, and the localization accuracy it provides with the minimum number of 
anchor nodes, namely three, still outperforms MCL’s performance even with a higher 
percentage of its nodes as anchor nodes. However, Dual MCL provides slightly better 
results when the number of anchors nodes in the network has been increased to 20%.  

 

Fig. 2. Average localization error for iCCA-MAP versus MCL and Dual MCL for three anchor 
nodes and 20% anchor nodes and node speed of 8m/s 
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Although both MCL and Dual MCL show significant improvements in localization 
estimates with the increase in the number of anchor nodes, they do not outperform 
iCCA-MAP when only three anchor nodes are present in the network. As reported in 
[23], due to the increase in time required to obtain results for Dual MCL, the Mixture 
MCL algorithm has been proposed, which has a lower computational time as well as 
lower location accuracy. Therefore, it could be concluded that for the Dual MCL 
algorithm, better accuracy is obtained by sacrificing computational time which is 
unfavourable for mobile nodes in WSN. In [2], it was shown that obtaining accurate 
location estimates in near real-time is of high importance in real world conditions. 
Using the obtained results in this section and the results provided by [23] regarding 
the computational time of Dual MCL, it can be concluded that iCCA-MAP is a more 
accurate, efficient, and cost-effective algorithm than MCL and Dual MCL. 

4.4   Varying the Speed of the Mobile Sensor Node 

In this section, simulation results for mobile node speed of 2 m/s equivalent to 0.25 
r/unit time are presented. The results are compared to results pertaining to node speed 
of 8 m/s equivalent to 1 r/unit time and the effect of varying the speed of the mobile 
node is analyzed and discussed. 

Fig. 3 depicts the average localization error of iCCA-MAP, MCL and Dual MCL 
for network sizes of 50, 100, 150, 200, 250, and 300 with three anchor nodes for both 
speeds of 2 m/s and 8 m/s. As seen in Fig. 3, for iCCA-MAP and MCL there is a 
 

 

Fig. 3. Average localization error of iCCA-MAP versus MCL and Dual MCL for network sizes 
of 50 - 300 nodes with 3 anchor nodes and speeds of 2m/s and 8m/s 
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slight increase in localization error as the speed increases from 2 m/s to 8 m/s for 
most network sizes. Error bars for 95% confidence interval have been omitted in the 
figure for the purpose of clarity. However, in most cases, the error bars either 
completely overlap or there is quite a bit of overlapping, indicating that the improved 
performance may not be statistically significant. In the case of Dual MCL, as seen in 
Fig. 3, for most network sizes the average localization error decreases with the 
increase of speed. This occurs because at higher speeds, the Dual MCL filtering step, 
which filters samples based on the mobile node’s previous location and its maximum 
velocity per unit time, allows for the possibility of collecting more samples that meet 
the condition and thus can provide a better estimate of the node’s location. At low 
speeds, since the area in which the node can reside based on the node’s previous 
location and its maximum velocity is very small, the chances of finding enough 
sample points is rather low. In that case, the node’s previous location is used as an 
estimate of its current position and if the node’s previous location is not available 
(i.e., node has not been initialized yet), a location near the center of the simulation 
area is assigned to the node. The fact that only three anchor nodes are present in the 
network also contributes to the problem of finding enough sample points, since the 
number of observations will be low when the number of anchor nodes is low. 

Fig. 4 depicts the average localization error of iCCA-MAP, MCL and Dual MCL 
for speeds of 2 m/s and 8m/s when 20% of the nodes in the network are anchor nodes. 
As depicted in Fig. 4, for most network sizes, MCL’s performance deteriorates as the 
speed of the mobile node increases. This can be explained by the fact that samples 
 

 

Fig. 4. Average localization error of iCCA-MAP versus MCL and Dual MCL for network sizes 
of 50 - 300 nodes with 20% anchor nodes and node speeds of 2m/s and 8m/s 
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predicted in MCL are based on the previous predicted location of the node and the 
node’s maximum speed per unit time. As the mobile node’s speed increases, the area 
in which the predictions can be obtained also increases, resulting in less accurate 
estimations. In the case of iCCA-MAP and Dual MCL, no definite conclusions can be 
made with respect to varying speeds as there exists no obvious trend and there is quite 
a bit of overlap of the error bars (which have been omitted for clarity of the figure), 
illustrating low statistical significance. 

Based on the presented results, we conclude that MCL and Dual MCL are 
impacted by mobility depending on anchor node density.  For low anchor node 
density, Dual MCL is adversely affected by low speed, whereas for a high anchor 
node density MCL suffers from higher mobility. iCCA-MAP, on the other hand, 
performs consistently well independent of speed and the number of anchor nodes. 

5   Conclusions 

The localization error of iCCA-MAP has been compared to that of MCL and Dual MCL. 
Simulation results show that iCCA-MAP outperforms the MCL and Dual MCL 
algorithms in finding the location of a mobile node in a WSN with respect to localization 
error using the minimum number of anchor nodes. When the number of anchor nodes is 
increased to 20% of the total nodes in the network, both MCL and Dual MCL show 
significant improvement, as they require a high anchor node density in order to perform 
well. iCCA-MAP, however, demonstrates very slight improvement with the increase in 
the number of anchor nodes. Results for iCCA-MAP and Dual MCL are very similar 
when there are 20% anchor nodes present in the network. The other parameter varied in 
these sets of simulations was speed, which seemed to have negligible effect on iCCA-
MAP. MCL’s performance deteriorates with increase of speed when there are 20% 
anchor nodes in the network. Higher speeds improve the performance of Dual MCL 
when anchor node density is very low (i.e., three anchors in the network). 

The results in this paper are based on a fixed average nodal density of 12. MCL has 
been reported as being relatively insensitive to node density [11], the localization 
performance of Dual MCL improves slightly with nodal density [23]. Similarly, the 
core CCA-MAP algorithm benefits from increased nodal density [13]. We expect that 
the relative performance differences would hold at different nodal densities, but 
further studies are required to confirm this.  

Similarly, we have not directly compared computation or communication costs of the 
three localization algorithms. However, based on our observations in running the 
simulations, and consistent with the results reported in [23], Dual MCL, while providing 
better localization performance than MCL, also requires much longer execution times. 
All localization algorithms require that nodes determine neighbourhood information 
through the periodic exchange of HELLO messages. However, a more in-depth 
comparison and analysis is yet to be done, and would require to implement all 
localization algorithms on the same platform. 

The core algorithms could also be improved further. For example, what is the 
optimal frequency for running iCCA-MAP? The best choice involves a trade-off 
among localization accuracy, power consumption, the amount of resources available 
to the node for attending to application-related tasks, and the number of messages sent 
across the air interface.  
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Using simulations, we are also interested in determining the maximum percentage 
of mobile nodes that can be localized using iCCA-MAP, as iCCA-MAP is not suited 
for localizing an all-mobile WSN. This is because in iCCA-MAP, the mobile node is 
first removed from the stationary global map and then its local map is patched into 
that same map. If all the nodes become mobile, the global map would seize to exist as 
all nodes would have to be removed from it. 

Obtaining iCCA-MAP localization results for different network topologies such as 
grid square networks, C-shaped networks, loop networks, and pipeline networks is 
another task for future work. The obtained results can be compared to results from 
other algorithms in order to draw conclusions as to which network topologies iCCA-
MAP is better suited for. 

Another important future work is to implement iCCA-MAP on a small-scale 
testbed in order to compare simulation results with real world results. We would also 
like to compare iCCA-MAP to other variants of MCL and Dual MCL such as [20]. 
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Abstract. This paper deals with the collaborative multi-hop localization prob-
lem in static Wireless Sensor Networks with Angle of Arrival information. We
present ADNL-Angle, a new, original and efficient localization algorithm. Our
method uses a small set of sensors which know their positions, it also uses the 2-
hop neighborhood knowledge and angular information between neighbor nodes
computed thanks to AoA technology. Each node with enough anchors in its neigh-
borhood locally runs a kind of force-based algorithm so as to localize itself, and
then forward its position to enable other nodes to locate themselves. We also
propose an additional delaying mechanism to increase localization accuracy. We
provide extensive simulation results showing the accuracy and the robustness of
ADNL-Angle even with noisy angular measurements, few anchor nodes and re-
alistic topologies.

1 Introduction

As a consequence of recent advancements in miniaturization and wireless communica-
tions, a new kind of network has come to the fore: Wireless Sensor Networks (WSN). In
those networks, nodes (sensors) can gather information from their environment, such as
temperature, gas leak, etc. They can also communicate, thanks to their wireless commu-
nication device, with other nodes in their transmission range. WSN recently attracted a
lot of attention because of their wide range of applications [1].

As in WSN many applications are monitoring tasks, it is often needed to annotate
sensed data with geographical information. Geographical positions of nodes can also
be used to communicate in such networks, for example in geographic routing [3]. Thus,
each sensor has to know or assess its own position as accurately as possible: this is the
localization problem. The easiest way to solve this problem is to equip all nodes with
a GPS (Global Positioning System) device. But a GPS comes with many drawbacks:
it often does not work in indoor environment, moreover it is expensive to equip all
sensors with such a device, and as most of the time sensors are static, it is clearly not
cost-efficient to provide such equipment for only a one-time localization.

Sensor nodes are powered by limited batteries and are only able to communicate
with their neighbors, so they need to collaborate so as to estimate their positions. Many
algorithms have been proposed in the literature according to various hypothesis, such as
the presence of anchor nodes, centralized or distributed algorithms, distance or angular
information, etc.
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In this paper we focus on the anchor and angle-based distributed multi-hop local-
ization problem in static WSN. It considers a small set of nodes which know their
positions (anchor-based), and nodes with the ability to obtain angular information from
their neighbors (angle-based). We propose ADNL-Angle algorithm, whose main prin-
ciple is to use an original angular force-based algorithm in sensors’ neighborhood so as
to locate sensors. Thanks to the localization process using the force-based algorithm,
and thanks to the delaying mechanism before executing the localization process, our
proposed localization scheme produces very accurate localization results.

This paper is organized as follows: Section 2 describes the localization problem and
previous works. Section 3 is dedicated to the description of the different steps of ADNL-
Angle method. In section 4 we describe parameters used to run simulations, and we
present and discuss simulation results. Section 5 concludes this paper and describes our
plans for future work.

2 Related Work

2.1 The Localization Problem

Let’s consider n sensor nodes deployed in a given physical region, for example a
square area. Each node is able to communicate with other nodes inside its commu-
nication range: its neighbors. Using their wireless communication device, sensor nodes
can collaborate to perform chosen tasks. The localization problem consists in finding
geographical coordinates for all nodes, as accurately as possible. However, various hy-
pothesis can be made to solve this problem.

In the single-hop localization problem, each node is adjacent to at least three anchor
nodes, contrary to the multi-hop localization problem where nodes which need to be
localized can be several hop distant from anchor nodes.

Among localization algorithms in the literature, we can find two main categories:
measurement-based and measurement-free approaches. In measurement-based algo-
rithms, a specific hardware is needed to provide for example distance or angular mea-
surements between neighbor nodes. Technologies such as RSSI (Received Signal

Fig. 1. Random deployment of sensor nodes with five anchors (nodes aware of their positions)
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Fig. 2. Principle of AoA localization with orientation information

Strength Indicator), ToA (Time Of Arrival) or TDoA (Time-Difference of Arrival) pro-
vide an estimation of the distance between neighbor nodes, whereas AoA (Angle of
Arrival) provides angular information between neighbor nodes [7]. Measurement-free
approaches only consider the connectivity knowledge of the network (or of the neigh-
borhood) to solve the localization problem. Obviously measurement-based approaches
perform better regarding accuracy, but may require extra hardware.

Centralized and distributed algorithms can be found in the literature, and they obvi-
ously both have advantages and drawbacks. But, regarding scalability and energy con-
sumption it is generally more suitable to use distributed algorithms, excepted maybe
when considering small networks.

Generally in the localization problem, a small set of nodes, named anchor nodes,
know their positions thanks to a GPS receiver or to manual deployment. As GPS is
expensive and as it cannot be used in indoor environments it is not possible to equip
all nodes with such a device. Some localization algorithms, are called anchor-free: they
provide localization information, but with relative positions comparing to absolute po-
sitions provided by algorithms using anchor nodes.

Figure 1 shows a random deployment of wireless sensor nodes, with five nodes aware
of their positions (anchor nodes) represented by black circles.

In this paper, we are interested in the distributed multi-hop localization problem us-
ing angular information. Thanks to an antenna array, the direction of the signal received
by a sensor node can be determined, and is known as angle of arrival. Figure 2 repre-
sents two anchor nodes denoted A and B and one node with unknown location denoted
I . With orientation information, using a compass for example, and thanks to AoA tech-
nology, node I is able to measure angles αI,A and αI,B . If angle measurements are
accurate, it is easy to determine node I position using anchor nodes A and B positions.
When measurements are not accurate, and when sensor nodes do not have two or more
anchor nodes in their neighborhood the problem becomes more difficult.

2.2 Existing Algorithms

Various methods have been proposed to solve the multi-hop localization problem, but
not so many using AoA information. We describe here three interesting methods. For a
more exhaustive description of existing localization algorithms, references can be found
in [7,5].
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APS-AoA. One of the most known localization method using angular information,
named APS-AoA, is described in [6]. Its main principle is to extend the triangulation
method to multi-hop networks. In APS-AoA, angular measurements are exchanged be-
tween neighbors and using geometric relations among nodes, non-located nodes which
are multiple hops away from anchor nodes determine estimations of angular informa-
tion regarding anchor nodes. Then, using triangulation, non-located sensors compute an
estimation of their positions.

The main strength of this method is it simplicity, however results regarding posi-
tions are not particularly accurate, especially when considering potentially large mea-
surement errors. To perform well, this method needs a higher number of anchor nodes
and/or a higher connectivity than other methods.

Probabilistic. The probabilistic localization scheme, presented in [8] is, as far as we
know, the most accurate distributed localization method using AoA measurements. Its
main principle is to use the measurement errors model when determining sensors posi-
tions thanks to a probability density functions (pdf). Firstly, non-located sensors com-
pute their pdf using anchor nodes messages, and then communicate this pdf. Pdf are
updated using received messages and after several exchanges non-located sensors posi-
tions are determined through the pdf.

Despite its interesting results regarding accuracy, the probabilistic scheme uses sev-
eral problematic assumptions. Indeed, they use the knowledge of the modelling of AoA
measurement errors to generate probability density functions; moreover, they also use
the knowledge of the (maximum) transmission range of sensors. We can also note that
each node needs to merge several times probability density functions, and several ex-
changes of messages including these pdf, thus leading to important communication and
computational costs. This method would be very difficult to use in practice, and would
also be really less accurate than simulation results presented in [8] because of previous
assumptions.

AT-Angle. In [9], authors present the AT-Angle localization method. After an initial-
ization step where anchor nodes broadcast their positions in the whole network, each
sensor collects its distances to anchor nodes. Then each node deduces an estimation of
its position using sensors maximum transmission range r : a sensor node located at h
hops from an anchor node deduces that it is inside the disk of radius r × h and outside
the disk of radius r. Sensors positions are then improved using geometric relations be-
tween nodes and AoA measurements. A node whose estimated position error is below
a given threshold becomes an estimated anchor, and then communicates its position to
improve the localization accuracy.

Results regarding accuracy are interesting, however this method is particularly sen-
sitive to measurement errors. Moreover, authors also use the knowledge of the (max-
imum) transmission range which would lead to many difficulties and less accuracy in
practice.

3 ADNL-Angle

Let’s consider a WSN, with a set of nodes with unknown geographical positions and
a smaller set of anchor nodes whose positions are known. We consider sensor nodes
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with AoA technology which enables them to obtain angular information with neighbor-
ing nodes. Thus, we are working on the anchor and angle based distributed multi-hop
localization problem.

Many different ways can be used to solve the localization problem. However, we be-
lieve that a localization method should not use strong assumptions such as the knowl-
edge of the maximum transmission range of sensor nodes (in the Unit Disk Graph com-
munication model), or as the angular measurement error model and its parameters.

We believe that broadcasting anchor nodes positions in the whole network is not
needed unless the number of anchor is very low. Indeed, a very distant anchor does not
provide a lot of information to a sensor node.

Our method consists in using topological knowledge in the k-hop neighborhood with
measured angular information between neighbor nodes. In this paper, we provide simu-
lation results using 2-hop knowledge and this seems to provide satisfying results. More-
over, limiting sensors knowledge at 2-hop is more suitable because of the needed ex-
change of messages to obtain this information. We can also note that 2-hop knowledge
is also often needed by communication algorithms, such as Connected Dominating Sets
construction algorithms for example [11].

The main principle of our localization scheme, named ADNL-Angle, can be divided
in three steps :

1. Sensors collect information on their neighborhood: nodes in their 1-hop neighbor-
hood with AoA information and anchor nodes positions. Then, they forward this
data and collect information on their 2-hop neighborhood.

2. Nodes with enough anchors inside their (2-hop) neighborhood are able to compute
their positions using a new force-based algorithm using AoA information, and then
become estimated anchors.

3. A delaying mechanism is added to postpone the position computation on nodes
which are harder to locate.

Definition 1. An estimated anchor is a node whose location is initially not known and
which will act as a real anchor node as soon as it computes its position.

3.1 Computing Positions Using the Force-Based Algorithm

We consider that the 2-hop neighborhood discovery (step 1. ) is done thanks to several
exchanges of HELLO messages with additional information between neighbor nodes.

Let’s see more precisely how a sensor node determines its position in ADNL-Angle
(step 2.). Each node with at least two anchors or estimated anchors in its 2-hop neighbor-
hood can run the force-based algorithm; other nodes wait until some of their neighbors
become estimated anchors.

Let’s consider I , a node with enough anchors inside its neighborhood. I has partial
knowledge of the network restricted to its 2-hop neighborhood, and thus I is authorized
to estimate its own position. I locally runs the following algorithm so as to determine
its position :

– I computes hop-distances between nodes in its neighborhood;
– I virtually places each anchor (or estimated anchor) at its known position;
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Fig. 3. Force exerted by node J on node I

– Non-located nodes are placed between their two closest anchor nodes;

– In a first time, I executes the angular force-based algorithm using only forces re-
lated to anchor nodes;

– Then, the algorithm is executed again, but this time all forces are considered be-
tween neighbor nodes, virtually moving them towards their final position;

– At the end of the algorithm, I retrieves its position and becomes an estimated
anchor.

I internally builds a representation of its neighborhood, and then, the force-based
algorithm tries to shift non-located nodes so as to satisfy angular relationship between
neighbor nodes. For a given number of iterations, or until the target node no longer
moves, sensors are virtually shifted at each iteration towards (normally) their real
position.

Figure 3 illustrates this mechanism. During each iteration, node I is virtually shifted
so as to satisfy angular relationship with node J . After the moving due to the force,
node I virtual position is closer to its real position.

Forces applied on nodes depend on the differences between the virtual angles (in
the local representation of the subgraph) denoted βI,J , and the ones related to AoA
measurements denoted αI,J .

Let �vI,J be the unit vector from I to J , and �pI,J the unit vector obtained with a 90o

counterclockwise rotation of �vI,J . �FI,J , the force applied on I by J is given by :

�FI,J = (αI,J − βI,J) × �pI,J (1)
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Let N(I) be all neighboring nodes for I . At the end of each iteration, the sum of all
forces applied on I by its neighbors provides the resultant force on node I :

�FI =
∑

K∈N(I)

�FI,K (2)

Let i be the current number of previously done iterations. At each iteration, non-located
nodes are shifted according to forces exerted on it. The (i + 1)th position of node I is
computed as this :⎧⎪⎪⎨

⎪⎪⎩
xi+1

I = xi
I −

∑
K∈N(I)

(sin(αI,K − βi
I,K) × sin(βi

I,K))

yi+1
I = yi

I +
∑

K∈N(I)

(sin(αI,K − βi
I,K) × cos(βi

I,K))
(3)

As said before, forces are exerted until a given number of iterations MAX is reached,
or until positions no longer move. More formally, our force-based algorithm stops if
one of the following condition is true :

dist(xi−1
I , yi−1

I , xi
I , y

i
I) ≤ ε

i ≥ MAX
(4)

Our observations lead us to set MAX value proportional to the number of involved
nodes.

After the last iteration, the node which runs the force-based algorithm gets its po-
sition, becomes an estimated anchor, and communicates this position to its neighbor-
hood. This allows non-located nodes with not enough anchors in their neighborhood to
compute their positions, or to increase the knowledge of nodes which have not started
the localization process.

Remark. When applying the force-based algorithm, anchor nodes and estimated an-
chors are not affected by virtual forces, they remain static at their estimated or accurate
position. Moreover, anchor nodes do not need to apply the localization algorithm as
they already know their positions.

3.2 Delaying the Computation of Localization

Using angular information, a non-located sensor node needs at least to collect the po-
sitions of two anchor nodes in order to estimate its position. However we can note that
some nodes are harder to locate than other. In order to increase the accuracy of the
localization process, we propose to add a delaying mecasnism in ADNL-Angle: some
nodes will postpone the computation of their positions.

Various hypotheses can be made to determine how to set this delay:

– It is easier to locate nodes with many anchor nodes in their neighborhood, mainly
to compensate angle measurement errors;

– Anchor nodes which are closer from a non-located node provide more information
than distant ones.



184 J. Champ and V. Boudet

We have studied various criteria and ways to combine them, and we have chosen the
following formula to define the time to wait (TTW) until a node, denoted I , with at least
two anchor nodes in its neighborhood starts the localization process:

TTW =
c

|A1(I)| + |A2(I)|
w

(5)

with |A1(I)| and |A2(I)| respectively the number of 1-hop and 2-hop anchor nodes in
node I neighborhood. c is a constant whose value has been set empirically and regarding
simulation parameters. In practice, c value depends on the time needed for a node to
compute its position. The weighting coefficient w has been set empirically to 10 to
decrease significantly the importance of 2-hop anchor nodes.

When I has at least two anchor nodes in its neighborhood, it computes its TTW
regarding equation (5), and starts a timer T . While T < TTW , I waits in order to
collect possibly more information; during the waiting, if I receives a message providing
the position of a newly located node, I recomputes its TTW . As soon as T ≥ TTW
node I runs the angular force-based algorithm, retrieves its position and communicates
it to its neighbors. This strategy significantly improves results regarding accuracy at the
expense of delay.

4 Performance Analysis

In this section we analyze the impact of several parameters on ADNL-Angle localiza-
tion algorithm. We also compare our results with the probabilistic scheme [10]. We have
made these simulations using WSNET simulator [4].

4.1 Simulation Parameters

In a first time, we consider two different kind of deployment strategies, both inside a
1000 × 1000 square area. The two different ways to deploy nodes in the area are the
following : one consists in a random deployment inside the square area according to an
uniform distribution, and the other one is a 10×10 noisy grid placement. Two examples
of deployments are shown in Figure 4.

The number of nodes is fixed for each considered topology: 200 nodes for the random
uniform deployment, and 100 for the grid one. The transmission range is set to obtain
different connectivity levels, and is chosen from 125 to 250 with an increment of 25.

As in [6,10], we have chosen a Gaussian noise model for the AoA measurements;
that is to say, if the real angle between nodes I and J (and North) is θI,J , then the
measured angle is provided thanks to a normal distribution:

αI,J = N (θI,J , σ2) (6)

with σ the chosen angle measurement error parameter (the standard deviation of the
normal distribution). If we set, for example, the standard deviation σ to π

8 , then 95% of
the measurements will be in the interval [−π

4 , π
4 ].

Gaussian noise is also added to model error in grid placements, using the same
method than the one in [2], and in order to obtain more realistic deployments.
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a) b)

Fig. 4. Two different network topologies with transmission range set to 150. a) 200 nodes and
random uniform deployment in a square area. b) 100 nodes and grid deployment in a square area
with placement error.

In our simulations, and to obtain comparable results, localization accuracy is nor-
malized using the maximum transmission range R. One hundred simulations have been
made for each datum point.

4.2 Simulation Results for ADNL-Angle

We analyze in this section simulation results using previously described parameters.
The average number of neighbors has an important impact on the performance of

most of localization schemes. Figures 5a) and b) show the impact of the network den-
sity when considering respectively random deployments or noisy grid placements. The
different lines represent simulation results with various AoA measurement errors be-
tween 0 and π

8 . Using previously described parameters we obtain an average degree
between 8.8 and 31.1 with the first considered topology and between 3.2 and 15.8 with
the second one.
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When considering both topologies, and as it was expected, when the average connec-
tivity is increased this leads to more accurate localization results. For example, using
random deployments (Fig. 5a) ), the average localization error goes from 35%R to
6%R when considering the measurement noise parameter σ = π

16 . We can also note
that when the average connectivity is increased, the average localization error tends
to stabilize: excepted when considering large measurement errors, if we consider net-
works with density higher than 12, the gain regarding localization accuracy is not very
important.

a) (Real Positions) b) c)

Fig. 6. Node X is hard to locate even with accurate AoA measurements. The 3 graphs above
respect all angular measurements.

Nearly the same conclusions can be drawn using both considered topologies. How-
ever, with the lowest considered density using the noisy grid placement, results are
particularly less accurate than when considering a higher connectivity, and this even
without any measurement errors. Indeed, nodes are still able to locate themselves, but
initially only a few of them know two anchors in their 2-hop neighborhood. Because
of the chosen transmission range (i.e. the connectivity level), the case presented in Fig.
6a) happens very often. Even if node X knows the topology presented in the figure,
the positions of anchor nodes A and B, and the angular measurements without error
between all neighbor nodes, it is really difficult to determine its position. With such
knowledge, all the graphs presented in Fig. 6 respect provided angular measurements.
To obtain more accurate results, one possible solution is to add initially more anchor
nodes. However, Fig. 5b) also shows that thanks to an increase of the transmission
range the localization accuracy goes from more than 30%R to nearly 1%R. The main
explanation of this important gap, is the presence of new communication links which
removes ambiguities. These links are represented by dashed lines on Figure 6a).

According to the four different curves in Figure 5a) and in Figure 5b), we can ob-
serve the impact of the Angle of Arrival measurement errors. In our simulations, we
have used AoA measurements without errors (σ = 0), and with more and more large
errors : σ = { π

32 , π
16 , π

8 }. We can note that, as expected, larger measurement errors
lead to less accurate localization results. However the impact of measurement errors is
particularly reduced when density is increased; in networks with the highest considered
density this impact is nearly not noticeable. Indeed, while the average localization error
equals to 8%R without measurement errors and equals to 72%R if σ = π

8 in the lowest
considered densities, it reaches then respectively 1%R and 11%R.
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Fig. 7. Normalized localization error as a function of the number of anchor nodes using both
considered topologies

Figure 7 shows the impact of additional anchor nodes on ADNL-Angle localization
scheme. When transmission range is set to 250, that is to say with a high connectivity
level, additional anchor nodes do not provide an increase of the accuracy when us-
ing ADNL-Angle, and this even with large transmission range. When we consider the
lowest studied density (i.e. transmission range set to 125), the impact of additional an-
chor nodes is clearly more significant. The benefit of additional anchor nodes is further
significant when considering large measurement errors. The previously described diffi-
culties to locate nodes with the lowest density and noisy grid placement, are partially
corrected with additional anchor nodes.

This analysis of simulation results shows that ADNL-Angle method is able to cope
with measurement errors, and even to limit the impact of large measurement errors.
Moreover, ADNL-Angle benefits from additional anchor nodes when large measure-
ment errors are considered and/or when considering low connectivity levels.

4.3 ADNL-Angle vs. Probabilistic

We compare in this section our proposed scheme ADNL-Angle, with the probabilistic
scheme presented in [10]. Simulation are still made with WSNet but with the same
parameters than in [10]. We compare our work to the probabilistic scheme because it is
as far as we know the most accurate localization method with AoA information.

In Figure 8, we present simulation results in network with an average connectivity
equals to 10. Figure 8a) compares the accuracies of the ADNL-Angle and the proba-
bilistic schemes with various number of anchor nodes with the angular measurement
error parameter σ equals to π

18 . ADNL-Angle outperforms the probabilistic scheme in
these simulations. Whatever the considered number of anchor nodes is, the gap between
both methods is around 5%R, both methods benefit equally from additional anchor
nodes.

In Fig. 8b), we study the impact of AoA measurement errors on both methods. As
expected, when the measurement errors are larger, both methods obtain less accurate
results. ADNL-Angle also outperforms the probabilistic scheme in these simulations.
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Fig. 8. Comparison of ADNL-Angle with the probabilistic scheme. a) Average localization ac-
curacy regarding the number of anchors. b) Average localization accuracy as a function of AoA
measurement errors.

Moreover, the gap between both localization methods slightly tends to be increased
when the measurement noise becomes higher.

Beyond these results showing the accuracy of ADNL-Angle, our method also uses
really less strong assumptions. Indeed, contrary to the probabilistic scheme, ADNL-
Angle does not use the knowledge of the maximum transmission range which would not
be usable in practice. Moreover, in the probabilistic localization scheme, the algorithm
uses the measurement error model to localize sensor nodes. As this model is clearly
environment and hardware dependent, it is not suitable to use it to determine sensors
positions. These strong assumptions make us believe that in practice results for the
probabilistic localization scheme will probably be particularly less accurate.

Regarding computational cost(combination of several probability density function),
and to the number of exchanged messages, the probabilistic scheme is more costly. In
ADNL-Angle, the number of exchanged messages is 2n + (n−m) with n the number
of nodes in the network, and m the number anchor nodes : 2n for the neighborhood
discovery step, and (n−m) to communicate newly located sensors positions. It is also
important to note that, as said previously, information which are communicated can
also be used to construct for example communication backbones. In the probabilistic
scheme the number of exchanged message is higher : in their simulation results they
suggest that each anchor node broadcasts a message with a TTL equals to 4. The use
of the probabilistic scheme leads to an important number of exchanged messages and a
lot of data in anchors packets.

For all these reasons, we believe that ADNL-Angle is more suitable to solve the
localization problem, and this, regarding accuracy and scalability.

5 Conclusion

In this paper, which deals with the multi-hop distributed localization problem in WSN
with angle of arrival information, we present ADNL-Angle, an original and accurate
localization method.
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After a neighborhood discovery step, nodes with enough anchors in their 2-hop
neighborhood compute their positions according to an original angular force-based al-
gorithm. Newly located nodes become estimated anchors and then propagate their new
position so as to enable other nodes to locate themselves. ADNL-Angle also uses a de-
laying process which postpones the position computation on nodes which are most
difficult to locate, providing accurate localization information for almost all sensor
nodes.

The simulation results show the impact of several parameters such as AoA measure-
ment errors, the number of anchor nodes and various network topologies. Results show
the accuracy of ADNL-Angle even with a small number of anchor nodes or potentially
large AoA measurement errors. Our localization scheme also outperforms methods such
as the APS-AoA method or the accurate probabilistic scheme, and this without strong
assumptions such as the knowledge of the maximum transmission range or of the dis-
tribution of measurement errors.

Some additional work could be made to emphasize advantages and drawbacks of
our method, such as analyzing the behavior of our method in more realistic networks.
We are testing a method to reduce the number of nodes involved during the angular
force-based step: it consists in removing useless nodes, or nodes which may interfere
with an accurate localization. Preliminary results show that this method leads to less
computations on nodes and slightly more accurate results.
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Abstract. Wireless sensor networks allow unprecedented abilities to ob-
serve and understand large-scale, real-world phenomena at a fine spatial-
temporal resolution. Their application in Developing Countries is even
more interesting: they can help solve problems that affect communities.
One of the limitations of current wireless sensors is the communica-
tion range, with most devices having 100 meters as maximum range.
In contrast, many applications require long-range wireless sensor net-
work where nodes are separated by large distances, giving the advantage
of being able to monitor a large geographic area. In this paper we will
present the results of an integrated approach combining a planning step
using simulations and an experimental step carried out using off-the-
shelf equipment over distances ranging from 600m to 12km. The results
reveal that the simulation results agree with experimentation and show
that long distance wireless sensor networks (LDWSN) are possible and
that the quality of these links is high. Finally, we discuss the relative
efficiency of our solution in terms of range compared to other wireless
sensor networks.

Keywords: Waspmote, Long Distance WSN, WSN, Frequency, ICT4D.

1 Introduction to LDWSN

Wireless Sensor Networks (WSNs) are a branch of ICT technologies which have
been widely deployed in industrialized regions in many applications to achieve
environment observation, healthcare and medical monitoring, home security,
machine failure diagnosis, chemical/biological detection and plant monitoring.
WSNs are deployed in large numbers of tiny sensor nodes, each node being
regarded as a low power and cheap computer that can perform sensing, com-
putation and communication. The sensor nodes communicate wirelessly and are
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deployed in three forms : (1) Sensor node used to sense the environment, (2)
Relay node used as relay for the information sensed by other nodes and (3) Sink
node acting as base station with higher energy to transmit the sensed informa-
tion to a local or remote processing place.

Traditional sensor technology allows the deployment of wireless sensor net-
works in a 1-to-m fashion where all the nodes, excepted the sink node, sense their
environment and send the collected information to the base station for further
processing. As currently deployed, WSNs are based on a multi-hop model allow-
ing these networks to 1) span distances much larger than the transmission range
of a single node 2) adapt to network changes, for example, by routing around a
failed node using a different path in order to improve performance and 3) use less
transmitter power as a result of the shorter distance transmission mode enabled
by the potential to achieve local communication between neigbhor nodes.

In many practical applications that require sensor monitoring over long dis-
tances such as farming or water quality monitoring in developing regions where
environmental conditions such as temperature, soil moisture and other levels
of water troughs need to be measured at widely separated locations, the short
wireless range provided by WSNs may be become a limiting factor in terms of
both cost since multi-hop routing over long distances may require many sensors
and coverage as the short range sensors can cover only a few hundred of meters.
However, while being resolved for Wi-FI technology [1], the problem of range
limitation has been only poorly addressed by the research community. The work
presented in [2] proposes a sensor network in Australia where the range of a
mote has been extended to 300 m, a distance that does not meet long distance
application requirements. Motivated by the fact that the directional antenna is
an established technology that has been proven effective in improving the radio
link quality, the work presented in [3] proposes the integration of radio com-
munication technology to not only compensate for the higher path loss intrinsic
of shorter wavelengths but also to ensure higher link quality and to implement
a form of antenna diversity. A switched beam directional antenna operating in
the 2.4GHz ISM band (e.g. using the IEEE 802.15.4 standard) with dimensions,
cost and complexity constraints comparable to those of commercially available
sensor nodes is presented in [3]. Used outdoors, the antenna extends the com-
munication range from 140m to more than 350m, while indoors it suppresses the
interference due to multipath fading by reducing the signal variability of more
than 70%. The antenna also reveals interference suppression from IEEE 802.11g
systems and can be used as a form of angular diversity useful to cope with the
variability of the radio signal. Similarly, the work presented in [4] considers the
use of switched beam directional antennas in wireless sensor networks. Using
comparison with an existing solution based on S-MAC, the paper shows that
the introduction of directional antennas reduces interference, transmission delay
and flooding and consequently improves throughput and energy consumption. As
presented by [5], a long-range ad-hoc wireless sensor network is proposed where
a radio propagation model is used to enhance the range of wireless nodes. Using
this model, distances of up to 10 kilometers are reached using non-directional
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antennae by having the radio transceiver of the Berkeley Mote replaced with a
lower frequency, higher power unit operating in the 40.66-41.00 MHz frequency
band with a maximum power of 1 W EIRP.

Simulations have been used in many research works to shorten development
time by having all of the variables of a real system under the control of the
designer, allowing better testing and debugging for example. However, it often
happen that by making simplicative assumptions on the system requirements,
the designers unintentionally introduce biases into the model wich affect the
validity of the simulation such as leading to unrealistic behaviours or behaviours
that do not map to real world behaviour. This paper revisits the problem of
long distance wireless sensor network deployment in developing regions by (1)
assessing the relevance of using simulation in planning long distance links and
(2) proposing a long distance wireless sensor network (LDWSN) deployment as
case study. The main contributions of our paper are twofold. First, using the
radio mobile simulation software, we evaluate the accuracy of using a simulation
package that builds around real maps to preplan long distance wireless sensor
links. Secondly, we present a case study of a long distance wireless sensor network
deployment using the Waspmote [6] technology with experiments conducted in
harsh conditions.

The remainder of this paper is organized as follows. Section 2 describes the
Radio Mobile simultaion software and present the simulation results obtained
when planning long distance WSN (LDWSN) links. Section 3 describes the ex-
periments conducted in harsh conditions in the Los Monegros Desert near Huesca
in Spain and compare the experimental results with the simulative results. Sec-
tion 4 discusses the relevance of LDWSN in developing countries and compare
some of the features of the Waspmote to other WSN technologies in terms of
long distance deployment. Our conclusions are presented in section 5.

2 Simulation of the Links

To check if radio links were feasible, we decided to use Radio Mobile [7], a free
tool for the design and simulation of wireless systems. It predicts the performance
of a radio link by using information about the equipment and a digital map of
the area. Radio Mobile uses a digital terrain elevation model for the calculation
of coverage, indicating received signal strength at various points along the path.
It automatically builds a profile between two points in the digital map showing
the coverage area and first Fresnel zone. During the simulation, it checks for line
of sight and calculates the Path Loss, including losses due to obstacles. The soft-
ware calculates the coverage area from the base station in a point-to-multipoint
system. It works for systems having frequencies from 100 kHz to 200 GHz. It
is based on the ITS (Longley-Rice) propagation model. Digital elevation maps
(DEM) are available for free from several sources, and are available for most
of the world. DEMs do not show coastlines or other readily identifiable land-
marks, but they can easily be combined with other kinds of data (such as aerial
photos or topographical charts) in several layers to obtain a more useful and
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readily recognizable representation. The digital elevation maps can be merged
with scanned maps, satellite photos and Internet map services (such as Google
Maps) to produce accurate prediction plots.

2.1 Candidate Locations

To test the feasibility of long wireless sensor links, it is necessary to find a location
with an unobstructed line-of-sight between two sites. As the distance between
sites increases, higher elevation is required at both ends.

For our experiments we selected 10 sites in the Los Monegros Desert near
Huesca, Spain. Los Monegros is located within the provinces of Zaragoza and
Huesca. The area is prone to chronic droughts, and much of the area is semi-
desert. The climate is semiarid, with scare rainfall and high temperatures in the
fall. Its maximum elevation is 822 meters, which can be found on the mountain
called Oscuro. The lack of human activity ensured an interference-free environ-
ment. We did not carry out a site survey when selecting the candidate locations.
The localization of the testbed is depicted by Figure 1. We selected ten spots in
the area, which allowed us to establish six links. We considered both links with
line of sight (LOS) and those with non line of sight (NLOS) as sensor networks
are meant to be deployed in different environments as such trees, buildings,
forests, etc. Table 1 shows the positions of the sites, the names of the 6 links
and their types.

Fig. 1. Experimental setup in Los Monegros

2.2 Simulation Data

In addition to the locations, more data is required to run a simulation in Radio
Mobile. The characteristics of the equipment, type of antennas and elevation
above the ground need to be given as inputs to the software. For the experiments,
we used Waspmote devices produced by Libelium, equipped with seven different
802.15.4/ZigBee transceivers. Waspmotes are built around XBee transceivers
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Table 1. Position of candidate sites

Position 1 Position 2 Distance Link Number Link Type
41.377708N 41.380916N 356m Link 1 LOS
0.732896W 0.732873W
41.375178N 41.380916N 639m Link 2 LOS
0.733515W 0.732873W
41.324061N 41.380916N 6363m Link 3 LOS
0.740585W 0.732873W
41.316091N 41.424445N 12136m Link 4 LOS
0.742146W 0.725913W
41.390453N 41.401531N 1238m Link 5 NLOS
0.731088W 0.729388W
41.394053N 41.424445N 3810m Link 6 NLOS
0.731088W 0.725913W

which provide flexibility in terms of multiplicity of operating power, protocols,
and operating frequencies as depicted by the XBee features in Table 2. Other
Waspmote characteristics include (1) minimum power consumption of the order
of 0.7 μA in the Hibernate mode (2) flexible architecture allowing extra sensors
to be easily installed in a modular way, and (3) the provision of GPS, GPRS
and SD card on board. Furthermore, Waspmotes are powered with a lithium
battery which can be recharged through a specially dedicated socket for the
solar panel; this option is specially interesting for deployments in Developing
Countries where power supply is not stable.

Table 2. Characteristics of XBee Transceivers

Model Protocol Frequency TX power Sensitivity Label
XBee-802.15.4 802.15.4 2.4 GHz 1 mW -92 dB Dev1
XBee-802.15.4-Pro 802.15.4 2.4 GHz 63 mW -100 dB Dev2
XBee-ZB ZigBee-Pro 2.4 GHz 2 mW -96 dB Dev3
XBee-ZB-Pro Zigbee-Pro 2.4 GHz 50 mW -102 dB Dev4
XBee-868 RF 868 MHz 315 mW -112 dB Dev5
XBee-900 RF 900 MHz 50 mW -100 dB Dev6
XBee-XSC RF 900 MHz 100 mW -106 dB Dev7

Table 2 describes the characteristics of the XBee transceivers. As described
by the table, these transceivers will be referred to in the rest of the paper as
Dev1,. . .,Dev7. The XBee transceivers are equipped with SMA antenna connec-
tors so an external antenna can be used. For the simulation we considered omnidi-
rectional antennas, with a gain of 2dBi and 5dBi in 2.4GHz and in 868/900MHz.
Antennas with such gain can be commonly found on the market and do not re-
quire special alignments. The links used vertically polarized antennas.

The height from ground is assumed to be 2m, as this is the maximum height
of a tripod.

2.3 Fresnel Zone and Link Budget Calculation

When simulating a wireless link, one has to check two important parameters to
determine if the link is possible or not: Fresnel zone and link margin. The Fresnel
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zone is an ellipsoid area around the direct line between two communicating
devices. It is widely known that the radius of the fresnel zone at its widest point
is expressed by

r = 17.32
√

zd/4f (1)

where z is the zone number with the value z = 1 referring to the first Fresnel
Zone, f is the frequency used (expressed in MHz) and d is the exact distance (in
meters) between the receiver and transmitter. If this area were partially blocked
by an obstruction, e.g. a tree or a building, the signal arriving at the far end
would be diminished. When building wireless links, we therefore need to be sure
that these zones be kept free of obstructions. Of course, nothing is ever perfect,
so usually in wireless networking we check that about 60 percent of the radius
of the first Fresnel zone should be kept free.

For example, let’s calculate the size of the first Fresnel zone in the middle of
our longest, 12km link, transmitting at 2.4 GHz:

r = 17.32
√

12000/4 ∗ 2400 = 19.36m (2)

We need to have at least one elevated point to be able to have a 12km link using
the 2.4 GHz frequency. Radio Mobile takes care of calculating the Fresnel zone,
once the positions and the equipment characteristics have been entered in the
software.

In order to have a communication between two wireless devices, the radios
require a certain minimum signal to be collected by the antennas and presented
to their input socket. Determining if the link is feasible is a process called link
budget calculation. Whether or not signals can be passed between the radios
depends on the quality of the equipment being used and on the diminishment of
the signal due to distance, called path loss.

As suggested by [9], to perform the link budget calculation, one must know the
characteristics of the equipment being used and evaluate the path loss. Adding
up all the gains and subtracting all the losses gives:

TransmitPower

+TransmittingAntennaGain

+ReceivingAntennaGain

=
TotalGain

−FreeSpaceLoss

=
ExpectedReceivedSignalLevel

−ReceiverSensitivity

−AntennaCableLoss

=
LinkMargin
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The Transmitting Antenna Gain, Receiving Antenna Gain and Receiver Sensi-
tivity are dependent on the hardware used. The Free Space Loss depends on the
frequency used and on the distance. The longer the distance, the higher the Free
Space Loss.

On a given path, the variation in path loss over a period of time can be
large, so a certain margin (difference between the signal level and the minimum
received signal level) should be considered.This margin is the amount of signal
above the sensitivity of radio that should be received in order to ensure a stable,
high quality radio link during bad weather and other atmospheric disturbances.
A margin of 10 to 15 dB is fine.

Radio Mobile is able to calculate the link margin for a specific link, given the
positions and the characteristics of the equipment used.

2.4 Simulation Results

The equipment we wanted to use for the experiment consisted of seven different
XBee cards, each one with two possible antennas. We thus had fourteen different

Table 3. Link Margin and Fresnel Zone Clearance at 2dBi

Xbee card at 2dBi Antenna Link 1 Link 2 Link 3
XBee-802.15.4 2dBi 2.6,1.0F1 -4.7,0.7F1 -28.5,0.6F1
XBee-802.15.4-Pro 2dBi 18.6,1.0F1 11.3,0.7F1 -12.5,0.6F1
XBee-ZB 2dBi 9.6,1.0F1 2.3,0.7F1 -21.5,0.6F1
XBee-ZB-Pro 2dBi 19.6,1.0F1 12.3,0.7F1 -11.5,0.6F1
XBee-868 2dBi 37.9,0.6F1 31.0,0.4F1 9.8,0.4F1
XBee-900 2dBi 17.6,0.6F1 10.8,0.4F1 -10.3,0.4F1
XBee-XSC 2dBi 26.6,0.6F1 19.8,0.4F1 -1.3,0.4F1
Xbee card at 2dBi Antenna Link 4 Link 5 Link 6
XBee-802.15.4 2dBi -28.3,0.8F1 -24.3,0.1F1 -46.8,-0.5F1
XBee-802.15.4-Pro 2dBi -12.3,0.8F1 -8.3,0.1F1 -30.8,-0.5F1
XBee-ZB 2dBi -21.3,0.8F1 -17.3,0.1F1 -39.8,-0.5F1
XBee-ZB-Pro 2dBi -11.3,0.8F1 -7.3,0.1F1 -29.8,-0.5F1
XBee-868 2dBi 8.5,0.5F1 15.4.3,0.1F1 -1.7,-0.3F1
XBee-900 2dBi -11.6,0.5F1 -4.7,0.1F1 -22.1,-0.3F1
XBee-XSC 2dBi -2.6,0.5F1 4.3,0.1F1 -13.0,-0.3F1

Table 4. Link Margin and Fresnel Zone Clearance at 5dBi

Xbee card at 5dBi Antenna Link 1 Link 2 Link 3
XBee-802.15.4 5dBi 9.5,1.0F1 2.3,0.7F1 -21.5,0.6F1
XBee-802.15.4-Pro 5dBi 24.6,1.0F1 17.3,0.7F1 -6.5,0.6F1
XBee-ZB 5dBi 15.6,1.0F1 8.3,0.7F1 -15.5,0.6F1
XBee-ZB-Pro 5dBi 25.6,1.0F1 18.3,0.7F1 -5.5,0.6F1
XBee-868 5dBi 43.9,0.6F1 37.0,0.4F1 15.8,0.4F1
XBee-900 5dBi 23.6,0.6F1 16.8,0.4F1 -4.3,0.4F1
XBee-XSC 5dBi 32.6,0.6F1 25.8,0.4F1 4.7,0.4F1
Xbee card at 5dBi Antenna Link 4 Link 5 Link 6
XBee-802.15.4 5dBi -21.3,0.8F1 -17.3,0.1F1 -39.8,-0.5F1
XBee-802.15.4-Pro 5dBi -6.3,0.8F1 -2.3,0.1F1 -24.8,-0.5F1
XBee-ZB 5dBi -15.3,0.8F1 -11.3,0.1F1 -33.8,-0.5F1
XBee-ZB-Pro 5dBi -5.3,0.8F1 -1.3,0.1F1 -23.8,-0.5F1
XBee-868 5dBi 14.5,0.5F1 21.4,0.1F1 4.3,-0.3F1
XBee-900 5dBi -5.6,0.5F1 1.3,0.1F1 -16.1,-0.3F1
XBee-XSC 5dBi 3.4,0.5F1 10.3,0.1F1 -7.0,-0.3F1
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(a) Link 3 (6.363 km) at 2.4 GHz

(b) Link 3 (6.363 km) at 900 MHz

Fig. 2. Link 3 (6.363 km)

hardware solutions for each of the six links. It is not possible to report a graph
of all the results, but Table 3 and 4 summarize the simulation results.

As can be seen from the simulation results, links behave differently according
to the frequency used and to the output power. Longer links are only possible
using lower frequencies (868 and 900 MHz), while 2.4 GHz is only usable for
shorter links.
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(a) Link 6 (3.810 km) at 2.4 GHz

(b) Link 6 (3.810 km) at 900 MHz

Fig. 3. Link 6 (3.810 km)

Figure 2 (a) and (b) show the Fresnel zone and link margin as presented by
Radio Mobile for link number 3 at 2.4 GHz and 900 Mhz. The Fresnel zone is
much larger at 900 MHz and the link margin is bigger.

Figure 3 (a) and (b) show the Fresnel zone and link margin as presented by
Radio Mobile for link number 6 at 2.4 GHz and 900 Mhz. The two figures reveal
a performance pattern similar to link 3 where the Fresnel zone is much larger
and the link margin is bigger at 900 MHz.
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3 Experiments

In October 2009 we performed the experiments in the Los Monegros Desert near
Huesca, Spain, over a period of 3 days. We wanted to check if the experimental
results were consistent with the simulation ones, and wanted to measure power
consumption in a real-world environment. To test the link quality, we sent 100
packets of 90 Bytes each and counted how many packets were received to measure
throughput. We also measured the RSSI level.

3.1 Experimental Results

Table 5 show the results of our tests. To check if the simulations give similar
results compared to the experiments, we graphed the simulated link margin and

Table 5. Experimental performance

XBee features Feature Dev1 Dev2 Dev3 Dev4 Dev5 Dev6 Dev7
Protocol 802.15.4 802.15.4 Zigbee-Pro ZigBee-Pro RF RF RF

Frequency (Hz) 2.4G 2.4G 2.4G 2.4G 868M 900M 900M
TX power (mW) 1 63 2 50 315 50 100
Sensivity(-dBm) 92 100 96 102 112 100 106

Throughput Distance Dev1 Dev2 Dev3 Dev4 Dev5 Dev6 Dev7
2dBi 356m (LOS) 85% 100% 100% 100% 100% 100% 100%

639m (LOS) 0% 100% 0% 100% 100% 100% 100%
6363m (LOS) 0% 18% 0% 25% 100% 0% 80%
12136m (LOS) 0% 0% 0% 0% 100% 0% 0%
1239m (NLOS) 0% 0% 0% 0% 100% 0% 100%
3810m (NLOS) 0% 0% 0% 0% 0% 0% 0%

5dBi 356m (LOS) 100% 100% 100% 100% 100% 100% 100%
639m (LOS) 19% 100% 100% 100% 100% 100% 100%
6363m (LOS) 0% 100% 0% 100% 100% 0% 100%
12136m (LOS) 0% 0% 0% 0% 100% 0% 100%
1239m (NLOS) 0% 0% 0% 0% 100% 0% 100%
3810m (NLOS) 0% 0% 0% 0% 50% 0% 10%

RSSI(dBm) Distance Dev1 Dev2 Dev3 Dev4 Dev5 Dev6 Dev7
2dBi 356m (LOS) -94 -72 -84 -70 -70 -70 -70

639m (LOS) -91 -78 -70 -70 -70
6363m (LOS) -97 -94
12136m (LOS) -100
1239m (NLOS)
3810m (NLOS) -77

5dBi 356m (LOS) -87 -70 -72 -70 -70 -70 -70
639m (LOS) -94 -70 -90 -70 -70 -70 -70
6363m (LOS) -80 -101
12136m (LOS) -97 -83
1239m (NLOS) -97 -83 -93
3810m (NLOS) -78

Table 6. Power consumption

State From OFF Time From sleep Time
to ON to ON

TX Unicast without encryption 890.82nAh 79.4ms 849.16nAh 76.4ms
TX Unicast with encryption 904.73nAh 79.36ms 863.07nAh 76.36ms
TX Broadcast without encryption 887.79nAh 78,7ms 846.13nAh 75.7ms
RX Broadcast without encryption 889.45nAh 78,6ms 847.79nAh 75.6ms
RX Unicast without encryption 825.52nAh 74ms 783.86nAh 71ms
RX Unicast with encryption 826.11nAh 73.92ms 784.45nAh 70.92ms
RX Broadcast without encryption 818.55nAh 73.4ms 776.89nAh 70.4ms
RX Broadcast with encryption 818.63nAh 73.4ms 776.97nAh 70.4ms
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Fig. 4. Comparison between the simulated link margin and the measured throughput.
Highlighted is the threshold value of 10 dB.

the measured throughput for link number 3 (1239 m). The results are shown in
Figure 4. When the link margin is above 10 dB, then the link is possible and
the throughput is high (70% up to 100%). When it is lower than 10 dB, then
the link is not possible. From the experimental results, only link that use 868
or 900 MHz were possible at 1239 m. This is in agreement with the simulation
results which predicted that longer distance links were feasible in only the lower
frequency bands of 868 MHz and 900 MHz.

3.2 Impact of Encryption of Power Consumption

During the experiments we also made some measurements to assess the impact of
the encryption implemented by the waspmote platform on power consumption.
We used four different type of transmissions:

1. Unicast without encryption
2. Unicast with encryption
3. Broadcast without encryption
4. Broadcast with encryption

Note that in these experiments, we measured the time and energy consumption
from the sleep and OFF modes to the ON mode to evaluate what is the best
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energy saving mode for a possible synchronization algorithm. In case of a unicast
transmission the protocols waits for an ACK signal, while in case of broadcast
there is no ACK. However, in broadcast mode each packet is always sent three
times. As depicted by Table 6, the results reveal that encryption (AES 128b)
does not add any consumption due to the fact that it is performed using specific
hardware circuits included in the XBee card and not in the software layer.

4 LDWSN in Developing Countries

Long distance wireless networks are a necessity for developing countries. Large
scale deployments of long wireless networks has been revealed mostly for the
WiFi technology with the Technology and Infrastructure for Emerging Regions
(TIER) project at University of California at Berkeley [1] spearheading the first
efforts in collaboration with Intel, by utilizing a modified Wi-Fi setup to create
long-distance point-to-point links for several of its projects in the developing
world. This initiative was followed by several others in the developing regions
such as (1) an unamplified Wi-Fi link of 279 km link achieved by Fundacin
Escuela Latinoamericana de Redes (Latin American Networking School) [8] (2)
a chain multi-hop WiFi based longest network of the world spanning 445 km
in the jungle region of Peru, Loreto, implemented by the Rural Telecommu-
nications Research Group of the Pontificia Universidad Catlica del Per (GTR
PUCP) [9] and (3) other networks such as the implemented by the APRL unit
of the International Centre for Theoretical Physics in Malawi [10].

While most long distance deployments of WiFi have been focussed on fine-
tuning the MAC protocol [[11]-[16]], long distance WSN deployment has been
demonstrated in the Waspmote family of sensor networks. Waspmote achieves
much longer range compared hundred meters range limitation of many of the
existing sensor technologies. Waspmote achieves much longer range compared
to hundred meters range limitation of many of the existing sensor technologies.
The main differences between Waspmote and these technologies in order to get
LDWSN are:

– Higher sensibility.
– Higher txpower.
– Waspmote uses an external connector for the antenna (SMA) allowing the

connection of antennas with a higher gain and with the right polarity.

It should also be observed that the frequency plays a capital role in long range
deployment. While for the 2.4GHz band, the links can be quite similar, WiFi can
not compete with the 868 and 900MHz bands used by some of the Waspmote
transceivers.

5 Conclusion

Building upon the Radio Mobile and Waspmote family of WSNs, this paper has
assessed the relevance of using simulation in wireless sensor network preplanning
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and presented a long distance WSN deployment scenario in harsh conditions. The
preliminary results presented reveal that simulation may be in agreement with
the reality obtained through experimentation when planning long distance links.
These results also reveal that by offering a diversity of transceivers running in dif-
ferent frequency bands, the Waspmote family of WSNs present a good platform
for the deployment of long distance WSNs. Using a testbed in desert conditions,
this paper has presented the preliminary steps towards the implementation of
WSNs beyond their traditional ranges. A future step consist of building upon
our study to compare different radio propagation models to assess how closely fit
with real-life deployment they are. Comparing WiFi long distance efforts with
LDWSN using the 802.15.4 modulation and/or protocol is another direction for
future research work.
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Abstract. This paper presents a generalized framework for integrating a wire-
less network simulator and a vehicle traffic simulator for rapid prototyping and 
evaluation of Dedicated Short Range Communication (DSRC) based vehicular 
communication protocols and their applications in the context of Intelligent 
Transportation System (ITS). A novel method of inter-simulator time synchro-
nization has been designed to simulate the interactions between vehicles and 
wireless networks at resolutions of up to few tens of milliseconds. This fine 
grain time synchronization enables the simulation of time-critical ITS safety 
applications requiring less than 100 ms timing resolutions. The architecture-
driven approach that has been adopted further leads to a generalized integration 
that is agnostic of the specific internal syntaxes used by the individual commu-
nication network and vehicle simulators that are being integrated. As a feasibil-
ity demonstration, the framework is used to integrate Paramics, a vehicular  
traffic simulator, with ns-2, a communication network simulator. The resulting 
integrated simulator is then utilized to investigate the performance of wireless 
message propagation in the context of a freeway car collision avoidance  
application.   

Keywords: DSRC, ITS, Car Collision Avoidance, Vehicular Communication, 
Simulation. 

1   Introduction 

Intelligent Transportation Systems (ITS) promote applications of information and 
communication technologies to improve transportation system safety, traffic effi-
ciency, environmental quality, and economic productivity. With the development of 
cellular and various short range wireless technologies such as WiFi and Bluetooth, 
there has been increasing interest in the development of applications relying on vehi-
cle-to-vehicle and vehicle-to-infrastructure wireless communications. To cater to 
these needs, ASTM and IEEE jointly adopted in 2003 the Dedicated Short Range 
Communication (DSRC) standard (ASTM E2213-03 [1]) to provide vehicles with 
reliable wireless communication capabilities within a 1000-meter range at typical 
highway speeds. This standard provides seven channels at the 5.9 GHz licensed band 
reserved for ITS applications, with different channels designated for different applica-
tions, including one dedicated to vehicle-to-vehicle communications. It is currently 
envisioned that DSRC technology will be the predominant communication medium 
for safety applications relying on vehicle-to-vehicle and vehicle-to-infrastructure 
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communications, such as cooperative car collision avoidance, lane-changing assis-
tance, and emergency road hazard notification systems.  

Before applications can be deployed, they must be evaluated extensively to ensure 
their functionality and performance in a range of likely situations. However, evalua-
tions in real world settings are not always feasible, particularly when tests require 
costly, and often temporary and non-scalable, equipment to be deployed. Many real 
world tests are further constrained by the inability to evaluate applications in situa-
tions that may put the safety of drivers at risk or the difficulty to create or replicate 
specific traffic scenarios. An efficient alternative to this problem is to use simulation 
to conduct preliminary evaluations before attempting any field deployment. However, 
simulation is only effective if models adequately replicating the real word can be 
used. To adequately simulate Vehicular Ad-hoc Networks (VANETs), a simulation 
model needs to address all the critical details affecting both vehicle movements and 
network communications. This includes road network elements, driver behavior, and 
wireless communication features. However, popular communication network simula-
tors such as ns-2 [2], Qualnet [3] and GloMoSim [4] are primarily designed to simu-
late data packet networks and lack the sophisticated mobility patterns required to 
simulate realistic vehicle mobility in road networks. Similarly, commercial vehicular 
traffic simulators such as Paramics [5], VISSIM [6], AIMSUN [7] and CORSIM [8] 
are designed primarily to replicate car-following, lane-changing, gap-acceptance and 
other driver behaviors. They are therefore generally not able to adequately represent 
critical wireless network elements, such as physical layer noise, fading, data packet 
collision, and routing protocols.  

This paper presents a general-purpose simulation framework that has been developed 
to address the respective shortcomings of communication network and vehicle traffic 
simulators and allow the development of simulation environments adequately support-
ing the evaluation of vehicle-based wireless applications. These shortcomings are ad-
dressed by providing a simulation environment in which a communication network 
simulator can be integrated with a vehicular traffic simulator to provide a comprehen-
sive end-to-end modeling of wireless-based vehicle applications. A unique feature of 
this framework is the mechanism that has been implemented to ensure accurate,  
fine-grained time synchronization between the simulation models, which is critical for 
adequately simulating time-critical ITS safety applications. Use of this framework is 
demonstrated through a test integration of Paramics, a commercial vehicular traffic 
simulator that is extensively used in the transportation engineering community, with ns-
2, a well-known open source communication network simulator commonly used in the 
wireless network research community. The resulting integrated simulator is then utilized 
for a series of case studies investigating wireless message propagation performance in 
the context of a freeway car collision avoidance application.  

2   Related Work and Uniqueness of the Proposed Model 

Various efforts documented in the literature have explored how improved mobility 
patterns can be implemented within communication network simulators. Two exam-
ples are the MOVE [9] model, which uses input from the SUMO [10] open-source 
vehicle traffic simulator to approximate real-world node mobility, and the VanetMo-
biSim model [11-12], which models mobility based on inputs from the open-source 
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Intelligent Driver Model [13]. Both models only use the mobility patterns generated 
by the vehicle traffic simulator as input to the communication network simulators, 
which can be ns-2, Qualnet or GloMoSim. They do not therefore support the simula-
tion of vehicles responding to messages they receive over the wireless network. This 
limitation thus prevents the simulation of closed loop vehicle control frequently asso-
ciated with ITS applications.  

The MoVES simulator [14] took a different approach by attempting to develop a 
simulation model featuring both vehicle mobility and communication network func-
tions. Notable properties of this simulator are its ability to distribute computational loads 
across multiple machines by forming multiple vehicle clusters based on geographical 
partitioning, and the use of custom-built vehicular simulation modules designed to im-
prove computation efficiency. Developing an entirely new simulation model can how-
ever be extremely time-consuming, especially when complex algorithms are required to 
capture the full complexity of real systems. Custom-built models may also carry validity 
concerns that may limit their acceptability in professional circles.  

Instead of developing entirely new models, many researchers have tried to inte-
grate an existing communication network simulator with an existing vehicular traffic 
simulator. In one effort [15], the CORSIM vehicular traffic simulator was integrated 
with the QualNet wireless network simulator using a third-party distributed simula-
tion software package to allow both models to synchronize their operations. A com-
mon message format was also defined to facilitate the exchange the vehicle status and 
position information. Other similar researches include efforts to link QualNet with 
Paramics [16]. ns-2 with SUMO [17], and VISSIM with ns-2 [18].  

The work presented in this paper is in line with the above integration efforts, with 
two important distinctions. First, a novel inter-simulator time synchronization method 
has been designed to enable interactions between vehicles and wireless networks at 
resolutions of up to a few tens of milliseconds. This is in contrast to the coarse-grain 
synchronization of up to a second that are often used in other research (as in [16] and 
[15]). Coarse-grain synchronization is not tolerable for simulating time-critical DSRC 
safety applications as it may introduce too many discrepancies between simulated and 
real systems. By implementing a fine-grain synchronization, the proposed integration 
mechanism is thus able to simulate time-critical safety applications requiring no more 
than 100 ms latency, such as cooperative car collision avoidance [19]. A second 
unique feature of the proposed framework is its architecture-driven approach. This 
approach leads to a generalized integration that is agnostic of the specific internal 
syntaxes used by the individual models used and which allows the integration of any 
combination of vehicle and network communication simulators. 

3   Integration Architecture 

This section presents the integration architecture that has been developed. 

3.1   Layered Model 

The three basic elements of an integrated road network/communication network envi-
ronment are the road network, the vehicles, and the wireless communication devices. 
The first two elements can commonly be modeled with relatively high details in exist-
ing vehicle traffic simulator, while communication network simulators generally  
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provide the best environment for modeling wireless devices. As shown in Fig. 1, a 
vehicular simulator is thus used to model the road network and traffic control devices, 
generate vehicles, and simulate driving behavior. The vehicle simulator is also used to 
model ITS applications interacting with vehicle controls and to generate the messages 
to be carried by the communication network. All communication functions, including 
the determination of which vehicles receive the messages being propagated, are left to 
the communication network simulator.   

The layered approach allows specialized simulation functions that have been de-
veloped and extensively validated within each type of simulator to be used to model 
the corresponding elements in the integrated simulation environment.  For example, 
the 802.11 protocols, which are crucial components for wireless communication in 
VANETs, have already developed and tested in network simulators such as ns-2 and 
QualNet. Some commercial vehicle simulators similarly offer complex driver behav-
ior models that have benefited from years of incremental development.  The layering 
further reduces the need to develop complex mechanisms for addressing differences 
in time granularity between the various models used. For example, whole vehicular 
traffic simulators are often designed to operate with time steps of 100ms or higher, 
communication network simulators often operate on a millisecond or microsecond 
time scale. Since each model retains its original simulation processes in the layered 
approach, differences in time granularity can be addresses through the implementation 
of much simply inter-layer synchronization interfaces.  As shown later, the layered 
approach finally allows each simulation model to run on different computers with 
potentially different operating systems. This offers a potential to reduce computa-
tional time, as well as better flexibility and portability.   

Wireless / Landline
Communication Devices

Road Network
Network Data Server

Drivers / Vehicles

Network Simulator

Vehicle Simulator

Vehicle Simulator

 

Fig. 1. Layered simulation integration model 

3.2   Technical Challenges 

The first key challenge in the integration effort is inter-simulator time synchroniza-
tion. Time synchronization is required to make sure that both the simulation kernels 
maintain a common notion of time, particularly when different simulators are  
designed to progress at different paces. For instance, most communication network 
simulators are event-driven. Time progresses from one event to the next, which often 
results in rates of time progression that do not remain constant from one simulation 
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step to the next. On the other hand, most vehicular traffic simulators are time-driven. 
In this case, time advances at fixed intervals. Because of this difference, time may 
therefore not advance at the same pace in both types of models. A solution to this 
problem is to use the system time of one of the simulator as a global reference time. If 
one of simulator runs faster, a synchronization mechanism would then force it to wait 
for the other one to reach the same time before allowing it to progress further.  

The second challenge is to synchronize the positions of the nodes representing the 
vehicles in both simulators. To adequately model communication environments, the 
position of each node representing a vehicle within the communication simulator must 
match the location of the same vehicle in the vehicle traffic simulator. This problem is 
solved by synchronizing the position of nodes at the start of each simulation time step. 
Additional processes must also be considered to handle vehicles entering and leaving 
the simulation network during simulation run time.   

The third challenge is computational efficiency. While each model carries its own 
computational load, time and node synchronization can significantly increase the 
computational load associated with a given simulation and result in long execution 
times. However, while fast simulation speed is desirable, simulation accuracy is 
deemed to have higher importance, even if it results in slower execution speeds. 
While efforts have been made to reduce computational loads when possible, the  
primary focus of the research effort was on functionality. That is why no specific 
evaluation of computational efficiency is reported in this paper.  

3.3   Synchronization Model 

Fig 2 depicts the proposed inter-simulator synchronization process. The process starts 
with both simulators being initialized to a common reference time,   The vehicle 
simulator clock is used here as reference since the time-event approach implemented 
by these simulators allows for a better control over when each model should stop 
when running in parallel.  Following this initialization, the vehicle simulator allowed 
to move one time step T ahead. To ensure time synchronization, the vehicle simulator 
then sends a message to the network simulator authorizing it to move forward as well  
 

 

Fig. 2. Time, node and position synchronization model 



210 M. Taghizadeh, F. Dion, and S. Biswas 

by a time T. When the vehicle simulator reaches the end of the simulation step, it then 
sends a DONE message to the network simulator. The network communication simu-
lator does the same when it completes its simulation step. Whichever simulator com-
pletes its tasks first then waits for the other one to be done before going any further.  
When both simulators have completed their step, the node update mechanism de-
scribed above occurs. This secondary synchronization mechanism starts with the ve-
hicle simulator generating a list detailing the position, speed and heading of all 
DSRC-equipped vehicles and sending it to the network simulator.  Upon reception  
of this information, the network communication synchronizes location and attributes 
of all its modeled nodes to that of the vehicle simulator.  Whenever information  
regarding a previously unknown node is received, a new node is then created using 
the received attributes. A similar mechanism is also used for node deletion.  Once this 
updating process is completed, a new cycle of simulation is then initiated, with both 
models again allowed to advance T seconds.  

3.4   Data Communication Model 

Fig. 3 shows the functional dependency between the simulators during data commu-
nication. A wireless message (e.g., collision warning message) is typically generated 
by a vehicle within the vehicle simulator, and subsequently passed on to the node 
within the network simulator that corresponds to the originating vehicle. The message 
is then routed within the network simulator using a chosen routing/broadcast protocol. 
Whenever it is determined that a copy of the wireless message has reached a recipient 
node within the network simulator, the message is then passed back to the corre-
sponding vehicle in the vehicle simulator. This process ensures that vehicle-generated 
wireless messages are successfully delivered to other vehicles following a realistic 
routing/broadcast protocol. Upon receiving a message a vehicle would then either 
discard the received message or react to it (for instance, slow down or change lane). 
Depending on the application being simulated, the vehicle may also generate a new 
message intended for other vehicles or simply rebroadcast the received message. 

•
•
•
•

 
Fig. 3. Data communication model 
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4   Implementation 

This section presents the details of a specific integration implementation involving 
Paramics, a commercial vehicular simulator extensively used in the traffic engineer-
ing community, and ns-2, a popular open source wireless network simulator. Typical 
to each type of model, Paramics is time-driven and ns-2 is event-driven. These simula-
tors further operate on different platforms, with Paramics operating on Windows and 
ns-2 on Linux.  
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Fig. 4. Components of the ns-2-Paramics integrated simulator 

Fig. 4 illustrates the functional components of the integration model. As defined in 
Fig. 1, Paramics is used to model the road network, vehicle generation, vehicle inter-
actions, and ITS application simulation. Similarly, while ns-2 implements the wireless 
physical, Medium Access Control (MAC), and routing/broadcast mechanisms. Data 
transfer from one simulator to the next to realize the processes shown in Figs. 2 and 3 
is implemented using a shared folder/file mechanism.  

4.1    Time Synchronization 

Fig. 5 illustrates an example of the mechanism that has been implemented to allow 
Paramics and ns2 to maintain time synchronization. In the example, the synchroniza-
tion process starts with both simulators synchronize their clock at execution time 1. 
As explained in Section III, Paramics internal clock is used as the reference time. 
When this is completed, a new event, termed the Synchronization event Et, is intro-
duced within ns-2. This event is scheduled to occur after at time Pt, which  
corresponds to the duration of one Paramics time step.  Paramics then completes the 
execution of its time step (reaches simulation time Pt) at real time 3 and sends a 
DONE message to ns-2. In this case, ns-2 only completes its time step (reaches simu-
lation time Pt) at time 4.5. Paramics thus wait for ns-2 to complete its time step before 
going any further. When ns-2 reaches Pt, it then sends a DONE signal to Paramics and 



212 M. Taghizadeh, F. Dion, and S. Biswas 

schedules another synchronization event Et time 2.Pt. Both simulators then proceed 
with their computations. In the second step, Paramics reaches 2.Pt at time 10, while 
ns-2 reaches 2.Pt at time 6. This causes ns-2 to wait to receive a DONE signal from 
Paramics, which arrives at time 10, before starting the next time step. After a second 
synchronization, another synchronization event is schedule for when each simulator 
reach 3.Pt and the simulation process repeats. 

 

Fig. 5. Time synchronization mechanism in ns-2-Paramics integrated simulator 

4.2   Vehicle Position Synchronization 

Position synchronization across ns-2 and Paramics is accomplished at each synchroniza-
tion point (once in each Pt period). At each synchronization point, Paramics sends the 
following information for each vehicle to ns-2 using the shared folder/file mechanism 
shown in Fig. 4. Upon receiving the information, ns-2 then updates the position and 
attributes of the corresponding nodes, to ensure correspondence across both models.  

Table 1. Node Synchronization Parameters 

Vid Vehicle ID SN Start node of link 
X X Coordinate EN End node of link 
Y Y Coordinate Ln Lane  
S Speed B Bearing 
D Distance from end of the link where vehicle is located 

 
While the common approach in ns-2 is to create all network nodes at the beginning 

of a simulation, Paramics normally allows vehicles to be injected and taken out of the 
system at run time. To address this discrepancy, node handling in ns-2 is modified to  
support run-time operations. When a vehicle position synchronization message is  
received by ns-2 with an unknown vehicle id, it creates a new node and maps its  
attributes to those of the new vehicle from Paramics. When Paramcis removes a vehi-
cle, a message identifying this removal is sent to ns-2 to enable it to remove the corre-
sponding node from its system modeling. 

4.3   Data Communication 

Fig. 6 describes the vehicle-to-vehicle wireless message delivery process. When a 
vehicle in Paramics decides to send a message over the wireless network, the message 
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is first stored in a file containing all the messages that are to be sent to ns-2. ns-2 
reads the message file at each synchronization point.  Upon receiving a message, ns-2 
simulates its wireless delivery using a chosen MAC, routing and/or broadcast proto-
col. When it is determined that a message has reached its destination, it is then stored 
in an outgoing message file that Paramics will read at the next synchronization event. 
In the example of Fig. 6, the unicast message is delivered to a single node at simula-
tion time 3.Pt/2. The earliest opportunity for ns-2 to deliver the message to the corre-
sponding vehicle in Paramics is the next synchronization point at time 2.Pt. At this 
point, vehicle will read the message and potentially respond to it. 

Fig. 6 implies that data communication latency may arise from the way time syn-
chronization is implemented. In the example, the maximum potential latency corre-
sponds to the duration of a Paramics time step, or Pt. If Paramics is run with a 100 ms 
time step, which is often the case, the resulting latency would then typically fall 
within the recommended tolerable delay for the DSRC-enabled safety applications 
[19]. Latency effects only occur when a message is passed from Paramics to ns-2, and 
ns-2 to Paramics. Nothing occurs when a message is continuously handled within ns-
2, such as during a wireless broadcast or multi-hop routing. 

 

Fig. 6. Message transactions between Paramics and ns-2 

5   Application Case Study: Cooperative Car Collision Avoidance 

In this section, we analyze a cooperative collision avoidance (CCA) application using 
the developed ns-2/Paramics integrated simulation system presented in Section 5. On 
highways, drivers often heavily rely on the activation of tail brake light of the car 
immediately ahead to determine whether they should brake. This creates potentially 
dangerous situations when a vehicle is following another one closely, particularly 
where there is limited ability to see past the vehicle in front. Driver reaction time, 
which is the duration between when an event is observed and when the driver actually 
applies the brake, typically ranges from 0.75 seconds to 1.5 seconds [20]. At 70 mph, 
this means that between 75 and 150 ft is traveled before any reaction occurs. When 
short inter-vehicle spacing are maintained, there may therefore be little margin of 
safety to avoid collisions when a sudden braking occurs. In dense traffic, the cumula-
tive reaction times of the successive drivers may further lead to a string of secondary 
crashes and create multi-car accident chains [19]. 
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Collisions and chain collisions can be potentially avoided, or lessened in severity, 
by reducing the delay between an emergency event and the moment that approaching 
vehicles are informed of it. One way to do so is to propagate an incident warning 
message vehicle-to-vehicle. This could allow bypassing the traditional chain of driv-
ers reacting to the activation of the brake lights of the vehicle immediately ahead, and 
even allow drivers to respond to an incident before actually seeing it. However, such 
benefits can only be achieved if the underlying communication system enables each 
vehicle to receive critical messages in a timely manner. 

5.1    Simulation Scenario and Parameters 

The case study is implemented by instructing Paramics to simulate an incident sud-
denly blocking a three-lane freeway. To model this scenario, an existing modeling of 
a section of I-96 near Novi, Michigan, is used. As shown in Fig. 7, vehicles enter the 
freeway at the west end of the network and travel up to 7 miles at an average speed of 
70 mph before reaching the incident location. This allows typical freeway traffic arri-
val patterns, such as platooning behind slower moving vehicles, to develop.  

The incident is simulated by suddenly adding a stopped vehicle on each lane of the 
freeway. The appearance of these vehicles then forces other vehicle to react to their 
presence. Since Paramics does not intrinsically allow collisions to happen, changes 
were made to the default car-following logic, through the model’s Application Pro-
gramming Interface, to ensure that a realistic response would follow and determine 
which vehicles would be implicated in a collision. The maximum deceleration rate is 
first capped at 8 m/s2. Collisions were then assumed to occur each time Paramics 
would impose a negative speed to “adjust” the position of a vehicle that has come too 
close to another one.  

  

Fig. 7. Simulated freeway (I-96 near Novi, Michigan) 

Table 2. Simulation Parameters 

Paramics Parameters ns-2 Parameters 
Number of Vehicles: 700 vehicles MAC Protocol:802.11  
Average vehicle Speed: 32 m/s Radio model: Two ray ground 
Recommended Speed: 7,10 and 15 m/s Packet Error Rate: [0-100]% 
Vehicle Length: 4 m Incident Message Size: 128 bytes 
Maximum Emergency Deceleration: 8 m/s2 Communication Range: 250m 

Average Driver Reaction Time: 1 s Incident Message Period: 100ms 
Inter-vehicle Spacing: [0.6 – 1] s DSRC- enabled Cars:[0,15,25,50,80, 100]% 
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Table 1 lists the specific simulation parameters that were assigned to Paramics and 
ns-2 for the modeling of the incident scenario. For simplicity, only passenger cars 
were simulated.  No traffic outside the freeway was also simulated. In the base sce-
nario, drivers are assumed to have an average reaction time of 1 s and to stay on aver-
age 1s behind the vehicle ahead. Since Paramics randomly assigns the aggressiveness 
and awareness of each driver, different drivers have in fact slightly different reaction 
time, desired speed, and desired vehicle spacing, replicating what typically occurs in 
real road networks. The overall average of these parameters will however corresponds 
to the specified average values in the modeling parameters. 

5.2   Wireless Message Generation and Propagation 

The CCA application is implemented by instructing each vehicle implicated in an 
incident to broadcast a warning message to the approaching traffic. These messages, 
generated every 0.1 second, include the location of the vehicle implicated in an inci-
dent, and a recommended approach speed. A message may for instance indicate a 
stopped vehicle on the right lane and instruct approaching vehicles to slow down to 
30 mph. Depending on the specific simulation setup, these messages may be propa-
gated only to vehicles within one hop of the vehicles generating it, or up to several 
kilometers away through multi-hop routing.  A one-hop limit is assumed for all the 
scenarios considered in this study.  Upon receiving a warning message, any DSRC 
equipped vehicle will then gradually slow down to the recommended speed.  Non-
DSRC vehicles will not respond to the message. 

6   Performance Results 

The effectiveness of the CCA application is evaluated by compiling the number of 
cars colliding and the speed of each vehicle before a collision occurs. Any improve-
ment should result in a lower number of cars colliding or, for vehicles unable to avoid 
a collision, a reduction in the speed at which the collision occurs. 

6.1    Number of Cars Colliding 

Fig. 8 indicates the effect of the CCA on the number of colliding vehicles in traffic 
streams featuring a 1.0 s and an aggressive 0.6 s inter-vehicle spacing. The illustrated 
results are for a single simulation run of each parameter combination considered. In 
both cases, the scenario without the CCA expectedly produces the largest number of 
collisions.  The number of collisions is also higher for the scenario with the more ag-
gressive 0.6 s inter-vehicle spacing. When the CCA application is activated, the number 
of collisions significantly drops in both scenarios.  In both cases, the recommendation of 
a different approach speed also results in changes in the number of vehicles colliding.   

For the scenario considering a 0.6 s average spacing, the least number of colliding 
vehicles is obtained with a recommended approach speed of 10 m/s (36 km/h).  The 
scenarios with a 1.0 s average speed, the least number of collisions is obtained for a 
recommended approach speed of 7 m/s (25 km/h). The fact that the slowest recom-
mended speed does not always result in the least number of collisions is explained by 
the variability of driver behaviors. While an average spacing of 1.0 or 0.6 is used, 
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Fig. 8. No. of collided cars with vehicle spacing (a) 0.6s (19.1m) and (b) 1s (32m) 

aggressive drivers may travel with shorter spacing while less aggressive drivers will 
favor a larger spacing. If an aggressive driver follows very closely a vehicle initiating 
a sudden harsh deceleration, its reaction time may then not allow him to react in time 
to avoid a collision. Most of the collisions occurring a few seconds after the incident 
are the result of aggressive drivers following other vehicles too close when a braking 
occurs. Stochastic variations in vehicle positions and driver aggressiveness effects 
thus explain why a reduction in the recommended approach speed does not necessar-
ily results in lower incidents. 

  

Fig. 9. Speed of colliding cars with and without CCA, 0.6 s vehicle spacing scenario 

6.2   Severity of Collisions 

Fig. 9 indicates the speeds at which vehicles in scenarios of Fig. 8 considering a 0.6 s 
average inter-vehicle spacing collided. Without CCA, all vehicles except 1 and 5 col-
lide.  The speeds at which collisions occurred varied from close to 0 m/s to full speed 
(32 m/s).  With the CCA, vehicles 9 through 19 are all able to avoid colliding.  Some 
other vehicles are also able to avoid colliding depending on the recommended ap-
proach speed.  While vehicles 2, 4, 6 and 8 collide in each case, some vehicles are 
further able to reduce the speed at which they collide, notably vehicles 3 and 7.   
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Fig. 10 further depicts the speed of col-
liding cars with an inter-vehicle spacing of 
1s. Only vehicles 0, 2, 5 and 9 consistently 
collide. All other vehicles are able to avoid 
colliding. For the colliding vehicles, there 
is either a slight reduction or slight in-
crease in the collision speed. However, 
changing the recommended approach 
speed does not significantly impact the 
collision speeds. The large increase for 
vehicle 0 is likely due to stochastic 
changes in the position of the vehicle at the 
time the incident occurs. 

6.3   Impact of DSRC Market Penetration Level 

While CCA applications are generally expected to provide benefits, it may take  
several years before all vehicles are equipped with DSRC communication devices. 
Fig. 11 illustrates the impacts on the number of colliding vehicles of two partial de-
ployments for the scenario of Fig. 8 assuming an average 0.6 s inter-vehicle spacing 
and incident warning messages recommending a 10 m/s approach speed sent only 1 
hop from the generating vehicle.  The graph on the left shows the results of 5 simula-
tion runs with different initial number seeds considering an 80% deployment, while 
the graph on the right considers a 50% deployment. 

The simulation results suggest that the performance of the CCA application could 
be significantly impaired by the presence of non-communicating vehicles within the 
traffic stream.  While the majority of simulations results in a number of collisions that 
lies between the no-deployment and full deployment scenarios, the stochastic variance 
of vehicle positioning within the traffic stream is significantly higher with the 50% 
than the 80% deployment scenario. This variance notably results on one simulation 
run producing more collisions than the scenario without CCA.    

Fig. 12 explains the observed variable.  The figure, which shows snapshots from 
Paramics, illustrates the position of vehicles a few seconds after the incident has oc-
curred in a scenario without CCA and a scenario with a few vehicles with active 
CCA. In the right frame, the vehicles with active CCA are those with a flag tagged to  
 

 

  

Fig. 11. Impacts of market penetration on vehicle collisions 

Fig. 10. Speed of colliding cars 
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them. As can be observed, secondary accident chains typically involve a CCA vehicle 
at their head. In each case, an aggressive driver was following the CCA vehicle very 
closely.  As the CCA vehicles received the warning message and started decelerating, 
the aggressive driver of the following non-CCA vehicle does not have enough time to 
respond to the deceleration and thus rear-end the CCA vehicle.  This results in the 
immediate immobilization of both vehicles and triggers a short chain of collisions.  

 

Fig. 12. Snapshot of collided cars; (a) CCA disabled (b) only few cars activate CCA 

  

Fig. 13. Number of collided cars with varying market penetration 

Figure 13 depicts the impacts on the number of colliding vehicles for wider range 
of deployment levels.  The figure shows both the average number of collision and a 
90% confidence range based on the variance of 5 simulation runs. As expected, higher 
deployment levels generally reduce the number of collisions and the variance of re-
sults. For very low deployments (e.g., less than 20%), stochastic effects can create 
situations with more collisions than a scenario without CCA.  The variance observer 
for the 0%, 5% and 100% deployment cases were negligible. 

7   Summary and Conclusions 

This paper developed a novel architecture for integrating a wireless network simulator 
and a vehicle traffic simulator for the purpose of simulating vehicular communication 
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applications. By using a fine-grain inter-simulator time synchronization technique, it 
has been demonstrated that the proposed framework is able to successfully simulate 
time-critical ITS safety applications at a 100 ms timing resolution. As a feasibility 
demonstration, we have integrated the Paramics vehicular traffic simulator with the 
ns-2 communication network simulator. The resulting integrated simulator was then 
used to investigate wireless message propagation performance in the context of a 
freeway car collision avoidance application. Ongoing work on this topic includes a 
detailed evaluation and optimization of the computational efficiency of the proposed 
integration technique.    
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