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Preface

For more than a decade, ad hoc wireless networks have galvanized the interest and
sparked the imagination of researchers. Such networks consist of a set of nodes
equipped with wireless interfaces and they are designed to form self-organizing and
spontaneous networks. They are usually multi-hop in nature, collectively forwarding
and processing data to accomplish an application task. In addition, their topologies
can be highly dynamic due to the potential mobility of the nodes. All these properties,
in isolation and combination, pose a plethora of research challenges as well as new
application opportunities.

The International Conference on Ad-Hoc Networks and Wireless (ADHOC-NOW)
serves as one of the premier venues for researchers and industrial practitioners to
exchange ideas in this exciting area. Following previous ADHOC-NOW conferences
in Murcia, Spain (2009), Sophia Antipolis, France (2008), Morelia, Mexico (2007),
Ottawa, Canada (2006), Cancun, Mexico (2005), Vancouver, Canada (2004), Mont-
real, Canada (2003), and Toronto, Canada (2002), the ninth ADHOC-NOW confer-
ence took place at the University of Alberta in Edmonton, Canada, during
August 20-22, 2010. As the capital city of the Province of Alberta, Edmonton is a
cultural, governmental, and educational center and offers year-round world-class fes-
tivals, including the Edmonton International Fringe Theatre Festival. Edmonton is also
home to North America's largest indoor shopping mall, the West Edmonton Mall. The
summer in Edmonton is particularly joyful and has mild temperature and long, sunny
daytime.

The 9th ADHOC-NOW attracted 43 paper submissions, authored by researchers
from 21 countries. Of the submitted papers, 16 papers were accepted as full papers
after a rigorous peer-review process. The accepted papers cover topics in rout-
ing/broadcasting/multicasting protocols, energy efficiency, sensor coverage, schedul-
ing algorithms, localization, mobility modeling, data collection and processing, and
vehicular networks. We believe this coverage is broad and representative of the
current research interests and activities in this area.

We would like to thank the work of the reviewers and all of the Program Commit-
tee members, as well as all the volunteers who helped in putting together an excellent
program. We are grateful to the University of Alberta for its hospitality and to
MITACS for its continuing support of ADHOC-NOW in Canada.

June 2010 Toanis Nikolaidis
Kui Wu
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Simulation-Based Comparison of Three Wireless
Multicast Routing Protocols: MOST, MOLSR
and SMOLR

Amina Meraihi Naimi!, Cedric Adjih!, Pascale Minet!,
and Georgios Rodolakis?

! Hipercom Project-Team, INRIA Paris-Rocquencourt
2 Macquarie University

Abstract. In this paper, we study multicast protocols for Mobile
Ad-Hoc Networks, and specifically OLSR networks. We describe and
compare three multicast protocols, namely MOST (Multicast Overlay
Spanning Tree), MOLSR (Multicast OLSR) and SMOLSR, (Simple Mul-
ticast OLSR), with different approaches and properties with respect to
scalability. Our approach is simulation-based: through different scenarios
and configurations, we evaluate the performance of each protocol in terms
of average packet delivery ratio and average packet retransmissions. We
interpret the results in terms of key design properties and applicability
of the protocols.

1 Introduction

Multicast is a different form of communication from the ubiquitous unicast com-
munications used in client-server protocols (which includes HTTP, i.e. the Web).
It consists in sending a stream of data from a source to several receiver nodes
(client) in the network. The source and the client forms a multicast group. Audio
or video conferencing, push-to-talk, and multimedia content distribution are ex-
amples requiring multicast communications, which in turn, require a multicast
routing protocol.

In mobile ad hoc networks (MANET), different approaches have been fol-
lowed for designing multicast protocols for wireless networks and the existing
protocols vary depending on the group structure, the nature of transmissions,
the reliance (or not) on an underlying unicast routing protocol, etc. A survey of
some MANET multicast protocols with a complete classification can be found
in [I] and [3]; and [4] for instance for broadcast protocols. These differences are
expected to have an impact on protocol performances and the goal of this ar-
ticle is to highlight this impact in case of three multicast MANET protocols
proposed as an extension of the OLSR unicast routing. In this article, we eval-
uate and compare performances of MOST (Multicast Overlay Spanning Tree),
MOLSR (Multicast OLSR) and SMOLSR (Simple Multicast OLSR) through
NS2 simulations. Our focus is on evidencing the different behaviors of different
families of protocols rather than optimizing the performance of one family of

I. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 1{14] 2010.
© Springer-Verlag Berlin Heidelberg 2010



2 A. Meraihi Naimi et al.

protocols, and to identify the key properties of multicast algorithmﬂ. The rest
of the document is organized as follows:

Section 2] presents a brief description of the three multicast protocols. In Sec-
tion Bl we present a simulation-based comparison of these multicast protocols in
various scenarios with different network configurations. Protocols are evaluated
in terms of delivery ratio, average number of packet retransmissions for differ-
ent group sizes, different rates of the multicast sources and different mobility
scenarios. Finally, Section @ discusses the adequacy of features of each family
of protocols to different scenarios, taking into account the performance evalu-
ation reported in the previous section, discusses multicast protocol design and
concludes this document.

2 Multicast Protocols Description

The three studied multicast protocols are representative of different approaches
to multicast in MANETS [3]:

— SMOLSR: optimized broadcast to the entire network
— MOLSR: shortest-path tree from source to every client, using neighborcast
— MOST: (overlay) unicast tree joining all group members

We denote neighborcast, the action of transmitting the same packet to several
neighbors at the same time: it is the usual method for benefiting from the wireless
multicast advantage.

The table[lis a summary of the properties of the protocols, and the Figure [Tl
illustrates the outcome of three protocols on the same sample topology.

Table 1. Main properties of the protocols (OLSR assumed as unicast routing protocol)

Name Method Transmissions Additional Protocol Overhead
SMOLSR broadcast neighborcast none (already built into OLSR)
MOLSR source-rooted tree neighborcast overhead for tree creation/maintenance

MOST spanning tree unicast group membership announcement

2.1 SMOLSR

SMOLSR (for Simple Multicast OLSR) [9] is a simple multicast forwarding pro-
tocol. It is an optimized flooding which uses the MPRs (Multi Point Relay) to
disseminate the multicast data to the entire network?. Thus, the knowledge of
multicast groups and membership is not required. The MPR concept used in
OLSR is summarized as follows. A node selects a subset of its 1-hop symmetric
neighbors that cover all the nodes that are at two hops from it. This subset

! One of our motivations, related to the report [7] for French MoD, is indeed to identify
appropriate protocols for different military applications in different scenarios.
2 In the IETF proposal SMF [10], it is also called “Source-based Multipoint Relay”.
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(a) SMOLSR: 41 (neigh- (b) MOLSR: 18 (neighbor- (¢) MOST: 22 (unicast)
borcast) transmissions cast) transmissions transmissions - dark lines
represent virtual links

Fig. 1. The three multicast protocols on the same topology (1 source and 5 clients)

is referred to as MPR set. Upon first receipt of a multicast packet, the node
must determine whether it should forward the packet or discard it. If this node
belongs to the sender’s MPR set, then the packet is forwarded.

Doing so, only a subset of nodes relay the data packets: they form a connected
dominating set. It belongs to the family of optimized broadcast protocols (see [4]
for a survey). Note that this connected dominating set is not static nor optimal
(see [4] for alternatives): it is dynamically formed, and thanks to dynamic self-
pruning, it offers some resilience against losses.

2.2 MOLSR

MOLSR (for Multicast OLSR) [11], allows each node of a multicast group to
receive the information from a multicast source. For this purpose, it maintains
a tree per pair (multicast source, multicast group), taking advantage of the
topology information provided by the OLSR unicast routing protocol. MOLSR
builds a source-dependant tree and ensures that any multicast client is reached
by the shortest path. The trees are updated whenever a change in the topology is
detected. A multicast tree is built and maintained for any tuple (source, multicast
group) in a distributed manner without any central entity.

Tree Building, Maintenance and Detachment. Once a source wants to
send data to a specific multicast group, it sends a SOURCE CLAIM message
enabling nodes which are members of this group to detect its presence and to
attach themselves to the associated multicast tree. This message is flooded within
the ad hoc network using the optimized flooding technique of OLSR. Branches
are built hop by hop in a backward manner as follows. When a group member
receives a SOURCE CLAIM message and it is not already a participant of this
(source, multicast group) tree, it attaches itself to the tree and designates the
next hop to reach the source in a shortest path as its parent in the multicast tree
and sends a CONFIRM PARENT message to it. The parent node receiving this
message attaches itself to the (source, multicast group) tree, if it is not already
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a participant to this tree. The trees are periodically refreshed, by means of
the SOURCE CLAIM message and the CONFIRM PARENT message. Notice
that topology changes are still detected by the exchange of topology control
messages which is done naturally by OLSR. Thus, trees updates are triggered
by the detection of topology changes.

Routing Decision and Encapsulation. For any non-duplicate received packet,
the MOLSR node determines whether it should forward the packet or discard
it. If this node is attached to the associated tree as a parent, then it forwards
the packet (with neighborcast), otherwise the packet is not routed.

2.3 MOST

A third multicast protocol, called MOST (Multicast Overlay minimum Spanning
Tree) was proposed in [6] and operates on the OLSR protocol. MOST belongs to
the category of Application-layer Multicast (ALM) protocols [2] (also called vir-
tual multicast protocols) defined for wired networks and it inherits most of their
advantages. For instance, only machines involved in multicast must be equipped
with multicast capabilities unlike conventional protocols, where all the machines
on the network must integrate the multicast capabilities (implement the proto-
cols). In wireless networks, some overlay multicast protocols were proposed [I],
but in contrast to these protocols, MOST was motivated by analytical results
on the achievable capacity of multicast communication in ad hoc networks (the
theoretical capacity bounds proved in [5]).

The MOST algorithm [5] consists in building a minimum spanning tree con-
necting all the clients of a given multicast group. Unlike MOLSR, MOST builds a
so-called group-shared tree, which implies the existence of one single tree per
multicast group, whatever the source. A branch - also called a logical link is a
unicast path (of one or several hops) between two clients. Tunneling is performed
on these links to route packets. Like MOLSR, MOST requires an underlying link
state unicast routing protocol to determine unicast paths between any two nodes
in the network. To proceed to the computation of the overlay tree, multicast
nodes need to have knowledge of the membership of their multicast groups. A
message called most including the list of multicast groups to which the node
belongs is periodically sent to the entire network like OLSRv2 TCs (using MPR
optimization).

Tree Computation. MOST operates in a distributed manner, and periodi-
cally, it computes the overlay tree for each multicast group based on the group
membership and the network topology (by means of a single modified Dijkstra
route computation [6]). In order to reduce losses caused by topology changes, a
logical neighbor in any tree in the past is retained for a given holding time.

Routing Decision and Encapsulation. for any non-duplicate packet, MOST
determines which node(s) the packet must be forwarded to. The destinations are
nothing else than the set of the logical neighbors except the one which the packet
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was received from. The data packet is then encapsulated in a unicast UDP packet
and sent in unicast to each logical neighbor.

2.4 Generic Multicast Architecture

We now present the generic architecture that is used by the three multicast pro-
tocols, for the real implementation of the protocols. This architecture, given in
[7] presents the advantage of separating the topology control and the multicast
structure management from the multicast data routing, here called GMF (Generic
Multicast Forwarder). The different modules entering in the design of the three
protocols are represented in Figure[2 with their interactions.

Malticast data / \
| Multicast Multicast
= I client source

Group
membership

:u.:-- I
0OOLSE + Multicast -
daemon -~ GMF [ r
¢ IGMP
Group \ 4
membership T I
r T ! Multicast data
; Multicast
Kernel S | packet fiker |
-~ (metfilter)

Incoming encapsulated packets
Al

‘Cutgoing encapsulated packets

Fig. 2. Generic multicast architecture

— OOLSR, Object Oriented OLSR, [15], is INRIA’s implementation of the
OLSR protocol [13].

— Multicast: the module in charge of maintaining the multicast structure
needed for multicast routing. This module uses control messages specific to
the multicast protocol chosen. In practice, this module represents either the
SMOLSR, MOLSR or MOST daemon.

— GMF, Generic Multicast Forwarder: this module is responsible for cap-
turing and encapsulating multicast packets to be forwarded according to the
multicast protocol chosen. For instance, multicast packets are forwarded to
the entire network in case of SMOLSR, and inside a multicast tree in case of
MOLSR or MOST. Forwarding rules are specified by the multicast protocol.

— IGMP, Internet Group Management Protocol, [I6]: this module main-
tains the group membership.

The core functioning of OOLSR and Multicast described above is implemented in
a shared library which is also used in NS2 within the OLSR routing agent. Thus
for simulations, the architecture is identical, except that the GMF /IGMP /Kernel
parts which are replaced by NS2 equivalents.
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3 Performance Evaluation of Multicast Protocols

The performance evaluation of the three multicast protocols studied is done by
means of simulations with NS2.

3.1 Simulation Parameters and Evaluation Criteria

Simulation parameters For the simulations, we adopt the parameters listed
in Table

Table 2. Simulation parameters

Run Duration 300s
Configuration Network area 1850m x 1850 m
Number of nodes 200 or 100
Multicast Group size 5 or 10 or 20
Number of groups lor2or3or4
Number of sources 1 source per group
Mobility Model Random Way-point
Maximum speed 0 or Im/s or 5m/s or 10m/s
Pause time 10 s
Traffic Type CBR
Rate 64 or 150 or 200 or 250 kbps
Packet size 1200 bytes
OLSR HELLO interval 1s
TC interval 5s
MAC TEEE 802.11b 11Mbps
Broadcast (neighborcast) rate 2 or 11 Mbps
PHY Transmission range 250m

Propagation model Two-ray ground

Evaluation Criteria. We will evaluate the delivery ratio for the three multicast
protocols considered. In order to have an estimate of the overhead generated,
we will also evaluate the average number of packet retransmissions, also called
average packet forwarding.

We consider different scenarios and study the impact of the:

— group size,

— number of groups,
— source rate,

node mobility.

In order to obtain reliable results, simulations are iterated several times (7 on
average) and the mean value is computed.
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3.2 Packet Delivery Ratio versus Throughput

Simulations are conducted to determine the impact of the source rate on each
protocol in term of packet delivery ratio. Since the goal here is to find the
saturation point of the network, we consider a static topology. We consider a
200 wireless nodes network in a 1850x1850m? area, with one multicast group.
We vary the number of clients as well as the source bit rate and evaluate the
packet delivery ratio (in short PDR). Results are depicted in Figure Bl

100 »* 100
WET
90 MOST ---%--- 7 90
80 80
= 2
g 7 € 7
> =
E 2
5 60 s 60
b - z
£ 50 — £ s0
A A S ©
- R A e S o
20 40
30 30 B L NN N—
20 20
5 10 15 20 25 30 5 10 15 20 25 30
Number of clients Number of clients
(a) 64kbps (b) 150kbps
100
920
80 80
2 e
g 7 g 7
> >
E 2
= 60 = 60
° o°
£ 50 £ s0
Io] <
a o
40 40
30 |riannnan 30 [
e | e e,
20 20
5 10 15 20 25 30 5 10 15 20 25 30
Number of clients Number of clients
(c) 200kbps (d) 250kbps

Fig. 3. Comparison of multicast packet delivery ratio between the 3 protocols

As expected, MOST offers better packet delivery ratio than both MOLSR
and SMOLSR in all cases (whatever the source rates or the number of multicast
clients). This is explained by the use of unicast transmissions of data packets
by MOST whose advantage is double. First, packets are sent at a higher rate
(11Mbps, versus 2Mbps for multicast transmissions) which reduces significantly
the channel occupancy. Second, packets are retransmitted when they are lost
increasing the packet delivery ratio. For instance, we notice that with MOST the
source node can transmit with a rate up to 200kbps with a very high delivery
ratio. For higher transmission rates ( from 250kbps), the packet delivery ratio
remains good for small groups but decreases for large group sizes.
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MOLSR leads to a maximum PDR equal to 55% which in itself is not satis-
factory. This means that the channel has reached saturation although the source
rate is low (64kbps). Moreover, this rate significantly decreases either when we
increase the source rate or the group size. For instance, the PDR falls to 20%
for a 250kbps rate with 25 clients.

SMOLSR results are the same order of magnitude as MOLSR but some dif-
ferences can be noted. For small group sizes, we notice a slight advantage for
MOLSR. This is because SMOLSR, floods the entire network regardless the group
size which increases the global load. However, for large groups and small source
rates, for example a 64kbps rate, SMOLSR gives better packet delivery ratio
(around 40% for MOLSR and 50% for SMOLSR).

— The key property (from table [I]) is the nature of transmissions:
unicast versus neighborcast. Overall, unicast offers smaller channel
occupancy and better reliability.

3.3 Comparison of Average Packet Forwarding

By average packet forwarding we denote the average packet retransmissions in
the network. The measure of average packet forwarding is useful in evaluating
the impact of the multicast traffic on the global network load.

For this purpose, we consider a randomly generated topology of 100 wireless
nodes forming an ad hoc network, in a area of 1500m % 1500m. We consider group
sizes ranging from 5 to 20 nodes (not including the source). One source sends a
traffic of 64kbps during 150 seconds of simulated time. We use in turn SMOLSR,
MOLSR and MOST. Simulation results are depicted in Figure

35

35

theoretical MOST transmissions ~—+—

SMOLSR ~——
MOLSR - Non-redundant transmissions
30 MOS.T LMD 30 Ns-2 MOST transmissions R
g 25 g 25 e
s - s e
© » © "
Q a
o Q /
g 15 8 15 [
Z g
< <
10 10
5 5
4 6 8 10 12 14 16 18 20 4 6 8 10 12 14 16 18 20
Number of clients Number of clients

(a) Average number of retransmissions per (b) Comparison between MOST aver-
multicast packet age number of retransmissions and Non-
redundant transmissions

Fig. 4.
As we know, the main drawback of SMOLSR is to flood the entire network.

As a result, with small groups, the average packet forwarding is higher than the
two other protocols.
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The average packet forwarding relies on three factors:

1. The number of forwarders (nodes on the tree that relay packets to the
clients).

2. The ratio of received packets on each forwarder. This in turn depends on the
loss probability on each branch on the tree.

3. The transmission nature i.e Unicast (like with MOST) or Multicast (like
with MOLSR).

With MOST, the cost includes the redundant unicast transmissions and in-
creases with the number of clients. On the other hand, MOLSR takes advantage
of neighborcast transmissions which cost one transmission for the entire neigh-
borhood. As a result, MOLSR provides the best packet forwarding whatever the
group size. To highlight this idea, we reproduce the same scenario on a graph
simulator with MOST protocol. As the packet delivery ratio is equal to almost
100% with MOST, the average packet forwarding is equal to the average num-
ber of forwarders in the MOST tree. This is depicted in Figure First, we
can notice that the average packet forwarding obtained via NS-2 and the one
obtained theoretically are close. Second, we subtract the cost of redundancy due
to unicast transmissions to consider its impact on the average packet forwarding
for MOST. By comparing Figure and Figure we notice that the curve
”Non-redundant transmissions” is close to MOLSR. average packet forwarding.

However, the neighborcast transmission is not the only reason for reducing
the packet average forwarding for MOLSR. In fact, packet loss itself reduces the
number of retransmissions since not all packets reach all forwarders on the path
in order to be routed. This is why, both packet delivery ratio and average packet
forwarding must be considered as performance criteria.

In our scenario, MOLSR offers better average packet forwarding but with
more losses, while MOST gives better packet delivery ratio, as summarized in
Table Bl

Table 3. Packet delivery ratio in a 100 nodes network, and a 64kbps source rate

Number of clients PDR(%) MOLSR PDR(%) MOST

5 91 99.9
10 88 99.9
15 83 99.9
20 83 99.9

—> Here, the key properties (from table [I) for the number of for-
warders are the nature of the transmissions (unicast vs. neighbor-
cast) and the method (broadcast vs. multicast). It is minimized with
neighborcast and multicasting.

— The key property for reliability is still the nature of transmissions:
unicast is more reliable.



10 A. Meraihi Naimi et al.

3.4 Setting Neighborcast Basic Rate to 11Mbps

As we saw in previous section, MOST protocol supports higher throughputs than
MOLSR and SMOLSR due to the use of unicast transmissions sent at 11Mbps.
Recall that the reason of setting the default 802.11 broadcast (neighborcast) rate
to 2M bps is to ensure reliability. In fact, it is important to maximize the chance of
packets to be received at once since no retransmission is allowed. However, only
low modulation rates are able to ensure that goal. Indeed, a high modulation
rate requires an excellent signal quality otherwise it generates a lot of losses.
That said, it seems to us important to compare the three protocols in the same
context, i.e using the same modulation of 11Mbps. Of course, the context of
such a configuration would be an indoor network with good links quality. We
set the multicast rate to 11Mbps, and run simulations, the results are shown in
Figure [l

For MOLSR, the best packet delivery ratio is around 85% when it was only
50% with the classical 2Mbps broadcast (neighborcast) rate). The same impact
is observed using SMOLSR with a PDR up to 90%. As we can notice, MOST still
takes advantage on MOLSR and SMOLSR because although multicast packets
are now transmitted with a higher rate, retransmissions are not performed like
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Fig. 5. Comparison of PDRs with 11Mbps neighborcast rate
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with unicast packets which has necessarily an impact on the packet delivery
ratio.

—> Even when factoring out the higher data rate of unicast, the nature
of transmissions was found to be decisive with better reliability of
unicast even if it incurs more transmissions.

3.5 Protocols Performance versus Number of Groups

We now run simulations by fixing the number of clients to 10 and varying the
number of groups. In each group, a source is transmitting a CBR traffic with
a 64kbps rate. We evaluate the impact of the number of groups on the packet
delivery ratio. Results are illustrated in Figure[6l For MOST, a very high PDR is
recorded until the number of groups reaches 8. For MOLSR, PDR decreases from
45% to 22% whereas it decreases from 51% to 14% for SMOLSR. As expected,
when we increase the rate, MOLSR behaves better than SMOLSR.

100
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g 70
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2 60
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% 50
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©
o 40 \
30
— —|
20
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Number of groups

Fig. 6. PDR versus number of groups

—> Here, the key property for PDR is indirectly the method of trans-
mission (broadcast vs. multicast). With multicast, congestion occurs
later than with broadcast, and thus offers better PDR.

3.6 Protocols Performance with Mobility

In order to evaluate each protocol performance with mobility, we consider the
same scenario in which an arbitrary source node sends a CBR traffic of 64kbps
for 300 seconds. The number of clients ranges from 5 to 20 nodes and the max-
imum mobility speed varies from 1m/s to 10m/s. The mobility model is the
random way-point with a pause time of 10s: nodes choose a random point in the
network area and move to it with a constant speed chosen at random between
1m/s and the maximum defined value; after they have reached their destination,
they remain static for a period equal to the pause interval and then the same
procedure is repeated.
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Fig. 7. Comparison of MOST/MOLSR/SMOLR pdr in a mobile network

We first evaluate the impact of mobility on the packet delivery ratio. As we
can see, MOST delivery ratio remains very high whatever the speed. However,
as the speed increases, traffic load due to duplicate packets increases to reach
more than 10%. A duplicate packet means that there was a transient loop. This
transient loop is due to link breakage followed by a rebuilding of the multicast
tree caused by mobility.

With SMOLSR, packet delivery ratio is not affected by mobility for reasonable
speeds (up to 10m/s). With MOLSR, performance decreases when we increase
mobility with small groups, but PDR is no more affected by mobility for bigger
groups with reasonable speeds (up to 10m/s). SMOLSR delivery ratio is better
than MOLSR in case of mobility.

Arguably, the complexity of the protocol exchanges is a factor: SMOLSR is the
simplest (immediately available with OLSR), MOST is simple since it consists
in a declaration of membership (independent from the topology), MOLSR is the
most complex since the source tree must be updated and maintained.

= The key property for resilience to mobility is the protocol: results
suggest that it is related to the complexity of protocol exchanges in
reaction to topology changes

4 Conclusion

The performance evaluation of the three multicast protocols, allows us to draw
some conclusions for the design and the choice of a multicast routing protocol.
The absolute value for results obtained from MOLSR and SMOLSR is around
50% PDR, for our arguably reasonable scenarios and simulation parameters with
a single 64kbps source: it illustrates the fact that wireless channel congestion
cannot be considered as a non-issue for multicast.

The first observation is that the key performance parameter in several sim-
ulations was found to be the choice between unicast and neighborcast. In theory,
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neighborcast allows for less transmissions by benefiting from the wireless mul-
ticast advantage. On the other hand, in practice, in many wireless technologies
(including 802.11b,g,...): unicast benefits from higher data rates, from auto-
matic rate adaptation and from reliability features (such as acknowledgments
and repetitions), whereas such sophisticated features are not available off-the-
shelf for neighborcast. This was reflected in our scenarios and our simulations,
with overall higher reliability and lower congestion for the protocol using unicast
transmissions, MOSTH. Hence, these features, actually MAC and physical layer
features rather than multicast protocol features, were found to tilt the balance
in favor of unicast, and are a crucial design factor.

Note also that even with some cross-layer improvements for neighborcast (such
as for instance [I7]), in sparse networks or in networks where the density of the
multicast group is moderatd, there are not many opportunities for benefiting
from the wireless multicast advantage, and unicast overlay approaches remain
excellent contenders.

A second observation is that some multicast protocols (SMOLSR and MOST)
are almost built into the underlying routing protocol (OLSRE: we hypothesized
that this contributed greatly to their better behavior with respect to external
changes in the network (mobility).

Overall, for applications with moderate density of group members, we con-
clude that approaches such as MOST are overall an excellent choice for multicast,
as much for technological and practical reasons as for algorithmic ones.

For high density of group members, the studied protocols and our simulations
do not point towards a definite protocol family or conclusion. Still we observe
that, by itself, the network-wide broadcast exemplified by SMOLSR is costly
when members are concentrated in some areas (with results worse than MOLSR).
In such scenarios, a localized broadcast such as geocasting, or the approach of
broadcasting in a limited area from source to destinations (for SMOLSR: [I§])
should be considered.

In general, for high member density, simulations illustrated the fact that neigh-
borcast is beneficial when the number of transmissions is considered, (which
could be for instance even improved in MOLSR, with better tree construc-
tion), but the issues remain low data rate (by default) and reliability. These
could be overcome by methods accepting a high data rate neighborcast at the
price of lower reliability. The trade-off would be worthwhile when loss recov-
ery/compensation has low cost in the broadcast method. One possibility is broad-
cast with network coding (see DRAGONCAST [19] for an example).

3 Notice that although neighborcast can be simulated by several unicast transmissions
for MOLSR, SMOLSR or any protocol, the gain upon MOST is uncertain since
MOST builds a minimum unicast spanning tree anyway (see also [5]).

4 According to the conducted simulations, the performances of MOST remain good
as long as the group size does not exceed 20% of the network size.

® MOST requires only the additional knowledge of the group membership (performed
through proper proactive advertisements).
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Abstract. A wireless ad hoc network is a collection of mobile nodes that can
communicate with each other. Typically, nodes employ omnidirectional antennas.
The use of directional antennas can increase spatial reuse, reduce the number of
hops to a destination, reduce interference, and increase the transmission range in
a specific direction. This is because omnidirectional antennas radiate equally in
all directions, limiting the transmission range.

Because most mobile nodes operate using batteries, protocols which conserve
energy are of great interest. In this paper, we introduce the Dynamic Directional
Power Control (DDPC) protocol. This protocol dynamically varies the energy
used in directional transmission to increase battery life without sacrificing con-
nectivity. DDPC takes into account the remaining battery power in determining
the node transmission power. It can achieve a higher network lifetime when com-
pared to a network where nodes use a fixed transmit power level.

1 Introduction

Wireless devices commonly use omnidirectional antennas [8]]. These antennas radiate
signals in all directions resulting in a circular transmission/reception pattern, so the sig-
nal is received by all nodes within range. Since this signal is typically intended for a
specific receiver, it is not necessary for all neighboring nodes to receive it. As a conse-
quence, the wireless channel is not efficiently used and the receiver gets only a small
part of the energy, with much of the transmitted energy wasted. With directional anten-
nas, a transmitter can concentrate most of its power towards the destination, hence, it
is able to reach nodes further from the sender. However, if the receiver is close to the
sender, energy from the transmitter may be wasted. Therefore, transmit power control
is needed to provide sufficient signal strength to reach the destination without causing
too much interference to neighboring nodes. Power control can also increase battery
life [3]], which in turn increases the lifetime of the network [4].

Improving energy use through software mechanisms or protocols is a good approach
since it is harder and more complex to build batteries with better capacity. In [5], it is
stated that the optimal transmission power level in wireless ad-hoc networks depends
on network conditions such as the number of nodes, the network configuration and the
traffic load. Two transmission power mechanisms are proposed, Common Power Con-
trol (CPC) and Independent Power Control (IPC). These algorithms adapt the trans-
mission power according to the network conditions in order to improve throughput.

1. Nikolaidis and K. Wu (Eds.): ADHOC-NOW 2010, LNCS 6288, pp. 15 2010.
(© Springer-Verlag Berlin Heidelberg 2010
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With CPC, all nodes use the same transmission power, while with IPC, nodes use in-
dependent transmission power. Contention time (the time taken to successfully send
a packet), thresholds are used to determine the transmission power. These algorithms
force the nodes to increase or decrease their transmission power when the contention
time reaches upper or lower thresholds, respectively. However, they do not take into
account the remaining battery power. As a consequence, nodes may run out of power
sooner than with a power control strategy that considers this amount.

The authors in [1]] propose a power control (P-CON) protocol which takes into ac-
count the remaining battery power of the node. The idea is to vary the transmit power
to increase network lifetime (when the first node runs out of energy), and to reduce
end-to-end delay in wireless ad hoc networks. The source node starts transmitting with
a maximum (initial) transmission range, and invokes the P-CON algorithm periodically
based on a selected time interval. When P-CON is invoked, the source node reduces its
transmit power gradually using a power control tuning parameter, .. If o is smaller than
unity, the decreasing transmit power is less sensitive to node battery power changes,
while if «v is greater than 1, this power is very sensitive to the battery power level. The
source node gradually reduces its power until it reaches a fixed minimum power level
or minimum transmission range. The node continues operating at this minimum until
communication with the destination node is completed. The transmit power cannot go
below this minimum, which is determined based on network size, number of nodes
and node mobility. In [1]], P-CON has a nominal minimum transmission range of 175m,
with the power control tuning parameter « set to 0.4 for low load traffic and 0.7 for high
load traffic. This allows for a gradual reduction in operating range. The problem with
P-CON is that it assumes a fixed minimum distance between the source and destina-
tion (175m). In addition, P-CON requires knowledge of network parameters such as the
traffic load, the number of nodes in the network (and mobility if applicable). Therefore,
P-CON is not suitable for dynamic networks. In this paper. we propose an efficient and
adaptive protocol, Dynamic Directional Power Control (DDPC), for ad hoc networks.
This protocol increases battery life while reducing interference to other nodes.

The rest of the paper is organized as follows. In Section 2, we review the charac-
teristics and advantages of directional antennas and its effects on the transmit power.
Section 3 introduces the DDPC protocol while Section 4 presents some performance
results. Finally, some conclusions are given in Section 5.

2 Directional Antennas in Ad Hoc Networks

In ad hoc networks, omnidirectional antennas are typically assumed for all nodes. A
major drawback with these antennas is that communication between two nodes requires
all other nodes in the vicinity to stay silent. In addition, the lower antenna gain with
omnidirectional antennas may increase the number of hops a sender needs to reach
a distant destination. These issues can often be solved using directional antennas [7].
Directional antennas concentrate the power in a specific direction, instead of spreading
it uniformly as with omnidirectional antennas.

A node equipped with N directional antennas can have [N beams. The main lobe of
each beam spans an angle of 27 /N radians. For instance, if a wireless node has four
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directional antennas, the conical radiation pattern of one of its beams will span an angle
of ;T radians (90°). This angle is referred to as the beamwidth. A node using directional
antennas can select only one of its beams with a main lobe gain of G 4. The narrower
the beamwidth, the higher the gain, so these antennas offer greater transmission range,
but with a reduced coverage angle. Antenna gain is given in units of dBi, dB gain with
respect to an isotropic source [2]]. Based on [[L1], the antenna gain is given by

2
= 1
¢ m _ beamwidth M
1 — cos X
180 2
For example, suppose the gain with an omnidirectional antenna is Go,,,, = 0 dB.

Using a directional antenna with a beamwidth of 90° gives Gg,,, = 8.34 dBi, and a
beamwidth of 60° gives G4,,, = 11.74 dBi.
The minimum required transmit power, Pr, for correct reception at a distance d can
be expressed as
P, =G GR'd? 2)

where G and G are the transmit and receive antennas gains, respectively. Note that
for simplicity in comparing power control techniques, we do not consider performance
as a function of the signal to interference ratio (SINR). The effective communication
distance between two nodes is a function of the product of their antenna gains, con-
sequently directional antennas provide range extension. Directional antennas can also
provide higher spatial reuse, greater connectivity, and reduced interference to neighbor-
ing nodes. Figure [Tl shows four nodes transmitting simultaneously in the same neigh-
borhood. This is possible because directional antennas are used.

In this paper, directional transmission and omnidirectional reception is denoted as
Dtx-Orx communication, and both directional transmission and reception is denoted as
Dtx-Drx communication. Dtx-Drx communication has a longer link-length than Dtx-
Orx communication. For example, suppose a directional antenna with a beamwidth of
90° transmitting to a receiver with an omnidirectional antenna can communicate up to

Fig.1. Four nodes transmitting simultaneously in the same neighborhood using directional
antennas



18 C. Quiroz-Perez and T.A. Gulliver

a distance of 1.2 kms. If the beamwidth is reduced to 60°, this distance increases to
approximately 2 kms. This is referred to as the transmission range [[1]].

3 The Dynamic Directional Power Control (DDPC) Protocol

Figure 2] shows Dtx-Orx communication between nodes A and B. If the transmission
range is 1.2 kms, and node B is located 1.0 km from A, there is a wasted transmission
range of 200 m. We refer to this as the inefficient transmission range. The goal of
transmit power control is to reduce or minimize this range.

Transmittar - Recelver N

—— Efficient Tr iszion Range
! Inefficient
Transmission,

Range

Fig. 2. Efficient and inefficient transmission ranges of a node when using a directional antenna

In this paper we propose a power control solution called Dynamic Directional Power
Control (DDPC). DDPC shares some characteristics of the P-CON protocol [[1]. How-
ever, DDPC provides improvements to make the power control more dynamic and effi-
cient than P-CON. Figure[3lshows a block diagram of the DDPC algorithm in the IEEE
802.11 structure and its relationship with the MAC and PHY layers. In order to vary the
transmission range, it is necessary to change the transmission power at the PHY layer,
so DDPC is implemented at this layer.

DDPC borrows and extends the functionality of the power control tuning parameter,
«, from P-CON. In P-CON, « determines the sensitivity of the power control strategy to
changes in the remaining battery energy at a node [[1]]. In DDPC, « determines not only
the power control sensitivity, but also whether the transmit power should be increased
or decreased.

In order to maintain an efficient transmission range, DDPC increases/reduces the
transmit power accordingly. Therefore, DDPC must know when the transmitting node
loses connectivity with the receiver. When a transmitter does not receive an ACK con-
trol packet from the destination confirming that a packet has been received, the MAC
layer (at the transmitter) notes the absence of an ACK and retransmits the data packet.
DDPC uses the absence/presence of an ACK at the MAC layer to increase or reduce the
transmit power.

During transmission, a source node receives an ACK for every data packet that is
sent, and the MAC layer notifies (T'vPower = 1) DDPC that it is receiving ACK
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MAC Layer

If ACK packet is received, txpower="1
If ACK packetis NOT received, txpower = -1

DDPC —
Algorithm Directional
txpower =1 ->positivec Antenna
txpower = -1 >negativea) . b Module
transmission
power is
PHY Layer decreased, positive o

increased, negative o

Fig. 3. The Dynamic Directional Power Control (DDPC) algorithm layer implementation with
the IEEE 802.11 structure

packets. As a consequence, DDPC uses a positive o, which reduces transmission power.
On the other hand, when ACK packets stop being received due to lost connectivity,
the MAC layer informs (T'x Power = —1) DDPC that the connection has been lost.
As a result, DDPC uses a negative o, which increases transmission power to recover
connectivity with the destination. The transmit power level ata node is then given by

CurrTz = MazTx * <Brem> 3)

init

where Bi,..,, is the remaining (available) battery energy, B, is the initial battery en-
ergy, MaxT'x is the maximum transmission power (set to MaxTz = 0.28 W or = 24
dbm [[12]]), CurrTz is the current transmission power (at the beginning of a transmis-
sion (t = 0), CurrTx = MazTz), and « is the power control tuning parameter. If o
is positive, CurrTx decreases. If « is negative, CurrTz increases. Proper selection
of «a is crucial for efficient transmission. Using the MAC layer to monitor connectiv-
ity gives DDPC more accuracy than P-CON in varying the transmit power to maintain
connectivity.

Three mechanisms have been developed (Approach #1, Approach #2, and Ap-
proach #3), to illustrate the performance and flexibility of DDPC. Figure (] shows the
transmit power variation with P-CON and the three DDPC approaches. With P-CON,
as shown in Figure 4h), a node starts transmitting with a power of MaxTz. Then the
transmit power is reduced until it reaches the minimum transmission range with power
MinTx. This might not be the lowest transmit power before losing connectivity. Once
reaching MinTx, the node continues to operate at MinTx. DDPC Approach #1, is
shown in Figuredb). As with P-CON, the transmission power is decreased from a level
of MaxTx. When the transmitter detects an absence of ACK (NACK), it starts increas-
ing the transmit power until it reaches M axT'x. This process is repeated until the end of
the transmission. DDPC Approach #2 is illustrated in Figure k). This is similar to P-
CON, but instead of using MinT'z, it uses an absence of ACK (NACK) to determine the
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Tx Pow Tx Pow
Max T~ MaxTx 1
MinTx
NACK NACK
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a) P-CON b) Approach #1
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NACK NACK:
+t T t

¢) Approach #2 d) Approach#3

Fig. 4. The transmit power variation under different power control mechanisms: a) P-CON, b)
DDPC Approach #1, c) DDPC Approach #2, d) DDPC Approach #3

minimum power level. Once a NACK is detected, DDPC increases the transmit power
to a level just high enough to recover connectivity. Then DDPC continues transmitting
at this level, which corresponds to the efficient transmission range. DDPC Approach
#3 is depicted in Figure Bd). This is similar to Approach #1 with the difference that
instead of gradually increasing power to M axT x once a NACK is received, Approach
#3 immediately increases the transmit power to M axT'x. This process is repeated un-
til the end of the transmission. Since each approach in DDPC represents a different
power control strategy, each approach uses different o values in their corresponding
algorithms.

3.1 Simulation Environment and Performance Results

To evaluate our protocol, we employed Network Simulator, NS-2 [10]. NS-2 is a dis-
crete event simulator widely used in the research community [9]. In order to implement
directional antennas in NS-2, we use The Enhanced Network Simulator (TENS) [11].
TENS is an extension of NS-2 which provides additional features such as directional
antennas. We modified NS-2 to implement the DDPC protocol in the PHY layer and
added a link between DDPC and the MAC layer.

We focus only on energy consumption in transmission, and do not consider energy
consumed in the idle state and during reception. Since most power is used in trans-
mission, and we are considering different transmit power algorithms, this allows for a
clear and fair comparison. Table [Tl summarizes the simulation parameters employed.
Dtx-Orx communication links use directional antennas with 4 and 6 beams for trans-
mission, while Dtx-Drx communication links have directional antennas for both trans-
mission and reception. For P-CON, we use a = 0.7 and a MinT'x corresponding to
175 m, as in [1]].
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Table 1. Simulation Parameters

Network area 1500 x 1500
Simulation Time 10000 seconds
Directional Antennas ~ Beam Width Angle Number of Beams
90° 4 beams
60° 6 beams
MaxTx 0.2818 W =~ 24.5 dBm
DDPC Parameters Binit 10 J (static), 100 J (mobility)
Q@ 20, 100, 10
PHY Layer Signal Propagation Model Two-ray ground
IEEE 802.11
MAC Layer Link Bandwidth 2 Mbps
Interface Queue Length FIFO, size 50
Routing Protocol AODV
Constant Bit Rate (CBR), UDP
Traffic Model Data Packet Size 1000 Bytes
Data Rate 740.0 kbps
Static Model 2 nodes Distance = 250 m / 600 m
4 nodes Distance = 250 m / 600 m
Type of Communication Dtx-Drx
Mobility Model 2 nodes Distance = 50 m to 1000 m
Beam Width Angle 60°
Node Speeds [1,2,5, 10, 20, 50] m/s

3.2 Static Network: Single Transmission

We denote 802.11 Directional and P-CON Directional with N antenna beams as 802.11
N-Directional and P-CON N-Directional, respectively. Similarly, we refer to DDPC
with IV antenna beams as N-DDPC.

Figure[3 shows the energy consumption using a Dtx-Orx communication link with 4
directional antenna beams. The distance between the transmitter and receiver is 600 m.
Approach #2 has the longest transmission time, while 802.11 and P-CON have the
shortest times. Figure[@]shows the energy consumption using a Dtx-Orx communication
link with 6 directional antenna beams. The relative performance is the same as with 4
beams, with Approach #2 still providing the longest transmission time, but it is now
~3500 seconds as opposed to ~1600 seconds. P-CON finishes its available battery
energy after only ~200 seconds in both cases. P-CON has poor performance because it
was developed with static parameters, and so is not dynamic.

3.3 Static Network: Simultaneous Transmissions

We now evaluate the performance when there are simultaneous transmissions in the
same neighborhood. From Figure 1l we refer to the transmission from A to B as flow
1 and the transmission from C to D as flow 2. The results in this section were obtained
using directional antennas with 4 beams at both the transmitters and receivers. Figure[7]
shows the energy consumed in flow 2 with a separation distance of 250 m. Approach
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Fig. 7. Energy consumption with a Dtx-Drx communication link (flow 2) and a 90° (4 beams),

directional antenna at a distance of 250 m

#2 still provides the best performance, followed by the other DDPC approaches. Since
two simultaneous transmissions occur in the same area, network performance is af-
fected by packet loss caused by collisions. Table[2] shows that all the DDPC approaches
experience some packet loss. In the event of packet loss, the transmitter automatically
resends packets that have not been acknowledged. Retransmission of packets causes
the throughput to decrease, and consequently greater energy consumption per received
packet.

From the table, we observe that P-CON is the most affected by interference. It pro-
vides a packet delivery ratio of only 2.97% (percentage of successful packets from the
total number of packets transmitted). In both flows, Approach #3 provides the highest
packet delivery ratio (92.38%) and the lowest packet loss (3.81%). The reason is that
the transmit power in Approach #3 jumps to M axT'x whenever there is a loss of con-
nection. This minimizes the effects of interference. Although Approach #2 lasts the
longest, Approaches #1 and #3 provide better packet delivery ratios. The is because
Approach #2 is more sensitive to interference since it operates with a low power level.
In flow #2, the packet delivery ratio of Approach #2 is slightly higher than in flow
#1 (78.16% > 67.88%). This is because flow #2 transmissions started slightly before
flow #1. Similar results were obtained with the other approaches.

In Table 2] we also observe that Approach #2 has the highest average packet delay
(731.52 ms), followed by Approach #1 (442.26 ms) and Approach #3 (238.10 ms).
This can be attributed to interference since low power transmissions are more sensitive
to this. Conversely, Approach #3 transmits more often at a high power level (the absence
of an ACK packet causes a jumps to the M axT'x power level), so it provides the lowest
average delay of the DDPC approaches. Note that average packet delay corresponds to
received packets, so the low value for P-CON is due to a high packet loss rate.
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Table 2. Static network performance with two flows using a Dtx-Drx (90° beamwidth antennas)
communication link with a separation distance of 250 m

Flow #1
Approach#1 Approach#2 Approach#3 P-CON
Packet Delivery Ratio  77.92% 67.88% 92.38%  2.97%
Average Delay 44226 ms  731.52ms  238.10 ms 4.56 ms
Packet Loss 11.04% 16.06% 3.81%  97.12%
Flow #2

Approach#1 Approach#2 Approach#3 P-CON

Packet Delivery Ratio  77.95% 67.92% 9247%  2.98%
Average Delay 440.22 ms 63453 ms 237.68 ms 4.58 ms
Packet Loss 11.02% 10.92% 3.76%  97.11%
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Fig. 8. Energy consumption with a Dtx-Drx communication link (flow 2) and a 90° (4 beams),
directional antenna at a distance of 600 m

Figure[8lshows that a longer distance between the transmitter and destination (600 m)
increases the energy consumption. This also increases the wait for ACK packets. As
before, interference degrades network performance because of the retransmission of
lost packets. Table [3] gives the packet delivery ratio of the DDPC approaches and P-
CON. Although the battery life with all approaches is less than with a distance of 250
m, Approach #2 still transmits the longest. However, Approach #2 has the lowest
packet delivery ratio. This is because the low transmit power used by Approach #2
is more susceptible to packet loss due to interference. Approach #3 performs better
than Approach #1 because Approach #3 uses the highest power level more frequently.
Therefore, Approach #3 is less affected by interference. As a result, Approach #3
shows the lowest packet loss rate and the highest packet delivery ratio. Even though
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Table 3. Static network performance with two flows using a Dtx-Drx (90° beamwidth antennas)
communication link with a separation distance of 600 m

Flow #1
DDPC Scheme  Approach#1 Approach#2 Approach#3 P-CON
Packet Delivery Ratio  68.36% 56.23% 70.72%  2.12%
Average Delay 715.89 ms  890.45ms  590.46 ms 4.59 ms
Packet Loss 31.64% 43.77% 14.60%  97.88%
Flow #2
DDPC Scheme  Approach#1 Approach#2 Approach#3 P-CON
Packet Delivery Ratio  68.10% 56.11% 70.95%  2.14%
Average Delay 716.03ms  890.38 ms  587.87ms 4.48 ms

Packet Loss 31.90% 43.89% 14.43%  97.80%
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Fig. 9. Energy efficiency of two nodes in motion with speeds 1, 2, 5, 10, 20 and 50 m/s

P-CON uses a high power level most of the time, its packet delivery ratio is the lowest.
The reason is that P-CON consumes its energy the fastest. This leaves a very short time
(200 sec.) to deliver packets to the destination. In Table 3, we observe a similar pattern in
the average delay as in the previous table. Approach #2 shows the highest average delay
(890.45 ms) because it uses the lowest power level during transmission. Conversely, P-
CON has the lowest average delay (459 ms) due to its high power transmissions. This
confirms that a low transmit power results in a higher average delay.

3.4 DDPC Performance with Mobility

In this section, we evaluate the performance of the DDPC protocol with node mobil-
ity. In this case, the destination node first moves towards the transmitter. When the
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destination node is 50 m away, it stops moving. Then, when the simulation time is
t = 1000 sec., the destination node starts moving away from the transmitter. The desti-
nation node stops moving when the separation distance is 1 km. Simulation stops either
when the time ends (f = 2000 sec.), or when the node has consumed all its energy.

Figure 9] shows the energy efficiency of the DDPC approaches at different speeds.
At low speeds (< 5 m/s), the destination node takes longer to reach the source. Thus,
there is less energy efficiency due to long distances. At high speeds (> 10 m/s), the
energy efficiency improves. This is because the destination approaches the source faster,
and less energy is consumed with shorter distances. IEEE 802.11 and P-CON consume
their battery energy faster than the DDPC approaches. As a result, they provide the
lowest energy efficiency at all speeds. DDPC Approach #1 consumes less energy than
Approach #3. Approach #3 consumes more energy than Approach #1. Approach #2
provides higher energy efficiency since the minimal power used during transmission is
enough to maintain connectivity.

Figure [10l shows the packet delivery ratio with each approach when the destination
is in motion at several speeds. It is interesting to see that the total data delivered per
joule for IEEE 802.11 is low, however, its packet delivery ratio is the highest. Even
though IEEE 802.11 consumes its energy rapidly, its constant high power allows it to
deliver more packets to the destination. Thus it is suitable for applications where the
transmission of critical information is more important than efficiency. Since P-CON
consumes more energy compared to the DDPC approaches, it provides lower data
delivery per joule, but still provides a higher packet delivery ratio. This is because
the higher energy consumption allows P-CON to better maintain connectivity. The
DDPC approaches achieve energy efficiency (conserve more energy) by sacrificing the
packet delivery ratio. From the results, it is clear that as node speed increases, this ratio



An Energy Efficient Power Control Protocol for Ad Hoc Networks 27

decreases because of connectivity loss due to motion. Variations in transmit power due
to DDPC can potentially compromise network connectivity when there is high mobility.

4 Conclusions

In this paper, we proposed the Dynamic Directional Power Control (DDPC) protocol,
which dynamically varies the transmission power. When connectivity with the destina-
tion is lost, DDPC reacts to restore connectivity while saving battery energy. An impor-
tant characteristic of DDPC is that it takes into account the remaining battery energy
when adjusting the transmit power. DDPC was implemented with directional antennas
to improve range, reduce interference, and increase energy savings.

In a static network without interference and Dtx-Drx communication links, DDPC
Approach #2 consumed the least battery energy. In a static network with simultaneous
transmissions (interference), DDPC can allow two pairs of nodes to communicate in the
same vicinity. With interference and short separation distances, Approach #3 provides
the best packet delivery ratio and lasts the longest. However, Approach #3 also con-
sumes battery energy faster than the other two approaches. Approach #3 also provides
the lowest packet loss rate. When the separation distance between the transmitter and
receiver is longer, Approach #2 outperforms the other two schemes. In this case, the
packet delivery ratio is lower since DDPC consumes more energy with longer distances.
We conclude that the DDPC protocol is well suited to static conditions with and without
interference, in which case DDPC outperforms P-CON and IEEE 802.11 DDPC also
offers better energy savings when nodes are in motion over short distances.

The focus of this paper was on energy savings and simple configurations were con-
sidered for which AODV is adequate. For multihop communications, the proposed pro-
tocol can be combined with a directional routing protocol such as that proposed in [13].
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Abstract. A set of sensors establishes barrier coverage of a given line
segment if every point of the segment is within the sensing range of a
sensor. Given a line segment I, n mobile sensors in arbitrary initial po-
sitions on the line (not necessarily inside I) and the sensing ranges of
the sensors, we are interested in finding final positions of sensors which
establish a barrier coverage of I so that the sum of the distances traveled
by all sensors from initial to final positions is minimized. It is shown that
the problem is NP complete even to approximate up to constant factor
when the sensors may have different sensing ranges. When the sensors
have an identical sensing range we give several efficient algorithms to cal-
culate the final destinations so that the sensors either establish a barrier
coverage or maximize the coverage of the segment if complete coverage
is not feasible while at the same time the sum of the distances traveled
by all sensors is minimized. Some open problems are also mentioned.

Keywords and phrases: Mobile Sensor, Barrier Coverage, Line

segment, Efficient Algorithm, NP-complete, Movement Optimization.

1 Introduction

An important application of wireless sensor networks involves the surveillance of
a given region. This surveillance can be done in two different ways: either sensors
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are be placed throughout the region to monitor the activity in the entire region,
or sensors are placed along the perimeter of a region where they establish a
barrier that can detect intruders attempting to penetrate the region. Surveillance
of a region by such a barrier is more efficient in comparison with complete
coverage of the region, since it can be established with fewer sensors at a lower
cost. When the perimeter of the region to be monitored is difficult to access
or contaminated, it might not be feasible to place sensors right away on the
perimeter of a region so that a barrier coverage of the perimeter is achieved.
However, in such situation mobile sensors can be used, they can be dropped
at some arbitrary initial positions and the mobile sensors are then instructed
to move to some specific positions on the border to establish a barrier at the
perimeter of the region. Since in sensor networks energy available to a sensor is
very limited, one of the main considerations in deployment of sensor networks
is the efficient use of energy. Thus, when using mobile sensors to establish a
barrier at the perimeter of a region, one would be interested to determine for
each sensor a specific position at the border so that sensors in these position
establish a barrier coverage and the moves to these position can be done with
the minimal possible energy consumption.

In a general setting of the barrier coverage problem, there is a predefined
geometric planar region with a well defined boundary and a given set of mobile
sensors. Each sensor, say S, has a pre-determined sensing range r(S) (determined
by the manufacturer). Thus when S is located at location u any other point p
in the plane is within the sensing range of the sensor if and only if its Euclidean
distance from wu is at most 7(S). The sensors are initially placed in the plane
in arbitrary locations either interior or exterior to the region. They are able to
move in any direction in the plane and the energy consumption for movement is
similar among the sensors and is proportional to the distance traveled. Starting
from these initial positions we are interested in calculating final destination of
each sensor so that the sensors in final destinations establish a barrier coverage
of the region, i.e., no part of the boundary is outside the sensing range of all the
sensors, and the sum of the distances traveled by all sensors is minimized. The
above optimization problem, referred to as MinSum, represents the minimization
of the total energy consumed by all the sensors needed to establish a barrier
coverage of the boundary of the given region.

In this paper we restrict our study to the one dimensional barrier coverage
problem. We are given a line and the barrier is represented by a finite segment
on the line. The sensors are initially located on the line containing the barrier,
possibly outside the given barrier. We consider the problem of minimizing the
sum of movements of sensors within the line in order to achieve a barrier cov-
erage. We assume that an intruder is a mobile agent that may cross the given
barrier from any direction in the plane. As before an intruder can be detected
only if it is within the sensing range (range for short) of at least one sensor of the
wireless sensor network and thus the sensor network establishes barrier coverage
if every point of the barrier is within the sensing range of at least one sensor.
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Although the problem is restricted to a simplified one-dimensional barrier ver-
sion, it will become apparent in the sequel that it still contains both challenging
algorithmic questions and interesting solutions that illustrate the complexity of
MinSum barrier coverage in this setting. Clearly we have to have a good under-
standing of the one-dimensional version before considering the two-dimensional
problem.

1.1 Preliminaries and Notation

We now give several preliminary concepts and define more precisely several vari-
ants of the MinSum barrier coverage problem.

An instance of a barrier coverage problem consists of a closed line interval
I =10, L], the barrier to be covered, on the real line with pre-defined endpoints
0 and L > 0. We also have n sensors S1, 53, ..., Sy in initial positions 1 < x5 <
-+ <z, on the line (possibly outside the interval [0, L]), and the range of the
i-th sensor is a given positive real number r; = 7(S5;), 1 < i < n.

Thus the set of points (not necessarily of [0, L]) which is within the range of
sensor S; in position z; is the closed interval I(S;, x;) = [x; —r;, ; +7;] of length
2r;. We call it the covering interval of S;. The total sensor range of a given
instance, denoted R, is the sum of lengths of covering intervals of all sensors,
Le, R=Y " 2r.

First of all observe that the barrier coverage problem is feasible if and only if
the total sensor range R is at least as large as the interval [0, L], i.e., R > L. In
the sequel, we also consider the non-feasible case R < L. In this case we will be
interested in optimizing the sensor movements so that the sensors in the final
positions cover either a sub-interval or sub-intervals of I of total length R.

Given an instance of a barrier coverage problem, we call a gap a sub-interval of
I none of whose points is within range of any sensor and which cannot be enlarged
any further. Since the ranges of sensors are assumed to be closed intervals, a gap
is an open sub-interval of [0, L], except when one of the endpoints of the gap
is either 0 or L. Thus if interval [a,b] is a gap, we assume that a, or b is not a
part of the gap unless a = 0 or b = L. We call an overlap either a sub-interval of
I which is covered by more than one sensor and which cannot be enlarged any
further, or a sub-interval of the line outside I which is covered by a sensor and
which cannot be enlarged any further.

Optimization problems. Given an instance of the barrier coverage problem
we investigate how to determine the final destinations of the sensors so that
the barrier is covered by sensors and the sum of the distances traveled by the
respective sensors to their final destinations in minimized. As mentioned before,
the sum of distances traveled by sensors corresponds to the total energy needed
by sensors to reach the final configuration. More formally, if the i-th sensor S5;
moves by a distance m; (a movement to the left, right will be indicated by
m; < 0, m; > 0, respectively) from its original position x;, the new position will
be x; + m; and the new covering interval will be I(S;, z; + m;). If the problem
is feasible we are interested in studying the following optimization problem.
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MinSum optimization problem R > L:

minimize { Z |m;|} subject to [0, L] C U I(x; +my). (1)

1<i<n i=1

When R < L and thus the problem is not feasible, we are interested in a best
effort solution, i.e., an arrangement of sensors that attains the largest possible
coverage of [0, L], while at the same time achieving the MinSum requirements
of the movements of the sensors. We call contiguous an arrangement of sensors
that attains the largest possible coverage of size R as a contiguous sub-interval
of [0, L], and non-contiguous an arrangement of sensors that attains the largest
possible coverage of size R as a collection of possibly disjoint sub-intervals.
Non-contiguous MinSum optimization problem for R < L:
n n

minimize {Z |m;|} subject to U I(S;,x; +m;) C [0, L] and (2)
i=1 i=1
[ JI(Si, i +mi)| = R.

i=1
Contiguous MinSum optimization problem for R < L:
n n

minimize m;|} subject to I(S;,z; +m;) C[0,L] and 3
O Imil}
i=1 i=1
n
U I(S;,z; +m;) is an interval of size R.
i=1

1.2 Related Work

Several recent papers in the area of sensor networks considered the problem of
deployment of mobile sensors for coverage of a region, see for example (11/), (12),
and (13). Unlike the problem considered in this paper, they aim to provide cov-
erage of an entire two-dimensional region, and their algorithms do not consider
the optimization problems stated above.

The problem studied in our paper is motivated by securing an area by ensur-
ing its border surveillance and intruder detection with a wireless sensor system.
(10) proposes efficient algorithms to determine, after sensor deployment, whether
a region is barrier covered. It also establishes optimal deployment patterns to
achieve barrier coverage when deploying sensors deterministically. In addition,
they consider barrier coverage with high probability when sensors are deployed
randomly. In (4) the problem of local barrier coverage is introduced and it is
shown that it is possible for individual sensors to locally determine the exis-
tence of local barrier coverage, even when the region of deployment is arbitrarily
curved. Techniques for deriving density estimates for achieving barrier coverage
and connectivity in thin strips are introduced in (1)), where sensors are deployed
as a barrier to detect moving objects and events. In all these instances the prob-
lem studied concerns static optimal sensor deployment patterns and there is no
concept of mobility of the sensors.
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Related to our study is the work in (7) but it does not consider the coverage
problem. Also related is a supply and demand problem, known in the literature
as Farth Movers Problem (or EMP for short), see (5), (3), (9). Despite some
similarities EMP differs from our problem in several respects and the results for
EMP cannot be used to solve the barrier coverage problem studied here.

There are two papers which are closely related to our study. The first is (2),
where a similar but simpler problem was introduced and studied. Their opti-
mization problem differs from our model in that they do not specify the sensor
ranges to be employed; unlike in our paper they seek algorithms to move the
sensors to “equidistant” locations on the barrier so as to optimize the efficiency
of the barrier coverage regardless of the initial coverage of the sensors. For exam-
ple, according to their model the n sensors will move from their initial positions
to the specific locations 0, nfl, ceey n’fl, ey ("n_fl)L , L, respectively. In our work
the algorithms are sensitive to the predefined sensor ranges (which are given as
input to the problem) thus accomplishing the same barrier coverage task with
less movement than may be done in (2). Similar observations apply to the other
cases of the two dimensional versions of the problem considered in (2).

The second and most directly related research is done in (6) where the same
geometric setting is being considered: n sensors on a line that want to establish
a barrier coverage of a given line segment by moving the sensors to new posi-
tions, but a different optimization measure is being analyzed. Namely, the final
positions of sensors that establish barrier coverage minimize “the maximum dis-
tance traversed” by any sensor, as opposed to the “sum of the distances covered”
considered in the present paper. The motivation for the problem studied in (6)
is to minimize the time required to attain coverage while in the problem studied
here we minimize the total energy consumed. Despite the apparent similarity of
the two problems the results and algorithms are quite different.

1.3 Results of the Paper

In this paper we study several interesting variants of the barrier coverage problem
obtained by changing assumptions on the sensors and final destinations, e.g.,
when (a) the sensors may have different ranges, (b) the sensors have identical
ranges, (c) the resulting coverage is contiguous or non-contiguous and study
the complexity of the proposed algorithms. Several instances of the problem are
shown to have efficient algorithmic solutions while others are shown to be NP-
complete even to approximate up to constant factor (see Remark [ after the
proof of Theorem []). Our results are summarized in Table [Tl below.

Section [2] presents NP completeness results for MinSum problems for sensors
with non-identical ranges. Section [ deals with sensors of identical ranges. Sub-
section 3.1l includes the ordering lemma which is basis for the remaining results
of the paper. Subsection gives algorithms for different versions of the Min-
Sum barrier coverage. The paper concludes with several proposals for possible
extensions as well as related open problems.
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Table 1. MinSum problem results for n sensors with barrier of length L and R the
total sensor ranges

identical ranges non-identical ranges
coverage contiguous non-contiguous
R<L O(n) O(n) NP-complete

R=1L O(n) not applicable NP-complete
R>L O(n®)  not applicable NP-complete

2 NP Completeness Results

In this section we consider the MinSum problems for sensors with non-identical
ranges.

Theorem 1. Let Sq,S59,...,S5, be n sensors with ranges r1,r2,...,r, located
on a line containing segment [O,L], in initial positions v1 < 1o < ... < Ty,
St yrmi =R > L, and k be a given number. The problem of calculating the
movements of sensors on the line so that the sensors cover the segment [0, L]
and the sum of movement of the sensors is less than k is NP-hard.

Proof. We give the proof only for the case R = L. The proof for the case R > L
is very similar. We prove it by reducing the 3-partition problem (see (8)) to the
problem of covering the line segment [0, L] with sensors such that the sum of
the movements of the sensors is minimized. The 3-partition problem is defined
as follows: we are given a multiset S = {a; > a2 > -+ > a,} of n = 3m positive
integers such that B/4 < a; < B/2for 1 <i<nand ) . ,a; = mB for some
B. The problem is to decide whether S can be partitioned into m triples T7,
Ts, ..., Ty, such that the sum of the numbers in each triple is equal to B.

Let L=mB+m—1and k =m(m+1)(B+1). Consider a sensor movement
problem as shown in Figure [l We have a sensor S; of range a;/2 for every
1 < i < n positioned at —a;/2. In addition, we have m — 1 blocks of sensors of
range 1/(2k), each block containing k sensors. Each block of these sensors covers
a subinterval of [0, L] of size 1, leaving m gaps of size B on the line segment [0, L].
Clearly, any solution that covers the segment [0, L] requires that all sensors are
moved inside the segment without leaving there any gaps or overlaps, and any
solution can be interpreted as a partition of S into subsets, with sensors with
range 1/(2k) separating the subsets in the partition.

If there is a partition of S into m triples 11, T5, ..., T:,, the sum of each triple
being B, then there is a solution to the movement of the sensors such that we only
move sensors S1,.5s,...,S, and the three sensors corresponding to triple T; are
moved to fill the ith gap in the interval [0, L]. The sum of the moves of the three
sensors corresponding to T; into ith gap is less than ¢B + (i — 1), and the sum of
the moves of all sensors for all triples is thus less than m(m+1)(B+1)/2 = k/2 in
this case. If such a partition does not exist, then any solution to the coverage of
the line segment [0, L] corresponds to either: (a) a partition of S into m subsets
in which the sum of elements in at least two subsets differs from B by at least
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Fig. 1. Sensor arrangement for proving the NP completeness of the MinSum problem

1 in which case we need to move all the sensors in at least one block of sensors
with range 1/(2k) at least distance 1; or (b) a partition of S into less than m
or more than m subsets and this would require one to move at least k of the
sensors with range 1/(2k) by a distance of 1 or more.

However, moving & of the sensors with range 1/(2k) by 1 increases the sum
of movements of sensors by at least k& = m(m + 1)(B + 1). Thus the sum of
movement of the sensors is less than k/2 if and only if the 3-partition problem
has a solution. It remains to show that the transformation from the 3-partition
problem to the sensor movement problem is polynomial.

Since 3-partition is strongly NP-complete (8), we may assume that the val-
ues ai, as, .. .,a, are bounded by a polynomial en’ for some constants ¢ and j.
Therefore, B < 3c¢in? and k < con?*? for some constants ¢; and co. Our reduc-
tion uses n + k(m — 1) sensors and n+km < n+m?(m+1)B < c3n/*3 for some
constant cs. The 3-partition problem can be represented using O(nlogn) bits.
In the corresponding sensor movement problem we need O(nlogn) bits for the
positions and sizes of sensors Si,Ss,...,S, and we need O(logk) = O(logn)
bits to represent the position and size of each sensor of size 1/(2k). Thus we
need O(n/*3logn) bits to represent the corresponding sensor movement prob-
lem, which shows that the transformation is polynomial. a

One can similarly show that when R < L the problem of calculating the move-
ments of sensors on the line so that the sensors give a maximal coverage the
segment [0, L] and the sum of movement of the sensors is less than k is NP-hard.

Remark 1. The proof of the above theorem also shows that if NP # P there
is no polynomial 2-approximation algorithm for the MinSum problem, since the
result of a 2-approximation algorithm for sensor movements would be less than k
if and only if the corresponding 3-partition problem has a solution. Clearly, the
proof can be modified to show the non-existence result for any constant factor
approximation algorithm.

3 Sensors with Identical Ranges

In view of the NP-complete results of the previous section, we consider in this
section the MinSum problem for sensors of identical range, say 7.
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3.1 Ordering Property of Optimal Configurations

An important observation that will be useful in the MinSum optimization prob-
lem concerns the order of final positions of sensors in an optimal configuration.
It is shown below that there exists an optimal solution of the MinSum problem
so that the final destinations of sensors preserve the initial ordering of sensors.
In other words, two sensors on their way to the optimal locations do not have
to cross paths.

Lemma 1. Let x; < x; and y; > y; be real numbers.
s =yl + |z — ys] = | — y;] + |25 — yil (4)

Proof. Tt can be easily proved by considering the five possible arrangements of
values x;, 25, Ys, Yj- a

Lemma [ implies that there exists an optimal solution of the barrier coverage
problem which preserves the initial order of position of the sensors.

Corollary 1 (Order Preservation). For any of the MinSum optimization
problems, if x1 < xo < --- < x, are the initial positions of sensors S1,Sa2, ..., 5,
of identical range then there exists an optimal solution of the problem such that
the final destinations of sensors satisfy y1 < y2 < -+ < yn, respectively.

According to the order preservation lemma the MinSum problem is trivial when
R = L and thus we consider below only the cases R > L and R < L.

3.2 Algorithms for MinSum Barrier Coverage

We now propose several efficient algorithms for sensors with identical ranges.
We start with the Contiguous MinSum problem, R < L. We first give an O(n)
algorithm for maximal contiguous coverage of the line with n sensors which
minimizes the sum of the movements of the sensors.

We say that sensors S; and S;y1 are in attached position if the difference
between their positions 