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Preface

The research papers in this volume comprise the proceedings of IceTAL 2010, an
international conference on natural language processing (NLP). IceTAL was the
seventh in the series of the TAL conferences, following GoTAL 2008 (Gothen-
burg, Sweden), FIn'TAL 2006 (Turku, Finland), EsTAL 2004 (Alicante, Spain),
PorTAL 2002 (Faro, Portugal), VexTAL 1999 (Venice, Italy), and FracTAL 1997
(Besangon, France). The main goal of the TAL conference series has been to bring
together scientists representing linguistics, computer science, and related fields,
sharing a common interest in the advancement of computational linguistics and
NLP. IceTAL 2010, organized by the Icelandic Centre for Language Technology
(ICLT) in Reykjavik, Iceland, successfully contributed to these goals.

Our Program Committee (PC) consisted of 45 recognized researchers and
professionals in the field of NLP from Belgium, China, Cuba, Denmark, Fin-
land, France, Germany, Iceland, Italy, Japan, Norway, Portugal, Spain, Sweden,
Switzerland, United Kingdom, and the United States.

We called for submissions both from academia and the industry on any topic
that is of interest to the NLP community, particularly encouraging research em-
phasizing multidisciplinary aspects of NLP and the interplay between linguistics,
computer science, and application domains such as biomedicine, communication
systems, public services, and educational technology.

As a response, we received 91 submissions from authors representing 37 coun-
tries in Europe, Asia, Africa, Australia, and the Americas. Each submission was
reviewed by three PC members or external reviewers designated by the PC
members. The PC members as well as the external reviewers are gratefully ac-
knowledged in the following pages for their valuable contribution. The reviewing
process led to the selection of 43 papers (30 full papers and 13 short papers) to
be presented at the IceTAL conference and published in this volume. We believe
that the selected papers contribute significantly to the field of NLP and we hope
that you will find them inspiring for your own NLP work.

We would like to express our gratitude to the institutions that collaborate
through ICLT and made IceTAL possible: Reykjavik University, University of
Iceland, and the Arni Magnussson Institute for Icelandic studies. Furthermore,
we thank our invited speakers, the highly esteemed scholars Jan Haji¢ from
Charles University in Prague, and Christiane D. Fellbaum from Princeton Uni-
versity in the United States. We also thank our sponsors, [ZETeam, Microsoft
Island, and the Post and Telecom Administration in Iceland, for their valuable
support. Finally, we thank all the individuals that were involved in organizing
IceTAL, without whom this event would not have been possible at all.

June 2010 Hrafn Loftsson
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Reliving the History: The Beginnings of
Statistical Machine Translation
and Languages with Rich Morphology

Jan Hajic

Institute of Formal and Applied Linguistics, School of Computer Science
Charles University, Prague, Czech Republic
hajic@ufal.mff.cuni.cz

Abstract. In this two-for-one talk, first some difficult issues in mor-
phology of inflective languages will be presented. Then, to lighten up
this linguistically and computationally heavy issue, a half-forgotten his-
tory of statistical machine translation will be presented and contrasted
with current state-of-the art (in a rather non-technical way).

Computational morphology has been on and off the focus of compu-
tational linguistics. Only few of us probably remember the times when
developing the proper formalisms has been in such a focus; a history poll
might still find out that some people remember DATR-II, or other heavy-
duty formalisms for dealing with the (virtually finite) world of words and
their forms. Even unification formalisms have been called to duty (and
the author himself admits to developing one). However, it is not the mor-
phology itself (not even for inflective or agglutinative languages) that is
causing the headache — with today’s cheap space and power, simply list-
ing all the thinkable forms in an appropriately hashed list is o.k. — but
it’s the disambiguation problem, which is apparently more difficult for
such morphologically rich languages (perhaps surprisingly more for the
inflective ones than agglutinative ones) than for the analytical ones. Since
Ken Church’s PARTS tagger, statistical methods of all sorts have been
tried, and the accuracy of taggers for most languages is deemed pretty
good today, even though not quite perfect yet.

However, current results of machine translation are even farther from
perfect (not just because of morphology, of course). The current revival
of machine translation research will no doubt bring more progress. In the
talk, I will try to remember the ”good old days” of the original statistical
machine translation system Candide, which was being developed at IBM
Research since the late 80s, and show that as the patents then filed grad-
ually fade and expire, there are several directions, tweaks and twists that
have been used then but are largely ignored by the most advanced sys-
tems today (including, but not limited to morphology and tagging, noun
phrase chunking, word sense disambiguation, named entity recognition,
preferred form selection, etc.). I hope that not only this will bring some
light to the early developments in the field of SMT and correct some
misconceptions about the original IBM system often wrongly labeled as
”word-based”, but perhaps also inspire new developments in this area
for the future — not only from the point of view of morphologically rich
languages.

H. Loftsson, E. Régnvaldsson, S. Helgadé6ttir (Eds.): IceTAL 2010, LNAI 6233, p. 1, 2010.
© Springer-Verlag Berlin Heidelberg 2010



Harmonizing WordNet and FrameNet

Christiane D. Fellbaum

Department of Computer Science
Princeton University, Princeton, USA
fellbaum@princeton.edu

Abstract. Lexical semantic resources are a key component of many
NLP systems, whose performance continues to be limited by the “lex-
ical bottleneck”. Two large hand-constructed resources, WordNet and
FrameNet, differ in their theoretical foundations and their approaches to
the representation of word meaning. A core question that both resources
address is, how can regularities in the lexicon be discovered and encoded
in a way that allows both human annotators and machines to better
discriminate and interpret word meanings?

WordNet organizes the bulk of the English lexicon into a network (an
acyclic graph) of word form-meaning pairs that are interconnected via
directed arcs that express paradigmatic semantic relations. This classi-
fication largely disregards syntagmatic properties such as argument se-
lection for verbs. However, a comparison with a syntax-based approach
like Levin (1993) reveals some overlap as well as systematic divergences
that can be straightforwardly ascribed to the different classification prin-
ciples. FrameNet’s units are cognitive schemas (Frames), each character-
ized by a set of lexemes from different parts of speech with Frame-specific
meanings (lexial units) and roles (Frame Elements). FrameNet also en-
codes cross-frame relations that parallel the relations among WordNet’s
synsets.

Given the somewhat complementary nature of the two resources, an
alignment would have at least the following potential advantages: (1)
both sense inventories are checked and corrected where necessary, and
(2) FrameNet’s coverage (lexical units per Frame) can be increased by
taking advantage of WordNet’s class-based organization. A number of
automatic alignments have been attempted, with variations on a few
intuitively plausible algorithms. Often, the result is limited, as implicit
assumptions concerning the systematicity of WordNet’s encoding or the
semantic correspondences across the resources are not fully warranted.
Thus, not all members of a synonym set or a subsumption tree are nec-
essarily Frame mates.

We carry out a manual alignment of selected word forms against to-
kens in the American National Corpus that can serve as a basis for
semi-automatic alignment. This work addresses a persistent, unresolved
question, namely, to what extent can humans select, and agree on, the
context-appropriate meaning of a word with respect to a lexical resource?
We discuss representative cases, their challenges and solutions for align-
ment as well as initial steps for semi-automatic alignment.

(Joint work with Collin Baker and Nancy Ide)

H. Loftsson, E. Régnvaldsson, S. Helgadé6ttir (Eds.): IceTAL 2010, LNAI 6233, p. 2, 2010.
© Springer-Verlag Berlin Heidelberg 2010



A Morphosyntactic Brill Tagger
for Inflectional Languages

Szymon Acedanski'?

! Institute of Informatics, University of Warsaw,
ul. Banacha 2, 02-097 Warszawa, Poland
accek@mimuw.edu.pl
2 Institute of Computer Science, Polish Academy of Sciences,
ul. Ordona 21, 01-237 Warszawa, Poland

Abstract. In this paper we present and evaluate a Brill morphosyntac-
tic transformation-based tagger adapted for specifics of highly
inflectional languages. Multi-phase tagging with grammatical category
matching transformations and lexical transformations brings significant
accuracy improvements comparing to previous work. Evaluation shows
the accuracy of 92.44% for the Polish language which is higher than the
same metric for the other known taggers of Polish: stochastic trigram
tagger (90.59%) and hybrid tagger TaKIPI employing decision tree clas-
sifier and automatically extracted rule-based tagger used for tagging the
IPI PAN Corpus of Polish (91.06%).

Keywords: PoS tagger, Brill tagger, inflectional language tagger,
morphosyntactic tagger, lexical rules.

1 Introduction

Morphosyntactic tagging is a classic problem in NLP with applications in many
higher level processing solutions, namely parsing and then information retrieval,
speech recognition and machine translation. Part of Speech tagging for English is
already well explored and many taggers have been built with accuracy exceeding
98%. In case of inflectional languages these numbers are much lower, reaching
95,78% for Czech [I] and 92.55% for Polish (per [2]; evaluation by Karwanska
and Przepiorkowski [3] reports 91.30%).

The most prominent difference between English and inflectional languages is
the size of the tagset. Brill [4] uses Brown’s Tagset for English, which consists
of almost 200 tags, whereas the IPI PAN Polish tagset [5] contains theoretically
over 4000 tags and the manually disambiguated part of the IPI PAN Corpus
of Polish [6] used for evaluation contains 1054 different tags. The tags for such
languages have a specific structure — along with the part of speech, they contain
values of grammatical categories appropriate for the particular part of speech
(see Table [l for an example in Polish). Detailed description of the tagset and
the meaning of particular grammatical categories can be found in [5].

Not only the large tagset makes disambiguation a difficult task, but also free
word order in considered languages and even problems of unambiguously defining

H. Loftsson, E. Régnvaldsson, S. Helgadottir (Eds.): IceTAL 2010, LNAI 6233, pp. 3 2010.
© Springer-Verlag Berlin Heidelberg 2010



4 S. Acedanski

Table 1. Example tags in Brown’s English Tagset and IPI PAN Polish tagset

English VBD verb, past tense
PPS pronoun, personal, nominative, 3rd person
singular
Polish praet:sg:ml:perf I-participle, singular, human masculine,

perfective aspect

ppronl2:sg:nom:f:pri Ist person pronoun, singular, nominative,
feminine

the correct tags in some cases. Because of this, some corpora allow multiple tags
to be assigned to a single segment, whereas other require fully disambiguated
tagging, usually providing detailed instructions on how to do this. This matter
will be further discussed in the Evaluation section.

Several tagging techniques are commonly known. The most frequently used
approaches are: stochastic, e.g., based on Hidden Markov Models [7], and rule-
basedl. Brill [4] presents a transformation-based Part of Speech tagger for En-
glish, which automatically chooses good quality transformations given a number
of general transformation templates and a training corpus. The tagger used for
morphosyntactic disambiguation of the current version of the IPI PAN corpus,
called TaKIPI [g], is a hybrid (multiclassifier) transformation-based tagger. Some
of the transformations it uses were extracted automatically using machine learn-
ing algorithms and then reviewed and adjusted by linguists.

In this paper we describe and evaluate an implementation of the Brill’s al-
gorithm, adapted for rich inflectional languages. First steps towards this were
described by Acedariski and Goluchowski in 2009 [9], but that tagger was then
rewritten with different approaches used in most parts. As in previous work, the
adaptation involves splitting the process into phases, so that at first only the
part of speech and a few grammatical categories are disambiguated. Remain-
ing categories are determined in the second pass. On top of it, the new, more
general approach to transformation templates was developed, and additional
transformation templates allowing for transformations which look at particular
grammatical categories of surrounding segments were added. Also lexical trans-
formations were used. Finally the tagger was implemented using a new simplified
algorithm based on FastTBL [10] and parallelized for better performance.

2 The Original Brill Tagger

Let us describe the original Brill’s algorithm in some detail. We assume that we
are given three corpora — a large high-quality tagged training corpus, smaller

! Throughout this paper, the term rule-based tagger is used to denote systems using
hand-written rules. For the algorithms involving automatic extraction of rules, the
term transformation-based tagger is used.
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tagged corpus called patch corpus and another one — test corpus, which we
want to tag. Brill also assumes, that only one correct tag can be assigned to a
segment. Let’s denote the tag assigned to i-th segment as t;.

Tagging is performed in four steps:

1. A simple unigram tagger is trained using the large training corpus.

2. The unigram tagger is used to tag the patch corpus.

3. There are certainly some errors in the tagging of the patch corpus. Therefore
we want to generate transformations which will correct as many errors as
possible.

(a) We are given a small list of so called transformation templates. Brill uses
the following templates in his paper:
i tz = A if tz =B A Eloeolti-‘ro = C,
ii. ti = A if ti =B A VoeoztiJro = CO,
iii. t; := A if t; = B and i-th word is capitalized,
iv. t; ;== A if t;, = B and (i — 1)-th word is capitalized.
where
- 01 ¢ {{1}7{_1}7{2}’{_2}7 {17 2}7 {_1’ _2}’ {1’ 2, 3}’ {_17 _2a _3}}v
- 0z€ {{_2’ _1}’ {_1’ 1}7 {17 2}}7
— A, B, C, C, — any tags.
(b) For each transformation r which can be generated using these templates,
we compute two statistics:

i. good(r) — the number of places in the patch corpus where the
transformation matches and changes an incorrect tag into a correct
one

ii. bad(r) — the number of places in the patch corpus where the trans-

formation matches and changes the tagging from correct to incorrect.

(¢) Now we find transformation r,, which maximizes good(r) — bad(r), i.e.

reduces the largest possible number of errors when applied. We save the

transformation and apply it to the patch corpus. If the patch corpus still
contains many errors, return to [3al

4. The test corpus is first tagged using the unigram tagger, and then the saved

transformations are applied in order.

If the test corpus was previously manually tagged, we can evaluate the perfor-
mance of the tagger.

3 Adaptation for Inflectional Languages

The algorithm described in the previous section was subsequently extended by
applying a number of techniques targeted at improving accuracy of tagging of
inflectional languages. These techniques are:

— multi-pass tagging — gradually disambiguating parts of tags,

— generalized transformation templates — allowing for more flexible design
and then specific templates for inflectional languages relying on interdepen-
dencies between values of grammatical categories,
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— lexical transformation templates — allowing to match prefixes and suffixes
of processed lexemes,

— simplified implementation of FastTBL algorithm [I0] and parallelization of
the tagging engine for good performance and maintainability

3.1 Multi-pass Tagging

The first technique is used to reduce the size of the transformation space and to
avoid too specific transformations in the first stage. It is inspired by [J], where
the authors split the tags into two parts sharing only the part-of-speech. In
the first run of the Brill tagger the tagset consists of only one of the parts of
tags. In the second run, the tagset comprised of the other parts is used, but the
previously selected parts of speech are fixed for the second pass. Also Tufig [11]
proposes using a reduced tagset with easily recoverable grammatical categories
not present, to improve performance. Out goal is different though — we try to
leave some of the hard to disambiguate categories for later stages so that the
tagger already has more information from preceding phases.

We consider a sequence T; (i € {0,...,k—1}) of gradually simplified tagsets.
Tp is the original tagset and T;11 (j € {0,...,k — 2}) are some other tagsets.
Projections mapping specific tags to more general tags are also needed: m;: T; —
T41. For each of the tagsets a separate pass of the Brill algorithm is performed.
The tag assigned to the i-th segment in the p-th pass (p € {1,...,k}) is denoted
by ¢¥. In the first pass the simplest tagset Tj;_1 is used. In the p-th pass, for i-th
segment, only tags t” € T},_, are considered such that 7j,_,(t) = t?~".

In our experiments we used only two tagsets — T being the original and
T1 which had information about part of speech, case and person only. 7y was
a natural projection i.e. the one which strips values of grammatical categories
not present in 77. The produced software can be configured for more than two
phases with different tagsets.

3.2 Generalized Transformation Templates

In the original Brill classifier, all the transformation templates are of the following
form:

Change t; to A ifitis Band ....

In our tagger we generalize the possible transformation templates by allowing
other operations than changing the entire tag to be performed. Also, the current
tag of a lexeme need not be fully specified in an instantiation of some transfor-
mation template.

A particular transformation template consists of a predicate template which
specifies conditions on the context where the transformation should be applied,
and an action template describing the operation to be performed if the predicate
matches. For example in the transformation template “change the tag to A if the
tag is B”, the first part (“change the tag to A”) is the action template and the
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second part (“the tag is B”) is the predicate template. The same nomenclature
is applied to instantiated transformations.

This generalization was performed in order to allow using more general trans-
formations than allowed by the original algorithm. Let’s denote by ¢;|cask the
value of grammatical category CASE in the tag of the i-th segment of the text.
Now consider the very robust linguistic rule “if an adjective is followed by a noun,
then they should agree in CASE”.

This rule may be composed of

— an action: t;|cASE := ti—1|CASE
— a predicate: t;|pos = SUBST A t;_1|pos = ADJ

The proposed tagger is able to generate transformations resembling such rules.
It uses the following predicate templates:

1.t/ =T A Jeeoty,, = U,
2.t =T A voeotfﬂl: U,,
3.t =T A oco,thy, = U,

4. tllpos =P A lc=X A Foco (t},,lpos =Q A 1, Jc =Y),
5. t'lpos =P A tlc =X A Veco (8 ,lpos =Qo At ,lc =Yo),

and action templates:

1. 7=V,
2. tf‘pos =R,
3. tf‘c =17,

where

— T, U, U,, V — any tags valid in pass p,

— U’ — any tag valid in pass p — 1,

— P, Q, Qo, R — any parts of speech valid in pass p,

C — any grammatical category valid in pass p,

- X,Y,Y,, Z — any values valid for category C,

Oe {{1}’ {_1}’ {2}7 {_2}’ {17 2}’ {_17 _2}1 {17 2, 3}1 {_11 -2, _3}}7
template variables P, Q, Qo (for all o at the same time), R, X, Y, Y, (for
all o at the same time) and Z could have a special value * meaning any.

Additionally, the actions were implemented in such a way, that they were not
applied if they were to assign a tag not reported by the morphological analyzer for
a particular segment. In case of actions 2 and 3, the nearest possible tag was used
instead. The metric used here is the number of matching values of grammatical
categories, but only tags with the expected part of speech are considered. If no
such tags are possible, the action is not performed.

3.3 Lexical Transformations

Another extension which proved very useful are lexical transformation templates
proposed by Brill in a later paper [12]. Megyesi [13] subsequently explored them
for Hungarian (which is an agglutinative language, with a number of affixes
possessing grammatical functions). The results were very promising. The author
used the following predicate templates:
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1. t7 =T A orth; contains letter L,

2. t? =T A orth; starts/ends with S, [S| < 7,

3. t# =T A orth; with deleted prefix/suffix S, |S| < 7, is a word,
4. t# =T A (orthy, = W Vorth;z1 = W).

Here orth; simply denotes the orthographic representation of the i-th segment.
Inspired by this work, and after some experiments, we extended the list of pred-
icate templates by only the prefix/suffix matching:

la. t# =T A orth; ends with S’
1b. t# =T A orth; starts with S’
ds t?lpos =P A t¥|c =X A orth; ends with S
' A EIoEO (t€+o|POS = Q A thro‘C = Y)
tf‘pOS:P N tf‘czx
4b. A oco(th ,lpos=Q AtY Jlc=Y
A orthiy, ends with S)

where S and S’ are any strings no longer than 3 and 2 characters respectively.
This resulted in over 1.5% accuracy improvement over the Brill tagger with only
generalized transformations, as tested for Polish.

3.4 Simplified FastTBL Implementation

The idea behind the FastTBL algorithm [10] is the minimization of the number of
accesses to data structures for storing good(-) and bad(-) functions. Unfortunately
this comes with the increased complexity — there are 8 possible branches of
execution in the main loop. Therefore we designed a simplified version of this
algorithm presented as Algorithm [ It allows redundant updates of good(-) and
bad(-), but this extra work does not significantly influence the total running time
of the algorithm, because the most computationally intensive work is generating
the possible transformations in lines 2, 20 and 27, as well as the application of
the generated transformation in 18.

3.5 Parallelization

Finally, the tagger was implemented specifically for multiprocessing environ-
ment, mostly because of the high memory requirements for storing the good(-)
and bad(-) functions. The ordinary 32-bit Linux operating system originally used
for experiments does not allow for more than 2GB of memory per process. The
OpenMPI [T4] library was used, which also gives the possibility to run the tagger
on multiple machines in parallel in a standardized way.

The workload is split between processes by distributing the transformation
templates considered above (and the values of the O template variable, see sec-
tion B2)) among them. Therefore every process stores only a part of all the
transformations. In each round of the algorithm the best transformation is col-
lectively found, broadcast to all the processes, and the processing continues as
shown in Algorithm [
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Igorithm 1. Pseudocode of the simplified FastTBL algorithm

. {Initializing good and bad data structures}
. for i =0 to len(text) do
for each transformation r which matches at position ¢ do
if r corrects the classification of i-th segment then
increase good(r)
else if r changes the classification of i-th segment from correct to wrong then
increase bad(r)
end if
end for
end for

11.

12
13

14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.

. {Main loop — generating transformations}
. loop
b := arg max,(good(r) — bad(r)) {the best transformation}
if good(b) — bad(b) < threshold then
return
end if
add b to the sequence of generated transformations
text’ := text after application of b
for each position ¢ in vicinity of the changes performed by b do
for each transformation r which matches at position i in text do
if r corrected the classification of i-th segment in text then
decrease good(r)
else if r miscorrected the classification of i-th segment in text then
decrease bad(r)
end if
end for
for each transformation r which matches at position i in text’ do
if r corrects the classification of i-th segment in text’ then
increase good(r)
else if » miscorrects the classification of i-th segment in text’ then
increase bad(r)
end if
end for
end for
text := text’
end loop



10 S. Acedanski
4 Evaluation

The tagger was evaluated on two corpora of Polish: the IPI PAN Corpus of Polish
[6] and the new National Corpus of Polish [I5] (in preparation; version dated
2009-12-16 was used). The former corpus is allowed to have multiple golden
tags for one segment, whereas the latter is fully disambiguated. For evaluation
the manually disambiguated subcorpora were used, of size 880000 and 648 000
segments, respectively.

The methodology proposed in [3] was used (which was also employed in [16]).
A corpus was split into training part and evaluation part by ratio 9:1. The train-
ing part was used both as the training and patch corpus of the Brill algorithm.
All taggers were configured to choose exactly one tag for each segment. Ten-fold
cross-validated results are presented in Tables Pl and Bl

Table 2. Evaluation results — IPI PAN Corpus. Sources: [3/16]

Full tags PoS only
¢ wcCc P R F ¢ wc¢ P R F
Trigram HMM [I7] 87.39 90.59 84.51 83.09 83.80 96.79 97.11 96.75 96.78 96.77
TaKIPI 2] 88.68 91.06 90.94 83.78 87.21 96.53 96.54 96.58 96.71 96.65
Brill [9] (2009) 89.46 83.55 86.40
Brill (this paper) 90.00 92.44 92.44 86.05 89.13 98.17 98.18 98.18 98.16 98.17

Tagger

Table 3. Evaluation results — National Corpus of Polish (full tags)

# transformations

Thr® Time (s) Ace. (%)
P1 P2

2 1450 5175.1 2748.0 92.82%

6 632 1422.6 612.2 92.68%

¢ The minimum good(r) — bad(r) of the generated transformations.

Correctness (C) — percent of segments for which the tagger assigned exactly
the same set of tags as the golden standard. Please note that in the IPI PAN
corpus for some segments several tags are marked correct.

Weak correctness (WC) — percent of segments for which the sets of inter-
pretations determined by the tagger and the golden standard are not disjoint.

Precision (P) — percent of tags (given by the morphological analyzer) which
were both chosen by the tagger and the golden standard.

Recall (R) — percent of golden tags which were chosen by the tagger.

F-measure (F) — F = }2,1?;.
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Accuracy (Acc.) — any of the above in the case of the National Corpus of
Polish, which has always one golden tag per segment.

The times in Table [] were obtained on a multiprocessor machine with Xeon
CPUs clocked at 2.4 GHz (with 12MB cache). 6 processes were run. The tag-
ger was compiled in 64-bit mode, which probably negatively impacted perfor-
mance due to almost doubled memory usage (~1.2 GB per process compared to
~0.7 GB in similar 32-bit setup), but this was not verified.

It is also worth noting that only TaKIPI does not disambiguate words not
known to the morphological analyser, even if the input contains a number of
possible morphosyntactic interpretations.

To provide a better insight into the classes of errors generated by the tagger,
detailed statistics are presented in Tables M, Bl and [6l It can be clearly seen
that the most problems the tagger has concern CASE and GENDER. Slightly
fewer errors are reported for NUMBER. This is similar to previous findings and
not unexpected for Polish. Nevertheless, the introduction of lexical elements
in transformation templates gave over 1.5% improvement in accuracy (on the
National Corpus of Polish). Over 60% of all generated transformations do contain
lexical matchers. The vast majority of them is used for determining the correct
CASE by matching nearby segments’ suffixes (see Table [7). Also, they are used
for disambiguating rare flexemic classes like QUB from CONJ.

There are also some categories of errors in the testing corpush, which would
not be disambiguated by a human looking at the same amount of context. Let
us present several examples:

— Long nominal phrases, especially near sentence or subordinate clause
boundaries:

Table 4. Error rates for parts of speech (shown only values > 0.01%)

Expected PoS # errs % toks

subst 3028 0.47% Expected PoS # errs % toks

qub 1658 0.26% prep 471 0.07%
adj 1596 0.25% pred 363 0.06%
ger 1392 0.21% o 320 0'05?
.y S5o 0.10% fin 268 0.04%
adv 597 0.09% pact 208 0.03%
ppas 592 0.08% comp 172 0.03%

Table 5. Error rates for grammatical categories (shown only values > 0.01%)

Category # errs % toks
CASE 21259 3.28%
GENDER 16151 2.49%
NUMBER 4645 0.72%
ASPECT 416 0.06%

ACCOMMODABILITY 193 0.03%
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Table 6. Specific errors in assignment of grammatical categories (top 15 records)

Expected Actual  # errs % toks
CASE(NOM) CASE(ACC) 7188 1.11%
CASE(Acc) cAsg(Nom) 4717 0.73%
GENDER(M1) GENDER(M3) 2543 0.39%
CASE(GEN) CASE(ACC) 2533 0.39%
NUMBER(SG) NUMBER(PL) 2460 0.38%
NUMBER(PL) NUMBER(SG) 2185 0.34%
GENDER(M3) GENDER(M1) 1989 0.31%
GENDER(M3) GENDER(N) 1662 0.26%
GENDER(M1) GENDER(F) 1375 0.21%
GENDER(F) GENDER(M3) 1243 0.19%
GENDER(M3) GENDER(F) 1214 0.19%
GENDER(F) GENDER(N) 1115 0.17%
CASE(GEN) CASE(NOM) 1105 0.17%
CASE(ACC) CASE(GEN) 963 0.15%
GENDER(N) GENDER(M3) 907 0.14%

Table 7. Sample lexical transformations generated by the tagger in the first pass

No. r good(r) bad(r)

Change CASE of preposition from Acc to Loc if it ends

3 with na (in practice this asks for the particular preposi- 2496 113
tion na, in English: on) and one of two following segments
has CASE of Loc.
Change CASE of an adjective from LOC to INST if one of

7 the three following segments has CASE of INST and ends 921 29
with em.

. tego znaku. Zamilowanie do sportu i
. this sign. Passion for sport and ...
Here the underlined word can have either nominal or accusative case.
— Expressions with words like paristwo, which may be either a noun (country)
or a pronoun (formal plural you):
., 0 czym panstwo w tej chwili ...
., what you/the country at the moment ...

This calls for enlarging the lookup context in the future. For example, predicates
like “the nearest segment with part-of-speech P has category C equal X” may be
good candidates for inclusion. This requires extending the vicinity parameter,
and therefore slows down the computations, but may result in better accuracy.

5 Conclusions and Future Work

The paper presents and evaluates a number of techniques designed to adapt Brill
tagger for inflectional languages with large tagsets. Especially adding predicates
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and actions which allow matching or changing values of single grammatical cate-
gories, as well as adding lexical transformations, were the most valuable modifi-
cations of the original algorithm.

It is worth noting that the tagger does not need any linguistic knowledge pro-
vided, except the specification of tagsets and the information about the gram-
matical categories which should be disambiguated in consecutive phases. Rule
templates are not designed for any specific language. Even if some transforma-
tion templates are not suitable for considered language, they may negatively
impact only performance, but not accuracy.

As far as the quality of the new tagger is concerned, the reported numbers
are at least 1.1% higher than for other existing taggers for Polish, although
this should be independently verified. Also, it may be an interesting experiment
to use the tagger for other languages, like Czech or Hungarian (maybe after
inclusion of all lexical transformations proposed by Megyesi [13]). There are also
some other places for improvement not explored yet, namely:

1. Experimenting with different simplified tagsets and more than 2 passes. Tufig
[I1] proposes using an additional reduced tagset to collapse grammatical cat-
egories which are unambiguously recoverable from the lexicon. This reduces
the transformation space, improving performance. Others suggest joining
some parts of speech or values of grammatical categories which have simi-
lar grammatical functions in the first pass, to disambiguate them later. For
example in an intermediate phase one would use the value NOM-OR-ACC for
CASE,

2. Simply enlarging the context of transformation templates may be a good
way to go,

3. Designing transformation templates which look for the nearest segment with
a particular part of speech or value of some grammatical category may im-
prove accuracy.

The full source code of the tagger is available under the terms of the GNU
GPL v3 from its project page: http://code.google.com/p/pantera-tagger/.
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Abstract. Reranking modules of conventional parsers make use of ei-
ther probabilistic weights linked to the production rules or just hand
crafted rules to choose the best possible parse. Other proposals make
use of the topology of the parse trees and lexical features to reorder the
parsing results. In this work, a new reranking approach is presented.
There are two main novelties introduced in this paper: firstly, a new dis-
criminative reranking method of parsing results has been applied using
Conditional Random Fields (CRFs) for sequence tagging. Secondly, a
mixture of syntactic and semantic features, specifically designed for Em-
bodied Conversational Agents (ECAs) interactions, has been used. This
approach has been trained with a Corpus of over 4,000 dialogues, ob-
tained from real interactions of real users with an online ECA. Results
show that this approach provides a significant improvement over the
parsing results of out-of-domain sentences; that is, sentences for which
there is no optimal parse among the candidates given by the baseline
parse.

Keywords: Embodied conversational agents, natural language process-
ing, dialogue systems, sequence tagging, CRF's.

1 Introduction

1.1 Embodied Conversational Agents

Conversational Agents (CAs) can be defined as “communication technologies that
integrate computational linguistics techniques with the communication channel of
the Web to interpret and respond to statements made by users in ordinary natural
language” [I]. Embodied Conversational Agents (ECAs) are empowered with a
human representation that shows some degree of empathy (smiling, showing
sadness, disgust) with the user as the dialogue goes on.

The fact of adding explicit anthropomorphism in Conversational Agents has
some effects over the solution designed:

— A number of the user interactions are actually social dialogue or “small-talk”,
where the users interact with the ECA informally [2]

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAI 6233, pp. 1r 2010.
© Springer-Verlag Berlin Heidelberg 2010



16 E. Acerbi, G. Pérez, and F. Stella

— Users may perceive the combination of embodied characters with advanced
natural language processing techniques and social dialogue strategies posi-
tively. But on the other hand, if the language understanding performance
or the social dialogue strategies behave poorly, users perceive the solution
worse than the equivalent text-only chatbot without any character [3], [4].

Natural language processing for commercial ECAs applications shows some
peculiarities. Usually, customers and service providers come to an agreement
on the set of questions and services that the final users may request to the
ECA. Customers demand optimal performance and fast reaction time over the
previously agreed domain. This implies that these in-domain utterances from
the user have to be accurately parsed, while some degree of flexibility can be
tolerated in the rest of the sentences. A common approach to cope with these
requirements is to divide the lexical items into two groups: those that belong
to the agreed Corpus and the rest of the words. The first group is configured
using domain specific semantic labels while the second one is assigned common
syntactic categories.

Similarly, the production rules at grammar level are semantically oriented
for the sentences included in the ECA’s Corpus and syntactically oriented for
utterances that don’t belong to the ECA’s Corpus.

This work has been trained over a set of 4,000 sentences from real users to an
online ECA. The application domain is a Corpus of common questions asked to
the customer service of a furniture retail company. Examples of these questions
are:

1. What are your opening hours?
2. How much does a sofa cost?

Along with the retail specific questions, there is a wide coverage of general
questions included. These questions include flirting interactions, insults, compli-
ments and general knowledge (politics, sport, etc.). This coverage is treated as
part of the domain configuration and is known as the “social configuration” or
“personality” of the ECA.

1.2 Related Work

The idea of discriminative reranking of parsing results is not new. In [5], [6] the
authors propose a reranking process over the parsing results using a Maximum
Entropy approach. Also Collins [7] propose a similar strategy making use of
Markov Random Fields and boosting approaches, achieving significant improve-
ment on error rate over the baseline system performance.

The approaches detailed in those papers are based on lexical and syntactic
features describing the components of the parse tree and their syntactic relation-
ship. The reranking layer is applied over a set of candidates which are obtained
with a classical generative parser.

In [§] an application of the previous proposals for semantic parsing is de-
scribed. In addition to the purely syntactic features, the authors include semantic
features on the reranking process, obtaining partial improvements.
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In this paper radical a different strategy is proposed: all parse tree structure
is ignored and only terminal symbols are taken into account. To our knowledge,
there is no previous work on reranking parsing results making use of sequence
labeling as reranking method.

1.3 Generative Parser

The approach hereby described relies on a set of candidate parsing results pro-
vided by a generative parser. The parser used in the experiments was [9], [10], a
unification grammar based context free parser inspired in the Lexical Functional
Grammar formalism [I1]. The parsing results are therefore provided by means
of two different structures: the F-structure and the C-structure. The first one is
a set of language independent attribute—value pairs while the second one is the
language—dependent parse tree.

Regarding the parsing strategy, the previously described mixture syntactico-
semantic approach has been followed: semantically oriented lexical and gram-
matical description for the domain and personality Corpora, and a syntactically
oriented configuration for the other utterances. When the parser provides a parse
with plain syntactic labels of an incoming sentence, the ECA uses it to look up
the customer’s web site for pages where the mentioned terms are included. On
the other hand, when the parser provides a parse with semantic labels, the ECA
returns the appropriate preconfigured answer with that representation or engages
in a subdialogue with the user.

The baseline system make use of a set of heuristic domain-independent rules to
choose the best candidate. These rules take into account the tree structure of the
parsing results. Some of the rules are specifically designed for ECAs interactions.

2 Conditional Random Fields

CRFs are probabilistic undirected graphical models. Each vertex of the CRF
represents a random variable whose distribution is to be inferred, and each edge
represents a dependency between two random variables. X is the sequence of
observations and Y is the sequence of unknown state variables that needs to
be inferred based on the observations. In the application hereby described, X
is formed by all the words of the sentence, while Y is the sequence of their
corresponding labels. CRF's are especially suitable for sequence labeling problems
since independence assumptions are made among Y but not among X. Thats
is, CRFs allow the use of strong interdependent and overlapping features, as
required by sequence labeling problems.

Formally, CRFs can be defined as follows [12]: Let G = (V, E) be a graph such
that Y = (Yy)vev, so that Y indexed by the vertices of G. Then (X,Y) is a
conditional random field in case, when conditioned on X, the random variables
Y, obey the Markov property with respect to the graph: p(Y,|X, Yy, w#v) =
p(Y,| X, Yy, w~v), where w ~ v means that w and v are neighbors in G. The
likelihood probability for the CRF model 8 is calculated in this way: pg(y | x) =
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exp Z )\kfk(eay |67X) + Z ngk(vay |vvx) (1)

e€E.k vEV,E

Notice that A and p represent the model’s parameters and f and g represent the
feature functions that are provided to the model in the training phase.

3 A New Approach

3.1 Parse Trees as Lexical Sequences

A key observation that allows this new approach is the fact that no pair of
alternative trees provided by the generative parser share the same sequence
of lexical categories. This statement is true because the syntactic ambiguity
is locally solved by the baseline parser before providing the alternative trees
to the reranking module. In other words, to distinguish one parse tree from
another, one can just look at the categories assigned to each word in the sentence.
Therefore, the problem of finding the optimal parse boils down to finding the
optimal assignment of the lexical category for each word in the sentence, among
those given by the parser. Thus, a new parse tree sequence representation is
proposed. The problem of reranking parsing results is therefore reduced to a
word-category assignment: the new problem is to find the best assignment for
the whole sentence, which is a typical sequence labeling problem.
The sequence labeling problem is faced with up to 223 different labels:

— 13 classical syntactic lables (noun, verb, etc.)
— 210 domain specific semantic labels (furniture, price, etc.)
— 2 additional labels:
e One to describe the lexical items not included in the best alternative.
e One to identify the lexical items not included in the best alternative abut
located in the middle of two partial sequences.

3.2 New Problem Characteristics

The reranking approach described in this paper is conditioned by the following
issues:

— The parser handles a mixture of syntactic and semantic lexical categories and
grammar production rules, with overlapping syntactic-semantic alternative
trees.

— The reranking algorithm must face an elevated tagset dimension with 223
different labels. High dimensional tagsets like this one could make the prob-
lem intractable.
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4 The Proposed Solution

4.1 Theory

The strategy to keep the problem tractable despite the tagset dimension is based
on helping the model in two major ways. The first one is through the introduction
of highly informative features in order to reduce the tagset dimension for every
specific word. This goal is achieved by exploiting a priori knowledge about a
term. Secondly, the model prediction is driven; the model is not asked to directly
predict the correct label sequence: instead, the likelihood of every sequence is
used for optimal selection. Additionally, the training set size is high enough to
ensure the presence of “past cases” for every label in the tagset.

Since words in a sentence are strongly interdependent, the solution has to be
able to model dependencies between entities; moreover, words can be linked to a
big set of features that can help classification, but dependencies may exist also
between features.

One of the most well-known approaches to sequence labeling is Hidden Markov
Models [13]. The potential problem using HMMs is that they calculate p(x | y),
where x is the word, and y is the label. The point is that what really needs to
be modeled is p(y | z). A solution can be Maximum Entropy Markov Models
(MEMM), where p(y | z) is calculated using a maximum entropy model. But
MEMM can suffer the label bias problem.

CRFs are a suitable model for the task at hands, since they do not suffer the
label bias problem; they are not per-state normalized like MEMMs: instead of
being trained to predict each label independently, they are trained to get the
whole sequence correctly.

4.2 Implementation

Offline. Due to the specificity of the problem, the creation of an ad hoc training
set has been necessary in order to take into account domain-dependent semantic
categories. The training set is formed by a Corpus of over 4,000 dialogues of
Human-ECAs interactions and all the alternative parse trees for every sentence.

During the offline phase, the correct alternative has been manually tagged for
every sentence. The tagging process was done by choosing among a set of sequence-
like representation of the parse trees. The tagger application graphically shows, for
each sentence, all the possible sequences of lexical categories and allows to select
the best sequence or the best combination of sequences. Figure[2 shows a screen-
shot of the application.

If the sequence selected does not include all the words in the sentence, the ex-
cluded words are labelled as Not Used. Sometimes the correct parse tree of a sen-
tence is captured by a combination of two or more partial sequences. In order to
prevent the bad tendency of the model to predict too many words as Not Used,
words between two partial sequences are classified as Link. Thus the model learns
to distinguish between words that can be ignored, namely Not Used, and words
that are functioning as a bridge between partial sequences, namely Link. Figure
Bl shows the merging of the two partial sequences selected in Figure[2l
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Fig. 1. Offline processing of the proposed approach

Sentences can be classified in two main categories:

— In-domain sentences: Sentences for which an optimal full-parse sequence
or an optimal combination of partial sequences can be obtained among the

candidates given by the baseline parser.
— Out-of-domain sentences: Sentences for which an optimal full-parse se-

quence or an optimal combination of partial sequences can not be obtained
among the candidates given by the baseline parser.

Both kinds of sentences were tagged, but only in-domain sentences were used

to train the model.
The following table provides some data about the distribution of in-domain

and out-of-domain sentences in the dataset:
Number of Sentences Number of Words Average length
4,096 32,134 8.2

In-domain
1,011 15,712 13.8

Out-of-domain

Besides these two groups, extremely bad formed sentences were classified as No
Parse and discarded in the training phase (5% of the total amount of analyzed

sentences).
The tagging application allows the user to choose the correct sequence in
a time between 5 and 15 seconds approximately, depending on the sentence

complexity. The final average tagging rate was 100 sentences per hour; the entire

tagging process took over 50 hours.
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Fig. 3. Merging sequences in a unique global sequence

The MALLET library [14] was used for building the CRF model and has been
modified to obtain the likelihood associated with each candidate. The model was
validated with a 5-fold cross validation; details about the dataset are provided
in the Experimental Results section.

Online. The online phase refers to the real interactions between the ECA and a
user. Figured shows the way the CRF model is used at running time: the natural
language sentence provided by the user is analyzed by the baseline parser and a set
of candidate sequences is returned. At this point, all possible combinations of par-
tial sequences have to be generated and added to the original set of candidates. The
CRFs model trained in the offline phase returns the likelihood probability associ-
ated with each candidate sequences. The highest likelihood sequence is identified
as the optimal one, and the related c-structures (one or more) chosen.

Features. As previously mentioned, a set of highly informative features was
introduced in order to limit the number of possible labels for a specific word.
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Fig. 4. Online processing

If it is known that word z can be classified only as tagi, tags, tags and tagy and

this information is properly introduced into the model, it allows the model to

focus the prediction on the specific subset, ignoring remaining label assignments.
Three kind of features were used:

— The root or lemma of the word.

— Word related features: the highly informative features described above. They
consist of a large set of binary features indicating if the word belongs or not
to a specific subdictionary. For example, if the word beautiful appears in the
nouns, adjectives and compliments dictionaries, the corresponding binary
features are set to true. This implies that the word can be classified as noun,
adjective or as the semantic tag compliments.

— Sentence related features: introduced to support the diffusion of relevant
pieces of information along the whole sentence. This kind of features is used
to identify some potentially relevant semantic elements in the sentence. CRF's
natively promote information flow through the graph, however performance
improvements were experienced using this kind of features.

5 Experimental Results

As previously explained, only in-domain sentences were used to train the model,
but both in-domain and out-of-domain sentences were used to test. For the out-
of-domain inputs, the model is expected to choose a correct syntactic parse tree
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which includes all the relevant terms in the sentence. The presence of the main
concepts in the syntactic tree is a key factor since the ECA will use them to
search in the host web page.

To reduce risk of overfitting, a 5-fold cross validation was applied on the in-
domain dataset. The in-domain dataset, consisted of 4,096 propositions and was
divided into 5 subset of approximately 820 sentences each. Each time, one of the
5 subsets was used to test while the remaining 4 subsets were used to train. In
this way, each sentence in the dataset was used to test exactly once and 4 times to
train. The k-fold technique for performance estimation is computationally very
expensive but allows to obtain a more accurate estimate of true accuracy than
classical hold-out methods. Out-of-domain sentences were tested using a model
trained with the whole in-domain dataset. The best results have been obtained
by setting the CRF’s window size to 7; the number of tokens representing context
surrounding a word.

An Intel Quad Core Q9400 2.66 GHz machine with 4,096 MB of RAM was
used to train the model. Training required a very long time to converge, before
introduction of phrase-based features, about 90 hours were necessary to train
with the whole in-domain dataset. After the introduction of this kind of features,
traning time decreased to about 40 hours. During the experiments, a real risk
of local minima was detected.

Performance of both rule based (baseline) and CRF's based reranking systems
were evaluated in terms of accuracy, F-measure, precision and recall. The Table
1 shows the baseline rule system performance: rules perform well on in-domain
sentences, while on out-of-domain sentences, the performance dramatically drops
by losing 13,18% on accuracy and 8,89% on F-measure. Accuracy was calculated
among the whole set of 223 categories, while precision, recall and F-measures
were calculated only for those categories that occurred more than 20 times in
the dataset.

Table 1. Baseline rule-based system performance

Accuracy F-measure Precision Recall

In-domain 86.59%  92.77%  95.32% 90.35%
Out-of-domain 73.41%  83.88%  85.78% 82.06%
Mixed 80.00%  88.32%  90.55% 86.21%

The CRFs based reranking performance is depicted in Table 2; CRF's perform
worse than the baseline system when in-domain sentences are considered, while
they perform better than the baseline system when out-of-domain sentences
are considered. In this case CRFs significantly improve the baseline system by
obtaining a 5.21% increase on accuracy and a 4.98% increase on F-measure.

Table 3 shows the performance evolution in relation to the training set size.
Due to considerable computational costs, 5-fold cross validation was applied only
for the biggest training set; the remaining were tested with a simple hold-out
technique. It is worthwhile that each training set in the table isn’t a new training
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Table 2. CRFs-based Reranking performance

Accuracy F-measure Precision Recall

In-domain 80.64%  87.21%  90.49% 84.15%
Out-of-domain 78.62% 88.86%  89.76% 87.98%
Mixed 79.63% 88.03%  90.12% 86.07%

Table 3. Performance evolution on different training set sizes

Training set size Mixed Accuracy Mixed F-measure
800 51.74% 59.16%
1,756 64.43% 76.12%
2,480 72.09% 81.70%
3,600 77.09% 87.14%
4,096 79.63% 88.03%

90
85
80
75

70
== Mixed Accuracy

65 == Mixed F-measure

60
55

50
800 1756 2480 3600 4096

Training set size

Fig. 5. Performance evolution on different training set sizes

set, but only an extended version of the previous one. Figure [§] shows how the
performance improvements are slowly getting smaller as the training set size
increase and is essentially stable around 4,000 sentences.

6 Conclusions

The performances achieved by the baseline system and the new proposal are
quite mirrored: rule-based performance results are better for the in-domain sen-
tences, while CRF's are better for the out-of-domain ones. The reason why CRF's
outperforms the baseline system on out-of-domain sentences is mainly because
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they learn which terms are relevant for this particular domain, even if they are
to be parsed within a syntactic tree. On the other hand, the baseline system has
no semantic knowledge when trying to rerank syntactic parse trees.

The CRFs approach on its own would provide similar results to the baseline
system in terms of the overall performance. However, the baseline approach
is still more suitable for this particular ECAs application since, as previously
explained, in-domain parsing failures are more harmful than out-of-domain ones.

But the work hereby described is not useless. Actually the results presented
in the previous section clearly suggest that a combination of both approaches
(rule-based for the in-domain sentence and CRFs for the out-of-domain ones)
would very much increase the overall performance of the system.

Moreover, the relative importance of both approaches depends on the partic-
ular domain evaluated. In section a division in-domain versus out-of-domain
sentences of 80/20 was detailed. This percentage is very much dependant on the
domain and the particular coverage of the ECA application. CRFs based ap-
proach would be more suitable for applications with higher out-of-domain input
sentences percentage.

7 Future Work

The best way to make use of this approach is by combining it with the baseline
rule-based one. There are two alternative approaches to accomplish this:

— Placing a filtering module before both models. This module will decide if the
input sentence is an in—domain one, therefore calling the rule based model,
or an out—of-domain one, calling the CRFs model.

— Calling the CRFs model always and defining a likelihood threshold above
which, the CRF solution is discarded and the rule based model is used.

A major concern of the CRFs model described in this paper is the need of
a big corpus of input sentences and the man hours needed to tag them. These
elements are particularly relevant in the case where the model is to be used
for real world applications. Future research directions should focus not only on
performance improvement but also on these practical issues.
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Abstract. This paper presents a system which uses Natural Language
Processing techniques to generate multiple-choice questions. The system
implements different methods to find distractors semantically similar to
the correct answer. For this task, a corpus-based approach is applied to
measure similarities. The target language is Basque and the questions
are used for learners’ assessment in the science domain. In this article we
present the results of an evaluation carried out with learners to measure
the quality of the automatically generated distractors.

Keywords: NLP for educational purposes, semantic similarity,
distractor.

1 Introduction

The generation of Multiple-Choice Questions (MCQ), one of the measures used
for formative assessment, is difficult and time consuming. The implementation
of a system capable of generating MCQs automatically would reduce time and
effort and would offer the possibility of generating a great amount of questions
easily. In our proposal, we use Natural Language Processing (NLP) techniques
to construct MCQs integrated in didactic resources.

There are different NLP-based approaches which have proved that the auto-
matic generation of multiple-choice questions is viable. Some of them focus on
testing grammar knowledge for different languages, such as English [I] or Basque
[2]. Others apply semantic features in order to test general English knowledge
[Bl, M] or knowledge of specific domains [0]. Our work is focused on the auto-
matic generation of MCQ in a specific domain, i.e. science domain. The target
language is Basque.

The objective is to offer experts a helping tool to create didactic resources.
Human experts identified the meaningful terms (i.e. words) of a text which were
to be the blanks of the MCQs. Then, the system applied semantic similarity
measures and used different resources such as corpora and ontologies in the
process of generating distractord]. The aim of this work is to study different

! The incorrect options of the MCQs.

H. Loftsson, E. Régnvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAT 6233, pp. 27 2010.
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methods to automatically generate distractors of high quality. That is to say,
distractors that correspond to the vocabulary studied by learners as part of the
curricula.

As there must be only one possible answer among the options of each MCQ),
experts had to discard those distractors that could form a correct answer. Our
purpose was to evaluate the system itself by means of an evaluation in a real
situation with learners. The results of a test exercise was used to measure the
quality of the automatically generated distractors. The evidence provided by the
results will be used to improve the methods we propose.

The paper is organised as follows: section [2] explains the scenario to generate
and analyse the questions. The methods we have used to generate distractors are
explained in section Bl Section [ presents the experimental settings and section [5
shows the results obtained when evaluating the questions with learners. Finally,
section [0l outlines some conclusions and future work.

2 Design of the Scenario

We designed an experiment in which most of the external factors which could
have an influence on the evaluation process were controlled.

The multiple-choice questions were presented to learners together with the
whole text. Each MCQ is a stem and a set of options. The stem is a sentence
with a blank. Each blank presents different options, being the correct answer
the key and the incorrect answers the distractors. Example 1 shows an example
of MCQs in the context of use.

Ezxample 1. Espazioan itzalkin erraldoi bat ezartzeak, bestalde, Lurrari ...6... eg-
ingo lioke, poluitu gabe. Siliziozko milioika disko ...7... bidaltzea da ikertzaileen
ideia. Paketetan jaurtiko lirateke, eta, behin diskoak zabalduta, itzalkin-itzurako
egitura handi bat osatuko lukete. Hori bai, ...8... handiegiak izango lituzke

6 a. babes b. aterki c. defentsa d. itzala
7 a. unibertsora b. izarrera c. galaxiara d. espaziora
8 a. kostu b. prezio c. eragozpen d. zailtasun

The process of generating and analysing the questions consists of the following
steps:

— Selection of the texts: experts on the generation of didactic resources selected
the texts on an specific domain, taking into account the level of the learners
and the length of the texts.

— Marking the blanks: the terms to be considered as keys had to be relevant
within the text. The marking was carried out manually.

— Generation of distractors: for each stem and key selected in the previous
step, distractors were generated.

— Choosing the distractors: experts had to verify that the automatically gen-
erated distractors could not fit the blank.

2 6 a. protection b. umbrella c. defense d. shadow.
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— Evaluation with learners: each learner read the MCQs embedded in a text
and chose the correct answer among 4 options.

— Item Analysis: based on learners’ responses, an item analysis process was
carried out to measure the quality of the distractors.

3 Distractor Generation

When generating distractors, the purpose is to find words which are similar
enough to the key but which are incorrect in the context (to avoid the generation
of more than one correct answer).

We wanted to generate questions to test the knowledge on a specific domain,
i.e. the science domain. The implemented methods are based on similarity mea-
sures. For that, the system employs the context in which the key appears to
obtain distractors which are related to the it.

3.1 Word Space: Latent Semantic Analysis

Similarity measures are usual in different NLP applications such us in generat-
ing distractors. Two main approaches are used: knowledge-based methods and
corpus-based methods. In fact, some researches employ WordNet to measure se-
mantic similarity [4], others use distributional information from the corpus [6]
and finally, there are some studies which exploit both approaches [5].

Measuring similarity for minority languages has some limitations. The main
difficulty when working with such languages is the lack of resources. In our case,
the main knowledge-based resource for Basque [7] is not finished yet: the Basque
WordNetf is not useful in terms of word coverage, as it has 16,000 less synsets
for nouns than WordNet 3.0. As a consequence, we decided to choose as the
starting point a corpus-based method to carry out the experiments. Nonetheless,
we also used a knowledge-based approach to refine the distractor selection task
(cf. Section B.2I).

The system uses context-words to compute the similarity deploying Latent
Semantic Analysis (LSA). LSA is a theory and method for extracting and repre-
senting the meaning of words [§]. It has shown encouraging results in a number of
NLP tasks such as Information Retrieval [9JI0] and Word Sense Disambiguation
[11]. It has also been applied in educational applications [§] and in the evaluation
of synonym test questions [12].

Our system makes use of Infomap software [L3]. This software uses a variant
of LSA to learn vectors representing the meanings of words in a vector-space
known as WordSpace. In our case, it indexes the documents in the corpora it
processes and performs word to word semantic similarity computations based on
the resulting model. As a result, the system extracts the words that best match
a query according to the model.

Build Word Space and Search: As the MCQs we work with are focused on
the science domain, the collected corpus consists of a collection of texts related

3 Nouns are the most developed ones.



30 I. Aldabe and M. Maritxalar

to science and technology [I4]. The corpus is composed of two parts. For this
work, we used the balanced part (3 million words) of the specialised corpus.

In the process of building the model, the matrix was created from the lemma-
tized corpus. To distinguish between the different categories of the lemmas, the
matrix not only took into account the lemma but also its category. The matrix
contains nouns, verbs, adjectives and adverbs.

Once we obtained the model based on the specialised corpus, we had to set
the context to be searched. After testing different windows, we set the sentence
as the context.

3.2 Methods for Distractor Generation

The words found in the model were the starting point to generate the distrac-
tors for which different methods can be applied. The baseline method (LSA
method) is only based on the output of LSA. The rest of the methods combine
the output of the model with additional information to improve the quality of
the distractors.

LSA Method: The baseline system provides InfoMap with the whole sentence
where the key appears. As candidate distractors the system offers the first words
of the output which are not part of the sentence and match the same PoS. In
addition, a generation process is applied to supply the distractors with the same
inflection form as the key.

LSA & Semantics & Morphology: One of the constraints here is to avoid
the possibility of learners’ guessing the correct choice by means of semantic and
morphology information.

Let us see as an example a question whose stem is “Istripua izan ondoren, ....
sendatu ninduen” (After the accident, .... cured me) the key is medikuak (the
doctor) and a candidate distractor is ospitalak (the hospital). Both words are
related and belong to the same specific domain. Learners could discard ospitalak
as the answer to the question because they know that the correct option has to
be a person in the given sentence. The system tries to avoid this kind of guessing
by means of semantic information. Therefore, applying this method, the system
does not offer ospitalak as a candidate distractor.

The system uses two semantic resources:

a) Semantic features of common nouns obtained with a semiautomatic method
[15]. The method uses semantic relationships between words, and it is based
on the information extracted from an electronic monolingual dictionary. The
extracted semantic features are animate, human, concrete etc. and are linked
to the entries of the monolingual dictionary.

b) The Multilingual Central Repository (MCR) which integrates different local
WordNets together with different ontologies [16]. Thanks to this integration,
the Basque words acquire more semantic information to work with. In this
approach, the system takes into account the properties of the Top Concept
Ontology, the WordNet Domains and the Suggested Upper Merged Ontology
(SUMO).
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In a first step, this method obtains the same candidate distractors as the
LSA method and then it proposes only those which share at least one semantic
characteristic with the key. To do so, the system always tries to find firstly the
entries in the monolingual dictionary. If they share any semantic feature, the
candidate distractor is proposed; if not, the system searches the characteristics
in MCR, which works with synsets. By contrast, the output of Infomap are
words. In this approach, we have taken into account all the synsets of the words
and checked if they share any characteristic. That is, if a candidate distractor
and the key share any characteristic specified by the Top Concept Ontology, the
WordNet Domains or SUMO, the candidate distractor is suggested.

One might think that after obtaining distractors which share at least one
semantic characteristic with the key, the system does not need any extra infor-
mation to ensure that they are valid distractors. However, working with all the
senses of the words may yield not valid distractors in terms of semantics. More-
over, there are some cases in which two words share a semantic characteristic
induced from MCR but which would not be suitable distractors because of their
morphosyntax.

In the last step, the method takes the candidate distractors which share at
least one semantic characteristic with the key and it takes into account mor-
phosyntax.

Basque is an agglutinative language in which suffixes are added to the end
of the words. Moreover, the combination of some morphemes and words is not
possible. For instance, while the lemma “ospital” (hospital) and the morpheme
“-ko” form the word “ospitaleko” (of the hospital), it is not possible to combine
the lemma “mediku” (doctor) with the suffix “-ko”, since “-ko” is only used to
express the locative genitive case with inanimate words.

As the input text is previously analysed by a morphosyntactic analyser, the sys-
tem distinguishes the lemma and the morphemes of the key. It identifies the case
marker of the key and it generates the corresponding inflected word of each candi-
date distractor using the lemma of the distractor and the suffix of the key as basis.

Once distractors are generated, the system searches for any occurrence of the
new inflected word in a corpus. If there is any occurrence, the generated word be-
comes a candidate distractor. The searching is carried out in a Basque newspaper
corpus which is previously indexed using swish-d] to ensure a fast search.

That certain words do not appear in the corpus does not mean that they are
incorrect. Those distractors that do appear in the corpus will be given preference
over distractors of common usage.

In this step, the system tries to avoid candidate distractors which the learners
would reject based on their incorrect morphology.

LSA & Specialised Dictionary: The third method combines the information
offered by the model and the entries of an encyclopaedic dictionary of Science
and Technology for Basque [I7]. The dictionary comprises 23,000 basic concepts
related to Science and Technology divided into 50 different topics.

* http://swish-e.org/
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Based on the candidate distractors generated by the LSA method, the system
searches in the dictionary the lemmas of the key and the distractors. If there is an
appropriate entry for all of them, the candidate distractors which share the topic
with the key in the encyclopaedic dictionary are given preference. Otherwise,
the candidate distractors with an entry in the dictionary take preference in
the selection process. In addition, those candidates which share any semantic
characteristic (cf. B:2)) with the key have preference to be suitable distractors.

LSA & Knowledge-based Method: This method is a combination of corpus-
based and knowledge-based approaches to measure the similarities. Similarity is
computed in two rounds. First the system selects the candidate distractors based
on LSA and then, a knowledge-base structure is used to refine the selection.

The knowledge-based approach [I8] uses a graph-based method based on
WordNet, where the concepts in the Lexical Knowledge Base (LKB) represent
the node in the graph, and each relation between concepts is represented by an
undirected edgd’. Given an input piece of text, this approach ranks the concepts
of the LKB according to the relationships among all content words. To do so,
Personalized PageRank can be used over the whole LKB graph: given an input
text, e.g. a sentence, the method extracts the list of the content nouns which
have an entry in the dictionary and relates them to LKB concepts. As a result
of the PageRank process every LKB concept receives a score. Therefore, the re-
sulting Personalized PageRank vector can be seen as a measure of the structural
relevance of LKB concepts in the presence of the input context. In our case, we
use MCR 1.6 as the LKB and Basque WordNet as the dictionary.

The method is defined as follows: Firstly, the system obtains a ranked list
of candidate distractors based on the LSA model. Secondly, the Personalized
PageRank vector is obtained for the stem and the key. Thirdly, the system applies
the graph-based method for 20 candidate distractors in the given stem. Finally,
the similarities among vectors computed by the dot product are measured and
a reordering of the candidate distractors is obtained.

4 Experimental Settings

A group of experts chose five articles from a web sitdd that provides current and
updated information on Science and Technology in Basque. As selection criteria,
they focused on the length of the texts as well as the appropriateness to the
learners’ level. First of all, the experts marked the blanks of the questions and
then the distractors were automatically generated. To identify the best method to
generate distractors, we designed different experiments where the system applied
all the explained methods for each blank and text.

Blanks: Experts who work on the generation of learning material were asked
to mark between 15 and 20 suitable terms in five texts to create multiple-choice

® The algorithm and needed resources are publicly available at
http://ixa2.si.ehu.es/ukb

5 www.zientzia.net
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questions. The blanks were manually marked because the aim of the experiment
was to evaluate the quality of the distractors in a real situation. When proceed-
ing, the experts did not follow any particular guidelines but followed the usual
procedurd]. The obtained blanks were suitable in terms of the appropriateness
of the science domain and the stems.

In all, 94 blanks were obtained. As we did not give them any extra informa-
tion for the marking process, experts marked as keys nouns, verbs, adjectives
and adverbs. However, our study from a computational point of view aimed
at generating nouns and verbs. 69.14% of the obtained blanks were nouns and
15.95% verbs. This shows that the idea of working with nouns and verbs makes
sense in a real situation.

Distractors: The distractors were automatically generated for each blank and
method. In the case of the nouns, the four mentioned methods were applied and
in the case of the verbs, two methods were applied: the LSA method and the
LSA & specialised dictionary method.

As the distractor generation task is completely automatic, the possibility of gen-
erating distractors that are correct in the given context had to be considered. That
is why before testing them with learners the distractors were manually checked.

For each method, we provided experts with the first four candidate distractors.
We had foreseen to reject the questions which had less than three appropriate
distractors. However, in all the cases three valid distractors were obtained. Just
0.95% of the distractors could be as suitable as the key and 3.25% were rejected
as dubious.

For each selected text, we obtained four tests (corresponding to the four meth-
ods). Moreover, a fifth test was manually made by experts, who created three
different distractors for each blank semantically close to the keys. It is important
to point out that the experts did not have any information about the distrac-
tors obtained from the automatic process. Finally, the manually built tests were
compared to the automatically generated ones.

Schools and Learners: Six different schools took part in the experiment. The
exercise was presented to the learners as a testing task and the teachers were
not familiar with the texts until they handed out the test to their students.

In all, 266 learners of Obligatory Secondary Education (second grade) par-
ticipated in the evaluation. They had a maximum of 30 minutes to read and
complete the test. The test was carried out in paper in order to avoid all noisdd.
249 of the learners completed the test and their results were used to analyse the
items (questions) (see section [{).

After finishing the testing, an external supervisor collected the results of the
exercise in situ.

" In this step, the evaluation was blind.

8 We did not apply the remaining methods because the verbs in the Basque WordNet
need of manual revision.

9 We did not want to evaluate the appropriateness of any computer assisted
assessment.
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5 Results

By means of this evaluation we intended to improve the automatic methods
explained in section 3. The item analysis method was the basis of our evaluation.

The item analysis method reviews items qualitatively and statistically to iden-
tify problematic items. The difference between both reviews is that the qualita-
tive method is based on experts knowledge and that the statistical analysis is
conducted after the items have been given to students. This paper is focused on
the statistical analysis. We have used R free software environmentd for statis-
tical computing and graphics of the learners’ results.

5.1 Item Analysis and Distractor Evaluation

The analysis of item responses in a quantitative way provides descriptions of
item characteristics and test score properties among others. There are two main
theories to address the problem: Classical Test Theory (CTT) and Item Response
Theory (IRT). Both statistical theories have been already used in the evaluation
of the automatic generation of distractors [3], [5].

In this experiment, we explored item difficulty, item discrimination and dis-
tractors’ evaluation based on CTT as [5] did. However, the results obtained by
them and our results are not comparable since they test the MCQs separately
and we test them within a text.

Item difficulty: The difficulty of an item can be described statistically as the
proportion of students who can answer the item correctly. The higher the value
of difficulty, the easier the item.

Item discrimination: a good item should be able to discriminate students with
high scores from those with low scores. That is, an item is effective if those with
high scores tend to answer it correctly and those with low scores tend to answer
it incorrectly.

The point-biserial correlation is the correlation between the right/wrong scores
that students receive on a given item and the total scores that the students re-
ceive when summing up their scores across the remaining items. A large point-
biserial value indicates that students with high scores on the overall test are also
answering the item correctly and that students with low scores on the overall
test are answering the item incorrectly. The point-biserial correlation is a com-
putationally simplified Pearson’s r between the dichotomously scored item and
the total score. In this approach, we use the corrected point-biserial correlation.
That is, the item score is excluded from the total score before computing the
correlation. This is important because the inclusion of the item score in the to-
tal score can artificially inflate the point-biserial value (due to correlation of the
item score with itself).

There is an interaction between item discrimination and item difficulty. It
is necessary to be aware of two principles: very easy or very difficult test items
have little discrimination and items of moderate difficulty (60% to 80% answering

10 http:/ /www.r-project.org/
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correctly) generally are more discriminating. Item difficulty and item discrimi-
nation measures are useful only to help to identify problematic items. Poor item
statistics of the results should be put down to ineffective distractors.

Distractor evaluation: to detect poor distractors, the option-by-option re-
sponses of high-scored and low-scored learners groups were examined. To this
purpose, two kind of results will be presented in the next section: the number of
distractors never chosen by the learners and a graphical explanation of the used
distractors.

5.2 Interpreting the Results of the Tests

Table 1 shows the average of item difficulty and item discrimination results
obtained for all the items in a text. The table shows the results for the manually
and automatically generated tests.

In the case of item difficulty, each row presents the item difficulty index to-
gether with the standard deviation, as well as the percentage of easy and difficult
items. In this work, we have marked an item to be easy if more than 90% of
the students answer it correctly. On the other hand, an item is defined as diffi-
cult when less than 30% of the students choose the correct answer. The results
shown for the manually generated test are promising (near 0.5), and there is not
significant differences among the automatic methods. All of them tend to obtain
better results with the second text and tend to create easy items.

The results of item discrimination take into account the responses of the
high-scoring and low-scoring students. The high-scoring group is the top 1/3
of the class, and the low-scoring group comprises students with test scores in
the bottom 1/3 of the class. Regarding item discrimination, the corrected point-
biserial index with its standard deviation as well as the percentage of items with
negative values are shown in the table.

Even though all the results obtain a positive mean (a value of at least 0.2 is
desirable), in 8 out of the 10 cases negative point-biserial indexes are obtained.
These negative values represent the percentage of items correctly responded
by a higher number of low-scored students than high-scored ones. To identify
the reasons underlying these results we study the option-by-option responses of
high-scored and low-scored groups. Such study led us to evaluate the distractors
themselves.

Figure [Il shows in a graphic way the distribution of the distractors among
the low-scored and high-scored groups. The x axe represents the number of low-
scored students selecting a distractor and the y axe represents the number of
high-scored ones. In this experiment we have studied the results related to 108
distractors, limiting the number of students per test to 20.

Regarding the number of different distractors, in the case of the manually
generated distractors, 83 (76.85%) out of the 108 distractors were chosen. In the
cases of the automatically generated distractors the results were 64 (59.26%) for
the LSA method, 54 (50.00%) for the LSA & semantics & morphology method,
67 (62.04%) for the LSA and & encyclopaedic dictionary method and 60 (55.56%)
for the LSA & knowledge-based method.
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Table 1. Item Analysis

Difficulty Item Discrimination
Ttem Difficulty Easy Difficult Corrected Point-biserial Neg.
LSA Textl 0.79 (+£0.18) 29.41% 0.00% 0.22 (£0.25) 17.65%
Text2 0.67 (£0.20) 5.26% 5.26% 0.10 (£0.21) 31.58%
LSA & sem. & morph.  Textl 0.83 (+£0.15) 35.29% 0.00% 0.26 (£0.16) 0.00%
Text2 0.71 (£0.21) 21.05% 10.53% 0.30 (£0.15) 5.26%
LSA & spec. dictionary Textl 0.70 (£0.23) 17.65% 11.76% 0.22 (:tO 14) 5.88%
Text2 0.66 (£0.22) 5.26% 5.26% 0.22 (£0.35) 26.32%
LSA & Knowledge-based Textl 0.76 (£0.22) 23.53% 11.76% 0.33 (£0.30) 11.76%
Text2 0.68 (+£0.19) 26.32% 15.79% 0.41 (£0.19) 0.00%
Manually generated Textl 0.66 (£0.23) 0.00% 5.88% 0.13 (+0.21) 23.53%
Text2 0.46 (+£0.26) 0.00% 36.84% 0.14 (iO 21) 21.05%
Manually generated Automatically generated Automatically generated
“1 * 1 + LSA | | “1 + LSA & DICT
. " « LSA & SEM ﬂ.\fOHPK el | * LSA & UKB
g£- . . g- H
Rt | It
Boade . . . - * é‘ - 4 *
- L] L] - -1% # * + + - 1% # #* 1 y +
. . . . . e LI * K * a =1 * k¥ *
[ o r 1 e s s o 1+ 3 %+ a4
low sconed group low sconed group low sconed graup

Fig. 1. Distractors Evaluation. * is used when both methods share the point.

Based only on the selected distractors, this last method gives the best results
in relation to the percentage of distractors that discriminates positively among
the low and high-scored groups: 90.00% (54 out of 60). The distractors ob-
tained by the LSA & semantics & morphology method discriminated positively
in 87.04% of the cases, the LSA & dictionary method in 79.10% of the cases, the
LSA method in 76.56% of the cases and the manual method in 75.90% of the
cases. In a graphic way, the distribution of the low-right side of the graphics can
be interpreted as the set of good distractors.

The distribution of the high-left side of the graphics represents distractors
that have to be revised because they confuse high-scored students and do not
confuse low-scored learners. The reason could be that low-scored learners have
not enough knowledge to be confused. Looking at the results of the methods, the
LSA method tend to confuse more than the other methods (14.06%), followed by
the manual method (12.05%), the LSA & dictionary method (11.94%), the LSA
& semantics & morphology method (7.41%) and the LSA & knowledge-based
method (6.67%).

It seems there is a relation between the number of the selected distractors
and the percentage of discrimination: the lower the number of distractors, the
higher the positive discrimination. However, the LSA method does not follow
this assumption.
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In order to improve the methods, we are planning to study in more depth the
distractors that were never chosen. Moreover, it is also necessary to analyse on
two other aspects: the domain nature and the part-of-speech of the keys. We must
not forget that experts marked the blanks without being instructed. Therefore
the blanks did not have to correspond with words related to the specific domain.

6 Conclusions and Future Work

The article presents a study about automatic distractor generation for domain
specific texts. The system implements different methods to find distractors seman-
tically similar to the key. It uses context-words to compute the similarity deploying
LSA. We have used a balanced part of a specialised corpus to build the model. In
the near future we will make use of the whole specialised corpus to model it.

In this approach, we have explored item difficulty, item discrimination and dis-
tractors’ evaluation based on Classical Test Theory. The results shown for the
manually generated test were promising, and there were not significant differ-
ences among the methods. The item discrimination measure led us to study the
option-by-option responses of high-scored and low-scored groups and we finished
the study with the evaluation of the distractors. Such evaluation gave us evi-
dence to improve the methods regarding the domain nature and part-of-speech
of the keys, and the need to enlarge the context when applying LSA. In addition,
we are planning to test the distractors with more learners. Finally, the fact that
the distractors tend to confuse high-scored learners, but not low-scored learners
needs of deeper analysis.

In our opinion, working in a specific domain may improve the quality of the
distractors so in the near future we will design new experiments with test exer-
cises independent from the domain to compare the results with the ones obtained
in the current study.

For future work we are also planning to use data mining techniques to identify
the blanks of the text. Finally, reliability measures should also be considered in
future research. Reliability tells us whether a test is likely to yield the same
results if administered to the same group of test-takers multiple times. Another
indication of reliability is that the test items should behave the same way with
different populations of test-takers.
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tolen Elkartea” who has assigned good experts in order to work on the tasks of
this work. This research is being supported by the Basque Government (SAIO-
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Abstract. Most common feature selection techniques for document categoriza-
tion are supervised and require lots of training data in order to accurately cap-
ture the descriptive and discriminative information from the defined categories.
Considering that training sets are extremely small in many classification tasks,
in this paper we explore the use of unsupervised extractive summarization as a
feature selection technique for document categorization. Our experiments using
training sets of different sizes indicate that text summarization is a competitive
approach for feature selection, and show its appropriateness for situations hav-
ing small training sets, where it could clearly outperform the traditional infor-
mation gain technique.

Keywords: Text Categorization, Text Summarization, Feature Selection.

1 Introduction

Automatic document categorization is the task of assigning free text documents into a
set of predefined categories or topics. Currently, most effective solutions for this task
are based on the paradigm of supervised learning, where a classification model is
learned from a given set of labeled examples called training set [7]. Within this para-
digm, an important process is the identification of the set of features (words in the
case of text categorization) more useful for the classification. This process, known as
feature selection, tends to use statistical information from the training set in order to
identify the features that better describe the objects of different categories and help
discriminating among them. Due to the use of that statistical information, the larger
the training set, the better the feature selection. Unfortunately, due to the high costs
associated with data labeling, for many applications these datasets are very small.
Because of this situation it is of great importance to search for alternative feature
selection methods specially suited to deal with small training sets.

In order to tackle the above problem, in this paper we propose to apply unsuper-
vised extractive summarization as a feature selection technique; in other words,
we propose reducing the set of features by representing documents by means of a
representative subset of their sentences. Our proposal is supported on two facts about

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAI 6233, pp. 392010.
© Springer-Verlag Berlin Heidelberg 2010



40 E. Anguiano-Hernandez et al.

extractive summarization. First, it has demonstrated to capture the essence of texts by
selecting their most important sections, and, consequently, a subset of words adequate
for their description. Second, it is an inherently local process, where each document is
reduced individually, bypassing the restrictions imposed by the size of the given train-
ing set.

Through experiments on a collection consisting of three training sets of different
sizes we show that text summarization is a competitive approach for feature selection
and, what is more relevant, that it is specially appropriate for situations having small
training sets. Particularly, in this situations the proposed approach could significantly
improved the results achieved by the information gain technique.

The rest of this document is organized as follows. Section 2 presents some related
works concerning the use of text summarization in the task of document categoriza-
tion. Section 3 describes the experimental platform; particularly it details the feature
selection process and the used datasets. Then, Section 4 shows the results achieved by
the proposed approach as well as some baseline results corresponding to the applica-
tion of information gain as feature selection technique. Finally, Section 5 presents our
conclusions and future work ideas.

2 Related Work

Some previous works have considered the application of text summarization in the
task of document categorization. Even though these works have studied different
aspects of this application, most of them have revealed, directly or indirectly, the
potential of text summarization as a feature selection technique.

Some of these works have used text summarization (or its underlying ideas) to im-
prove the weighting of terms and, thereby, the classification performance. For in-
stance, Ker and Chen [2] weighted the terms by taking into account their frequency
and position in the documents; whereas Ko et al. [3] considered a weighting scheme
that rewards the terms from the phrases selected by a summarization method.

A more ambitious approach consists of applying text summarization with the aim
of reducing the representation of documents and enhancing the construction of the
classification model. Examples from this approach are the works by Mihalcea and
Hassan [5] and Shen et al. [8]. The former work is of special relevance since it
showed that significant improvements can be achieved by classifying extractive
summaries rather than entire documents.

Finally, the work by Kolcz et al. [4] explicitly proposes the use of summarization as
a feature selection technique. They applied different summarization methods —based
on the selection of sentences with the most important concentration of keywords or
title words— and compared the achieved results against those from a statistical feature
selection technique, concluding that both approaches are comparable.

Different to these previous works, this paper aims to determine the usefulness of
summarization as feature selection technique for the cases consisting of small training
sets. Our assumption is that, because summarization is a local process, done document
by document without considering information from the entire dataset, it may be par-
ticularly appropriate for these cases. Somehow, our intention is to extent the conclu-
sions by Kolcz et al. by showing that, although summarization and statistical feature
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selection techniques are comparable for most of the cases, the former is a better op-
tion for situations restricted by the non-availability of large training sets.

3 Experimental Platform

3.1 Feature Selection Process

Because of our interest to evaluate the effectiveness of text summarization as a feature
selection technique, we compared its performance against the one of a traditional
supervised (statistical) approach. Particularly, to summarize the documents we used
the well-known HITS, directed backward graph-based sentence extraction algorithm
[6]. The choice of this algorithm was motivated by its relevant results in text summa-
rization as well as by its previous usage in the context of document categorization [5].
On the other hand, we considered the information gain (I1G) measure as exemplar
from supervised techniques [9].
In a few words, the feature selection was carried out as follows:

1. Summarize each document from the training set, by selecting the k% of their
most relevant sentences, in line with the selected summarization method.

2. Define the features as the set of words extracted from the summaries, eliminat-
ing the stop words.

In contrast to this approach, the common (statistical) feature selection process de-
fines the features as the set of words having positive information gain (/G > 0) within
the entire dataset. That is, it selects the words whose presence or absence gives the
larger information for category prediction.

3.2 Evaluation Datasets

For the experiments we used the RS collection [1]. This collection is formed by the
eight largest categories from the Reuters-21578 corpus, which documents belong to
only one class. It contains 5189 training documents and 2075 test documents.

With the aim of demonstrating the appropriateness of the proposed approach for
situations having small training sets, we constructed two smaller collections from the
original R8 corpus: R8-41 and R8-10, consisting of 41 and 10 training documents per
class respectively. These collections contain 328 and 80 training documents and the
original 2075 test documents. Details can be found in Table 1.

Table 1. Documents distribution in different data sets

Class R8 Training Set | R8-41 Training Set | R8-10 Training Set | Test Set
earn 2701 41 10 1040
acq 1515 41 10 661
trade 241 41 10 72
crude 231 41 10 112
money-fx 191 41 10 76
interest 171 41 10 73
ship 98 41 10 32
grain 41 41 10 9
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4 Results

In the experiments we evaluated the effectiveness of feature selection by means of the
classification performance. Our assumption is that, given a fixed test set and classifica-
tion algorithm, the better the feature selection the higher the classification performance.
In particular, in all experiments we used a Support Vector Machine as classification
algorithm, term frequency as weighting scheme, and the classification accuracy and
micro-averaged F as evaluation measures.

Table 2 shows two baseline results. The first one corresponds to the usage of all
words as features (i.e., without applying any feature selection method, except by the
elimination of stop words); whereas, the second concerns the usage of only those
words having positive information gain. From these results it is clear that the IG-
based approach is pertinent for situations having enough training data, where it could
improve the accuracy in 1.5%. However, it is also evident that it has severe limita-
tions to deal with small training datasets. For instance, it only could define 20 relevant
features for the R8-10 collection (which represented just 1% of the whole set of
words), causing a decrement in the classification accuracy of around 50%.

Table 2. Baseline results: without feature selection and using the information gain criterion

RS R8-41 R8-10
Features | Accuracy F1 Features | Accuracy Fl1 Features | Accuracy F1
All 17,336 85.25 .842 5,404 78.75 782 2,305 71.71 702
features
1G>0 1,691 86.51 .857 54 42.89 .539 20 35.57 .0402

Table 3 and table 4 show results from the proposed method for different summary
sizes, ranging from 10% to 90% of the original sentences of the training documents. The
achieved results are encouraging; they show that text summarization is a competitive
approach for feature selection and, what is more relevant, that it is especially appropriate
for situations having small training sets. In particular, for the reduced collections R8-41
and R8-10, very small summaries (from 10% to 50%) could outperform, with statistical
significance, the results obtained by the application of the IG-based approach (IG > 0)
as well as those obtained using all words as features. We evaluated statistical signifi-
cance of the results using the z-test with a confidence of the 95%.

Table 3. Results accuracy of proposed method using summaries of different sizes

R8 R8-41 R8-10
Sum. | Number Our Top Number Our Top Number Our Top
Size | features  method 1G features  method 1G features  method 1G

10% | 8,289 87.13 8545 1,943 83.47 80.43 706 76.77 52.24
20% | 9,701 88.53 8554 | 2445 82.27 78.02 902 70.17 56.87
30% | 11,268 89.20 8578 | 3,089 82.89 78.31 1,178 64.67 52.34
40% | 12,486 8790 8578 | 3,569 83.52 78.60 1,392 75.23 54.07
50% | 13,326  87.42  85.88 | 3919 81.40 79.13 1,523 75.08 64.10
60% | 14,560  86.89  85.64 | 4,348 79.66 78.89 1,722 69.40 67.52
70% | 15,626  86.75 8554 | 4,671 80.10 78.94 1,890 69.73 69.69
80% | 16,339  86.70  85.69 | 5,004 80.43 78.31 2,082 71.23 69.83
90% | 17,063 86.27 8535 | 5,263 78.89 78.60 2,230 72.58 71.66




Summarization as Feature Selection for Document Categorization on Small Datasets 43

In order to have a deep understanding of the capacity of the proposed method, we
compared its results against those from a classifier trained with the same number of
features but corresponding to the top IG values (indicated in Table 4 as Top-1G). As
can be noticed our method always obtain better results, indicating that the information
gain cannot be properly evaluated from small training sets. Regarding this fact, it is
interesting to notice that for the R8-10 collection, our method allowed a 7% of accu-
racy improvement (from 71.71 to 76.77) by means of a 70% feature reduction (from
2,305 to 706), whereas, for the same compression ratio, the features selected by their
IG value caused a 28% drop in the accuracy (from 71.71 to 52.24).

Table 4. F1-measure of the proposed method using summaries of different sizes

R8 R8-41 R8-10

Sum. Our Top Our Top Our Top
Size method 1G method 1G method 1G

10% .876 .846 .842 817 176 572
20% .886 .846 834 790 709 .659
30% .891 .848 .836 789 .654 .618
40% 877 .848 .842 789 766 .631
50% .870 .848 819 791 763 700
60% .864 .846 798 187 .683 17
70% .862 .845 .800 786 .685 716
80% .861 .847 .803 780 .693 .698
90% .856 .843 784 781 712 703

5 Conclusions and Future Work

This paper studied the application of automatic text summarization as a feature selec-
tion technique in the task of document categorization. Experimental results in a col-
lection having three training sets of different sizes indicated that summarization and
information gain (a statistical feature selection approach) are comparable when there
are enough training data (such as in the original R8 collection), whereas the former is
a better option for situations restricted by the non-availability of large training sets (as
in the cases of R8-41 and R8-10 collections). This behavior is because summarization
is a local process, where each document is reduced individually without considering
the rest of the documents; while statistical techniques such as IG require lots of train-
ing data in order to accurately capture the discriminative information from the defined
categories. Due to this characteristic, as future work we plan to examine the perti-
nence of summarization-based feature selection into a semi-supervised text classifica-
tion approach.

It is important to mention that the success of summarization depends on the nature
of the documents. In this paper we evaluated the proposed method in a collection of
news reports demonstrating its usefulness. As future work we plan to determine its
appropriateness for other kinds of documents such as web pages and emails.
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Approach of Time and Aspect
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Abstract. This paper provides a linguistic semantic analysis of time
and aspect in natural languages. On the basis of topological concepts,
notions are introduced like the basic aspectual opposition between event,
state and process or that of time of utterance (for the treatment of deictic
categories) that are used to analyse the semantics of grammatical tenses
or more general situations. This linguistic model yields a conceptualisa-
tion reused for the definition of a formal ontology of time and aspect.
This ontology is provided with a formal framework based on type theory
that enables the processing of temporal and aspectual semantic entities
and relations.

Keywords: aspect, time, semantics, formal ontology, type theory,
knowledge representation.

1 Introduction

This paper addresses the problem of minimizing the distance between 1) time
and aspect conceptualized from natural languages, and 2) a computational model
enabling a formal treatment of the semantics of texts. Section 1 gives general
information about time and aspect and introduces a specific linguistic model
resting on topological concepts and taking into account notions like temporal
deixis or primitive aspectual values such as state, process or event and derived
ones like resultative state (see [I]). Section 2 provides an original formal frame-
work using an applicative language with Church functional types to express this
linguistic ontology and then defines concepts and relations of this formal on-
tology of time and aspect. This work intends to reach a greater expressivity
compared to time notions investigated for instance within modal logic like with
tense logic, LTL or ITL (if natural language semantics description is the goal
to reach), because it develops an interval-based semantics integreting aspectual
properties more suitable for natural languages analysis. On the other hand, the
reasoning aspect is not considered here. This paper is a knowledge representa-
tion investigation leading to a finer expressivity for applications like ontologies
population or formal definition of grammatical operators.

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAT 6233, pp. 45010.
© Springer-Verlag Berlin Heidelberg 2010
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2 An Analysis of Aspect and Temporality

Time notions conceptualized from natural languages are often classified by lin-
guistics into two main concepts, that of time and that of aspect. The former
deals with locating situations in time with respect to the time of utterance (e.g.
deictic references like yesterday) or other situations in time not related to it
(e.g. after the war). The latter can be defined, following [2], as the parameter
that studies the different ways of viewing the internal temporal constituency of a
situation. Those definitions as it is going to be explained in the next sections can
be given a more precise characterization adopting a theoretical point of view.
For the present purpose (building an ontology of time and aspect), first a list
of fundamental entities that can be found in the semantics of aspect and time
is drawn up and then relations over them are identified (according to a specific
theory that is developed here).

2.1 Linguistic Concepts for a Model of Aspect and Time

Discussing the different linguistic theories of aspect is not the main purpose of
this paper, simply a brief overview of a few typologies of aspectual semantic
values will be provided, then some comments are given on how aspectual values
in languages can be conveyed by linguistic elements and finally, the theoretical
linguistic concepts adopted here are laid out.

Before introducing theoretical elements some linguistic examples of aspectua
oppositions are considered without committing to any particular classification.

1. (a) John walked
(b) John was walking
(¢) John has walked
(d) John walked to the station

Dealing with aspect, the classification of verbs made by the philosopher Vendler
has often been taken up, discussed and also refined. He provided a set of four
classes of verbs based on their distinct aspectual properties along with basic lin-
guistic tests to determine if a verb belongs to a given class. The four classes are
the following: activity (e.g. run, walk), achievement (e.g. see, reach the top), ac-
complishment (e.g. run a mile, build a house) and state (e.g. believe, to be in the
room). For more details about this classification, see [3]. Later, this aspectual ty-
pology has been refined on several points, notably the semantic definitions of the
aspectual classes. Indeed, according to different semantic features, other classifi-
cations are proposed, for instance in ([4], [5], [6]). Mourelatos introduces a more
fundamental aspectual distinction between event, state and process from which
Vendler’s classes can be expressed in a hierarchical way.

Another major refinement about the Vendler classification concerns the ele-
ments it applies to. As it has been argued by Dowty, Verkuyl or Mourelatos,
an aspectual semantic classification should not be restricted to verbs but rather

! Regardless of temporal information for the moment.
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to situations described by whole sentences, namely verbs along with their ar-
guments and other aspectual modifiers like adverbiald] . Consider the following
examples.

2. (a) Paul drinks beer.
(b) Paul drinks a beer.

(¢) Paul read a book in one hour.
(d) Paul read a book for one hour.

The linguistic theory of time and aspect that is worked out here is now intro-
duced with its formal framework. The overall theory is described in ([9], [10]).
Definitions of aspectual semantic values rest on topological concepts, and more
precisely on topological intervals of instants (open, closed, half-open) for which
topological properties have a linguistic meaning. This interval-based semantics
is in line with a model-theoretic approach. In other words, linguistic expressions
(to which a logical representation will be given) are given a truth value with
respect to topological intervald] of the model. We give now information about
entities (or linguistic concepts) being taken into account in the model.

Dealing with time in natural languages, the notion of temporal reference sys-
tem (see [I]) is useful to understand its semantics. Different types of temporal
reference systems are defined, first, that created by the utterance process and
from which other situations can be located: the enunciative reference system, it
is said to be actualized (e.g. now, yesterday), secondly, that being not actualized
(e.g. the first of March), or that of possible situations (e.g. if I were rich ... ).
In the model, by hypothesis the linguistic time is defined as an organized set
of temporal reference systems, and each temporal reference system being a con-
tinuous and ordered set of instants. They are structured by three relations, the
relation of identification (=), that of differentiation (#) for “before” and “after”
relations and the breaking relation () meaning that a temporal reference sys-
tem is not located with respect to the enunciative reference system like with for
instance the marker once upon a time.

Regarding aspect, the model of this theory is based on three primitive seman-
tic values, those of process, event and state, and to each is given a conceptual
content (analyzed from linguistic data and cognitive considerations). A situa-
tion has the value of a process when it expresses an ongoing action without last

2 Linguistic markers being variable from one language to another. For a theoretical
introduction on aspect with examples taken from different languages, see [2].
Dependencies between aspectual values of a sentence and its constituents is known
as the aspectual composition phenomena. For instance, see [7] for a treatment of
aspect in relation with the different semantic types of nominal arguments (as in
example 2.a and 2.b), or [8] which notably takes into account adverbials (as in 2.c
and 2.d).
Many linguists have argued about the necessity of intervals for the semantics of time
(Bennet, Culioli, Partee, Desclés, Dowty, Kamp), but also in logics (Van Benthem,
Montanari [I1], Goranko) or in other fields like in IA or philosophy. Generally in
opposition to an instant-based ontology.



48 A. Arena and J.-P. Desclés

instant. It is formally represented by a right-open and left-closed interval (there
is an initial but no final instant). A situation is a state when it expresses an ab-
sence of modifications and its semantics is represented by an open interval. On
the other hand, a situation is an event when it refers to a modification between
two static situations and it is represented by a closed interval (with an initial
and a final instant). For instance, a situation having the aspectual value of state
is said to be realized onto an open interval (true for every instant belonging to
the given interval in the model). Situations having aspectual values are given an
underlying logical expression, namely an applicative expression ASP(A) where
ASP is a class of aspectual operators {PROC, STATE, EVENT} applying to
A being a timelesd] predicative relation, those operator yielding aspectualised
predicative relation realized on topological intervals.

—3 Je— &—L

EVENT(A) STATE(A) PROG(A)

Up to now entities (state, event, process, temporal referential) of the model
have been defined, now relations that can be predicated over them are going to
be investigated.

2.2 Linguistic Relations for a Model of Aspect and Time

Before introducing temporal relations, a preliminary remark is made on the
notion of utterance time that is defined by the utterance process and realized
on a right-open interval (not a single instant but a process because uttering
takes time and is unaccomplished), see again [I]. The right boundary of this
process is written TY and is not the last instant of the utterance process but
the first instant of the non-realized instants. In terms of the temporal structure,
the bound T of the utterance process separates the past from the future in an
asymmetric way, the future having a non linear structure. This is one of the
reasons why linguistic time can’t be conceptualized as a linear order.

TO

-
)

Realized instants Not yet realized instants

Thus, temporal relations are expressed by precedence or identificatior] rela-
tion holding between a situation (with an aspectual value) and the utterance
process. Consider some linguistic examples and their corresponding intervals.

4 Without temporal or aspectual value. More precisely, A refers to the notion of lexis
or dictum, denoting “what is said”.
® Relations between topological intervals are defined formally in the next section.
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a) Last night | was walking when. .. b) He is washing the car
past present present
e e e m e — - —————— P — —>
I—H’FH TO ——E—H To
PROCESS: PROCESS: PROCESS:
"I_am_walking" "l_am_saying" "I_am_saying"

"he_is_washing"

Aspectual values such as defined above are said to be primitive to the extent
that they can be combined to express derived aspectual semantic values like the
perfect. A sentence like:

¢) He has washed the car

past present
B O ———
'- - '-
—+ - T LT
EVENT: RESULTING STATE:
“he_did_wash" "he_has_washed"

expresses a situation where an event and a state are in a specific configuration.
The bound between the event and the state is defined as a continuous cut (as
defined by Dedekindd), and the adjacent (to the event) resulting state refers
to a causal relation holding between both intervals, which correspond to the
semantics of the perfect.

As defined in the model, aspectual semantic values are not indeed independent
from each other. Consider some simple examples like:

3. (a) He was washing the car.
(b) He washed the car.
(¢) He has washed the car.

Those situations all refer to a common telic predicative relation (that has to
reach a final term to be true, here the right bound of the event). The clause a.
refers to an underlying unaccomplished process (right bound open). Once this
process is achieved (right bound reached), it is turned into an event, the clause
b. From this event can be related some causal situations expressed by a perfect
value as in the clause c. Those aspectual properties lead to a general network of
dependencies introduced in ([I]).

6 A continuous cut written t.. For a set of instants E linearly oriented and such that
for A1 and A2 two subsets of E, the following conditions are verified (1) A1UA2 D E,
(2) A1N A2 = @ and (3) Al < A2. t. is a continuous cut of E when either (t. € Al
and t. ¢ A2) or (tc. ¢ Al and t. € A2), exclusively.



50 A. Arena and J.-P. Desclés

Ontology of aspect

| State |Prm:ess Event |

R

Desariptive Unaccnmpished
state Uncumplehed event J

Activity Progressive
New state -*[ state \[ process }[_ Completed event ]

Resulting state

Sequence of disaete
occurrences

Fig. 1. The core information of the ontology consists of a set of constraints between
aspectual values. Arrows in this network can either mean “is a sort of” like in the
proposition an activity state is a sort of state, or “implies” like in an event implies a
resulting state or “contains” like in a progressive process is contained in an activity
state (e.g. the plane is flying vs. the plane is in fly). See [10] for further details and a
linguistic account for those relations.

These theoretical linguistic developments are in line with an ontological inves-
tigation to the extent that it answers to some questions about the time nature
(e.g. analysis of intervals bounds, constraints and relation between them). Now
are introduced some tools to formally represent this linguistic ontology.

3 A Formal Ontology of Time and Aspect

First a specific framework is laid out, to make possible the expression of aspectual
semantics introduced in the previous section.

3.1 Formal Framework

According to [12], there exists in the literature of knowledge representation sev-
eral meanings for the term ontology. One meaning identifies an ontology to a
specific conceptualization of a knowledge base (here, the formal semantics of
time and aspect introduced in section 1). Another meaning concerns the formal
accountl] given to such conceptualization (which is the topic of this section).
The formalism that is used here is that of applicative systems with types.
Applicative formalisms have been developed along with combinatory logics by
Curry who introduced the notion of operator and the basic operation of applica-
tion. The notion of type here is that of functional types introduced by Church.

” For instance description logics, first order logic or applicative systems like combina-
tory logic or lambda-calculus.
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Thus, the basic structure for such system rests on the fundamental distinction
between operator and operand. The former being applied to the later to return a
result. Each of those three entities having a specific functional type. This notion
of type is used to characterize classes of objects operators can be applied to. The
construction rule for functional types is the following:

(1) Primitive types are Types

1

(2) If o and B are Types, then Fag is a Type . (1)
F is the functional type constructor and Fag is the type of an operator that can
be applied only to operands having the type v and 3 is the type of the result.
The application rule is the following:

X :Fag YV« 9
XY: g 2)
An ontology being often defined as a set of concepts with relations over them, it
is necessary to formally define the notion of concept that is used here.

Following Frege, a concept is defined as a function f : D — {1; T}, where
D is a domain of objects and {L; T} truth values. Concepts are associated
to unsaturated entities and objects to saturated entities. (e.g. the concept is-
HUMAN( ) can be applied to the saturated object John to return true).

Entities of the ontology of time and aspect (intervals) are referred to as typesﬁ,
and concepts and types are related by the following equivalence? :

a:x iff  is-x(a)=T. (3)

The left clause of this equivalence can also be expressed by the proposition a
is an instance of the type x. The definition of a concept is given by writing
(e.g. for a type x), is-X(a) = “a has the properties inherited from the concept is-
X()”. Whence if an object has a given type, it inherits all properties associated
to the concept (e.g. John:human = is-HUMAN(John) — has-body(John) and
has-mind(John)...).

A relation (here binary) has a functional type built recursively using the rule
(D). In the following diagram, R is the name of an arbitrary binary relation hold-
ing between two typed objects.

8 The closest notion of type used in this sense can be found in the literature on
ontologies in computer science under the term universal (taken from philosophy)
(See for instance [13]). Types are used to express general relations that hold between
classes of objects, like types in categorial grammars or the TBox level in description
logics.

9 Types are written with bold lower-case letters, and name of concepts are written
with upper-case.
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is-X(a) is-x(b)
H H R: FxFyH a:xX '
(Ra) : FyH b:y
a:x —XEVHEL b:y ((Ra)b) : H

Fig. 2. The same binary relation R is represented graphically (on the left) and by its
applicative tree (on the right). This tree rests on the application rule (). The type
H corresponds to truth values. Double lines in graphical representation refer to the
equivalence (3).

3.2 Definitions of Concepts and Relations in the Ontology of Time
and Aspect

As it has been mentioned, linguistic entities identified in section 2.1l namely, the
different topological intervals (of instants) and temporal reference systems are
identify to primitive types in the formal ontology. Other types are introduced
for technical reasons that are explained below.

Table 1. This table establishes the typology of entities required in the formal ontology
of time and aspect

Types Entity description

H Truth values

ref Temporal reference system (see section [21])
inst Instant

intv Interval

intv-topo Interval with topological properties
intv-topo-B™ Unbounded interval
intv-topo-B™ Bounded interval
intv-topo-B*-cl Closed bounded interval (see section[21])
intv-topo-B"-op Open bounded interval (see section [21])

intv-topo-BT-ho  Half-open bounded interval (see section [Z1)

Remark 1. Having established three different types respectively for closed, open
or half-open intervals, it is possible to express polymorphic relations between
specific intervals. For instance, a relation R holding between a closed and a
half-open interval will have the functional type R: F intv-topo-B*-cl F intv-
topo-BT-op H. All arguments with other types than those in the signature of
the relation] will lead to a type error.

10 This means is used to express semantic constraints between aspectual values. For
instance, two events (respectively true on closed intervals) cant be adjacent (or
“meet” in Allen” s terminology or also share a bound) according to theory introduced
in section 2] (there is necessarily a state in between).
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co, ad , o, pr, cod, cot, I

Fig. 3. Each relation in this ontology is typed. For instance the relation “=" can have
the type F inst F inst H or F ref F ref H. The seven relations (co, ad, ov, pr, coi, cot,
in) are defined in table 2. The relation ¢’ is defined from the determination operator ¢
(see [I4]), and shares some properties with the subsumption relation.

An ontology being not a simple typology (unstructured set of entities), the next
figure graphically represents specific articulations of types taken from table [,
and then a conceptual content is given (definitions following the figure 3) to
types (following the equivalence (@) and to relations.

Definition 1. A temporal reference system (type ref) is a strict total ordered
set (T, <) where T is a non-empty set of instants. “<” is called the precedence
relation and verifies the additional properties of density and continuous cut (see
footnote[d).

issREF(R)=R= (T, <)NT # o (4)

Definition 2. An interval (type intv) is a non-empty convex subset of a tem-
poral reference system.

is-INTV(I) = JR(is-REF(R)) NI # & 5)
AVa,beI(a<bVite Rla<t<=tel))

Definition 3. A topological interval (type intv-topo) is an interval to which
operators of the point-set topology like interior, boundary or closure can be

applie,

1 Indeed, open intervals of any totally ordered set can define a topology on this set.
Here, there exists a topological space (T, O) where T is the non-empty set of instants
and O is a topology on T consisting of all open subsets of T' verifying the specific
topological axioms.
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Here are recalled the basic topological notions from which more specific topo-
logical intervals will be defined like the closed or half-open intervals.
Given an interval I and a temporal reference system R such that I C R.

— The interior of I, denoted Int(I), is defined by the union of all open intervals
include in I. If T is open then Int(I) = 1.

— The closure of I, denoted Ci(I), is defined by the intersection of all closed
intervals including I. If T is closed then CI(I) = I.

— The boundary of I, denoted Bd(I), is defined by the intersection of the
closure of I and the closure of the complement of I.

— It is possible to add for an interval I of totally ordered instants, its right
bound, denoted BdR(I), defined by BdR(I) = max(Bd(I)), and its left
bound, denoted BdL(I), defined by BdL(I) = min(Bd(I)).

Definition 4. Respectively, unbounded topological interval (type intv-topo-B~ )
and bounded topological interval (type intv-topo-B™ ) are defined by,

is-INTV-TOPO-B~ (I) = is-INTV-TOPO(I) A (BdR(I) = 0o V BdL(I) = c0) (6)

is-INTV-TOPO-BT (I) = is-INTV-TOPO(I) A (BAR(I) # 0o A BAL(I) # o) (7)

Definition 5. Respectively, closed interval (type intv-topo-Bt-cl), open interval
(type intv-topo-B*-op) and half-open (at right) interval (type intv-topo-BT-ho)
are defined by,

is-INTV-TOPO-BT-CL(I) = is-INTv-TOPO-BT (I) A I = CI(I) (8)
is-INTV-TOPO-B1-0P(I) = is-INTV-TOPO-BY (I) A I = Int(1) (9)

is-INTV-TOPO-BT-HO(I) = is-INTV-TOPO-B™ (I) A (I = Int(I) U BdL(I)) (10)

Concepts being defined, the next paragraph will focus on relations over topolog-
ical intervals defined in defintion [Al (closed, open and half-open). They can be
defined from “<”: F inst F inst H and C: F intv F intv H being respectively
the precedence relation between instants and the classical set-theoretic inclusion
between intervals.

The difference with Allen relations ([I5]) or Van Benthend'3 definitions is
that the semantics of bounds is taken into consideration and related to a logico-
linguistic analysis. Each relation is provided with a set of admissible types for
its arguments called its signature, and as mentioned in remark[I] this signature
is used to avoid certain undesired configurations between topological intervals
(semantic constraints of the ontology, see figure [I]). For instance, given the re-
lation “ad” with the signature {F intv-topo-B™-cl F intv-topo-B'-op H},
and the following configurations.

12 Here, definitions are based on “<” and “C” as in period structures from [16], but
periods are defined differently.
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Table 2. This table provides definitions for relations holding between topological
intervals

Symb. Name Definition Rep.
co coincidence AcoB=ACBABCA -
ad adjacence A ad B = BdR(A) = BdL(B) —_
ov overlap AovB=3i(it CANiC B)ABdL(A) < BdL(B) —
pr precedence A pr B= BdR(A) < BdL(B) - —
coi  initial coincidence A coi B=AC BABdL(a) = BdL(B) =
cot terminal coincidence A cot B=A C BABdR(a) = BdR(B) =
in interiority A in B = BdL(B) < BdL(A) AN BdR(B) < BdR(A) —

Configuration 1: ({ad a)b) Configuration 2: ((ad a)b)

& “ = t—de—{

intvtopo-B*-¢l:a  intvtopo-B*cl: b intv-topo-B*-cl:a  intv-topo-B*-op: b

Configuration 1 will lead to a semantic type erroif because the type “F
intv-topo-B*-cl F intv-topo-B*-cl H” is not included in the signature of
the relation “ad” whereas configuration 2 is well-typed (e.g. value of resulting
state, see figure[I]).

This ontology with specific semantic constraints being developed, it enables
the definition of a specific model (I, R, V') where,

1. I is the set of all open, closed or half-open intervals defined by
I = {Vi;is-INTV-TOPO-BT-HO(i) V is-INTV-TOPO-BT-0OP (%)
V is-INTV-TOPO-B'-CL(i) }

2. R={co, ad, ov, pr, coi, cot, in} the set of typed binary relations over I.

3. V: PR — p(I) a valuation function assigning to each predicative relation
in the set PR a subset of I where it is realized .

4 Conclusion

The main contribution of the article lies in the establishment of the formal
ontology of time and aspect (section[3]) as a means or a toolkit to express formally
some specific semantic constraints analyzed from aspectual situations in texts.

References

1. Desclés, J.-P.: Construction formelle de la catégorie grammaticale de 1’aspect, Paris,
Klincksieck, Metz, pp. 195-237 (1980)

2. Comrie, B.: Aspect: An Introduction to the Study of Verbal Aspect and Related
Problems. Cambridge University Press, Cambridge (1976)

13 The meeting point being contained in both intervals, a proposition could have con-
tradictory truth value at this point. (e.g. to be standing/to be sitting down)



56

w

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

A. Arena and J.-P. Desclés

. Vendler, Z.: Verbs and times. The philosophical review 66(2), 143-160 (1957)
Dowty, D.R.: Word Meaning and Montague Grammar: The Semantics of Verbs and
Times in Generative Semantics and in Montague’s Ptq, October 1979. D. Reidel
Publishing Company, Dordrechtz (1979)

Verkuyl, H.J.: Aspectual classes and aspectual composition. Linguistics and phi-
losophy 12(1), 39-94 (1989)

Mourelatos, A.P.D.: Events, processes, and states. Linguistics and philosophy 2(3),
415-434 (1978)

Krifka, M.: Thematic relations as links between nominal reference and temporal
constitution. Lexical matters 24 (1992)

Pustejovsky, J.: The syntax of event structure. Cognition 41(1-3), 47-81 (1991)
Desclés, J.-P.: Combinatory logic, language and cognitive representations. In:
Weingartner, P. (ed.) Alternative Logics. Do Sciences Need them?, pp. 115-148.
Springer, Heidelberg (2005)

Desclés, J.P., Guentcheva, Z.: Is the notion of process necessary? In: Bertinetto,
M. (ed.) Temporal Reference Aspect and Actionality, Turin, pp. 55-70 (1994)
Montanari, A.: Back to interval temporal logics. In: Garcia de la Banda, M.,
Pontelli, E. (eds.) ICLP 2008. LNCS, vol. 5366, pp. 11-13. Springer, Heidelberg
(2008)

Guarino, N., Giaretta, P.: Ontologies and knowledge bases - towards a termino-
logical clarification. In: Mars, N. (ed.) Towards Very Large Knowledge Bases, pp.
25-32. I0S Press, Amsterdam (1995)

Bittner, T., Donnelly, M., Smith, B.: Individuals, universals, collections: On the
foundational relations of ontology. In: Proceedings of the 3rd International Con-
ference on Formal Ontology in Information Systems (FOIS), pp. 37-48 (2004)
Desclés, J.-P., Pascu, A.: Logic of determination of object a formal concept analysis
(2007)

Allen, J.F.: Maintaining knowledge about temporal intervals. ACM Com-
mun. 26(11), 832-843 (1983)

Van Benthem, J.: The Logic of Time: A Model-Theoretic Investigation into the
Varieties of Temporal Ontology and Temporal Discourse, 2nd sub edn., March
1991. Springer, Heidelberg (1991)

Loebe, F., Herre, H.: Formal semantics and OntologiesTowards an ontological ac-
count of formal semantics. In: Proceeding of the 2008 conference on Formal Ontol-
ogy in Information Systems, pp. 49-62. IOS Press, Amsterdam (2008)

Cohn, A.: Taxonomic reasoning with many-sorted logics. Artificial Intelligence Re-
view 3(2-3), 89-128 (1989)

Desclés, J.-P., Vanderveken, D.: Reasoning and Aspectual-Temporal calculus. In:
Logic, Thought and Action, vol. 2, pp. 217-244. Springer, Heidelberg (2005)
(Neitherlands edn.)



A Non-linear Semantic Mapping Technique
for Cross-Language Sentence Matching

Rafael E. Banchs and Marta R. Costa-jussa

Barcelona Media Innovation Centre, Barcelona, Spain
{rafael .banchs,marta.ruiz}@barcelonamedia.org

Abstract. A non-linear semantic mapping procedure is implemented for cross-
language text matching at the sentence level. The method relies on a non-linear
space reduction technique which is used for constructing semantic embeddings
of multilingual sentence collections. In the proposed method, an independent
embedding is constructed for each language in the multilingual collection and
the similarities among the resulting semantic representations are used for cross-
language matching. It is shown that the proposed method outperforms other
conventional cross-language information retrieval methods.

Keywords: Cross-language Information Retrieval, Semantic Mapping, Multi-
dimensional Scaling.

1 Introduction

Cross-language information retrieval (CLIR), which is a subfield of the traditional
information retrieval (IR), provides users with access to information that is in a dif-
ferent language from their queries. CLIR is gaining more and more attention as the
availability of information in languages different from English increases in the Inter-
net. It has become one popular research area in information retrieval during the last
10+ years [1]. Research in CLIR has been significantly encouraged by three well-
known evaluation campaigns: a cross-language information retrieval track at TREC,
the Cross-Language Evaluation Forum (CLEF) and the NTCIR Asian Language
Evaluation. Recently, some CLIR real applications have appeared such as the cross-
language search by Google on 2007 and the user-driven multilingual news aggrega-
tion Europe Media Monitor.

Given a query in a given source language, the aim of CLIR is retrieving relevant
documents in a target language. In [2], four different strategies for matching a query
with a set of documents in the context of CLIR were identified: cognate matching,
document translation, query translation and interlinguas. Nowadays, one of the most
popular approaches is query translation. However, this approach is bilingual in nature
and in a highly multilingual environment with, for instance, N languages, it may be
impractical as N*(N-1) translation directions must be accounted for. On the contrary,
an interlingua-based approach would only require N mappings or translations to be
accounted for. In this sense, this latter strategy seems to be more suitable in those
applications involving a large number of languages.

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAI 6233, pp. 572010.
© Springer-Verlag Berlin Heidelberg 2010



58 R.E. Banchs and M.R. Costa-jussa

In this work, we focus on the specific problem of cross-language text matching at
the sentence level. In this problem, a segment of text in a given source language is
used as query for recovering a similar or equivalent segment of text in a different
target language. This task is essential to some specific applications such as parallel
corpora compilation [3] and cross-language plagiarism detection [4].

We address the problem under consideration by means of an interlingua-based
CLIR system that follows a non-linear semantic mapping approach similar to the one
presented in [5]. Semantic mapping techniques have been successfully used for con-
cept association and related-term identification tasks [6], [7]. We illustrate here, that
this kind of non-linear mapping can constitute a very effective and valuable strategy
for the problem under consideration. Some other recent approaches have achieved
interesting results in CLIR applications by using regression canonical correlation
analysis (an extension of canonical correlation analysis) [8].

The rest of the paper is structured as follows. In section 2, the implemented inter-
lingua-based CLIR method is described. In section 3, the proposed methodology is
illustrated by performing cross-language text matching at the sentence level on a
penta-lingual document collection. Also, within this section, the performance quality
of the implemented system is evaluated and compared against two conventional CLIR
systems, showing that the proposed approach outperforms the other two. Finally, in
section 4, the most relevant conclusions derived from the experimental results are
presented.

2 Cross-Language Semantic Mapping

The fundamental issue behind the proposed CLIR method is the idea of semantic
mapping. As illustrated in [5], starting from the term-document matrix representation
of a given document collection, it is possible to build a semantic representation for the
collection by using the non-linear projection technique known as multidimensional
scaling [9]. Moreover, if a multilingual parallel document collection is available, a
semantic map can be computed independently for each language’s document subset,
and the resulting maps will exhibit a high degree of similarity among them. The ob-
served similarities among the maps are mainly because such maps are able to capture
the most prominent semantic relationships among the documents within the collec-
tion, which are, indeed, language independent.

The structural similarities observed among the different semantic maps provide the
possibility of placing documents from different languages into any other language
generated map. In this way, these maps can be actually interpreted as an interlingua
type of representation. The general procedure for CLIR by means of semantic map-
ping can be summarized as follows:

e start from a multilingual collection of “anchor documents” and construct
the retrieval-language semantic map,

e place new documents and queries from any source language into the re-
trieval map by using a linear transformation matrix, and

e retrieve documents by using a distance or similarity metric.

Figure 1 provides a schematic representation of interlingua-based CLIR by means
of non-linear semantic mapping.
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Fig. 1. Schematic representation of interlingua-based CLIR by means of semantic mapping

A linear transformation operator T for projecting documents or queries from the
original high-dimensional space into the designated low-dimensional semantic map
can be inferred from the multilingual set of anchor documents as follows:

M=TD = T=MD" (D

where D is a square matrix of size NxN (being N the number of available anchor
documents) which contains the distances among the anchor documents in the original
high-dimensional space (the document similarity matrix), and M is the KxN matrix
containing the coordinates of the anchor documents in the reduced k-dimensional
semantic map.

The matrix M, which represents the coordinates for anchor documents in the com-
puted semantic map, is obtained by applying MDS to similarity matrix D. More spe-
cifically, the algorithmic setting for the proposed methodology considers using the
cosine distance for constructing the similarity matrix D and Sammon’s projection
criterion for computing the semantic map M [10].

Different from the procedure described in [5], where a “monolingual” projection
operator was computed, here we compute a “cross-language” projection operator, for
which M is computed on the retrieval language and D is computed on the source lan-
guage. This “cross-language” variant of the method has been proven to provide better
results than the original “monolingual” projection operator [11].

Once the projection operator has been computed, any new probe document or
query can be placed into the designated retrieval map by using:

m=Td 2)



60 R.E. Banchs and M.R. Costa-jussa

where d represents a vector containing the distances between the probe document (or
query) and the anchor documents in the original high-dimensional space, T is the
projection operator defined in (1), and m is a vector containing the coordinates for the
probe document (or query) in the low-dimensional map.

Additionally, as many maps can be generated as there are different languages in the
multilingual collection, we propose a multiple map combination approach based on a
majority voting strategy. According to this, a retrieval map is constructed for each
language in the multilingual collection. Then, all probe documents and queries are
projected into all maps, where similarities are computed and individual rankings are
performed. Finally, a global ranking is obtained by majority voting of all individual
rankings. This procedure is illustrated in Figure 2.
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Fig. 2. Majority voting strategy implemented for combining individual map rankings

3 Cross-Language Sentence Matching Experiments

As already mentioned in the introduction, in this work, we focus on the problem of
cross-language text matching at the sentence level. In this particular task, a segment
of text in a given source language is used as query for recovering an equivalent seg-
ment of text in a different target language. In this section, the methodology described
above is evaluated and compared with other two CLIR approaches: another interlin-
gua-based approach which is based on latent semantic indexing [12], and a more
conventional query translation approach [13] which considers a cascade combination
of a machine translation system and a monolingual IR system.

3.1 Multilingual Sentence Dataset

The dataset considered for the experiments is a multilingual sentence collection that
was extracted from the Spanish Constitution, which is available for downloading at
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the Spanish government’s main web portal: www . la-moncloa.es. In this website,
all constitutional texts are available in five different languages, including the four
official languages of Spain: Spanish, Catala, Galego and Euskera, as well as English.

The texts are organized in 169 articles plus some additional regulatory dispositions.
All texts were segmented into sentences and the resulting collection was filtered ac-
cording to sentence length. More specifically, sentences having less than five words
were discarded aiming at eliminating titles and some other non-relevant information.
The resulting multilingual sentence collection was randomized and a test set of 200
sentences was extracted.

Table 1 summarizes the main statistics for both the overall collection and the se-
lected test subset.

Table 1. Main statistics for the overall multilingual dataset and the selected test set

Overall Dataset English  Spanish  Catala  Euskera  Galego
Number of sentences 611 611 611 611 611
Number of words 15285 14807 15423 10483 13760
Vocabulary size 2080 2516 2523 3633 2667
Average sentence length  25.01 24.23 25.24 17.16 22.52
Selected Test Set English  Spanish  Catala  Euskera  Galego
Number of sentences 200 200 200 200 200
Number of words 4667 4492 4669 3163 4175
Vocabulary size 1136 1256 1273 1618 1316
Average sentence length  23.34 22.46 23.34 15.82 20.88

Finally, and for illustrative purposes, one sample sentence from the multilingual
collection is presented in Table 2.

Table 2. A sample sentence from Spanish Constitution’s multilingual sentence collection

Language Sample sentence
English This right may not be restricted for political or ideological reasons.
Spanish Este derecho no podrd ser limitado por motivos politicos o ideoldgicos.
Catala Aquest dret no podra ser limitat per motius politics o ideologics.
Euskera Eskubide hau arrazoi politiko edo idiologikoek ezin dute mugatu.
Galego Este dereito non podera ser limitado por motivos politicos ou ideoldxicos.

3.2 Experimental Evaluation of the Proposed Technique

In this subsection, the proposed methodology is illustrated by performing cross-
language sentence matching on the Spanish Constitution’s multilingual collection,
and its performance quality is evaluated by means of the top-1 and top-5 accuracies
measured over the test subset that was described in Table 1. The specific task to be
considered consists of recovering a sentence from the English version of the Spanish
Constitution using as a query the same sentence in any of the four Spanish languages:
Spanish, Catala, Euskera and Galego.

For constructing the CLIR system, four hundred sentences were randomly selected
from the remaining portion of the dataset that did not include the test set. This subset
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of four hundred sentences constituted the anchor document collection that was used
for constructing the maps. One map was constructed for each of the five languages
available in the collection by using multidimensional scaling.

The space dimension of the constructed maps was set to 350. As already reported
in [5] and [11], where experiments considering a full range of reductions were pre-
sented, space reductions down to dimensionalities above 75% the size of the anchor
document collection provide appropriate embeddings for MDS- and LSI-based meth-
ods to be comparable. Notice also that reducing the dimensionality down to 350 im-
plied overall space reductions ranging from 83% (in the case of English) to 90% (in
the case of Euskera).

Finally, following (1) and (2), transformation matrices were constructed for all
constructed semantic maps and all test sentences from each language were placed into
them. Sentence matching was performed at each individual map by using the cosine
distance as a similarity metric.

Table 3 summarizes results for all sentence matching exercises conducted over the
five constructed maps, as well as the implemented majority voting strategy, and the
four considered query languages: Spanish, Catala, Euskera and Galego. For instance,
results reported in row Galego and column Catala correspond to sentence matching
conducted between Catala (query language) and English (target language) over the
semantic map constructed from Galego anchor documents.

Table 3. Top-1 and Top-5 accuracies for all conducted experiments on cross-language sentence
matching based on semantic maps

Spanish Catala Euskera Galego
Retrieval Map Topl Top5 Topl Top5 Topl Top5 Topl Top5
English 97.0 100.0 960 990 695 910 950 985
Spanish 955 99.0 945 995 770 93.0 940 995
Catala 95.0 100.0 945 995 745 905 930 99.0
Euskera 965 99.0 950 995 700 865 950 985
Galego 965 100.0 945 100.0 730 915 930 98.0
Majority voting  97.5 100.0 96.5 995 760 925 945 99.5

Several interesting observations can be derived from results reported in Table 3.
First of all, it can be seen that regardless the semantic map used for sentence matching
the best scores are always obtained when Spanish is the query language. This might
be explained by the fact that the constitutional texts used are originally Spanish texts,
which have been further translated into the other four languages. According to this, it
could be expected for Spanish sentence projections to be more coherent than other
language projections across all maps; and, in consequence, it would be reasonable to
assume that best scores should be obtained in those cases where Spanish is either the
query or the retrieval language.

On the other hand, the worst results are consistently obtained for all cases in which
Euskera is the query language. This is explained by the morphological complexity of
the language, which is evidenced in Table 1 as it exhibits the largest vocabulary and
the smallest number of running words. Nevertheless, surprisingly, when the retrieval
semantic map is derived from the Euskera anchor documents, resulting scores are as
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good as the ones obtained from any other of the maps. This verifies the high degree of
language independence the generated semantic maps can provide.

Another interesting observation that can be derived from Table 3 is the fact that,
with the exception of Euskera queries, the English map is the best single semantic
map for sentence matching when considering top-1 matches. At a first glance, one
may think that this must be related to English being the target language of the task
under consideration. Nevertheless, if top-5 matches are considered, best results are
achieved with semantic maps constructed from Galego and Spanish anchor document
collections, which does not support the previous finding as well as does not seem to
have any logical justification. In this sense, further research will be needed to come
up with a clear understanding on these issues.

Finally, it can be also concluded from Table 3 that the majority voting strategy im-
plemented for combining all semantic maps is not actually providing a significant
improvement on the sentence matching task under consideration. Indeed, it is only in
two cases (Spanish top-1 and Catala top-1) that majority voting is providing an actual
improvement. In all other cases, majority voting results are equal to or less than the
best single map result. This clearly suggests that majority voting over single map
rankings might not be the best strategy to follow. According to this, further research
will be needed to determine the best map combination strategy, which might include,
for example, some optimization procedure over a linear combination of the sentence
similarities computed on the different maps.

3.3 Comparative Evaluation of the Proposed Technique

In this subsection, the proposed methodology is compared with two other referential
CLIR systems: the LSI-based approach proposed in [12] and the more commonly
used query translation approach [13]. Similar to the previous experiments, the task
consists of recovering an English sentence using the same sentence in any of the other
four languages as a query, and the performance quality is evaluated in terms of the
top-1 and top-5 accuracies over the same test subset described in Table 1.

The first contrastive system to be considered implements the LSI-based CLIR
technique described in [12]. This system applies single value decomposition (SVD) to
a concatenated matrix of monolingual vector space representations generated from a
multilingual document collection. This generates a low dimensional interlingua vector
space representation. The main difference between this procedure and the non-linear
semantic mapping method proposed in this work is the linear nature of the singular
value decomposition algorithm. In order for the results to be comparable, the same
subset of four hundred anchor documents (previously used for constructing the MDS-
based semantic maps) were used for constructing the LSI-based vector space repre-
sentations, for which reduced space dimensionality was also set to 350. One
LSI-based vector space representation was computed for each of the four considered
query-retrieval language pairs.

The second contrastive system to be considered implements a query translation
strategy followed by a standard monolingual information retrieval approach. For the
query translation step, the Opentrad platform was wused http://
www . opentrad.com/ [14]. This constitutes a state-of-the-art machine translation
service that provides automatic translation among several language pairs including the
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four Spanish languages plus English, Portuguese and French. However, it must be
advised that as the Euskera-to-English translation direction is not provided by this
service, the considered task could not be evaluated with this contrastive system for
this specific language pair. On the other hand, the monolingual information retrieval
step was implemented by using Solr, which is an XML-based open-source search
server based on the Apache-Lucene search library [15].

Table 4, summarizes the results obtained from the comparative evaluation between
the proposed semantic map based methodology and the two contrastive systems. Only
those results corresponding to the majority voting strategy are reported for semantic
maps (for comparing these results to individual semantic mapping results, the reader
can refer to Table 3).

Table 4. Comparative evaluation of the proposed method (majority voting of semantic maps)
vs. LSI-based and query translation CLIR techniques

Spanish Catala Euskera Galego
CLIR Method Topl Top5 Topl Top5 Topl Top5S Topl Top5
LSIbased 96.0 99.0 955 985 755 905 935 0975
Query transl.  96.0 99.0 955 99.0 - - 93,5 98.0
Semantic maps  97.5 100.0 96.5 99.5 76.0 925 945 99.5

As seen from the table, the proposed methodology clearly outperforms the two
contrastive systems in all the cases. Notice, however, that the observed differences are
small as all systems are providing high accuracy values in most of the cases. Some
additional experimentation has been conducted with several different subsets of the
same 200-sentence test dataset, and similar results have been consistently obtained.
This suggests that the observed differences among the methods in Table 4, although
small, are significant.

The results reported in Table 4 show that non-linear semantic maps described here
seem to be more suitable for cross-language sentence matching than both: the linear
projections provided by the LSI-based method, and the language conversions
provided by state-of-the-art machine translation. Also, it can be verified that both
contrastive systems perform the same for top-1 accuracies, but query translation out-
performs the LSI-based approach for top-5 accuracies.

4 Conclusions and Future Work

A non-linear semantic mapping procedure has been implemented for cross-language
text matching at the sentence level. The proposed method relies on a non-linear space
reduction technique (multidimensional scaling) for constructing semantic embeddings
of a given multilingual document collection. These semantic representations can be
exploited for implementing an interlingua-based CLIR system.

In the considered CLIR task, a segment of text in a given source language is used
as query for recovering a similar or equivalent segment of text in a different target
language. The proposed method is evaluated and compared against two conventional
cross-language information retrieval methods over a penta-lingual sentence collection
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extracted from the Spanish Constitution. Results presented in this work show that the
proposed methodology outperforms the other two methods on the specific task under
consideration.

Despite the positive results, the majority voting strategy that was implemented for
combining the individual rankings obtained from different semantic maps does not
seem to provide any significant improvement with respect to the independent use of
the individual semantic maps. In this sense, further research will be needed to deter-
mine the best combination strategy, which might include, for example, some optimi-
zation procedure over a linear combination of the sentence similarities computed on
the different maps.

Additionally, some other interesting problems that must be addressed in future re-
search have been also identified:

e To evaluate the performance of the proposed method under specific scenar-
ios in which comparable corpora, instead of parallel corpora, are
considered.

e To test the method in more realistic settings in which the queries, the
documents to be retrieved and the anchor documents used for constructing
the semantic maps are not necessarily in the same domain.

e To study and evaluate possible issues related to performance and scalability
when multilingual datasets much larger than the one used in this work are
involved.

e To design and evaluate methods for replacing current linear projection ma-
trices by non-linear transformation operators for probe document and query
placement.

e To study in more detail any possible relationship between the performance
of the system and the languages involved: the query language, the target
language and the language used for constructing the retrieval map.

e To evaluate the performance of the proposed methodology in other differ-
ent CLIR tasks.
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Abstract. In this article, the task of acquisition of subsentential para-
phrases is discussed and several automatic techniques are presented. We
describe an evaluation methodology to compare these techniques and
some of their combinations. This methodology is applied on two corpora
of sentential paraphrases obtained by multiple translations. The conclu-
sions that are drawn can be used to guide future work for improving
existing techniques.

Keywords: Paraphrase, Monolingual bi-phrase patterns.

1 Introduction

Deciding whether two text units convey the same meaning is one of the most im-
portant needs in Natural Language Processing. As natural language offers many
possible alternatives for expression, the ability to determine that two words or
phrases have equivalent meaning in context is required for analyzing text. In
question answering, for instance, this can be used to extract correct answers ex-
pressed with words that differ from those in the question. Large-scale acquisition
of sets of equivalent text units is an active field of research. Applications can be
in text analysis, for example to allow different wordings in Machine Translation
evaluation [9], or in text generation, for example to help writers to find more
appropriate wordings [14].

A number of techniques have been proposed for acquiring text units in a para-
phrasing relationship, defined by a reciprocal textual entailment between the two
units. These techniques are designed to acquire paraphrases from specific types
of resources. Monolingual corpora have been extensively used to test the distri-
butional hypothesis, which states that text units occurring in similar contexts
may be paraphrases. The limitation in themes or genres in a comparable cor-
pus increases the probability of extracting accurate paraphrase pairs in context.
Bilingual parallel corpora have also been used to test the translation equivalence
hypothesis, which states that text units sharing translations in at least one other
language may be paraphrases.

In contrast, few works have addressed using monolingual parallel corpora made
up of paraphrases at the sentential level. This can be explained by the facts
that very few such corpora are available and that their construction can be

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAT 6233, pp. 67-{78,[2010.
© Springer-Verlag Berlin Heidelberg 2010
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costly and difficult to design. However, because they associate sentences which
express the same meaning, such corpora allows for the most reliable acquisition
of paraphrase pairs. Contrary to what is the case with comparable monolingual
corpora or parallel bilingual corpora, paraphrases can be observed directly, and
examples of contexts in which one may substitute one with the other can be
extracted straightforwardly.

This work focusses on the acquisition of accurate paraphrases in context from
monolingual parallel corpora, and on combining the results obtained from differ-
ent techniques. The remainder of the paper is organised as follows. In section
we will review the main approaches for acquiring subsentential paraphrases and
then describe three particular existing techniques that can be applied on senten-
tial paraphrases in section Bt a technique based on statistical learning of word
alignments, one based on the symbolic representation of linguistic variation, and
another based on the syntactic fusion of sentences. An experimental framework
for comparing and combining the outputs of these techniques will be described
in section [l Our methodology for building a suitable corpus by multiple trans-
lation will be explained as well as an existing methodology for evaluating the
performance of the various techniques. Lastly, we will conclude and describe our
future work in section

2 Previous Work on Subsentential Paraphrase
Acquisition

The hypothesis that if two words or, by extension, two phrases, occur in similar
contexts then they may be interchangeable has been extensively tested. This
distributional hypothesis, attributed to Zellig Harris, was for example applied to
syntactic dependency paths in the work of Lin and Pantel [I3]. Their results
take the form of equivalence patterns with two arguments such as {X asks for
Y, X requests Y, X’s request for Y, X wants Y, Y is requested by X, ...}.
Using comparable corpora, where the same information probably exists under
various linguistic forms, increases the likelihood of finding very close contexts
for subsentential units. Barzilay and Lee [2] propose a multi-sequence alignment
algorithm that take structurally similar sentences and build a compact lattice
representation that encode local variations. The work by Bhagat and Ravichan-
dran [4] describes an application of a similar technique on a very large scale.
The hypothesis that two words or phrases are interchangeable if they share a
common translation into one or more other languages has also been extensively
followed in works on subsentential paraphrase acquisition. Bannard and Callison-
Burch [I] describe a pivoting approach that can exploit bilingual parallel corpora
in several languages. The same technique has been applied to the acquisition of
local paraphrasing patterns in Zhao et al. [I7]. The works of Callison-Burch [5]
and Max [14] have shown how the monolingual context of a sentence to para-
phrase can be used to improve the quality of the acquired paraphrases.
Another approach consists in modelling local paraphrasing identification rules.
The work of Jacquemin on the identification of term variants [§], which exploits
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rewriting morphosyntactic rules and descriptions of morphological and semantic
lexical families, can be extended to extract the various forms corresponding to
input patterns from large monolingual corpora.

All the previous approaches can produce inappropriate pairs that do not cor-
respond to paraphrastic variants in context. This is largely due to the fact that
the corpora that they use never explicitly encode paraphrasing relationships
between text units. For instance, a paraphrase obtained by pivoting through
another language may not have been observed in the context of the original
phrase: the phrase it is too early to could be automatically extracted for the
original phrase this is not the time to by pivoting through the French phrase 4l
est trop tot pour, an acceptable translation for some occurrences of the two En-
glish phrases, but it would clearly not be appropriate with a context such as this
s not the time to be negative. Likewise, extracting a phrase that appears in con-
texts very similar to that of an original phrase is limited by the effectiveness of
the modeling of context used: for instance, several occurrences of Spain defeated
France and Spain lost to France should not be used as evidence for establishing
a paraphrasing relationship between the two verbs[]

In contrast, whenever parallel monolingual corpora aligned at the sentence
level are available, the task of subsentential paraphrase acquisition can be cast
as one of word alignment between two aligned sentencesd Previous works have
exploited multiple translations, which occur very infrequently naturally. But such
translations are sometimes produced, albeit in small quantities, for example as
multiple reference translations for evaluating Machine Translation outputs auto-
matically. Barzilay and McKeown [3] applied the distributionality hypothesis on
such parallel sentences, and Pang et al. [I6] proposed an algorithm to align sen-
tences by recursive fusion of their common syntactic constituants. Callison-Burch
et al. [6] describe an automatic metric that can be used to compare techniques
extracting subsentential paraphrases from pairs of sentential paraphrases.

3 Acquisition of Subsentential Paraphrases from
Sentential Paraphrases

As discussed in section [2] acquiring subsentential paraphrases is a challenging
task. In this work, we consider the most simple scenario where sentential para-
phrases are available and words/phrases from one sentence can be aligned to
words/phrases from the other sentence. In this section we describe several tech-
niques and their implementation that perform the task of subsentential unit
alignment and how their results can be combined in a simple way. We will also
describe an existing evaluation metric that will allow us to compare the perfor-
mance of these techniques.

1 As previously said, the use of comparable corpora provides a promising way to alle-
viate this issue, as limiting the corpus to, for example, press coverage for the same
piece of news strongly increases the probability of finding very close contents.

2 We do not address here the discourse and implication issues which make aligning
the full contents of two such sentences not possible in all cases.
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3.1 Statistical Word Alignment Method (Word)

In phrase-based Statistical Machine Translation, bilingual phrases are extracted
from parallel corpora as the basic units for translating. These biphrases are often
extracted in two steps [15] : first, word alignments are found in both directions,
and some heuristics is then applied to symmetrize these alignments and to ex-
tract biphrases from the resulting alignment. Word alignment models are learnt
from the full training set of parallel sentences in the training corpus, more data
typically resulting in improved performance. Furthermore, because the under-
lying training algorithms make the assumption that sentences in a pair form a
strict correspondance, sentences that are complete and somehow literal trans-
lations will make word alignment and biphrase extraction more preciseE Note
that alignment models typically support alignment to NULL tokens for words
which could not be aligned, thus representing word insertions/deletions. How-
ever, these words can still be included in the extracted biphrases depending on
the heuristics used.

Using such alignment models for the monolingual case has already been tested,
but to our knowledge no work has reported using parallel monolingual corpora
due to their lack of availabibilityE For this work, we collected sentential para-
phrases to build a monolingual parallel corpus. In order to increase the number
of examples at the sentential level, we take all pairings for paraphrases belong-
ing to the same group if they exist to build our training corpusﬁ We used the
MosES system [12] for word alignments (using Giza++ [15]) and default sym-
metrisation. Once an alignment matrix is available, we extract biphrases corre-
sponding to possible subsentential paraphrases using the following criterion [6]:
two phrases from each sentence constitute a paraphrase pair if all words from
one phrase are aligned to at least one word from the other phrase and not to
words outside it.

3.2 Term Variant Identification Method (Term)

Sentential paraphrases can use common words, but also synonyms and more
generally phrasal paraphrases. For such pairings, and under certain conditions
that are met with the types of corpus that we use, rules can be expressed to
model acceptable variations. Research on term variant extraction thus offers a
direct solution to the problem of subsentential alignment for some units. We have

3 This partly explains why some language pairs are harder to align than others.

* Works based on translational equivalence such as [I] alleviate this issue by using
more readily available bilingual parallel corpora. However, one of the main limita-
tion of this approach, which motivated works on context modeling for validating
the extracted paraphrases [BI14], is that the extracted biphrases are only indirectly
aligned. The strong limitation of our work for using parallel monolingual corpora
finds here one of its main justifications.

Note that this will give a clear advantage to the statistical word alignment tech-
nique over the other techniques that we will discuss, which do not currently support
exploiting information from other sentences or other sentence pairings.
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used the FASTR system [§], which takes as input a corpus and a list of terms and
outputs the indexed corpus in which terms and variants are recognized, using sets
of meta-rules applying to term rules to define acceptable variations. Meta-rules
allow us to define morphosyntactic rewriting patterns as well as morphologic and
semantic lexical relationships. FASTR offers a large ruleset (mostly for nominal
and verbal terms) and large lists of morphological variants and synonyms.

The controlled indexing program of FASTR extracts all variants from a list of
terms from a corpus. We used it to find phrase alignments in both directions.
Given a pair of sentential paraphrases, all phrases up to a given length were
extracted from one of the paraphrases. Those were then used by FASTR as input
terms to perform controlled indexing of the corpus consisting solely of the other
paraphrase. Only biphrases that are found in of both directions are kept. We
modified the program configuration so that it accepts one-word terms, useful for
synonym detection, but otherwise used its default resources. This consequently
performs a biphrase extraction focussed on nominal and verbal terms.

3.3 Alignment by Syntactic Fusion Method (Synt)

The exploitation of the parallelism of two sentential paraphrases can be pushed
further: if two such paraphrases share their high-level syntactic structure, then
it is possible to guide the alignment of their words by recursively aligning their
syntactic subconstituents. Pang et al. [16] proposed an implementation of this
idea, which is illustrated on Figure [l

The two sentences of a paraphrase pair are first syntactically parsed. Fu-
sion then takes place in the following way: two syntactic subtrees are recursively
merged if their root category and the categories of the ordered list of their daugh-
ter subtrees match. Otherwise, when the categories of the daughter subtrees do
not match, a list of alternative derivations is created at that node.

In order to avoid mistakenly merging some subtree configurations, the authors
introduced a lexical blocking mechanism, which prevents merging two subtrees
if a content that belongs to the accessible vocabulary of one daughter subtree of
the first subtree also belongs to the accessible vocabulary of a different daughter
subtree of the second subtree. This prevents merging in cases such as active
and passive voice sentential paraphrases, where in spite of matching high-level
syntactic structures the agent and patient have been swapped.

In a last step, the obtained parse forest is linearized to yield a word lattice.
This lattice can finally be reduced by merging edges with the same words that
have common prefixes or suffixes.

All subpaths originating from the same start and end nodes thus represent
subsentential units in an equivalence relationd The set of all pairs of subsenten-
tial paraphrases encoded in the lattice can be effectively extracted by a simple
traversal of the lattice. Note that the presented algorithm can work with any
number of input sentential paraphrases as illustrated in the original article [16].

5 Note that in the extreme case of two sentences whose root nodes cannot be merged
the smallest pair of equivalent units is made up the two full sentences.
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Tree 2

+ [
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12 ersons warg twealve opla died
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Merge
Parse Forest
L/ VB N
12 le 13
twelve persons were died killed
Word Lattice Linearize
died

12 people
M" < oo
twelve persons were killed

Fig. 1. Illustration of Pang et al.’s [16] syntactic fusion algorithm

Our implementation of this technique revealed several limitations. First, this
algorithm stops all merging whenever lexical blocking is fired, which was prob-
ably motivated by the fact that the objective of the authors was to generate
new sentential paraphrases from a set of existing sentences. However, because
we want to extract as many (accurate) pairings as possible, we allow merging to
continue on subconstituents which should not be affected by lexical blocking.

We also addressed the strong dependency of the algorithm on the precision
of the automatic syntactic parses used. Indeed, we observed many cases in our
development data where legitimate merging did not take place because of in-
compatible parse trees resulting from locally wrong parse trees. However, wrong
syntactic parses can sometimes produce good alignments if both parses can be
merged in the same way as valid parses would allow. Using the Berkeley prob-
abilistic parser [I0], the k-best parses for both sentences are used, and the i
parse of the first sentence and the j** parse of the second one kept are those for
which the correponding lattice is the most compact before reduction.

The intuitive motivation for this choice is that the more compact a lattice is
before reduction the more two sentences have been aligned (which is a sought
property given the parallelism of the input sentences), and that the reduction
operation should reduce as few as possible nodes that would not have been
previously merged due to compatible subparses of the two sentences. We chose
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a value of 5 for k, thus limiting the number of merged configurations to 52 = 25
per sentence pair.

3.4 Combination of Paraphrase Pairs from Different Techniques

All the presented techniques for extracting sub-sentential alignments were run
independently to produce candidates for phrases up to 7 tokens (pairs of iden-
tical phrases excluded). Each technique makes use of its own hypotheses and
resources, and it can be expected that they could have different performances
depending on the configurations of the merged sentences. Working on efficiently
combining these techniques is therefore an interesting issue. In this work, we
started by considering the simple case of output combination by performing set
unions and intersections. Taking the union of the candidate pairs of two or more
techniques is expected to increase the recall of found pairs relative to a reference
alignment, while taking the intersection is expected to increase the precision of
such pairs. It is of particular interest to measure how a combination of both
measures would behave for such cases.

4 Experimental Framework

4.1 Corpus Collection

In order to build development and test corpora, we set up a web-based data
acquisition experiment. Volunteer contributors were asked to translate sets of
sentences into FrencH. The same sets of sentences were translated by several
contributors, from any of 10 languages from the Europarl corpus [I1] of Euro-
pean parliamentary debate. The web interface provided the contributors, who
were not for the most part professional translators, with several convenience tools
to help them in their task. One of them allowed checking a reference translation
from Europarl, which was not used to build our corpus, to make local improve-
ments and corrections once an initial candidate translation was submitted. This
technique proved quite successful in ensuring an acceptable quality for most sub-
mitted translations. All translations used in these experiments were manually
checked by a unique annotator who followed the rule to remove any translation
which showed too strong a bias towards the reference translation between the
two versions of a translation.

In order to measure the similarity degree between lexical paraphrases obtained
from different languages, we computed the overlap coefficient, which represents
the lexical overlap percentage between the vocabularies of two sentences S; and
522
[S1 N Sa|

co= .
min(|S1|, |Sz|)

(1)

" We considered important to use for our experiments a language for which all our
contributors and human annotators had a native or near-native command.
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Table 1. Similarity degree between paraphrases obtained from different languages

All tokens Lemmas of content words
en es de it pt en es de it pt
en0.90 1720.64 690.59 890.63 840.62 55 0, 90 172 0,65 690,61 890,66 340,64 58

es * - 0.62 570.63 570.64 51 - 0,57 570,68 570,68 51
de * * - 0.58 670.61 53 * * - 0,59 670,62 53
it * * * - 0.65 50 * * * - 0,66 50
pt * * * * B * * * * B

The minimum number of pairs for a group was set to 20 in this experiment. The left
side of Table[[Ishows the average coefficient of lexical overlap for all tokens on the
selected groups of paraphrases and for different source languages. Numbers shown
as indices represent the number of sentential paraphrases (common translations)
obtained from two languages. For instance, the 172 paraphrases obtained from
English have an average of 90% common tokens. In contrast, we find that those
from two different languages contain on average between 36% and 42% different
tokens. These values show, as we expected, that we obtain more lexical variation
using different source languages for semantically equivalent sentences.

We repeated this experiment considering this time only lemmatised forms of
content words. Results, shown on the right side of Table [[l show a similarity
degree which is slightly higher than in the previous experiment, varying from
57% to 68% for different languages. This still shows a significant level of lexical
variation in the translation process at the level of the content words used.

In order to simulate various degrees of parallelism between two sentences in a
pair, we built two sub-corpora from our full corpus: we took a set of 50 sentences
which were selected on the basis that 4 independent valid translations from En-
glish and one valid translation from German, Spanish, Italian and Portuguese
were available ] We therefore obtained two corpora of 50 groups of 4 paraphrases
each. In each group, one paraphrase is randomly selected as a “reference para-
phrase” to which the three others will be aligned. Three human annotators were
then asked to manually align at the token level each of the 300 sentence pairs (2
corpora x 50 groups x 3 alignments). The YAWAT [7] manual word alignment tool
was used, to allow aligning sentences by visual selection of phrases and optional
checking on word alignment matrices. Each sentence pair was annotated by a
single annotator, as the work of Callison-Burch and al. [6] reports an acceptable
inter-annotator agreement rate on such a task[] We nevertheless asked one of
the judges to check all alignments and make the necessary modifications to make
them more uniform. Reference biphrases were finally automatically extracted
from the token alignment matrix by following the rule previously described at
the end of section [3.1}

8 Note that the version of the Europarl corpus that we used did not contain information
about the original language for sentences.

9 It should be noted that their work was on news text in English and that their
annotators had been provided with a detailed annotation guide.
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Source Contributed translation

English  Plusieurs orateurs ont considéré que ceci est trop tardé.

English  Plusieurs locuteurs ont jugé cela nécéssaire depuis longtemps.

English Plusieurs orateurs ont consideré que cela aurait da étre fait depuis
longtemps.

English Beaucoup d’orateurs considerent qu’il s’agit d’un processus qui aurait
du étre conclu il y a longtemps.

German Plusieurs orateurs les croient obligatoires depuis si longtemps.

Spanish Plusieurs intervenants ’ont considéré comme une chose indispensable.

Italian Le retard avec lequel s’accomplie cette étape a été souligné dans de
nombreuses interventions.

Portuguese Beaucoup d’orateurs considerent qu’il s’agit d’un processus qui aurait

du étre conclu il y a longtemps.

Fig. 2. Example of a multiply-translated sentence from English and from German,
Spanish, Italian and Portuguese

An example of a paraphrase group is shown on Figure @l As can be seen,
the source language often implies an important bias for the production of the
contributed translation, which results in part from the fact that our contribu-
tors were not professional translators. One can also notice that some original
translations may express slightly different content resulting from the choices of
the sequence of translators involved to obtain these translations.

4.2 Experimental Results

In order to evaluate and compare the results of the implemented techniques
for subsentential paraphrase extraction, we followed the PARAMETRIC approach
described in [6]: the set of candidate biphrases extracted from a sentence pair
is compared with a set of reference biphrases obtained through human anno-
tation (as described in section BI) by computing precision and recall values.
The former value corresponds to the proportion of candidates produced by a
technique which are correct relative to the reference biphrases, while the latter
value corresponds to the proportion of reference biphrases that are extracted
by a technique. As we are also interested in the combination of both these val-
ues when combining candidate sets, we also computed an F-measure value, Fi,
which considers recall and value as equally important. We run the three tech-
niques described in section Bl on our two subcorpora, denoted en2fr and xx2fr,
and computed evaluation scores on their result sets and on result sets obtained
for simple combinations. Results are given on Table 2

It is first quite apparent that the performance of all techniques, both in terms
of precision and recall, is highly dependent on the nature of the sentential para-
phrase pairs, which can be interpreted as a higher complexity for aligning sentence
pairs produced from different languages. If SYNT is unsurprisingly very sensitive
to this, WORD also seem to be significantly impacted when attempting alignment
on less literal sentences, which can be compared to the higher difficulty in aligning
unrelated languages during training in Statistical Machine Translation.
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Table 2. Results obtained for each technique and some combinations of their outputs
in terms of precision (P) and recall (R) of their candidate biphrases relative to reference
biphrases. The F1 values gives as much importance to precision and recall.

WoRrD TERM SynNT TUW TNW TuS TNS WUS WNS TUWUS

Paraphrases obtained by translating from English (en2fr)

P 41.94 41.19 50.16 41.54 55.97 46.48 80.76 40.83 71.21 40.46
R/ss57s 67.07 3.07 8.77 67.66 2.48 11.26 0.58 67.83 8.02 68.41
F 51.61 5.87 14.93 51.47 4.76 18.13 1.16 50.98 14.41 50.58
Paraphrases obtained by translating from 4 languages (xx2fr)

P 27.05 35.98 40.46 27.08 42.98 39.46 28.57 26.91 50.15 26.90
R/2517 51.80 3.05 826 52.92 1.94 11.08 0.23 53.43 6.63 54.39
F 35.54 6.07 13.72 35.83 3.72 17.30 0.47 35.79 11.72 36.00

Looking at recall, we can note a strong difference between WORD on the one
side, and TERM and SYNT on the other side, with the latter two proposing
much fewer paraphrase pairs from the reference alignments. The proportion of
aligned words is unsurprisingly higher for WORD, as this statistical word align-
ment technique attempts aligning as many words as possible, although aligning
to a NULL token is possible under certain circumstances. Nonetheless, WORD
still achieves a reasonable precision score. Note, however, that this technique
benefited from a positive bias as it was able to exploit all sentential paraphrase
pairings to build its alignment model, and therefore could effectively make use of
redundancy while the two other techniques could not take such information into
account as implemented. TERM seems to be specialized in extracting very focused
biphrases. SYNT achieves the best precision overall, with a 10-point advantage
for the paraphrases obtained from one language over paraphrases obtained from
4 different languages.

Para 1 (German) En ce qui concerne les relations internationales , la communauté doit s’ y attaquer
de maniere déterminée et s’ accorder avec la politique extérieure
Para 2 (Italian) Quant aux relations internationales , la Communauté est confrontée aux décisions
relatives a la politique étrangere
REF (En ce qui concerne—~Quant aux) (En ce qui concerne les
relations—Quant aux relations) (la politique extérieure—la
politique étrangeére) (politique extérieure—politique étrangere)
(extérieure—étrangere)
WORD (En+—Quant) (ce——a) (concerne les«~aux) (concerne les relations«<saux relations)
(concerne les relations internationales<»aux relations internationales) (concerne les
relations internationales ,«»aux relations internationales ,) (concerne les relations
internationales , la<raux relations internationales , la) (la communauté doit s’
y attaquer«<la Communauté est confrontée aux décisions) (communauté doit s’
y attaquer«>Communauté est confrontée aux décisions) (doit s’ y attaquer<est
confrontée aux décisions) (déterminée«relatives) (la politique extérieure—la
politique étrangeére) (extérieure—étrangere)
TeERM (politique extérieure—politique étrangeére) (extérieure—étrangeére)
SYNT (En ce qui concerne les—Quant aux)

Fig. 3. Examples of bi-phrases extracted by different techniques from a pair of para-
phrases produced from German and Italian sentences (biphrases in bold belong to the
reference set)
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The various tested combinations reveal expected gains in recall for union
and in precision for intersection. Accordingly, on the en2fr corpus, maximum
precision is obtained by computing intersection sets with the results of SYNT, and
maximum recall is obtained by computing union sets with the results of WORD.
Results are roughly similar on the xx2fr corpus, with the notable exception of
the TNS combination which obtained a comparatively much worse performance
than on the other corpus.

Figure Blillustrates an example of alignment results between two paraphrases
obtained from German and Italian, whose alignment is difficult as confirmed by
the low number of biphrases in the reference set. WORD was unable to reliably
align the words and produced many incorrect biphrases. TERM and SYNT have
instead proposed only few candidates, which reflects again the difficulties of
matching encountered by these two techniques.

5 Conclusion and Future Work

In this article, we have described the task of subsentential paraphrase extrac-
tion from sentential paraphrases, a resource which is rare but which allows us,
as we argued, to concentrate on the most natural scenario for observing such
local paraphrases. Furthermore, such sentential paraphrases allow us to trivially
extract contextual information (e.g. words linked by a grammatical dependency
to words in the paraphrase pair) associated to paraphrase pairs that can be used
to bootstrap context profiles for which the paraphrase pair is valid.

We have described three techniques, initially developed for different purposes,
which operate at various levels and use different resources, and compared them
on two subcorpora representing two levels of parallelism for sentences. Accept-
able levels of precision and recall relative to a reference alignment were achieved,
and simple combinations of results yielded gains for one of the two metrics.

Our future work will be organized along three different lines. First, we want
to be able to generalize the obtained subsentential paraphrases to learn para-
phrasing patterns which integrate contextual information. Then, we plan to first
independently improve each of the presented techniques and then work on ef-
ficient hybrid implementations at extraction time. Finally, we want to study
techniques for validating paraphrases acquired on monolingual parallel corpora
on much more readily available monolingual comparable corpora.

Acknowledgements. This work was supported by a grant from LIMSI. The au-
thors wish to thank the volunteer contributors who took part in the data collection.
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Abstract. We present in this paper an automatic summarization method of Ara-
bic documents. This method is based on a numerical approach which uses a
semi-supervised learning technique. The proposed method consists of two
phases. The first one is the learning phase and the second is the use phase. The
learning phase is based on the Support Vector Machine (SVM) algorithm. In
order to evaluate our method, we conducted a comparative study that involves
the results generated by our system AIS (Arabic Intelligent Summarizer) with
that realized by a human expert. The obtained results are very encouraging and
we plan to extend our evaluation on a larger corpus to ensure the performance
of our system.

Keywords: Automatic summarization, Arabic documents, Machine Learning,
Numerical approaches.

1 Introduction

In the current context, we have to deal with a huge mass of electronic textual docu-
ments available through the net. We need tools offering fast visualization of the
documents (so that the user can evaluate its relevance). Automatic summarization
provides a solution which makes it possible to extract interesting information for an
advantageous reuse. Indeed, the summary helps the reader to decide whether the
original document contains the required information or not. Moreover, in some cases
the reader does not need to read the totality of the original document, simply because
the required information is in the summary [1].

Automatic summarization approaches are inspired by various orientations. Some
approaches rely on symbolic techniques (based on the analysis of the discourse and its
discursive structure), some others are based on numerical treatments (based on statis-
tical, or even on learning) [2].

In addition, the majority of automatic summarization systems mainly treat docu-
ments in Indo-European languages such as English and French. To our knowledge,
there are only few implementations of these methods on Arabic language, such as
LAKHAS [3] and Al Lakas El’eli [4]. Thus, there is an increasing need to develop

H. Loftsson, E. Rognvaldsson, S. Helgadéttir (Eds.): IceTAL 2010, LNAI 6233, pp. 792010.
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automatic summarization systems dedicated to Arabic to handle the increasing
amount of electronic documents written in Arabic [1].

Thus, the achievements in the field of automatic summarization are generally set
out again according to the used approaches. Mainly three approaches are distin-
guished: numerical, symbolic and hybrid. Our contribution is in the context of nu-
merical approach and we propose a system for the automatic summarization of Arabic
documents which is based on a purely Machine learning (ML) technique: ML tech-
nique within the framework classification, is shown to be a promising way to combine
automatically sentence features [5]. In our method, a classifier is trained to distinguish
between two classes of sentences: summary and non-summary ones.

Statistical features that we consider in this work are partly from the state-of-art,
and they include cue-sentencess and positional indicators [6], title-keyword similarity
[71, and other features.

This paper is structured around four sections: Section 1 presents most related
works to ours. Section 2 exposes the proposed method and the summarizing workflow
and Section 3 describes the implementation of our approach and the primary results.
Section 4 presents the conclusion and the future works.

2 Related Work

Three approaches have been proposed to the summarizing of documents: Linguistic
approaches based on a formal representation of knowledge contained in documents or
on a reformulation technique. Indeed, these approaches are usually a formal represen-
tation of knowledge contained in documents or on reformulation techniques. Numeri-
cal approaches are based on calculating a score associated for each sentence to
estimate its importance relative to other sentences of the document. This score is
calculated by using various statistical methods, probabilistic and learning. Hybrid
approaches combine the previous approaches to improve the quality of the summary.

In this paper, we explore a numerical approach and present some examples. Nu-
merical approaches are essentially based on calculating a score associated for each
sentence to estimate its importance. The final summary will only keep the sentences
that have the highest scores.

There are two main techniques: statistical and learning techniques. Recently, vari-
ous authors have explored Machine Learning techniques to summarize documents [7].
This is thanks to the best performance of these techniques.

The learning techniques are classified into three classes. The first class is the su-
pervised learning, this class is based on two phases: the learning phase that use a
training corpus of a very large size and the validation phase that use another corpus
called validation corpus [8]. The second class is the semi-supervised learning that has
only a learning phase; this phase requires a training corpus of small size [9] [10]. The
third one is the non-supervised learning, which does not require either a training cor-
pus or a validation corpus.

The numerical approaches can be applied to all types of corpus and can operate in a
big number. The most important systems which are based on the numerical approaches
are: LAKHAS system [3] which summarizes Arabic documents in XML format.
CBSEAS “Clustering-Based Sentence Extractor for Automatic Summarization” system
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[11] treats the case of multi-document summary. Its principle is that the more redundant
information are the more important they will be.

Our method treats the numerical approaches that have proven their effectiveness in
other languages. More precisely, we use Machine learning techniques based on semi-
supervised learning; this choice is justified by the fact that it allows involving a system
with only a small number of labeled sentences and a large number of not labeled ones.

3 Proposed Method

In this section, we present an overview of the proposed method and the summarizing
workflows for the HTML documents.

3.1 An Overview of Our Method

We propose a new method for the automatic summarization of the newspaper articles
in Arabic language. It is based on a Machine learning technique. More precisely it is
based on the semi-supervised learning technique which is composed of two phases:
the first one is the learning phase which allows the system to learn how to extract
summary sentences. We use Support Vector Machines algorithm (SVM) for this
phase. The second phase is the use phase which allows users to summarize a new
document. Fig. 1 presents the details of the proposed method and the two phases.

3.2 Summarization Workflow

3.2.1 The Learning Phase
In this phase, the system designer should provide the training corpus and the extrac-
tion features to perform the learning.

The training corpus is composed of the source documents and their summaries. All
the documents are initially pretreated to prepare their segmentation in titles, sections,
paragraphs and sentences. This segmentation is based on the criteria of punctuation
and HTML tags. After the segmentation step, each sentence of the segmented docu-
ment will be notified according to some features. This step leads to the construction of
a set of the vectors V corresponding to the values of the specific features to the sen-
tence. These vectors are called extraction vectors or score vectors. Each vector is
associated with a Boolean criterion which indicates the sentence class: summary or
non-summary.

The extraction vector has the following structure: V1 (S1, S2, S3... Sn), where Si is
the score of the criterion i and 7 is the number of the criteria.

In the learning phase, extraction vectors are combined to associate a score with
each feature and generate rules.

3.2.2 The Use Phase

In this phase, the user provides a HTML document as an input for the system. This
document is segmented and notified in order to generate a set of extraction vectors.
The system uses the generated rules to classify each sentence.
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Fig. 1. The principle of the proposed method

4 The AIS System

The method that we proposed for automatic summarization of Arabic documents has
been implemented through the AIS (Arabic Intelligent Summarizer) system. In this
section, we present the implementation details and the preliminary results.

4.1 Implementation Details

Our corpus is composed of 500 Arabic documents collected from the web. These
documents represent newspaper articles selected according to various orientations
(sport, economy, education, etc.). The newspaper articles are of HTML type with a
UTF-8 coding. The summaries of these documents are produced by three human ex-
perts. Then, we use the index of kappa' to calculate the similarity between human
experts and generate one summary for each document.

! http://kappa.chez-alice.fr/
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After the segmentation step, we use 15 features to classify each sentence. Some of
these features are detailed in Table 1.

Table 1. Features details

Features Details

Position in the text Indicates the position of the sentence in the text.

First sentence in the section Indicates if the sentence is the first in the section or not.

First sentence in the paragraph Indicates if the sentence is the first in the paragraph or not.

Range of the paragraph Indicates the range of paragraph that contains the sentence.

Tf_idf score Calculates the tf*idf of the score.

Tf score Calculates the Tf of the score.

Title keywords Presents the number of title keywords in the sentence.

Indicative expressions Presents the number of indicative expressions in the
sentence.

Finally, we obtain a file that contains the set of extraction vectors which constitute
the input of the learning phase. In the learning phase, we use the SVM algorithm to
learn how to classify the summary and non-summary sentences. At the end of the
learning phase, a score is associated with each feature. Some features can have a score
of zero. The SVM algorithm generates a rule by summing scores associated with each
feature.

The system uses the generated rules to calculate the score of each sentence. If the
score is positive, the sentence will be considered as a summary sentence, otherwise
the sentence is considered as a non-summary sentence. Finally, the system combines
summary sentences to obtain the summary.

4.2 Preliminary Results

We used 60 documents of our corpus to experiment our system (i.e. 50 documents for
the learning phase and 10 documents for the evaluation phase). The obtained summa-
ries are compared to the human summaries. The average measures for Precision, Re-
call and F-measure are respectively 0.992, 0.991and 0.991 (see Table 2).

Table 2. Evaluation results

Precision Recall F-measure
Weighted Avg 0.992 0.991 0.991

5 Conclusion and Future Work

In this paper, we have proposed a method for automatic summarization of Arabic
documents. Our method is implemented by AIS system and is based on the Machine
learning technique. Our work focuses on a particular type of documents (i.e., the
newspaper articles in HTML format). We believe that the preliminary results are very
encouraging. Indeed the F-measure is equal to 0.991. We note that we used a small
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corpus for the evaluation but as perspectives, we plan to extend the evaluation on a
larger corpus.

We also intend to apply the proposed method for other types of documents such as

XML and TXT.
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Abstract. Geographic Information Retrieval (GIR) is a specialized In-
formation Retrieval (IR) branch that deals with information related to
geographical locations. Traditional IR engines are perfectly able to re-
trieve the majority of the relevant documents for most geographical
queries, but they have severe difficulties generating a pertinent ranking
of the retrieved results, which leads to poor performance. A key rea-
son for this ranking problem has been a lack of information. Therefore,
previous GIR research has tried to fill this gap using robust geograph-
ical resources (i.e. a geographical ontology), while other research with
the same aim has used relevant feedback techniques instead. This paper
explores the use of Bag of Concepts (BoC; a representation where doc-
uments are considered as the union of the meanings of its terms) and
Holographic Reduced Representation (HRR; a novel representation for
textual structure) as re-ranking mechanisms for GIR. Our results reveal
an improvement in mean average precision (MAP) when compared to
the traditional vector space model, even if Pseudo Relevance Feedback
is employed.

Keywords: Geographic Information Retrieval, Vector Model, Random
Indexing, Context Vectors, Holographic Reduced Representation.

1 Introduction

Geographic Information Retrieval (GIR) deals with information related to ge-
ographic locations, such as the names of rivers, cities, lakes or countries [I§].

* The first and second authors were supported by Conacyt scholarships 208265 and
165545 respectively, while the third, fifth and sixth authors were partially supported
by SNI, Mexico. This work has been also supported by Conacyt Project Grant 61335.
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Information that is related to a geographic space is called geo-referenced infor-
mation, which is often linked to locations expressed as place names or phrases
that suggest a geographic location. For instance, consider the query: “ETA in
France”. Traditional IR techniques will not be able to produce an effective re-
sponse to this query, since the user information need is very general. Therefore,
GIR systems have to interpret implicit information contained in documents and
queries to provide an appropriate response to a query. This additional informa-
tion would be needed in the example to match the word “France” with other
French cities as Paris, Marseille, Lyon, etc.

Recent developments in GIR systems have demonstrated that the GIR prob-
lem is partially solved through traditional or minor variations of common IR
techniques. It is possible to observe that traditional IR engines are able to re-
trieve the majority of relevant documents for most geographical queries, but they
have severe difficulties generating a pertinent ranking of the retrieved results,
which leads to poor performance.

An important source of the ranking problem has been the lack of informa-
tion. Therefore, previous research in GIR has tried to fill this gap using robust
geographical resources (i.e. a geographical ontology), whilst other research has
used relevance feedback techniques instead.

As an alternative, our method suggests representing additional information in-
corporating concept-based representations. We think that concept-based schemes
provide important information, and that they can be used as a complement to the
Bag of Words representations. Our goal is therefore to investigate whether combin-
ing word-based and concept-based representations can be used to improve GIR.

In particular, we consider the use of two document representations: a)Bag of
Concepts (BoC), as proposed by Sahlgren and Céster [3], to represent a document
as the union of the meanings of its terms; b)Holographic Reduced Representation
(HRR) defined by Plate [2] to include syntactic structure. The purpose is to repre-
sent relations that give different ideas of location like: in Paris, near Paris, across
Paris. This representation can help to state specific information for GIR.

The proposed BoC and HRR representations are vector representations con-
structed through the aid of Random Indexing (RI), a vector space methodology
proposed by Kanerva et al [20].

The remainder of this paper is organized as follows. In Section 2 we briefly
review some GIR related work. Section 3 presents Random Indexing word space
technique. Section 4 describes the Bag of Concepts representation. Section 5
introduces the concept of Holographic Reduced Representations (HRRs) and
presents how to use them to represent documents according to their spatial
relations. Section 6 explains the experimental setup. Section 7 shows the results
obtained with Geo-CLEF collections and queries from 2007 to 2008. Finally,
Section 8 concludes the paper and gives some directions for further work.

2 GIR Related Work

Geographical Information Retrieval (GIR) considers the search for documents
based not only on conceptual keywords, but also on spatial information (i.e.,
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geographical references) [I8]. Formally, a geographic query (geo-query) is defined
by a tuple (what, relation, where) [19]. The what part represents generic terms
(non-geographical terms) employed by the user to specify its information need,
which is also known as the thematic part. The where term is used to specify the
geographical areas of interest. Finally, the relation term specifies the “spatial
relation”, which connects what and where. For example in query: Child labor in
Asia, the what part would be: Child labor, the relation term would be in and
the where part Asia.

GIR was evaluated at the CLEF forum [I4] from 2005 to 2008, under the
name of the ‘GeoCLEF’ task [15]. Several approaches were focused on solving
the ranking problem during these years. Common employed strategies are: a)
query expansion through feedback relevance [6], [9], [I0]; b) re-ranking retrieved
elements through adapted similarity measures [7]; and c¢) re-ranking through
information fusion techniques [9], [I0], [11].

These strategies have been implemented following two main paths: first, tech-
niques that have paid attention to constructing and including robust geographi-
cal resources in the process of retrieving and/or ranking documents. And second,
techniques that ensure that geographical queries can be treated and answered
by employing very little geographical knowledge.

As an example of those in the first category, previous research employed geo-
graphical resources in the process of query expansion. Here, they first recognize
the geographical named entities (geo-terms) in the given geo-query by employ-
ing a GeoNEsystem. Afterwards, they then employ a geographical ontology to
search for these geo-terms, and retrieve some other related geographical terms.
The retrieved terms are then used as feedback elements to the GIR engine.
However, a major drawback with these approaches is the huge amount of work
needed in order to create such ontologies: for instance, Wang et al. in [6] em-
ploy two different geographical taxonomies (Geonamesﬁ and WorldGazetteIE) to
construct a geographical ontology with only two spatial relations: “part-of” and
“equal”. This leads to the fact that the amount of geographical information in-
cluded in a general ontology is usually very small, which limits it as an effective
geographical resource. Some other approaches that focus on the re-ranking prob-
lem propose algorithms that consider the existence of Geo—tagsﬁ; therefore, the
ranking function measures levels of topological space proximity, or geographical
closeness among the geo-tags of retrieved documents and geo-queries [7]. In or-
der to achieve this, geographical resources are needed. Although these strategies
work well for certain type of queries, in real world applications neither “geo-tags”
nor robust geographical resources are always available.

In contrast, approaches that do not depend on any geographical resource, have
proposed and applied variations of the query expansion process via relevance

! Geographical Named Entity Recognizer.

2 Geonames geo coding web service: http://www.geonames.org/

3 WorldGazetteer: http://www.world-gazetteer.com

4 A Geo-tags is a label that indicates the geographical focus of certain document or
geographical query.
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feedback without special consideration for geographic elements [8], [9]. Despite
this, they have achieved acceptable performance results, sometimes even better
than those obtained employing resource-based strategies. There is also work
focusing on the re-ranking problem; it considers the existence of several lists of
retrieved documents from one or more IR engines. For instance, one IR engine
can be configured to manage a thematic index (i.e., non geographical terms),
while another IR engine is configured to manage only geographical indexes [§],
[9], [10], [11], [18]. Therefore, the ranking problem is seen as an information
fusion problem; where simple strategies only apply logical operators to the lists
(e.g., AND) in order to generate one final re-ranked list [10], while others apply
techniques based on information redundancy (e.g., CombMNZ, Round-Robin or
Fuzzy Borda )[8], [10], [I1], [18].

Recent evaluation results indicate that there is not a notable advantage of
resource-based strategies over methods that do not depend on any geographical
resource [IT]. Motivated by these results, our method does not depend on the
availability of geographical resources, but we contemplate the use of different lists
of ranked retrieved documents (VSM, BoC and HRR) looking for improvement
of the base ranker efficiency by the combination.

This work differs from previous efforts in that we consider, in the re-ranking
process, the context information and syntactic structure contained in geo-queries
and retrieved documents. This additional information is captured by BoC and
HRR representations, which need special vectors, built by Random Indexing (RI).

3 Random Indexing

The vector space model (VSM) [16] is probably the most widely known IR model,
mainly because of its conceptual simplicity and acceptable results. The model
creates a space in which both documents and queries are represented by vectors.
This vector space is represented by V a n x m matrix, known as term-document
matrix, where n is the number of different terms, and m is the number of doc-
uments, in the collection. The VSM assumes that term vectors are pair-wise
orthogonal. This assumption is very restrictive because the similarity between
each document/query pair is only determined by the terms they have in common,
not by the terms that are semantically similar in both.

There have been various extensions to the VSM. One example is Latent Se-
mantic Analysis (LSA) [I7], a method of word co-occurrence analysis to com-
pute semantic vectors (context vectors) for words. LSA applies singular-value
decomposition (SVD) to V (the term-document matrix) in order to construct
context vectors. As a result, the dimension of the produced vector space will
be significantly smaller by grouping together words that mean similar things;
consequently the vectors that represent terms cannot be orthogonal. However,
dimension reduction techniques such as SVD are expensive in terms of mem-
ory and processing time. As an alternative, there is a vector space methodology
called Random Indexing (RI) [3], which represents an efficient, scalable, and in-
cremental method for building context vectors, which express the distributional
profile of linguistic terms.
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RI overcomes the efficiency problems by incrementally accumulating & - di-
mensional index vectors into a context matrix R of order n x k, where k < m,
but usually on the order of thousands. This is done in two steps: 1) A unique
random representation known as index vector is assigned to each context (either
document or word), consisting of a vector with a small number (¢) of non-zero
elements, which are either +1 or -1, with equal amounts of both. For example, if
index vectors have twenty non-zero elements in a 1024-dimensional vector space,
they have ten +1s and ten -1s. Index vectors serve as indices or labels for words
or documents; 2) Index vectors are used to produce context vectors by scanning
through the text. Every time a target word (¢) occurs in a context (c), the index
vector of the context (ic) is added to the context vector of t (tc). Thus, the
context vector of t is updated as: tc + = ic.

In this way, R is a matrix of k-dimensional context vectors that are the sum
of the terms’ contexts. Notice that these steps will produce a standard term-
document matrix V' of order n x m if we use unary index vectors of the same
dimensionality as the number of contexts. Such m-dimensional unary vectors
would be orthogonal, whereas the k-dimensional random index vectors are only
nearly orthogonal. However, Hecht-Nielsen [21] stated that there are many more
nearly orthogonal directions in a high dimensional space than truly orthogonal
directions, which means that context matrix R n x k will be an approximation
of the term-document matrix F' n x m.

The approximation is based on the Johnson-Lindenstrauss lemma [21], which
states that if we project points in a vector space into a randomly selected sub-
space of sufficiently high dimensionality, the distances between the points are
approximately preserved. Then, the dimensionality of a given matrix V can be
reduced by projecting it through a matrix P.

Rnxk = anumxk (1)

Random Indexing has several advantages: 1. It is incremental, which means that
the context vectors can be used for similarity computations even after just a few
documents have been processed; 2. It uses fixed dimensionality, which means that
new data do not increase the dimensionality of the vectors; 3. It uses implicit
dimensionality reduction, since dimensionality is much lower than the number
of contexts in the data (k < m).

There are works that have validated the use of RI in text processing tasks:
for example, Sahlgren & Karlgren [I2] demonstrated that Random Indexing can
be applied to parallel texts for automatic bilingual lexicon acquisition. Sahlgren
& Coster [3] used Random Indexing to carry out text categorization. This tech-
nique, as far as we know has not been used in IR, but similar techniques as SVD
are well known and used in the area.

4 BoC Document Representation

BoC is a recent representation scheme introduced by Sahlgren & Coster [3],
which is based on the idea that the meaning of a document can be considered as
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the union of the meanings of its terms. This is accomplished by generating term
context vectors for each term within the document, and generating a document
vector as the weighted sum of the term context vectors contained within that
document. Thus, the m documents in a collection D are represented as:

di =) hjgg  i=1,...m (2)
j=1

where s is the number of terms in document d;, gj is the context vector of term
J, and hj; is the weight assigned to term j in the document i, according to the
weighting scheme considered.

The context vectors used in BoC are generated using RI and ‘Document Oc-
currence Representation” (DOR). DOR is based on the work of Lavelli et al. [13]
and considers the meaning of a term as the bag of documents in which it occurs.
When RI is used together with DOR, the term ¢ is represented as a context

vector:
t= Z bx (3)
k=1

where u is the number of documents containing ¢, and by is the index vector
of document k, then the contribution of document & to the specification of the
semantics of term ¢. For instance, the context vector for a term ¢, which appears
in the documents d; = [1, 0, -1, 0] and d2 = [1, 0, 0, -1] would be [2, 0, -1, -1].
If the term t is encountered again in document dj, the existing index vector of
d; would be added one more time to the existing context vector to produce a
new context vector for ¢ of [3, 0, -2,-1]. Context vectors generated through this
process are used to build document vectors as BoC. Thus, a document vector is
the sum of the context vectors of its terms.

5 HRR Document Representation

In addition to BoC, we explore the use of syntactic structures (prepositional
phrases such as ‘in Asia’) to represent spatial relations and re-rank the retrieved
documents. The traditional IR methods that include compound terms, extract
and include them as new VSM terms [4], [5]. We explore a different represen-
tation of such structures, which uses a special kind of vector binding (called
holographic reduced representations (HRRs) [2]) to reflect text structure and
distribute syntactic information across the document representation. Fishbein,
and Eliasmith have used the HRRs together with Random Indexing for text
classification, where they have shown improvement under certain circumstances,
having BoC as the baseline [I]. It is important to mention that up to now, we
are not aware of other work that uses RI together with HRRs.

The Holographic Reduced Representation, HRR, was introduced by Plate [2]
as a method for representing compositional structur