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Preface

This is the seventh volume of a series of books on fundamental research in spatial 
cognition. As with past volumes, the research presented here spans a broad range of 
research traditions, for spatial cognition concerns not just the basic spatial behavior of 
biological and artificial agents, but also the reasoning processes that allow spatial 
planning across broad spatial and temporal scales.  Spatial information is critical for 
coordinated action and thus agents interacting with objects and moving among objects 
must be able to perceive spatial relations, learn about these relations, and act on them, 
or store the information for later use, either by themselves or communicated to others.  
Research on this problem has included both psychology, which works to understand 
how humans and other mobile organisms solve these problems, and computer science, 
which considers the nature of the information available in the world and a formal 
consideration of how these problems might be solved. Research on human spatial 
cognition also involves the application of representations and processes that may have 
evolved to handle object and location information to reasoning about higher-order 
problems, such as displaying non-spatial information in diagrams. Thus, work in spa-
tial cognition extends beyond psychology and computer science into many disciplines 
including geography and education. The Spatial Cognition conference offers one of 
the few forums for consideration of the issues spanning this broad academic range.   

This volume represents the fruit of a maturing collaboration between two spatial 
cognition research centers, one that has emphasized psychology (SILC – Spatial Intel-
ligence and Learning Center, National Science Foundation) and one that has empha-
sized the computational approach (SFB/TR8 Spatial Cognition, German Research 
Council DFG). This collaboration began in 2008 with joint work on the sixth Spatial 
Cognition conference that was held in Freiburg, preceded by an NSF-funded work-
shop. A smaller, more focused, workshop followed in 2009 in New York City, and 
collaborative work began on a number of individual projects. The emerging consensus 
is that spatial cognition research must consider both issues of reasoning about small-
scale spatial relations of manipulable objects and the larger-scale spatial problems of 
navigating among locations. The papers and Keynote speakers of this year’s confer-
ence reflect this emerging approach and, in the present volume, you will see the results 
of sustained growth in the field of spatial cognition. The combined efforts of the two 
centers are contributing significantly to providing the infrastructure necessary for a 
fully-fledged science of space. 

For this volume, 35 papers were submitted and reviewed by at least three members 
of our Program Committee. Twenty-five papers were selected for presentation and 
inclusion here. In addition to the submitted papers, the Program Chairs invited three 
scholars to give keynote lectures. Francesca Pazzaglia, of the University of Padova, 
Italy, gave a lecture considering individual difference in large-scale spatial thinking 
entitled “Individual Differences in Spatial Language and Wayfinding: The Role of 
Cognition, Emotion and Motivation,” Kenneth Forbus, of Northwestern University, 
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USA, gave a lecture highlighting work on the computer science approach to education 
and spatial thinking entitled “CogSketch: Sketch Understanding for Cognitive Science 
Research and for Education,” and Roger Downs, of Pennsylvania State  
University, USA, gave a lecture linking geography to navigation entitled “The  
Refraction of Space: A Radical Reversal of Direction.” Abstracts of the keynote talks 
are presented in this volume. 

Spatial Cognition 2010 took place at the Resort on the Mountain near Mount Hood 
Oregon—the first time this conference has been held in North America. In addition to 
the papers that were presented, nearly 50 posters displayed work in progress. The 
conference also featured two tutorials, four workshops, and a doctoral colloquium 
where more than a dozen young scholars had the opportunity to present their research. 
The Spatial Cognition conference was attended by more than 100 delegates from 
around the world, including the United States, Germany, Canada, Italy, the United 
Kingdom, Ireland, Bulgaria and Japan. 

Many people contributed to the success of Spatial Cognition 2010.  We wish to thank: 
Adrienne Larmett for the organization and logistics for the conference, David Rapp for 
his work in organizing the poster sessions, Thomas Barkowsky and Ken Forbus for 
chairing the Workshop Committee, Kai-Florian Richter for organizing the tutorials, and 
Andrea Frick, Daniele Nardi, and Kristin Ratliff for organizing the doctoral colloquium. 
A special thank you goes to Andreas Klein for his help with handling the processing of 
paper contributions for this volume; and we thank the support staff from SILC and the 
SFB/TR 8 who helped with the event on site in Oregon. 

Finally, we thank Alfred Hofmann and his staff at Springer for their continuing 
support of our book series.  

August 2010 Thomas F. Shipley 
Christoph Hölscher 

Marta Olivetti Belardinelli 
John Bateman 

Nora S. Newcombe 
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Individual Differences in Spatial Language and
Way-Finding: The Role of Cognition, Emotion

and Motivation
(Abstract)

Francesca Pazzaglia and Chiara Meneghetti

University of Padua, Department of General Psychology (DGP), Via Venezia 8,

35131 Padua, Italy

People can experience an environment in different ways and from different points
of view: by moving around in it, inspecting it from above (flying, viewing from a
mountain top or high building), studying a map, or listening to a verbal descrip-
tion. How an environment is experienced can influence its spatial representation
and, as a consequence, spatial performance. However, this latter can also be in-
fluenced by a series of factors inherent to individuals: gender, spatial and working
memory abilities, cognitive styles in spatial representation, motivation and atti-
tude toward spatial tasks, emotion and personality. Here I present an overview of
a series of research programs underway in the Laboratory of Learning and Mem-
ory at the University of Paduas Department of General Psychology. Our research
on spatial cognition has focused on two main topics: (i) memory and compre-
hension of spatial language, (ii) navigation and way-finding behavior. In both
cases, particular emphasis has been given to the study of individual differences.
Spatial text comprehension and navigation vary widely among individuals. We
investigated potential sources of individual differences and examined the roles of
spatial ability, working memory, cognitive style in spatial representation, as well
as those of other non-cognitive variables: motivation, personality and emotion.
To measure individual differences in sense of direction (SOD), cognitive styles in
spatial representation, motivation in performing spatial tasks, and spatial anx-
iety, we constructed a number of self-rate scales, which are illustrated in terms
of performance on various spatial tasks.

Individual Differences in Spatial Text Comprehension

First I shall present the main results of a series of studies on the role of spatial
ability, working memory, and imagery in the comprehension of spatial descriptions
(De Beni, Pazzaglia, Gyselinck, & Meneghetti, 2005; Gyselinck, Meneghetti, De
Beni & Pazzaglia, 2009; Pazzaglia, De Beni & Meneghetti, 2007). In this context,
people construct a mental (or situation) model that maintains the spatial features
of the environment described (Perrig & Kintsch, 1985; Taylor & Tversky, 1992).
In doing so, both verbal and spatial components of working memory are involved.

C. Hölscher et al. (Eds.): Spatial Cognition VII, LNAI 6222, pp. 1–3, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 F. Pazzaglia and C. Meneghetti

To what extent do limitations in spatial working memory and spatial ability influ-
ence comprehension of spatial texts? Are imagery strategies efficient in promoting
spatial text comprehension and to what extent do they need visuo-spatial working
memory (VSWM) to be implemented? Finally, do cognitive styles in spatial repre-
sentation (i.e. individual tendency to represent environment from survey or route
perspective) influence the comprehension of spatial texts? Overall, the study re-
sults I will present support the notion that VSWM is strongly implicated in spatial
text processing, but also that individual differences in spatial ability (e.g. mental
rotation) and spatial representation can explain performance in spatial text com-
prehension.

Individual Differences in Way-Finding

In the second part of my presentation I shall review our groups studies on indi-
vidual differences in way-finding, studied in both real and virtual environments.
The role of preference for route or survey representation is explored. By pre-
senting the key results from a number of studies (Denis, Pazzaglia, Cornoldi
& Bertolo, 1999; Pazzaglia, Taylor, 2007) I shall demonstrate that individuals
differing in cognitive style in spatial representation (high and low survey individ-
uals) perform differently in way-finding tasks, and that cognitive style interacts
with spatial representation and instructions in influencing performance. Finally
I shall present the main findings from one of our research project investigating
whether personality traits, motivation toward orienting tasks, spatial anxiety, in
addition to spatial ability and VSWM, can explain performance on two distinct
tasks: navigation through a just-learned route, and finding a short-cut. In this
study a sample of 115 undergraduates were given: (1) a battery of tests for the
assessment of spatial ability and VSWM; (2) self-rate scales on SOD, spatial
representation, motivation, and spatial anxiety; (3) the BIG Five Questionnaire
(Caprara, Barbaranelli & Borgogni, 2000) for assessment of personality traits.
A structural equation model (SEM) was computed using the LISREL 8.7 statis-
tical package (Jreskog & Srbom, 1996). The outcomes show that the considered
variables are involved in various different ways in explaining the performance
of the two orienting tasks: cognitive measures (spatial ability and VSWM) pre-
dict navigation through an experienced route; instead, short-cut finding involves
non-cognitive variables personality, emotion and motivation.

Conclusions

Spatial text comprehension and orientation are complex tasks that involve
problem-solving processes. It follows that a variety of cognitive and non-cognitive
factors should be taken into account - in addition to their interconnections - when
seeking explanation for this complexity. Differences due to materials, instructions
and task type also need to be considered. The overview given in this present pa-
per highlights the need to develop an integrated model of spatial cognition, able
to provide a clearer explanation of individual behavior and to support imple-
mentation of more efficient aids for orientation, tailored to individual profiles.
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CogSketch: Sketch Understanding for Cognitive
Science Research and for Education

(Abstract)

Kenneth D. Forbus

EECS Department, Northwestern University, Ford 3-320, 2133 Sheridan Road,

Evanston, IL, 60208, USA

Sketching is a powerful means of working out and communicating ideas. Sketch
understanding involves a combination of visual, spatial, and conceptual knowl-
edge and reasoning, which makes it both challenging and potentially illuminat-
ing. This talk will describe how a team of AI researchers, cognitive psychologists,
learning scientists, and educators is attempting to build the intellectual and
software infrastructure needed to achieve more human-like sketch understand-
ing software. We are creating CogSketch, an open-domain sketch understanding
system that will serve as both a cognitive science research instrument and as a
platform for sketch-based educational software. These missions interact: Our cog-
nitive simulation work leads to improvements which can be exploited in creating
educational software, and our prototype efforts to create educational software
expose where we need further basic research. CogSketch incorporates a model of
visual processing and qualitative spatial representations, facilities for analogical
reasoning and learning, and a large common-sense knowledge base. Our vision
is that sketch-based intelligent educational software will ultimately be as widely
available to students as graphing calculators are today.

I will start by describing the basics of open-domain sketch understanding and
how CogSketch works. Some cognitive simulation studies using CogSketch will
be described, to illustrate that it can capture aspects of human visual process-
ing. The potential use of implicit, software-gathered measures of expertise for
assessment will be discussed, based on a recent experiment with sketching in
geoscience. Two prototype educational software efforts will be summarized. The
first, worksheets, provides a simple way to see if students understand important
configural relationships, e.g., the layers of the Earth. The second, the Design
Buddy, is intended to help students learn how to communicate via sketching in
the context of learning engineering design.

While CogSketch is a work in progress, the current prototype is publicly avail-
able, and we seek community feedback and collaboration. CogSketch can be
downloaded at http://www.silccenter.org/initiatives/tools/sketching.html.

C. Hölscher et al. (Eds.): Spatial Cognition VII, LNAI 6222, p. 4, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



The Refraction of Space:
A Radical Reversal of Direction

(Abstract)

Roger M. Downs

Penn State University, 312B Walker Building, University Park, PA 16802, USA

The field of spatial cognition began nearly fifty years ago. In the early years,
Kevins Lynch’s The Image of the City was an inspirational icon for many
while Kenneth Boulding’s The Image and E.C. Tolman’s “Cognitive maps in
rats and men” provided succinct but elementary philosophical and psychological
groundings.

The disciplinary roots of the field were disparate: architecture and landscape
architecture, planning, psychology, geography, sociology, economics, and anthro-
pology were the principal sources of scholars. If for the moment we take psychol-
ogy as a benchmark for comparison, all of the other disciplines had some things
in common in their approaches to spatial cognition.

Unlike psychology, they were not experimental in character: they sacrificed
the power of systematic manipulation and careful control for the appealing but
ad hoc messiness of ecological validity. They were less rigorously scientific than
psychology: they freely mixed the speculative hand-waving associated with artis-
tic and humanistic descriptions with the explanatory requirements of scientific
precision. They were pragmatic in orientation: they often traded off the long-
term development of abstract theory for the immediate benefits of short-term
practical applications to real world situations.

While these methodological differences were, and perhaps still are, significant,
the major conceptual distinction is in the contrasting emphases placed on the
role of the adjective, spatial, versus that of the noun, cognition. For the other
disciplines, the preferred adjective was as often environmental as it was spatial.
Whichever term was used, however, the idea of space or environment was the
focus.

For psychology, the focus, and thus the starting point, has been the noun,
cognition. This position was based a recognition that the cognition of space or
the environment was more than just a special case of applying general cognitive
principles to one of many possible substantive domains. The rats which refused
to be bound by the confines of the maze walls were taking physical short cuts
and making cognitive leaps that required new explanatory models of thinking.

For the other disciplines, the focus and starting point has been the attempt to
explain and therefore predict spatial behavior in the environment. The field of
spatial cognition was a means to understand what happened in terms of behavior
in the environment and equally well, a vehicle to effect behaviorally beneficial
changes in the design of the environment. Kevin Lynch’s links between a city’s

C. Hölscher et al. (Eds.): Spatial Cognition VII, LNAI 6222, pp. 5–6, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



6 R.M. Downs

imageability and therefore legibility provided design tools for reshaping the built
environment of the city.

I recognize that this distinction is perhaps over-simplified and thus over-
stated. In practice, there are certainly not two parallel but only loosely con-
nected streams of research. Equally well, I would and will argue that as the field
of spatial cognition has developed, relatively speaking the emphasis has been on
the cognition side of the term. While I do not disparage such an approach, I do
believe that we can profitably go back to look more carefully at the adjectival
modifiers, spatial and environmental.

As a geographer, to me understanding the idea of environment requires an
explicit combination of two fundamental and interrelated concepts: space in the
abstract and place in the particular. As a relational framework, space is neu-
tral and therefore value-free. Place, on the other hand, is loaded with layers of
symbolic meanings. In this perspective, work in spatial cognition should reflect
a creative tension between the understandings of space and place.

In words that will resound with Trekkies, I believe that space remains the
final frontier. In this talk, I want to explore, although perhaps not boldly, the
ideas of space and place as they relate to spatial cognition. The radical part of
my title refers to the literal idea of roots and it is to the roots of spatial models
that I want to return. The reversal part of my title is an appeal to refocus our
attention on the twin concepts of space and place.

I want to use the mathematical properties of metric spaces to understand
how the field of spatial cognition has dealt with space and place. In doing so,
I will use some of the classics in the field such as Segall, Campbell, and Her-
skovits (1966), Stevens and Coupe (1978), and Tversky (1992) to unpack the
properties, especially the implicit properties, of models of space and place. In
line with my training as a geographer, I will draw heavily on the relations among
spaces and mappings to understand how the choice of spatial models shapes our
understanding of spatial cognition and spatial behavior. I will argue that we
have perhaps over-emphasized the cognition part of the title at the expense of
the spatial part of the title and that we have tended to lose sight of the spatial
behaviors that originally motivated our interest.
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Abstract. Individuals rarely walk in an environment without a purpose. 
However, the influence of goals on the development of ‘cognitive maps’, has 
largely been ignored. The results of two experiments are reported that 
investigated the role of both goals and environmental structures on memory for 
distance and time in Virtual Reality (VR) environments. Experiment 1 
compared the effect of goals varying in urgency and desirability on memory for 
distance and time in VR environments with and without turns.  Striking effects 
of goals were found for memory for distance and time in both environments. 
Experiment 2 examined the origins of these goal effects through the use of 
physiological measurement and mood scales. Results show that goals influence 
distance estimation as a function of the degree of urgency experienced in situ, 
and not as a function of overall mood state or arousal on the estimation process.    

Keywords: Cognitive Maps, Virtual Reality, Goals, distance and time perception. 

1   Introduction 

The development of ‘cognitive maps’ enable individuals to navigate through 
environments from memory [1, 2]. There is evidence that they can be created from 
actually walking in an environment or, through exposure to a variety of media, such 
as maps [3], diagrams [4], photographs, and verbal descriptions [5, 6]. The use of 
Virtual technologies in the study of how spatial information is encoded and retrieved 
has been a relatively recently addition to the spatial cognition researcher’s toolkit. 
However, whilst a range of secondary methods facilitate the construction of cognitive 
maps [7, 8] the issue of whether their effectiveness can be functionally equivalent to 
the primary experience of actually walking in space has received much attention.  

It is well known that memory for spatial environments, whether they are learned 
from moving around real space or from other sources (as in VR), is associated with a 
range of perceptual distortions. These can be due to environmental features, such as 
barriers [9], the function and familiarity of landmarks [10], or the number of turns in 
an environment [11], all affecting memory for distance. In addition, there is evidence 
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suggesting that individual differences play a part in inconsistencies between actual 
and perceived distance and time [12], including the effort taken to move around the 
environment [13], and goals [14, 15].  Therefore, experience of an environment is not 
wholly dependent on either environmental features or visual information, as 
individual differences appear to mediate these influences.  

One such individual variable that may critical to the acquisition and memory of 
spatial information in our environment is that of goals. People rarely walk in an 
environment without a reason – from posting a letter to buying groceries – but studies 
in spatial cognition seldom involve ecologically valid goals, except in those studies 
where participants simply have to learn a new environment or wayfind to a new place. 
Moreover, thus far, comparisons between spatial learning in real versus virtual 
environments have as yet only just begun to examine how goals might affect 
perception of distance and time in these different media.  

Johnson, Coventry & Thompson [16] tested whether goals affect memory for 
distance and time in two real ‘human maze’ environments made of large polystyrene 
cuboids - one involving a straight path, and one involving multiple turns. Using a role 
play scenario, participants were requested to walk (in time with a metronome to 
control speed of walk and time spent walking) to the end of a path to deliver an object 
to a friend. The scenarios used varied in urgency and desirability, such as delivering 
medication to a sick friend (high urgency, high desirability) or delivering exam results 
to a friend, opening the envelope only to find that they had failed everything (low 
urgency, low desirability).  A between participants design ensured that there were no 
transfer effects concerning the conditions or scenarios, and pre-experiment distance 
judgments found no significant differences amongst the participants in their ability to 
estimate distance. Following the delivery of the object, participants in the urgent 
scenario reported the path previously walked as being significantly longer than the 
participants in the non-urgent scenario. However, an effect of goals was not found in 
the real space path with many turns, and several participants reported that they 
experienced difficulty walking in time to the metronome whilst turning the corners, 
thus distracting them from the task at hand. This might also explain why a robust 
‘turns’ effect [11] was not found, as Montello [17] has noted,  secondary tasks can 
divert attention away from one’s environment.  

The main aim of the studies we report below was to test whether goals affect 
memory for time and/or distance in virtual environments. If the failure to find an 
affect of goals on memory for distance in a real environment with turns in Johnson  
et al. [16] was due to awkwardness moving around the turns in the real environment, 
the removal of this awkwardness in VR should produce effects of goals. Additionally, 
it is the case that behavior in virtual environments, while generally similar to behavior 
in the real environments, does differ in a number of respects. Actual distances are 
consistently underestimated in virtual environments compared to their real space 
alternatives, even when realistically portrayed [18]. Perceptual errors have been 
observed due to a variety of contributory factors, such as reduced field of view or 
other constraints such as eye height or optic flow [19]. However, there are areas 
where it is claimed that VR enhances real space research, such as distance knowledge, 
acquisition of route and survey knowledge [20, 21]. For VR to be an effective 
methodology, we hoped that an effect of goals would be present, at least for the 
straight path, as this was found in the real environment in Johnson et al. [16]. 
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A further goal of the present studies was to try to unpack reasons for effects of 
goals on memory for virtual environments, should they be present.  One possibility is 
that the role play scenarios simply differ in general levels of physiological arousal 
induced, and/or affect the mood state of the participants about to perform any task. 
Arousal is generally non specific [22] and can easily be transferred from one source to 
another, influencing perception, as well as attention and memory [23, 24].  It is 
possible that role play scenarios simply induce states that affect any kind of 
estimation process. To test this possibility, it is therefore desirable to get participants 
after role play induction to estimate distances and times without walking those 
distances. The second experiment below examines this possibility.  

2   Experiment 1 

2.1   VR Straight Paths versus VR Path with Turns 

This experiment examined the effect of goals, varying in urgency and desirability, on 
memory for distance and time taken to travel (seconds) in a VR straight line route and 
a VR path with several turns. 

2.2   Methodology 

The methodology utilized was exactly the same as that used for the Real Space 
experiments in Johnson et al. [16].  Participants were informed that they were going 
to take part in a ‘role play’ experiment in VR. The methodology controlled for 
potential confounding variables such as visual cues, walking pace, and time spent 
within the environment. Natural walking pace was calibrated to the sound of a 
metronome affording participants the sensation of walking comfortably and 
effortlessly [following 25].  

The ‘role play’ scenarios were also adopted from the Johnson et al. [16] study. 
Two separate scenarios previously identified as high and low in urgency were used, 
which also corresponded to the predicted speed of walk during such circumstances. 

• High Urgency – delivering medication to a friend critically ill in hospital. 

• Low Urgency – delivering exam results to a friend, and opening the envelope 
so that you know that they have failed. 

• Control Condition – no scenario. 

In order to replicate the Real Space task, paths were marked with tape on the floor, to 
emphasize the start and end of the task.  The requirement that participants walk in 
time with the metronome in real space eliminated the possibility that participants 
would simply walk more quickly (or run) through the maze in the more urgent 
scenario. In VR, the requirement was to ensure that the visual flow corresponded with 
the sound of the metronome and head bob. 
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Virtual Reality Environment  
The computer model depicted an exact replica of both the real space straight path and 
path with several turns [16] using 3DStudioMax software (see Figure1). The model 
was extremely realistic, replicating light and textures that gave the strong impression 
of the original real space paths. The Virtual Environment used consisted of Intel Xeon 
X5450 CPU 2 x Quad (8 cores running at 3.00 Ghz) GPU: Nvidia Quadro FX 5600, 
and StereoWorks DLP Passive Stereo Projection System that was based on a rigid 
rear projection screen. Dimensions were: 244x183cm, with images projected by two 
Christie Digital DS+25 high resolution projectors. The VR condition was passive and 
the pace pre-programmed according to the individual’s natural walking speed. A 
‘head bob’ of 1.5cm was used to enhance the perception of natural walking [25]. 

 

Fig. 1a. Allocentric View – Virtual Replication of Straight Real Space Path made from 
Polystyrene Blocks (15.4 meters) 

 

Fig. 1b. Allocentric View – Virtual Replication of Real Space Path with Turns made from 
Polystyrene Blocks (15.4 meters) 

Presentation 
The study was presented as a role play in VR task and participants were told that they 
were going to be transported to the experimenter’s ‘Virtual Polystyrene Block World’ 
where a scenario would be described to them. Their task was to imagine themselves 
as the main character in the scenario whilst delivering the object. Great emphasis was 
placed upon the scenario so that participants would take the task seriously and treat it 
as being as real as possible. Participants were advised that they would be asked 
questions about their experiences at the end of the experiment. They were also naïve 
to the main purpose of the experiment, which investigated their memory for distance 
and time during the task.   

Experimental Design 
The experiment employed a 2 (path structure: straight vs. turns) x 3 (scenario: High 
Urgency vs. Low Urgency vs. Control) between participants design to examine the 
influence of goals on distance and time estimation.  
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Participants 
One Hundred and Twenty individuals were recruited from the University of 
Northumbria and were paid a nominal fee or given a course credit (if they were 
students) for their participation. A wide age range was selected, between 18 and 53 
years (mean age 25.4, SD = 8.6), to reflect the diverse population amongst which VR 
is utilized. All participants were randomly allocated and evenly distributed for age 
and gender across all of the conditions.  No participant had any experience of the 
constructed VR environment prior to the study.  

2.3   Procedure 

Participants were tested individually in a session lasting about 30 minutes. Initially 
they were met in an area separate from the VR environment where they were 
instructed to walk along a pre-designated walking path, to establish their speed of 
walk and step length at their natural walking pace.  They were also asked about their 
current level of anxiety; “Please rate your current level of anxiety on a scale of 1 to 
10 – where 1 is ‘not anxious at all’ and 10 is ‘extremely anxious’” 

This was then used as a baseline measurement.  Next participants were advised that 
they were to be blindfolded and transported to the experimenters ‘Virtual Polystyrene 
Block World.’ Once in the VR Suite, participants walked a VR reference path, created 
to the same dimensions as that used earlier in real space.  They were exposed to this 
path three times in order to get used to the VR environment and to establish if the 
clicks of the metronome, together with the visual flow and head bob, felt natural and 
reflected their normal walking pace.  The participants were then blindfolded and 
seated in front of the screen to allow for the transition to the main path.  Then, 
participants, standing but still wearing the blindfold, were reminded of the ‘role play 
task’ that they had agreed to take part in. When confirmation was received that they 
were ready to take part, the participant was instructed to visualize the assigned 
scenario and, following confirmation that they understood what was required, the 
experimenter gave the participant a medicine bottle or folded exam result manuscript 
to deliver at the end of the path. Immediately on receipt of the object, the participants 
were advised to remove their blindfold and commence their journey.    

Participants’ navigation times were pre-set in accordance with their step length and 
speed of walk prior to setting up the VR environment. On completion, participants 
were asked a range of questions concerning distance estimation (in meters) and time 
estimation by asking:-  

 
a) How long do you think the path you travelled was? 
b) How long did you think it took you i.e. length of time, to walk the path?.   

They were also asked to report, on a Likert Scale from 1 to 10, how urgent they 
thought the task was and they were, with 1 being “not at all anxious/urgent” and 10 
being “extremely anxious/urgent”. Subjective anxiety measurements were taken 
during and towards the end of the task, with a final subjective report of how anxious 
they were when the task was over.  
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2.4   Results 

Preliminary Analysis 
A series of between participants one-way ANOVAs were run to check that 
participants across conditions did not differ in their walking speeds or time spent in 
the VR environments. No significant differences were found for the pace of walk for 
the straight path, F (2, 52) = 1.81, p > 0.05 or the path with several turns, F (2, 52) = 
1.54, p > 0.05 between scenarios. There were also no significant differences in the 
times spent in the VR environments between scenarios for the straight path F(2,52) = 
0.11, p > 0.05 or the path with turns F(2,52) = 1.53, p > 0.05. 

Main Analyses 
Responses from 4 participants (7%) in the straight path and 5 (8%) in the path with 
turns were excluded as their distance estimations exceeded the criterion of 2 standard 
deviations from the mean. Responses from 56 participants in the straight path and 55 
from the path with turns were included in the following analyses. 

The navigated route, that is, the actual path that participants walked in the path 
with turns had to be ‘smoothed’ at the corners to create a more naturalistic feel, which 
also shortened the route for both distance and time. Therefore distance and time 
estimations were converted to ratios: estimated distance/actual distance in order to 
provide comparable reports across conditions (see Tables 1 and 2). 

Distance Estimation 
A 2 (path structure: straight path and the path with 8 right-angled turns) x 3 (scenario: 
high, low, control) between subjects ANOVA was performed on distance ratio 
estimations. There was a significant main effect of structure F (1, 110) = 10.99, p < 
0.001, with the path with turns being reported as significantly longer (M = 1.25) than 
the straight path (M = 0.79). There was also a main effect of scenario F (2,110) = 
3.33, p < 0.05, with urgency influencing distance estimation.  However, there was no 
reliable interaction between path structure and scenario. F (2,110) = 1.81, p > 0.05.  
Tukey posthoc tests of the three conditions indicate that the high urgency condition 
demonstrated a trend approaching significance for longer distance estimations 
compared to the control condition (M = 0.4), MSe=0.17, p = 0.054.  The low urgency 
condition also produced longer distance estimations compared to the control condition 
(M = 0.35), MSe = 0.17, p = 0.098.  There were no significant different reports of 
distance estimations between the high urgency and low urgency conditions, (M = 
0.05), MSe = 0.17, p > 0.05. 

Table 1. illustrates the mean ratio distance (meters) estimates and standard deviations by 
scenario and path structure 

Scenario    Straight Path  Path with Turns 

Distance Ratio   X   (σ)       X          (σ)      
Estimated/Actual 
Control    0.69 (0.49)  0.86 (0.51) 
High Urgency   0.98 (0.89)  1.35 (0.89) 
Low Urgency   0.71 (0.47)  1.52 (0.91)      
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Time Estimation  
There was no significant main effect of path structure F (1, 110) = 0.51, p > 0.05 and 
no reliable interaction between path structure and scenario F (2,110) = 0.115, p > 0.05 
on time estimation.  However, there was a significant main effect of scenario F 
(2,110) = 6.01, p < 0.005. LSD pairwise comparisons of the three conditions indicated 
that the high urgency scenario (M = 3.9), resulted in significantly longer estimations 
than the low urgency scenario (M = 1.81), MSe = 0.77, p < 0.01 and also the control 
condition (M = 1.28), MSe = 0.78, p < 0.001. There were no significant differences 
between the control and low urgency scenario, p > 0.05. 

Table 2. Illustrates the mean ratio time (sec) estimates by scenario and path structure 

Scenario    Straight Path  Path with Turns 

Time Ratio    X   (σ)       X          (σ)      
Estimated/Actual 
Control    1.13 (0.9)  1.44 (0.71) 
High Urgency   3.56 (4.88)  4.1 (5.55) 
Low Urgency   1.56 (1.91)  2.05 (2.64)      

 

Urgency 
The urgency reports were significant according to scenario F(2, 110) = 32.11, p < 
0.001, but not for path structure, F(1,110) = 0.00, p > 0.05, and there was no 
interaction between structure and scenario, F(2,110) = 0.186, p > 0.05. A significant 
correlation was found between the level of urgency reported and the time estimations, 
r = 0.295, p < 0.005, but there was no significant correlation between the level of 
urgency reported and distance estimation, r = 0.151, p > 0.05. 

Anxiety 
Changes in self reported anxiety measurements were also significant according to 
scenario F(2,110) = 4.97, p < 0.0001, and path structure, F(1,110) = 27.4, p < 0.001. 
There was no reliable interaction between path structure and scenario F(2,110) = 2.3, 
p > 0.05.  

2.5   Discussion 

The results confirmed the expectation that goals distort distance estimations across 
path structures and also provided further support for the robust effect of turns on 
distance estimation found in past studies [11, 25].  It also sheds light upon the failure 
of Johnson et al. [16] to establish the effect of turns in the real space path, supporting 
the explanation that cognitive resources were directed towards keeping in time with 
the metronome at the corners thus distracting participants from both the environment 
and the role play task.  

The study also highlights the usefulness of VR as a valid research tool as it can 
tease apart a variety of factors in very strict and controlled conditions, despite 
acknowledgements that it does not fully simulate the real life experience [19]. 
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Subjective urgency ratings immediately following the experiment indicated that 
participants immersed themselves in the role play appropriately, which is also 
supported by the self-reported anxiety levels. The results from these studies and the 
original real space straight path study [16] provide evidence that goals influence the 
immediate memory for distance in both real space and VR across environmental path 
types. Moreover the effects of goals in the present study were also robust for time 
estimations. However, the underlying mechanism for these effects now needs to be 
established. Experiment 2 attempts to begin to decompose the psychological factors 
contributing to the effect of goals by examining the role of arousal and mood arising 
from the task instructions.  

3   Experiment 2 

The effect of goals on memory for distance and time could be due to the scenarios 
affecting how participants encode space when they are performing the task. However, 
an alternative explanation is that increasing arousal/anxiety levels associated with the 
different role play scenarios may influence the estimation process, irrespective of 
immersion in the task.  Indeed there is ample evidence to suggest that arousal from 
emotions, such as anxiety and excitement, can influence attention, memory and 
perception [27, 28]. As a result it is necessary to determine whether arousal 
contributed to the distortion of distance estimation in the previous studies by getting 
participants to estimate a distance after a scenario induction without walking that 
distance in the scenario context.  If arousal/anxiety increases alone explain distance 
estimation, an effect of scenario should be present even for a route they have walked 
prior to the scenario induction.  

3.1   Method 

The method used was exactly the same as in Experiment 1. 

Materials 
VR models were exactly the same as for the VR environment in Experiment 1. In 
addition, a SpOT+pulsoximeter was used to measure heart rate and a 14 item Positive 
Affect Negative Affect Scale (PANAS) was used to measure change in mood. The 
PANAS, questionnaire consisted of seven positive and seven negative mood states 
adopted from the sort version, and has reliably been demonstrated to identify 
personality states and traits such as anxiety [29]. 

Participants 
Fifty Four participants were recruited to take part from Northumbria University and 
were paid a nominal fee for their participation. Participants were aged between 18 and 
38 years old (mean age 22.6, SD= 3.9). Again, participants were randomly allocated 
and evenly distributed for age and gender across all conditions.  No participant had 
any previous experience of the room in which the VR environment was located prior 
to the study. 
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3.2   Procedure 

The procedure was the same as for Experiment 1, with the exception that participants 
had their heart rates monitored prior to walking the real space reference path as a 
baseline measurement. Heart rate was also monitored and discretely noted at the 
beginning of the induction of the scenario and a final heart rate was noted when the 
participants removed the blindfold in order to deliver the object. Participants did not 
walk the main VR path; instead they were asked a series of questions; starting with an 
estimation of the real space reference path they walked, followed by the 14 questions 
adopted from PANAS and subjective urgency and anxiety ratings for the task.  

3.3   Results 

Main analyses 
Outliers identified as exceeding the criterion of 2 standard deviations from the mean 
for distance estimations, were excluded. This resulted in 2 participants being excluded 
from the analyses. In total, 52 participants were included in the following analyses. 

Distance estimation 

Table 3. Mean distance estimations (m) and standard deviations for the pre-test reference path 

 

Scenario  Control  High Urgency  Low Urgency 
 

   X  (σ)      X   (σ)       X       (σ)      
Distance     
(actual 8 meters) 6.1 (2.5) 5.9 (2.6)  5 (2.6) 

Heartrate 
There were no significant changes in heart rate across the conditions throughout the 
course of the experiment. The first heart rate calculation represents the change in 
heart rate from baseline until immediately prior to describing the scenario F(2,49) = 
1.08, p>0.05. There was also no significant change in heart rate from heart rate from 
the induction of the scenario  until the time when the participant was advised to 
remove the blindfold to deliver the object, F(2,49) = 1.21, p > 0.05. 

Urgency and Emotion  
The urgency reports were significant according to scenario F(2, 49) = 16.31,  p < 
0.001, which is in line with the previous experiments.  Significant correlations were 
found between the level of urgency and the subjective level of negative emotion 
reported, r = 0.499, p <0.001. There was also an effect of gender, with males 
reporting higher positive emotions than females, r = -0.314, p < 0.05.  

In addition, the negative mood scores were reliably different across the scenarios F 
(2, 49) = 6.3, p < 0.005, but not the positive mood scores, F (2, 49) = 0.65, p > 0.05. 
There were no significant correlations between negative mood and distance 
estimation, r = -0.173, p > 0.05, or positive mood scores, r = 0.126, p > 0.05. 
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3.4   Discussion 

The results show that the effects observed in the experiment 1 were not due to 
physiological arousal or changes in mood states induced by the scenarios. Most 
importantly, after the scenario had been induced, participants across conditions did 
not differ in their distance estimates for the previously walked reference path. 
Moreover, levels of heart rate change across conditions did not differ between 
conditions, nor did self-reported mood state. However, self reported urgency ratings 
confirmed that participants engaged with the role-play task, for instance the both role-
play scenarios evoked higher urgency reports than the control condition.  This pattern 
has been consistent across the previous experiments.  These outcomes therefore rules 
out possible contributory factors of either physiological arousal or mood change 
evoked from the scenarios. The distortion of distance and time estimation is due to 
other factors involving the actual performance of the task associated with the 
scenarios. 

4   General Discussion 

The first experiment investigated whether urgency of goals influences distance and 
time estimations across environmental structures in virtual environments, following 
previous studies which confirmed the fidelity of VR as a tool for capturing real 
environmental experiences [20, 16].  

The results of the first experiment revealed a robust effect of turns on memory for 
distance, consistent with previous findings in both real space [11] and virtual space 
[20, 30, 21]. Of most interest, however, was the robust effect of goal scenario on both 
distance and time estimation, with more marked effects for time estimation. For both 
of these measures, both the low and high urgency scenarios were associated with 
larger distance and time estimates than the no scenario control condition. Moreover, 
there was also a reliable correlation between self-reported level of urgency during the 
task and time estimates (but not distance estimates). The second experiment showed 
that the effect of scenario on memory for time and distance cannot be explained by 
the influence of physiological arousal, induced with the task instructions for the 
scenarios, as Experiment 2 revealed no physiological changes across the scenarios, 
nor were there any differences in distance estimates of the reference path.  

The effect of goals on time estimation was not found in the Johnson et al. [16] 
study in real space, and the effects of goals on distance estimation were weaker in 
virtual space, which may indicate that the lack of vestibular and proprioceptive 
information in VR results in greater attentional resources to attend to time compared 
to distance. This would however require further investigation. 

Although Experiment 2 rules out the view that scenario affects memory for time 
and distance as a function of changes in arousal or mood state, it remains to be 
established exactly how goals affect perception of time and distance. One possibility 
is that the amount of attention participants allocate to their environment when 
performing the goals is mediated by scenario, consistent with the ‘attentional shift’ 
hypothesis [25]. This could possibly be tested further by protocol analysis, allowing 
participants to ‘think aloud’ when they move through their environment. 
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In summary, the data reported above suggest that goals do indeed influence 
memory for time and distance in virtual environments. These results both suggest that 
the reasons why people move round space are fundamental to how that space is 
experienced and recalled, and that VR provides an excellence platform in which to 
test spatial cognition. 
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Abstract. To what extent do people anchor thoughts about social re-

lationships in terms of space and time? Three studies used drawing and

estimation tasks to further explore the conceptual structure of “social”

distance. In the three studies, participants read short narratives, drew

what they imagined happening during the narrative, then estimated both

time and distance. In general, results suggest that the conceptual struc-

ture of social relationships is linked to thought about space in terms of

path drawing and temporal estimation, but not absolute distance esti-

mation. Results are discussed in terms of mental simulation and inter-

character interaction.

Keywords: spatial reasoning, distance estimation, temporal judgments,

drawing, mental simulation.

1 Introduction

Everyday language is replete with expressions that describe relationships in
terms of physical space. This is evident in the domain of friendship. In talk-
ing about friends, people readily use statements such as We have grown close,
They stuck together, Bob stood by his side, or He leaned on his buddy after he
heard the bad news, to imply familiarity, fondness, confidence, trust, and so on.
They also use statements such as We have drifted apart, They seem distant
lately, He turned his back on his friend, or Something came between them, to
imply problems in a friendship.

The goal of this research is to explore the connection between physical space
and friendship. To what extent do people think about space when they conceptu-
alize friendship? We are especially interested in whether thought about physical
space is part of everyday thought about friendship.

It is well known that people describe abstract concepts in terms of their expe-
rience with physical space. This reflects an inclination to draw on relatively more
basic domains that are grounded in everyday physical or perceptual experience
(see [1]; [2]). For example, people think about time in terms of space, which
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is reflected in the ubiquity of linguistic expressions, such as June comes before
July, The first week of school has just passed, and We are approaching a holiday
weekend. In these cases, a source domain of physical space maps structure on
to a target domain of time (see [3]; [4]; [5]; [6]; [7]; [8]). People also think about
numbers and mathematics in terms of space, as is evidenced by the number line
and language such as The number is higher than eight, or Six hundred comes
after 599 [9]. They also conceptualize the internet in terms of space, as is seen
in the use of expressions such as Go to my website, I was at your website, and
We came to a website about bobcats [10].

The idea that people think of relationships in terms of physical space is in-
tuitively appealing, especially given the ubiquity of linguistic expressions that
refer to friendship in terms of spatial relations. This has been discussed at length
in cognitive linguistics, including details about cross-domain mapping (e.g., [2];
[11]; [1]) and relations to other metaphors (e.g., emotion metaphors, see [12]. But
it has also been discussed in social psychology, primarily in the realm of “social
distance”. A few studies in cognitive science have explored connections between
physical space and similarity. Casasanto (2008) gathered similarity ratings of
various stimuli (abstract nouns, unfamiliar faces, line drawings) under different
conditions and found that when stimuli items were placed close to one another,
pairs of stimuli were judged as more similar during conceptual judgments and
less similar during perceptual judgments. Distance effects have also been found
in variations of the Stroop (1935) task. Bar-Anan, Liberman, Trope, and Algom
(2007) found the spatial location of words affects categorization time when the
words have temporal, social, and/or hypotheticality interpretations, but not for
words that lack such semantic properties. Accessing the spatial location of a
psychologically distant word such as “others” is faster when the word is pre-
sented in the “background” of an image rather than the “foreground” of the
same image. The exact opposite accessibility pattern occurs with words that are
psychologically proximate, like “we”.

Research on spatial mental models has revealed that in some ways imagined
space is analogous to physical space[16] [17]; [18]. For instance, when asked to
read a narrative about a person moving through a spatial environment, such as
a house, people are quicker to access information about objects that are physi-
cally proximate to the protagonist than objects that are physically distant[19].
Spatial mental models are known to structure the comprehension of language
about imagined environments, including language about motion events both real
[20] and fictive [21].

Although little work has addressed the issue of whether social space is di-
rectly conceptualized in terms of physical space, attention has been given to the
connection between attitudes about nationalities and how they influence relative
position in physical space. Burris and Branscombe (2005) recently found that
when presented with a variety of cities, one in Canada and one in Mexico, Amer-
icans overestimate distance between the cities when one city is in the United
States and the other in a foreign location, when compared to two equidistant
U.S. cities. This result replicated with Canadians as well, and only held when the
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estimating party was nationally tied to one of the countries used. This suggests
that spatial thinking is involved when participating in on-line distance estima-
tion tasks involving nationality.

In the current work we designed three studies to examine how thought about
friendship interacts with thought about physical space. Drawing on our previous
work[23]; [24], we created a novel task to explore this relationship across three
modes of transportation (walking, driving, and riding) and three measurement
variables (drawing, temporal judgment, and distance estimation). Our earlier
work results suggested that greater social distance is associated with greater
physical distance.

2 General Method

Overview. Here, three drawing and estimation experiments addressed the hy-
pothesis that spatial thinking is related to thought about social relationships,
specifically friendship. In these experiments participants first read narratives
that described a person either walking, driving, or riding through a park to de-
liver a package while passing various figures. They then drew the route they
would take to accomplish the goal, estimated how much time had passed during
the trip, and how far they had traveled (see Figure 1). If thinking about space
and social relationships are related, the social relationship described in the nar-
rative should influence the route taken to complete the package delivery task as
well as the physical and temporal judgments made about the journey.

Stimuli. The task appeared on a single page in a booklet that consisted of
unrelated materials. Participants read a second-person narrative describing a
journey through a city park where the reader passes by different people. Half
read a passage describing the other people in the park as strangers: “Imagine
you need to deliver a package. Along the way, you (walk/drive/ride) through
a park and pass by different people. You do not know these people. They are
strangers.” The other half of participants read a passage describing the other
people in the park as friends: “Imagine you need to deliver a package. Along
the way, you (walk/drive/ride) through a park and pass by different people. You
know these people well. They are your friends.” Narratives were phrased such
that interaction with the other people was not explicitly mentioned. Below the
passage, the following instructions were given to participants: “Please draw the
route you take through the park using a continuous line”. Below the instructions,
a simple map (see Figure 1) was given for participants to sketch a path from
two points labeled “Start” and “Finish”.

2.1 Figures

Maps contained three horizontal rows of trees and/or fencing with a stick figure
or vehicle at the end of each tree/fence row. Maps were constructed so a single
path from start to finish served as the only solution to the task, and forced
participants to pass by the three figures as mentioned in the narrative (see
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Fig. 1. Example of visual stimuli presented to participants in the Driving condition

Figure 1). To complete the task, participants simply drew a continuous line from
“Start” to “Finish” depicting their route through the park. After the drawing
task, participants provided written estimates of elapsed time: “Using your best
guess, how much time (in minutes) did it take you to (walk/drive/ride) through
the park?” and distance traveled: “Using your best guess, how far (in feet) do
you think you (walked/drove/rode) in the park?” All scenes were similar with
only the figures changing across condition (see Figure 2).

Fig. 2. Figures used in the Walking, Driving, and Riding conditions

Procedure. Overall, participants were randomly assigned to one of six condi-
tions, differing solely by narrative type: two social relationship conditions (friend
or stranger) crossed with three modes of transportation conditions (walking, driv-
ing, and riding in a taxi). Participants were instructed to read the narrative then
complete the route drawing task and the time and distance estimation tasks.

Data Analysis. The primary dependent variable, distance of the route drawn
to the figures in park, was operationalized by measuring (in millimeters) the
absolute distance from the drawn route to the most distal end of the arm of each
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stick figure or the outer edge of the front bumper of the depicted vehicle. Three
separate measurements were taken from each participant’s drawing (distance
from drawn route to the bottom figure, distance from drawn route to the middle
figure, and distance from drawn route to the top figure). Drawn routes were
also coded for route-figure intersection and route-tree/fence intersection. For
analysis, all time estimates were converted to minutes and distance estimates
were converted to feet.

3 Experiment 1 – Walking

This experiment examined whether social information influences thought about
space and time. Participants were instructed to read a short narrative and imag-
ine walking through a park to deliver a package while plotting their route on
a provided map. Friend or stranger figures were positioned along the route. If
social information influences thought about space and time, then a difference
in route-figure distance should be seen across the social relationship conditions;
where routes are drawn closer to friends than to strangers.

Participants. A total of 263 UC Merced undergraduate students (159 women;
Age M=18.49, SD=1.09) enrolled in either a Cognitive Science or Psychology
course participated for partial course credit.

Results - Drawing. On average, more path-figure intersections were found in
the friends condition (M=.22, SD=.74) than in the strangers condition (M=.05,
SD=.44), F (1,259)=5.86, p=.02, η2=.02. No reliable differences between the
friends condition and the strangers condition were found with regard to walking
routes intersecting tree/fence barriers, F<1. No other effects were found, all
ps>.05.

The three figure-path measurements were not consistent in distance across
position, Wilks’ λ=.94, F (2,524)=7.95, p<.001, η2=.06. Therefore the three po-
sitions were independently analyzed. As predicted, participants who read the
friends narrative drew their walking routes reliably closer to the figures in the
park than did those who read the strangers narrative (friends and strangers re-
spectively) when drawing at the top (M=14.25, SD=12.35; M=22.59, SD=16.95),
middle (M=15.63, SD=16.08; M=24.55, SD=18.19), and bottom (M=13.73,
SD=12.93; M=21.14, SD=16.03) positions. Wilks’ λ=.92, F top(1,259)=19.26,
p<.001, η2=.07 (see Figure 3); Fmiddle(1,259)=16.90, p<.001, η2=.06 (see Fig-
ure 4); F bottom(1,259)=17.66, p<.001, η2=.06 (see Figure 5). No other effects
(main effect for gender or subsequent higher order interactions) were sanctioned
for further examination by the omnibus MANOVA.

Results - Estimation. Data from 10 participants were removed from subse-
quent analysis for providing time and distance estimates greater than three stan-
dard deviations from their respective group means. Participants in the friends
condition estimated that it took more time (in minutes) to walk through the park
(M=19.43, SD=14.19) than participants in the strangers condition (M=11.56,



24 J.L. Matthews and T. Matlock

Fig. 3. Top path-figure distances (in mm) by mode of transportation and narrative type

SD=7.01), t(186.68)=5.65, p<.001 (see Figure 6). No reliable differences were
found when estimating distance walked between the friends (M=308.35, SD=
459.85) and strangers (M=313.03, SD=534.59) conditions, t(255)=-0.08, p=.94
(see Figure 7).

4 Experiment 2 – Driving

This experiment investigated whether social information influences thought about
space and time, with moderate difficulty of actual character interaction taking
place. What will happen if the participants imagine riding in cars past other fig-
ures in cars? Delivering the package in a car should make it especially difficult
to imagine interacting with others in cars. The procedures used were identical to
those in Experiment 1, as were the predictions.

Participants. A total of 324 UC Merced undergraduate students (199 women;
Age M=20.33, SD=2.72) enrolled in either a Cognitive Science or Psychology
course participated for partial course credit.

Results - Drawing. On average, more path-figure intersections were found
in the friends condition (M=.52, SD=1.01) than in the strangers condition
(M=.23, SD=.72), F (1,320)=7.17, p=.008, η2=.02. No reliable differences be-
tween the friends condition and the strangers condition were noted with regard
to driving routes intersecting tree/fence barriers, F<1. No other effects were
noted, all ps>.05.
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Fig. 4. Middle path-figure distances (in mm) by mode of transportation and narrative
type

Fig. 5. Bottom path-figure distances (in mm) by mode of transportation and narrative
type

The three figure-path measurements were not reliably different from one an-
other with regard to distance across position, Wilks λ=.99, F (2,322)=2.48,p=.13,
η2=.01.Howevermethodological consistencywaspreserved and the threepositions
were independently analyzed, just as was done in experiment one. As predicted,
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Fig. 6. Temporal estimations (in minutes) by mode of transportation and narrative
type

Fig. 7. Distance estimations (in feet) by mode of transportation and narrative type

participantswho read the friends narrativedrew their driving routes reliably closer
to the figures in the park than did those who read the strangers narrative (friends
and strangers respectively) when drawing at the top (M=15.69, SD=16.94;
M=22.47, SD=16.52), middle (M=16.97, SD=17.33; M=23.39, SD=16.91), and
bottom (M=15.82, SD=15.73; M=21.22, SD=15.46) positions, Wilks λ=.94,
F (3,318)=6.82, p<.001, Ftop(1,320)=18.30, p<.001, η2= .05 (see Figure 3);
Fmiddle(1,320)=14.87, p<.001, η2=.04 (see Figure 4); Fbottom (1,320)=12.86,
p<.001, η2=.04 (see Figure 5). Men drew their driving routes reliably closer
to the figures in the park than did women (men and women respectively) when
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drawing at the top (M=18.64, SD=16.75; M=20.01, SD=17.20), middle (M=
18.66, SD=16.57; M=21.74, SD=17.79), and bottom (M=16.34, SD=14.01;
M=20.40, SD=16.65) positions, Wilks λ=.97, F (3,318)=3.21, p=.02, η2=.03,
Ftop(1,320)= 2.63, p=.11, η2=.01; Fmiddle(1,320)=5.12, p=.02, η2=.02; Fbottom

(1,320)=8.22, p=.004, η2=.03. No higher order interactions were sanctioned for
further examination by the omnibus MANOVA.

Results - Estimation. Data from 11 participants were removed from subse-
quent analysis for providing time and distance estimates greater than three stan-
dard deviations from their respective group means. Participants in the friends
condition estimated that it took more time (in minutes) to drive through the park
(M=16.57, SD=13.70) than participants in the strangers condition (M=9.34,
SD=7.32), t(202.02)=5.67, p<.001 (see Figure 6). Participants in the friends
condition (M=1323.91, SD=2143.22) estimated their traveled distance to be
shorter than those in the strangers condition (M=2081.29, SD=4287.92),
t(270.56)=-2.05, p=.04 (see Figure 7).

5 Experiment 3 – Riding

This experiment attempted to address whether social information influences
thought about space and time, with extreme difficulty of actual character inter-
action taking place. Here participants imagined delivering a package by riding
in a taxi through a park. Again, the procedures used were identical to those in
Experiments 1 and 2, as were the predictions.

Participants. A total of 190 UC Merced undergraduate students (115 women;
Age M=19.11, SD=1.67) enrolled in either a Cognitive Science or Psychology
course participated for partial course credit.

Results - Drawing. On average, more path-figure intersections were found
in the friends condition (M=.56, SD=1.12) than in the strangers condition
(M=.16, SD=.62), F (1,186)=5.79, p=.02, η2=.03. On average, more barrier-
path intersections were observed in the friends condition (M=.03, SD=.18) than
in the strangers condition (M=.00, SD=.00), F (1,186)=4.83, p=.03, η2=.03.
No other effects (main effect for gender or subsequent higher order interactions)
were observed for neither path-figure intersections nor barrier-path
intersections, all ps>.05. The three figure-path measurements were not consis-
tent in distance across position, Wilks λ=.95, F (2,188)=5.87, p=.007, p=.003,
η2=.03, therefore the three positions were independently analyzed. Participants
who read the friends narrative tended to draw their riding routes closer to the
figures in the park than did those who read the strangers narrative (friends
and strangers respectively) when drawing at the top (M=17.29, SD=16.67;
M=21.83, SD=15.00), middle (M=17.32, SD=15.68; M=23.93, SD=14.83), and
bottom (M=15.67, SD=14.40; M=19.69, SD=15.35) positions. Wilks’ λ=.96,
p=.048, Ftop(1,186)= 2.71, p=.10, η2=.01 (see Figure 3); Fmiddle(1,186)=7.78,
p=.006, η2=.04 (see Figure 4); Fbottom(1,186)=3.05, p=.08, η2=.02 (see Figure
5). No other effects (main effect for gender or subsequent higher order interac-
tions) were sanctioned for further examination by the omnibus MANOVA.
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Results - Estimation. Data from 10 participants were removed from subse-
quent analysis for providing time and distance estimates greater than three stan-
dard deviations from their respective group means. Participants in the friends
condition estimated that it took more time (in minutes) to ride through the park
(M=17.13, SD=14.35) than participants in the strangers condition (M=11.21,
SD=8.11), t(147.60)=3.471, p=.001 (see Figure 6). No reliable differences were
found when estimating distance rode between the friends (M=1944.21, SD=
5246.91) and strangers (M=1361.65, SD=2361.44) conditions, t(126.41)=0.97,
p=.33 (see Figure 7).

6 Discussion

Three studies investigated whether an underlying spatial framework influences
thinking about social groups. Questions addressed whether or not people think
about and express social relationships (social distance) in terms of actual space
(physical distance). In all experiments, social relationship primes influenced the
way people conceptualized the passage of time and how people drew paths
through physical space to complete a task.

In all three experiments, participants drew lines on maps to show where they
would travel when delivering a package and estimated how long it would take.
In Experiment 1, when participants imagined walking, they drew their lines
closer to figures in the park map and estimated that the trip took longer when
they believed the figures were friends (versus strangers). Experiment 2 showed
the same results. In that case, participants depicted driving routes, specifically,
routes past cars that contained friends or strangers. The same effect was also
obtained in Experiment 3, in which participants imagined riding in a taxi through
the park. Thus, whether the person walked, drove, or rode, social information
appeared to influence how people implicitly conceptualized space relative to
another person. Friendship consistently resulted in closer distance and longer
time.

Based on the data collected, social distance does appear to involve thought
about real distance. However, simply mapping thought about physical space
onto thought about social space does not represent the entire picture. Both path
drawing and temporal judgments are influenced by social relationship primes,
at least in the studies presented here. Classic social distance theory posits that
social distance and feelings of favorability are inversely related; as the social
distance between two groups increases, feelings of mutual favorability between
the groups decrease ([25]; [26]; [27]). This relationship was elicited in the three
experiments reported here. In general, while drawing an imagined route through
an open space populated with figures or vehicles, participants under the impres-
sion that the figures or vehicles were their friends tended to draw paths closer
to those pictured figures, so close in fact that many routes drawn in the friend
condition physically intersected the figures/vehicles in space. Route-figure in-
tersections were 2 to 3 times more prevalent in the friend conditions than in
the stranger conditions, even when narratives used in the task never explicitly
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mentioned figure interaction (see Figures 8 and 9). Are readers simulating in-
teraction with their friends even when interaction is not mentioned? Data from
Experiment 1 would support such a conclusion, evidenced by time and distance
estimates made by participants after completing the task. When asked to esti-
mate how long it took them to walk through the park, and how far they walked
during their travel, estimates regarding distance did not reliably differ by nar-
rative condition, however estimates of time did vary across narrative condition.
Participants under the impression they were passing their friends judged the time
taken to walk though the park as longer than those in the stranger condition.
However, unlike Experiment 1, where the physical qualities of the environment
are conducive to character interaction, Experiments 2 and 3 were designed to
make potential interaction increasingly more difficult to imagine, yet partici-
pants still drew their paths closer to friends figures/vehicles and further from
strangers figures/vehicles.

Fig. 8. Participant drawing from the friend/driving condition

Future research will address how reasoning about space in the understand-
ing of relationships unfolds over time, including collecting information regarding
speed of travel. When people pass by friends, will they slow down, and if so, how
much and at what point? Here we only examined situations where participants
imagined moving. It will also be informative to explore situations in which others
move past the participant (where the stationary figure is the participant). Future
explorations in the realm of social distance will also include a variety of manip-
ulations based on social categories ubiquitously found in everyday language, like
race, sexual orientation, gender, and ethnicity.
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Fig. 9. Participant drawing from the stranger/driving condition

In sum, this research examined the interplay between social distance and
physical distance, two concepts that have been studied largely by independent
groups of researchers, social psychologists and cognitive scientists. The assump-
tion that “distance” in social distance is analogical or metaphoric should be
updated to include spatial thinking as a factor that influences the perception of
social groups.
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Abstract. Studies of spatial representation generally focus on flat environments 
and visual stimuli. However, the world is not flat, and slopes are part of many 
natural environments. In a series of four experiments, we examined whether 
humans can use a slope as a source of allocentric, directional information for 
reorientation. A target was hidden in a corner of a square, featureless enclosure 
tilted at a 5° angle. Finding it required using the vestibular, kinesthetic and vis-
ual cues associated with the slope gradient. Participants succeeded in the task; 
however, a large sex difference emerged. Men showed a greater ability in using 
slope and a greater preference for relying on slope as a searching strategy. The 
female disadvantage was not due to wearing heeled shoes, but was probably re-
lated to a greater difficulty in extracting the vertical axis of the slope. 

Keywords: spatial abilities, reorientation, vertical dimension, slope or geographical 
slant, sex differences. 

1   Introduction 

Re-gaining a sense of orientation once we have lost track of where we are – a process 
called reorientation – is an essential ability for any mobile animal. It is based on the 
recognition of one or more key elements of the environment (e.g., a celestial cue, a 
distinctive building, a sound) that provide a sense of “where we are”. In the past 25 
years, because of the claim that reorientation is selectively attuned to the geometric 
shape of the environment (the “geometric module” hypothesis; [1]), most research 
attention has been focused on visual cues; specifically, on whether human and non-
human animals can reorient using a geometric layout of walls, and can integrate this 
information with other visual feature cues (e.g., landmarks). 

One spatial cue that has been neglected is the three-dimensional topography of the 
land. Most of the research on spatial cognition is carried out on completely horizontal 
surfaces; however, the world is not flat, and we live and move on surfaces of varying 
elevation – both in man-made and in natural settings. Therefore, it is crucial to exam-
ine how space is represented in vertically extended environment, such as dunes, hills 
and mountains. Vertical topography is a distinctively salient spatial cue for three main 
reasons. First, this terrain feature is very stable in time and space, whereas other vis-
ual features of the environment may change rapidly in the course of a day (different 
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lighting between day and night) or of a season (leafs fall from trees, snow covers 
vegetation, rivers dry out in summer); because of this permanent nature, vertical  
topography is a reliable source of spatial information. Second, navigable surfaces ex-
tended in the vertical dimension are salient because movements with a vertical com-
ponent are generally more effortful compared to movements on a horizontal, flat 
plane; the energy demand associated with counteracting the force of gravity renders 
the vertical dimension of space cognitively salient. Third, movements with a vertical 
component provide a suite of multimodal sensory activations, which differ from lo-
comotion on a horizontal surface, as a consequence of kinesthetic, proprioceptive, 
vestibular and visual stimuli; this multimodal redundancy renders vertical topography 
uniquely salient. 

The simplest surface extended in the vertical dimension is a slope (also called geo-
graphical slant; [2]). This provides an allocentric, directional source of information that 
can be used for reorientation and goal location. In fact, a navigator walking on a tilted 
surface can reference compass-like bearings extracted from the slope gradient, the two 
major ones being the vertical axis (uphill/downhill: the direction of steepest descent) 
and the orthogonal axis of the slope (left/right: direction of no descent; [3]). A slope can 
be perceived by the different effort when moving uphill, downhill or sideways (kines-
thetic information), by the angles of the joints (proprioceptive information), by the sense 
of balance (vestibular information), and by visual cues (e.g., the angle of incidence be-
tween a tree and a slope is acute on the uphill side and obtuse on the downhill side); we 
refer to these cues collectively as “slope cues” or “slope information”. 

Most of the research on slope as a means for reorientation comes from studies on pi-
geons. It has been shown that pigeons, just like rats [4], can use a slope to locate a goal 
in an otherwise featureless environment [5]. Lesion studies suggest that this representa-
tion is hippocampal-independent [6], similarly to representations based on visual fea-
tures [7], whereas a geometry-based representation is hippocampal-dependent [8]. 
When slope and geometry are set in conflict, pigeons preferentially choose the corner 
that is geometrically incorrect, but that has a correct position relative to the slope [5]. 
Importantly, slope seems to guide behavior even when it is rendered less informative 
than geometry [9], suggesting that slope’s salience is so high that it can compensate for 
a lower predictive value. These findings argue against a primacy of geometric informa-
tion [1]; furthermore, because the preferred corner is visually incorrect, they do not sup-
port a view-based matching strategy for solving reorientation tasks [10].  

In humans, there is evidence that the presence of a slope improves navigation in a 
virtual environment [3], and that a terrain slope – together with other cues – can provide 
directional information for locating a goal in a virtual environment [11]. However, no 
study to date has examined whether humans can reorient simply by using a tilted sur-
face, and if they can do so in a real environment. The difference between virtual and real 
environments is critical, as slope is a multimodal cue and thus cannot be fully repre-
sented by visual stimuli on a computer monitor. Therefore, in view of the overall lack of 
research on spatial cues other than visual ones, and given the ecological relevance of 
slope, the first purpose of the study here summarized was to investigate the simple – but 
crucial – question of whether humans are able to reorient by slope.  

In spatial cognition, a male advantage is often reported in psychometric tests of 
mental rotation and spatial perception [12]. Furthermore, a male advantage has been 
shown in reorientation by geometric cues in a virtual environment [13], and, when  
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Fig. 1. Schematic representation of the experimental enclosure viewed from above (A) and 
from the side (B). The size of the enclosure was 244 x 244 cm, and 203 cm high. The enclosure 
was tilted at an inclination of 5°, but could also be placed horizontally on the ground. In each 
corner of the enclosure there was a 25-W lamp and a red bowl placed upside-down, which con-
stituted the hiding place for the target (a $1 bill). A swivel chair was placed in the center of the 
enclosure. When the enclosure was slanted, a wedge was placed under the chair such that the 
chair’s axis of rotation was always parallel to the force of gravity. It is important to note that, 
when spinning on the swivel chair, the subjects’ feet never touched the floor, so no cues were 
available for keeping track of their position relative to the slope. Each time, a participant en-
tered the enclosure with the blindfold on. 

way-finding or navigation abilities are measured, sex differences appear in real-world 
environments [14] and in virtual environments [15]. Therefore, a secondary goal of 
the study here summarized was to investigate if sex differences apply to the use of 
this novel spatial cue – slope. 

2   Experiment 1 

Twenty male and 20 female Temple University undergraduate students participated. 
Subjects were shown a target being hidden in one of the corners of a square enclosure 
(for details see Fig. 1); then they were blindfolded and spun on a swivel chair, to make 
them lose their sense of orientation. After this, they took off the blindfold, stood up and 
had to walk to the hidden object. The enclosure was completely featureless, and the 
square shape did not enable a distinction of the corners based on geometry. However, 
the enclosure was slanted by a 5° angle – an inclination that pilot studies proved to be 
easily perceived. Therefore, the goal corner could be identified based on its location 
relative to the slope gradient (e.g., facing uphill, the goal is on the right; see Fig. 1). 

For 4 trials (training phase), the target was always in the same corner (a reference 
memory paradigm) and participants were given feedback. Both men and women lo-
cated the target above chance, men: t(19) = 14.33, p < .001; women t(19) = 2.41, p < 
.05. However, men performed significantly better than women (79% vs. 43% correct 
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trials, respectively), t(38) = 4.43, p < .001, with a difference of 1.4 standard devia-
tions (Fig. 2). After training, two test trials without feedback were carried out to en-
sure that participants were relying only on slope cues to locate the target. In one trial, 
the enclosure was placed horizontally on the ground; if participants encoded the goal 
using slope, now they should be unable to find the target. In a second trial, the enclo-
sure was tilted, just like during training; therefore, participants should be able to use 
the slope and locate the target. During these test trials (which were in counterbalanced 
order) both men and women performed at chance when the enclosure was flat (bino-
mial test, males: p = 1; females: p = .80), and performed above chance when the en-
closure was tilted (binomial test, males: p < .001; females: p < .05), suggesting that, 
indeed, participants were relying only on slope cues to solve the task. 

These results provide the first demonstration that human adults can use terrain 
slope to reorient and locate a goal in a real-world environment. Using a similar square 
arrangement of hiding places on a tilted, navigable surface, it has already been shown 
that rats [4] and pigeons [5] can use the slope to find a goal. Therefore, it was not un-
expected that humans could succeed in such a task. However, surprisingly, a large sex 
difference emerged. Participants could have attempted to use cues other than slope to 
solve the task (e.g., path integration, details of the enclosure), even though these were 
ineffective strategies. In this sense, this experiment shows that men have a greater 
disposition to rely on the only cue that consistently predicted the goal – slope – 
whereas women might attempt to use more other cues. A different question would be: 
is there a sex difference in the ability to use slope? Women could be less disposed, but 
not less able, to use slope for reorientation. 

 

Fig. 2. Mean percentage of correct trials (± SD) during the 4 training trials in Experiment 1 and 
in Experiment 3. In Experiment 1 men and women wore casual footwear, whereas in Experi-
ment 3 women wore flat, paper slippers. Men performed significantly more correct trials than 
women with casual footwear or paper slippers. Women wearing casual footwear and paper 
slippers performed similarly. 
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3   Experiment 2 

Twenty male and 20 female Temple University undergraduate students participated. 
The procedure consisted of the same four training trials as in Experiment1 (test trials 
were not carried out now). However, participants’ attention was drawn to the tilt of 
the floor by showing a ball rolling on the floor of the enclosure. Furthermore, the ex-
perimenter suggested that the slope should help in remembering the hiding place. 
With a clear demonstration that the floor is tilted and an encouragement to rely on it 
to solve the task, Experiment 2 measured more specifically the ability – rather than 
the disposition – to use slope information. 

The percentage of correct trials increased relative to Experiment 1, F[1,76] = 
15.97, MSE = 669.82, p < .001 (Fig. 3). However, men still performed significantly 
better than women (94% vs. 74% correct trials), t(38) = 2.44, p < .05, d = .77. Com-
paring performance between Experiment 1 and 2, there was not a significant sex-
by-experiment interaction, F[1,76] = 1.97, p = .16, η2

p   = .03. Therefore, it seems 
that a gap between the sexes exists not only in the disposition to rely on slope cues 
(as shown in Experiment 1), but also in the ability to use them, because men, when 
prompted to use slope, performed near ceiling, whereas women still had room for 
improvement. 

 

Fig. 3. Mean percentage of correct trials (± SD) during the 4 training trials in Experiment 1 and 
in Experiment 2. Experiment 1 was an open task, and participants were not given suggestions 
as to which strategy to use to locate the goal. Conversely, in Experiment 2 attention was drawn 
to the slope and participants were prompted to rely on it to solve the task. Just like in Experi-
ment 1, in Experiment 2 men performed significantly more correct trials than women. Overall 
performance in Experiment 2 was significantly higher than in Experiment 1, and the sex-by-
experiment interaction was not significant. 
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4   Experiment 3 

What are the factors behind this female disadvantage with slope cues? In Experiment 
3 we take into consideration a possibility related to cultural, gender-specific use of 
footwear. Women’s casual footwear is much more likely to present heels, even if 
moderate, compared to men. Walking on such shoes could introduce a bias in the per-
ception of a sloped floor, rendering kinesthetic and vestibular cues less reliable. This, 
in turn, could reduce women’s sensitivity to slope and impair their ability to use slope 
for reorientation. In Experiment 3, twenty women were tested in an identical task as 
in Experiment 1; however, this time they wore disposable paper slippers, which are 
completely flat. Performance during the four trials was compared with Experiment 1, 
in which participants wore casual shoes, so that it was possible to test if heels are  
responsible for the sex gap in reorientation by slope. If women were disadvantaged 
relative to men because of the heels associated with their casual footwear, their per-
formance in Experiment 3 should be higher than in Experiment 1. 

Female performance with paper slippers paralleled that of females with casual 
shoes in Experiment 1, t(38) = .12, p = .91 (Fig. 2). The mean percentages of correct 
trials and the variability were almost identical. It is clear that the footwear worn dur-
ing the experiment did not have any effect on female performance: women wearing 
casual shoes or flat, paper slippers performed almost identically and, in both condi-
tions, significantly below men, t(38) = 4.10, p < .001, d = 1.30. Therefore, we can 
dismiss the possibility that the female disadvantage in Experiment 1 and 2 is due to an 
adverse effect of female footwear. 

5   Experiment 4 

In order to use slope for reorientation, one must first be aware of the slope gradient 
and must be able to extract a direction of reference from it. Experiment 4 examined 
whether there is a sex difference at these earlier, perceptual stages, as this might be 
responsible for the female disadvantage using slope for reorientation. Twenty male 
and 20 female Temple University undergraduate students participated. The same ap-
paratus from previous experiments was used. All participants wore disposable, paper 
slippers. For three trials participants entered the enclosure and were spun on the 
swivel chair blindfolded; then they took off the blindfold and were asked a question. 

In the first two trials, participants had to judge whether the enclosure was tilted or 
not. In one trial it was tilted, and in another trial it was placed horizontally on the 
ground (counterbalanced order). Men and women judged equally well, showing that 
their awareness of the slope was similar. Then, in the third trial, participants were 
asked to point as quickly and as accurately as possible to the uphill side of the enclo-
sure. This requires the identification of the vertical axis of the slope, which is consid-
ered the most salient direction that can be extracted from the slope, as it is the axis of 
steepest descent, moving along which most energy is required [5], [16]. Men and 
women were equally accurate, but men had a significantly shorter reaction time (1.2 
vs. 2.3 seconds, respectively), t(38) = 2.59, p < .05, d = .82. Because there was no 
accuracy/reaction-time trade-off, this suggests that women had more difficulty identi-
fying the uphill direction at the same level of accuracy as men.  
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Women’s difficulty could be perceptual, as they might need more time to process 
and interpret kinesthetic, vestibular and visual stimuli associated with the slope at a 
level of confidence. Alternatively, women might perceive the slope as well as men, as 
suggested by the equivalent accuracies, but might be paying less attention to it, thus 
requiring more time to attend to slope cues before pointing. Regardless of whether it 
is a perceptual or attentional difficulty, the longer reaction time in identifying the up-
hill direction substantiates a female difficulty in dealing with slope cues independent 
of complex decisions, as there was no goal to remember and no strategy to choose. 

6   Conclusions 

The present study represents the first demonstration that slope is sufficient for reori-
entation in humans. This ability is ecologically relevant, as slopes are part of the lay 
of the land in natural environments. Furthermore, this is the first human study on 
slope that employs a real environment. When it comes to slope information, the dif-
ference between a real and virtual environment is crucial, as this spatial cue provides 
multimodal stimuli, of which only the visual subset can be presented via computer 
monitors. 

Although both men and women were able to reorient by slope cues, a large male 
advantage emerged. This can be added to the list of sex differences in spatial cogni-
tion shown in mental rotation and spatial perception tasks [12], in reorientation by 
geometric cues [13], in navigation abilities in real [14] and virtual environments [15]. 
For most of these differences, there is an advantage in favor of males. However, there 
is evidence in support of a lack of sex differences in non-visual tasks [2], [17], [18], 
[19]. One interpretation of these data would suggest that men might have an advan-
tage with visuo-spatial tasks, rather than with spatial tasks per se. In this sense, the 
present study makes a significant contribution to the literature on dimorphic spatial 
cognition because it shows a robust male advantage in the use of a spatial cue that is 
not primarily visual, but crucially involves kinesthetic and vestibular stimuli.  

Women’s disadvantage in using slope is present at the level of perception/attention 
(Experiment 4), at the level of ability (Experiment 2), and at the level of strategy-
preference (Experiment 1). The presence of a sex differences at an earlier stage of 
information processing (perception and attention) provides a likely explanation for the 
differences at later stages, when memory of the goal and decision making are in-
volved. Therefore, our data suggest a bottom-up interpretation of the female disadvan-
tage: the difficulty in identifying the vertical axis of the slope gradient can account for 
the inferior ability in reorienting and locating the goal with respect to the slope; this, 
in turn, could be the reason why females attempt to use other, ineffective strategies to 
solve the task.  

7   Future Directions 

Future studies will be necessary to investigate more deeply the causes of this sex dif-
ference. First, it would be interesting to consider if previous experience with slope or, 
more generally, with directional cues might affect the ability to use slope, in a top-
down fashion. Previous studies have suggested that women, compared to men, might 



 The Role of Slope in Human Reorientation 39 

 

be less attuned to directional cues [20]; to what extent can training compensate for 
this disadvantage? 

From Fig. 2 and Fig. 3, it is clear that women had a much larger variability in per-
formance compared to men. This individual difference is linked to the large variety of 
strategies used: women, more so than men, attempted to rely on other cues to solve 
the task (e.g., path integration), even though they were ineffective. It would be of ex-
treme interest to find out why some women used slope and some others did not, and if 
this strategy-preference is correlated to any type of spatial ability (e.g., mental rota-
tion or perspective taking). 

Furthermore, one hypothesis that should be contemplated is that the physical build 
of the participants – and height in particular – may underlie women’s disadvantage 
with slope. The higher the center of gravity of a person, the more likely a small incli-
nation of the floor will require postural adjustments for balance, increasing the aware-
ness of slope. Therefore, men might have outperformed women in the tasks because 
they are generally taller. Future research will have to take into account physical pa-
rameters of participants, and examine if they correlate with performance independ-
ently of sex. 

Finally, it is possible that women are disadvantaged in the use of slope because of 
their previous experience with footwear. Experiment 3 showed that footwear worn at 
the time of the experiment did not alter the perception of the slope. However, 
women’s ability to use slope might be impaired by a history of wearing heels of dif-
ferent height that rendered perceived foot tilt irrelevant. Future research will have to 
address this issue and investigate if there is a correlation between task performance 
and footwear habits.  
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Abstract. Navigational choices in novel environments are constrained by the 
wayfinders' expectations on the paths’ development beyond the current line of 
sight. Such expectations may be informed by hallway structures as well as by 
objects indicating where a hallway may lead to. We study these effects by sys-
tematically varying both of these factors in a virtual reality indoor scenario. Re-
sults show that earlier findings in both areas gained predominantly in street 
networks also hold for buildings, and furthermore reveal for the first time how 
the two factors interact. In particular, attractive objects can cancel the attractive 
effects of long lines of sight as well as multiple path choices. 

Keywords: spatial decision making, indoor navigation, landmarks, virtual  
environment, geometry. 

1   Introduction 

Humans are frequently faced with the task of finding new locations within buildings. 
Although local path choices in such situations are based on incomplete knowledge, 
they are nevertheless substantially informed by the wayfinder's intuitions and expecta-
tions. Often, people "sense" where they might find the main entrance or the audito-
rium in a public building. Certainly no magic is involved; rather, humans draw on 
their (often extensive) earlier experience with buildings. As they intuitively under-
stand the concept of a building, they can associate functions with different building 
parts. Relevant intuitions may be based on a person's experience with specific build-
ings of various types, or they may represent more generalized background knowledge 
about common architectural configurations and corresponding visual clues. In spite of 
the ubiquity of such phenomena and their obvious relevance in everyday life, surpris-
ingly little is known about how indoor design and architectural features actually influ-
ence navigation. In this paper, we investigate what kinds of factors constrain local 
path choices during wayfinding in a previously unknown building. We focus on two 
fundamental aspects known to be decisive for wayfinding more generally: hallway 
structure, and object features.  

A substantial body of research has addressed the influence of structural characteris-
tics on navigation decisions. Based on a case study in a hospital, Peponis, Zimring, & 
Choi [1] suggested that patterns of people's movement in a building can be predicted 
from the features of the building's configuration. More controlled research highlights 
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diverse contributing factors in this regard. For example, the length of line of sight is 
an important factor for path selection in street networks; people tend to prefer com-
paratively long views [2][3]. Recent research indicates that this may also be the case 
in indoor scenarios [4]. For the initial path segment, which is particularly crucial for 
navigation, people prefer straight lines to curves [5]. Also, paths with many visible 
future choice options are preferred, as wayfinders aim at maximizing the area they 
will be able to explore [6]; for eye-tracking evidence see [4]. People furthermore 
prefer salient axes that may serve as reference directions, supporting their understand-
ing of a building [7]. Apart from pure geometry, factors such as lighting, acoustics, 
the presence of other people, thermal differences and the like all affect humans' per-
ception of an environment [8] [9][10]. Such effects further contribute to the relative 
attractiveness of particular paths to choose at a decision point. 

In addition to the structural aspects, the cognitive representation of a scene is fur-
ther affected by the presence of objects, particularly if they are placed at intersections 
that are relevant for navigation decisions [11]. There is much evidence, mostly accu-
mulated for landmarks outside of buildings, that people use landmarks to orient and 
locate their own position, to retrace a route, to find the correct direction towards an 
destination, to describe routes to others, and so on, e.g. [12][13][14]. Objects within 
buildings may help structuring the environment and shaping navigation strategies 
[15]. However, the extent to which earlier findings on landmarks may be transferred 
to indoor scenarios remains unclear, starting from the question of which elements 
within a building may be perceived as a landmark at all, and how they may differ. In 
particular, certain objects may be interpreted as cues relevant to the current navigation 
goal. For example, while a whiteboard may suggest to a wayfinder that this is a place 
where other people are likely to pass by, a metal door may carry the opposite mes-
sage, namely to lead to a non-public area. Depending on the current task at hand, such 
subtle associations and inferences may be more or less supportive for navigation.  

Taken together, it can be expected that structural and object features within a build-
ing both constrain a wayfinder's choices at local decision points during a navigation 
task in a previously unknown building. However, only very little research so far has 
systematically tested each of these effects; for instance, the effect of line of sight has 
not been addressed with respect to distance size. Moreover, and crucially, these as-
pects have not yet been directly juxtaposed. Therefore it is unclear to date how they 
may interact.  

In this paper, we address these issues by opposing the role of structural features of a 
building, such as the length of hallways and number of visible branches, with the role of 
local, architectural features such as objects and doors that were classified as either at-
tractive with respect to the navigation task, or rather less so. Participants were given the 
task of finding a publicly accessible central point (the main exit or the auditorium) in a 
virtual reality building, and confronted with a forced-choice task of local scenes in 
which structural and architectural features varied systematically.  From the considera-
tions and findings as just outlined, we predict that, in the absence of further cues, people 
will tend to choose longer lines of sight, more future choice options, and paths contain-
ing landmarks, in particular attractive ones in relation to the goal. These effects should 
add to each other if these environmental features are congruent: people should be par-
ticularly inclined to choose a path if it offers both an inviting structure, and attractive 
landmarks. In the case of conflicting cues, adding objects to a configuration should 
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reduce the effects of structure: for example, if a longer line of sight is presented along 
with non-attractive objects, people should be less inclined to choose this route.  

2   Methods 

Participants were asked to do a forced choice task between two pictures, each of 
which showing a view along a hallway in a public building. These hallways differed 
in geometry (i.e., number of intersections and viewing length) as well as in the pres-
ence of different objects. 

2.1   Participants 

We collected data from 21 participants, ten women and eleven men. They were stu-
dents of Freiburg University, and they either received course credit or a payment of 8 
€€ /hour for their participation. The total duration of the experiment was approximately 
30 min. 

2.2   Materials 

In order to obtain a sufficient number of wayfinding decisions per participant and to 
enable within-participant variations, we opted for a forced choice task. Participants 
were always required to choose between two pictures of hallways that could differ in 
length of line of sight, number of intersections, and containment of objects.  

Task variation. To identify appropriate target destinations as tasks for the main 
study, a pre-study was conducted as follows. Seven people received a sheet of A4 
sized paper with the schematized outline of a rectangular public building. They were 
asked to indicate where they would look for specific rooms (office of caretaker, audi-
torium, bathrooms, broom closet, main entrance and exit, director's office, main secre-
tary's office, cafeteria, elevator). From this collection, we identified two locations 
with a high consensus across participants concerning their position as targets, namely 
the main exit and the auditorium. These two targets were chosen for the task variation 
of the main experiment; thus, participants were asked to find either the main exit (as a 
prominent way out of the building) or the auditorium (as a prominent room inside the 
building). Both of these targets were adequate for our main purpose of providing a 
clear goal for our participants that could serve as a basis for local navigation deci-
sions, as both suggested publicly accessible and well-known parts of a building.  

Stimuli. Virtual reality models of hallway components were built using the open 
source 3D modeling tool "Blender" (www.blender.org) and a library of free “Google 
Sketch-up” models of objects. The experiment was programmed in Vizard, a virtual 
reality animation software. In the experimental program, up to five of the hallway 
components in different rotations were randomly selected and stuck together, forming 
hallways with random geometry (see Fig. 1). Then a snapshot of the scene was taken. 
In each trial, two of these snapshots were presented to our participants on a 17 inch 
standard computer monitor. Figure 2 shows an example pair of snapshots presented to 
our participants. 
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Fig. 1. Different hallway components were randomly selected and stuck together (left side), 
resulting in hallways differing in shape, viewing length, number of intersections, number of 
ongoing ways and containing objects. Snapshots of scenes (right side) were used as stimuli. 

 

Fig. 2. One pair of snapshots presented in the experiment 

The hallway components differed with respect to shape and containment of objects, 
but they had the same absolute size, with one exception (a hallway component form-
ing a room, see Table 1). Hallway width was designed to correspond always to four 
meters in width and three meters in height. The hallway component forming a room 
was a quadratic open space of 24 x 24 meters and was also three meters high. Illumi-
nation and textures were kept constant in all hallway components, and were chosen to 
match an inconspicuous public building.  
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Table 1. List of hallway sections used to generate the pictures 

Hallway 
component 

Rotation Objects 

Cross inter-
section 

 
 

 0°, 180° Attractive objects: red sculpture (artwork) only 
Non-attractive objects: cardboard boxes only 
without objects  

Dead end 

 
 

 0° without objects 

Straight   

 
 

0° Attractive objects: glass door only, whiteboard only 
Non-attractive objects: metal door only 
without objects 

L-shaped 

 
 

0°, 90° Attractive objects: glass door only 
Non-attractive objects: metal door only 

 
without objects 

Room 

 
 

0° without objects 

T-
intersection 

 

0°, 90°, 270° Attractive objects: white artwork 
Non-attractive objects: cardboard boxes only 
without object 
Combined Objects: glass door + metal door, two 
rows of chairs, statue + whiteboard, statue + row of 
chairs 
 

  
 

No windows or landmarks except for some closed neutral office doors, a fire extin-
guisher, an elevator, and the objects used for experimental variation were visible. 
These objects were selected by three experts considering their plausibility in a public 
building, and shown in their natural size and color. Furthermore, these objects were 
pre-classified concerning their attractiveness for the navigation tasks in this experi-
ment. The rationale for this classification was that people looking for a prominent and 
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publicly accessible location (such as the exit and the auditorium) should be attracted 
by objects that are typical for main hallways in a building (classified as "attractive", 
e.g., artwork). In contrast, they should be less attracted by objects that are more likely 
to be found in minor hallways (classified as "non-attractive", e.g., cardboard boxes). 
We had to find a compromise between the probability to face objects like cardboard 
boxes in a real public building and the needs of the experiment.  So due to our focus 
on a plausible environment, the number of non-attracting objects is lower than the 
number of attracting objects, but still high enough to match the needs of the experi-
ment. For detailed combination of hallway components, see Table 1.  

For a detailed analysis, we made sure that not all factors between the two pictures 
varied at the same time. We therefore created five different conditions in which ge-
ometry and objects were systematically varied as shown in Table 2. Due to the rota-
tion of the elements, the objects varied in their position.  

Table 2. The conditions and their specifications. The columns do not refer to a specific side of 
presentation (left or right), but present the properties of the two images compared. In condition 
E the hallway on one side was a mirror image of the hallway on the other side. 

Condition Properties of the hallways presented in separate pictures 
 

 Picture I Picture II 
A random geometry, no objects random geometry, no objects 
B random geometry, one object random geometry, one object 
C random geometry, one object random geometry, no objects 
D 
 

random geometry,  
random number of objects 

random geometry,  
random number of objects 

E same geometry,  
random number of objects 

same geometry,  
random number of objects 

2.3   Procedure 

Participants were instructed to imagine being in a public building, standing at a T-
intersection and having to choose the hallway they would enter to get to the target 
location (main exit or auditorium). In addition, they were explicitly told to consider 
the image pairs as independent decisions, rather than attempting to retrace a route or 
imagine the whole building. 

At the beginning of each block, participants watched a short video clip of walking 
along one hallway without objects and intersections, stopping at a T-intersection. 
After that, the screen went black for one second, then a pair of snapshots showing two 
hallways was presented (see Fig. 2). The snapshot itself as well as the location where 
it was presented (left or right side) were determined randomly. Participants were told 
that the image on the left side of the screen showed the view towards the left side of 
the T-intersection, and the image on the right side showed the view to the right. They 
had to choose the picture of the hallway they would use in order to get to their as-
signed target location by pressing the arrow key (left or right) of the computer key-
board, and validating their answer by pressing the enter key. The screen turned black 
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again for one second, then the next pair of images was presented. Participants' choices 
as well as the time they needed for decision and validation were recorded.  

Participants performed four blocks of 50 trials, starting with two blocks of the first 
task (auditorium or main exit) and then performing two blocks of the second task. The 
order of the two tasks was balanced between participants. Each block contained 50 
randomized trials, with ten trials each in the five different conditions (see Table 2). 

2.4   Analysis 

In some trials the objects presented were not visible to the participants due to the 
random rotation of the hallway sections. Furthermore, by presenting objects in their 
natural size we could not avoid occlusion of other objects or changing the line of sight 
in some trials. Therefore, all trials were recoded to represent the actually observed 
scene before entering the statistical analysis. To answer the specific questions ad-
dressed in this paper, we used some of the different conditions for data calculation. 
The number of trials resulting from recoding is described for every analysis below.  

3   Results 

There was a small bias to choose the picture presented on the right-hand side. Over all 
trials, subjects decided for the right-hand side in 53% of the trials, while in the re-
maining 47% they chose the hallway presented on the left-hand side. In the following 
analyses we only report the frequency to choose the right-hand option. The frequency 
for the left-hand option directly corresponds to it as it was a forced choice task and 
participants could only either respond “right” OR “left”. 

3.1   Geometry 

As a first step we analyzed the influence of the hallways’ geometrical features (length 
of line of sight and number of visible branching paths) on decision behavior. For both 
data calculations only trials without any visible object in either corridor were ana-
lyzed (condition A, N = 1269).  

In order to test the influence of “length of line of sight” the difference in the length 
of the lines of sight of both hallways was calculated. The difference was used as a 
factor in an ANOVA on decision frequency. Length of line of sight had a significant 
effect on the decision behavior [F(20,1433) = 10.6, p < 0.001]. Longer hallway sec-
tions were chosen over shorter ones (see Fig. 3). Although the increase is not per-
fectly linear there is a clear pattern. 

The same analysis on decision frequency was conducted for the difference in the 
number of visible branching paths. Their number also had a significant effect on deci-
sion frequency [F(6,1227) = 4.7, p < 0.001]. In general, hallways with a higher num-
ber of branching paths were chosen over those with fewer. The analysis shows that 
both geometrical factors, “length of line of sight” and “number of visible branches”, 
influence the decision frequency.  
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Fig. 3. Frequency of choosing the right-hand option against the length difference of the corridor 
on the left and the right side. A negative value in the abscissa denotes a longer corridor in the 
picture presented on the right side, a positive value a longer corridor in the picture presented on 
the left side. 

3.2   Objects 

For the analysis of the effect of the presence of objects, only trials in which both 
geometrical factors were equal on both sides (N = 401) were used. The hallways only 
differed in the number of objects. The difference in the number of objects on both 
sides was calculated analogously to the analysis of the geometrical features. An 
ANOVA revealed a significant main effect [F(6,394) = 6.2, p < 0.001] resulting from 
the presence of objects. Participants preferred hallways that contained a higher num-
ber of objects to those with fewer objects (see Fig. 4). 

3.2.1   Attractive and Non-attractive Objects 
For the following analysis the geometry and the number of attractive objects were 
held constant (N = 389). The two hallways differed only in the number of objects that 
were pre-classified as potentially non-attractive. An ANOVA with factor “difference 
in the number of non-attractive objects” was conducted for the decision frequency of 
the right-hand option. The presence of a non-attractive object had a significant effect 
on path choice [F(2,119) = 4.4, p < 0.05]. Participants preferred the hallway with the 
lower number of non-attractive objects. 
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Fig. 4. Probability to choose the right-hand option plotted against the difference in the number of 
objects in the pictures. A negative value in the abscissa denotes more objects in the picture pre-
sented on the right side, a positive value more objects in the picture presented on the left side. 

A similar analysis was conducted for the attractive objects. Here the geometry and 
the number of non-attractive objects were held constant (N = 66). An ANOVA with 
factor “difference in the number of attractive objects” was conducted for the decision 
frequency of the right-hand option. The presence of an attractive object had a signifi-
cant effect on path choice [F(2,219) = 23.5, p < 0.001]. Participants preferred the 
hallway with the higher number of attractive objects. The results of these two analy-
ses are displayed in Figure 5. 

3.2.2   Direct Comparison of Geometry and Objects 
While the previous analyses kept either geometry or objects constant, the following 
analysis provides initial insights about how the two factors interact. Only trials with a 
single object on one side and different geometry were analyzed (Condition C, N = 
771). This results in four constellations as follows. First, an attractive geometry ac-
companied by an attractive object is compared to a non-attractive geometry without 
any object (“attractive, attractive” constellation). Second, a non-attractive geometry 
accompanied by a non-attractive object is compared to an attractive geometry without 
any object (“non-attractive, non-attractive” constellation). Third, a non-attractive 
geometry accompanied by an attractive object is compared to an attractive geometry 
(“non-attractive, attractive” constellation). Fourth, an attractive geometry accompa-
nied by a non-attractive object is compared to a non-attractive geometry (“attractive,  
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Fig. 5. The frequency of choosing the right hand hallway plotted against the difference in the 
number of attractive and non-attractive objects in the hallways. The dark bars represent the 
choice frequency of the trials varying in the number of attractive objects while the number of 
non-attractive objects was kept constant. The light bars represent the choice frequency of the 
trials varying in the number of non-attractive objects while the number of attractive objects was 
kept constant. Negative value in the abscissa denotes more objects were presented on the right 
hallway, a positive value more objects were presented on the left hallway. 

+ 

non-attractive” constellation). For this analysis, an attractive geometry was defined 
by a longer line of sight.  

These four different constellations were compared in a single-factor ANOVA. There 
was a main effect of the constellations [F(3,767) = 19.8, p < 0.001]. Post-hoc Scheffé 
tests revealed a significant difference between the “attractive attractive” constellation 
and all other constellations (all p < 0.001). In the “non-attractive non-attractive” con-
stellation the hallway was chosen less often than in the two incongruent constellations. 
This difference was significant (p < 0.05) concerning the constellation “attractive  
non-attractive”. We found only a trend (p < 0.1) for the difference of choice frequency 
between the “non-attractive non-attractive” constellation and the constellation “non-
attractive attractive”. This is likely due to the low N, because the choice frequency of 
the two incongruent constellations did not differ (see Fig. 6). 

The constellation of an attractive geometry and an attractive object was chosen 
most frequently. The constellation of a non-attractive geometry and a non-attractive 
object was avoided most frequently. Most interestingly, the effects of an attractive 
object and a non-attractive geometry (and vice versa) balanced each other out.  
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Fig. 6. Choice frequency of hallways with one object and non-/attractive geometry based on 
line of sight 

4   Discussion 

The aim of the study was to gain insight into the influence of hallway geometry as well 
as different types of objects on path choice during wayfinding in a building. Using a 
forced choice paradigm set in a naturalistic virtual reality environment, we not only 
systematically varied the presence of particular structures and objects, but also the de-
gree to which they were present, and we addressed the ways in which the individual 
factors interact. As a result, we were able to support and extend earlier findings about 
wayfinding (gained predominantly in street networks) for building scenarios. Further-
more, we gained new insights on the graded influence of each addressed factor, and 
showed that different types of objects influence navigation to different degrees. Most 
crucially, we evaluate for the first time how geometry and the objects might interact in a 
situation where both factors become relevant for the wayfinder.  

With respect to each individual factor, our results revealed a clear preference for 
longer lines of sight as well as higher number of visible branching paths. Although the 
increase is not perfectly linear, the overall pattern does suggest that people prefer to gain 
as much information about future navigation options as possible. Objects visible on a 
path generally attracted participants to choose this path; here, as well, the effect was 
found to be graded. A higher number of objects thus contributes to the salience of a 
path, which fits well with the given task of navigating towards a prominent, publicly 
accessible area such as the main exit or the auditorium. However, a more detailed analy-
sis of object types revealed that participants rather avoided hallways with non-attractive 
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objects, but preferred hallways with a higher number of attractive objects. This result 
corresponds to our previous classification of object types and confirms our prediction 
that wayfinders attend to the attractiveness of particular objects in relation to the current 
task.   

In order to learn how people react if confronted with various environmental cues at 
the same time, we addressed the interaction of the two main factors (geometry and 
objects). Since we could already identify a gradedness effect for each single factor, 
the combination of different kinds of environmental cues should further support the 
wayfinders' navigation strategies. Our results clearly support this hypothesis. In the 
case of congruent cues, namely an attractive structure (longer lines of sight) together 
with an attractive object (e.g., artwork or a glass door) the corresponding hallway was 
chosen with a particularly high frequency – the individual effects clearly added up in 
supporting the wayfinder. Likewise, congruent non-attractive cues led participants to 
choose the alternative path direction. In the case of incongruent cues in which one of 
the factors was attractive but the other non-attractive, decisions were near chance 
level. In other words, a non-attractive object can eliminate the attracting effect of a 
long line of sight, and vice versa.  

Our results regarding geometry as well as the role of attractive and non-attractive 
objects is clearly in line with the notion of "intelligibility" in the space syntax 
community. Hillier [2] suggested that people will rely predominantly on major, 
central hallways for finding their way to novel destinations in a complex building (see 
also [16]). Buildings with a high intelligibility are those in which the number of local 
path choices originating from a hallway is strongly correlated with topological 
centrality ("integration" in space syntax parlance) of that hallway in the building as a 
whole. This notion provides a theoretical explanation for why people should prefer 
long lines of sight and a high number of local path choices. In typical public 
buildings, these local geometric features serve as cues for the relevance of a corridor 
to efficiently access large parts of the setting. Moreover, the notion is also compatible 
with the observation that objects associated with central hallways are preferred over 
objects that are more suggestive of marking a minor, peripheral hallway. In other 
words, the present study extends the wayfinding heuristics described by the space 
syntax community for purely geometric properties to semantically rich objects and 
local architectural features like doors and portals. 

This study is an initial stepping stone in a larger research enterprise to understand 
spatial inference processes in human navigation. When people have only incomplete 
knowledge about an environment, e.g. after exploring and learning some but not all 
parts of it, they need to draw inferences from an incomplete cognitive map to venture 
into unknown areas. While it is an open question to which degree such inferences rely 
on explicit spatial reasoning, people will certainly make use of any visual and geometric 
cues that are directly provided by the environment during navigation. In the present 
study, participants were forced to base their judgements almost entirely on the currently 
visible information at each decision point, as they had no prior exposure to the building 
and the experimental procedures discouraged cognitive mapping in favour of local spa-
tial inference. Future studies will systematically investigate how these perceptually 
driven inferences interact with memory-based wayfinding inferences in active naviga-
tion tasks, and with more global wayfinding strategies such as keeping a constant direc-
tion of movement [17] or orienting towards a central point [15]. 
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Abstract. Landmarks are fundamental elements for people to learn an

environment. People use these landmarks to enrich their route descrip-

tions (for example, when anchoring movements at decision points). Sev-

eral automatic landmark identification and selection theories have been

suggested in recent years. This paper evaluates these theories by com-

paring the landmarks identified by automatic landmark selection with

landmark choices and behavioral characteristics of human participants

moving in a virtual environment. This comparison of automatic selection

and human behavior will improve our understanding of automatic land-

mark identification theories, and will facilitate a weighting of methods

for navigation services to generate more human-like route descriptions.

1 Introduction

Landmarks are fundamental elements for people to learn an environment, i.e.,
for building up a mental representation that enables people to orient themselves
and to navigate in this environment. As a rich body of research in spatial cog-
nitive science and linguistics has shown, people also use landmarks to enrich
their route descriptions; for example, for anchoring turning actions at decision
points, or as an assurance along longer route segments. Yet current navigation
assistance services do not refer to landmarks in their route descriptions because
of the lack of reliable methods for identifying suitable landmarks. Furthermore,
though several competing automatic landmark identification methods have been
suggested in the literature, only one [1] is operational.

All landmark identification methods suggested so far argue for their approach
from a cognitive ergonomics point of view (some frame it as information theory)
and ground their measures in observed or expected salience. But none of them
went through thorough user testing. In this paper we present an experiment that
can be used to test and compare any landmark identification method.

This paper addresses two key research questions: (1) do landmark identifica-
tion methods sufficiently reflect what people refer to in their route descriptions,
and (2) does the attention span of people while learning a new route correlate
to their choice of landmark in their route descriptions?
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We are interested in establishing quality measures for landmark selection meth-
ods by comparing correlation coefficients of automatic selected landmarks with
people’s preferences. Accordingly, the hypothesis of this paper is two-fold: (a) a
correlation larger than random between landmark selection methods and people’s
choices of landmarks can be observed, and (b) a correlation larger than random
between peoples chosen landmarks and their attention span can be observed.

Our test scenario takes place in a virtual environment. This experimental
setup allows us to control the environmental factors easily and precisely record
the trajectories during a routing task. The participants navigate along two high-
lighted routes and write down their own route descriptions for another person to
follow. Our analysis consists of three parts: first we will analyze the route descrip-
tions according to the mentioned landmarks, then we will compute the correla-
tion of different landmark identification methods with human-chosen landmarks,
and finally we will calculate the correlation between features participants paid
attention to and the references in their route descriptions.

As the virtual environment is populated only by empty street space and
façades, we expect that participants will use building façades as landmarks,
and further, that they will resort to other salient elements, such as street in-
tersections or even geometry where there is a lack of landmarks. We predict a
significant degree of unity in their choices where they pass salient landmarks (in
terms of the landmark identification methods). We also assume that there will
be a correlation between peoples attention in the environment and the chosen
landmarks in their route descriptions, which would enable us to suggest new
landmark identification models based on tracking attention, and also to eviden-
tially support the selection methods that put some emphasis on visual salience.
We further anticipate proof for different influences of landmark identification
factors.

2 Landmarks in Route Communication

A landmark is a salient geographic entity that marks a locality and can be used
for orienting or navigating in the environment [2,3]. References to landmarks
can frequently be found in human route descriptions [4]. Research on spatial
cognition and spatial linguistics shows that in route communication people prefer
qualitative references over quantitative ones (e.g., [5,6,7]), and accordingly, prefer
references to landmarks rather than metric distances (e.g., [8,9,10,11,4]).

Landmarks are mentioned in route descriptions because they are salient in
the environment and memorable [7]. Direction givers assume that nominated
landmarks are either known or recognizable by listeners. Sorrows & Hirtle [12]
state that geographic entities can be memorable for (1) their singularity, or sharp
contrast with their surroundings; (2) the prominence of their spatial location; (3)
their content, meaning, use or cultural significance; and (4) their prototypicality
within a category. Landmarks are frequently categorized as: visual, if they have
certain visual characteristics; cognitive, which are semantically meaningful to
personal interests or experiences; and structural, which are memorable because
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of their spatial location [13,14]. Tomko & Winter [15] argue that the prominent
references used in route descriptions are brief and can be easily picked up by
wayfinders from their cognitive maps of the environment.

2.1 Landmark Identification Theories

A landmark must stand out from its environment in some respect, such as size,
color or function, to mark a locality. To enrich navigation services, several theo-
ries have been developed for an automatic identification of landmarks from geo-
graphic entities representing urban environments. Raubal & Winter [13] present
a method to automatically extract landmarks by assessing their salience from
the above identified three aspects: visual, semantic and structural attraction.
Elias [3], however, suggests a data mining method to select features with out-
standing attributes in a neighborhood; the data contains all geometric and the-
matic aspects of features without consideration of perception by human senses.
Again having visual, semantic and structural attraction in mind, Duckham et
al. [1] suggest an identification method based on feature categories instead of
individual landmarks. In addition to absolute landmarkness, some aspects of
landmarks are route-specific, especially advance visibility (e.g., [16,17,18]). This
section will study the theories of identifying landmarks focusing on the three
aspects of structure, semantics and visibility.

Structural Salience. A landmarks salience can be affected by its position
along the route. Michon & Denis [19] study the use of landmarks in route de-
scriptions and conclude that landmarks are used frequently, especially around
the starting/arrival point and points where a change in direction is required, i.e.,
decision points. We use their theory in extracting landmark candidates.

Klippel & Winter [20] formalize the structural salience of point-like objects
along a route whereas Claramunt & Winter [21] extend structural salience to
elements in street networks – for example, places, paths, barriers and districts –
and identify a generic model of structural salience for urban environments.

In our experiment, façades and street intersections are the only elements that
can be considered as landmarks, and façades can have structural salience ac-
cording to their relation to decision points. Other elements, such as barriers or
districts, are not provided in this virtual environment.

Semantic Salience. In Winter’s [16] survey of the prominence of campus fea-
tures, the single chapel on campus is more prominent than other landmarks that
belong to categories with multiple occurrences on campus, such as bookstores
(ranked second, because there were only a few) or halls. Landmarks can stand
out by their function as well as their cultural significance, so called semantic
salience, independent from visibility or structural salience.

Semantic salience can apply to specific communities – for example, for en-
gineering students the engineering building on campus is more prominent than
other buildings, and a suitable landmark for local orientation (“next to our build-
ing”). Similarly, personalized route descriptions can even refer to entities with an
individual semantic salience (“next to the coffee shop where we met yesterday”).
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Visual Salience. A landmark may stand out simply for its visible properties,
independent of structure or semantics, such as color, size (as being perceivable
from street space, i.e., mainly width and height) or form [13]. Among these
properties, color is an attribute difficult to formalize. It depends not only on
lighting, viewing distance and surrounding colors [22], but also on the texture
of the feature.

A method to compute the salience of the color of an image is suggested by Aziz
& Mertsching [23], and Nothegger et al. [24] propose an approach for images of
façades. Winters [16] measure of advance visibility (how much a façade is visible
when approaching a decision point) will also be applied in this paper.

2.2 Landmarks in Virtual Environments

Virtual environments (VE ) are a valuable tool in environmental psychology.
Advantages of VE are the reproducibility of studies, the minimization of inter-
ferences, and the accurate recordings of the subjects behavior and performance
[25]. A VE is usually an interactive, real-time, 3D graphical rendering of spatial
data. Subjects have a first-person egocentric view of the scene and control the
interaction by a game-pad or a mouse. They acquire information about an en-
vironment sequentially and integrate this information over time into a mental
representation of the environment. Many studies show that people are able to
learn the spatial layout of a VE and can perform tasks such as route learning
successfully.

In fact, a number of studies show that people use landmarks in VEs for their
navigation tasks (e.g., [26,27,28]),and further, that the manipulation of land-
marks changes peoples navigation behavior.

Additional findings support that it is possible to transfer spatial knowledge
from a VE to a real environment, and that a VE can be used to explain a route
to a person (e.g., [29,30,31]).

2.3 Interpreting Human Written Route Descriptions

Tversky & Lee [32] and Tenbrink [6] study the relationship between space and
language, and find evidence that human written route descriptions reflect the
cognitive representations of space while others are concerned with how to gen-
erate human-like route descriptions [33,34]. However, there are few studies on
how to interpret human written route descriptions, which are normally rich in
information and complicated to formalize [35].

In this paper, we focus on the landmarks mentioned in route descriptions.
Written references to landmarks are manually identified and annotated without
the use of any language technology.

3 Experiment

For our experiment we use a virtual environment that was designed and imple-
mented originally for another purpose [36] and is re-used here with permission
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of the Hasso Plattner Institut, Potsdam. The virtual environment presents a
virtual city with box buildings. Every box building is represented by gluing a
photorealistic façade on a cuboid. In this virtual environment, participants see
a route highlighted by arrows.

Two routes are available: The short route is 1.66 km long with eight intersec-
tions along the route and 38 different façades available to be glued on the box
buildings. The other route is 2.8 km long, with 16 intersections and 126 different
façades (see Figure 1).

In both cases, the amount of available façade images is not sufficient to texture
each building front individually; hence, façade images repeat in a random order.
However, the available façade images are of diverse characteristics–they were
taken as a representative subset of façades of a Berlin suburb. We use these
urban façade images because they offer a high variability of different features,
such as shops at the ground level, architectural features and color intensive
textures, which can all contribute to landmarkness.

The virtual environment contains no other features of salience beyond the
façades: the width of all streets is equal as well as the height of all houses, and
no other outstanding objects are placed in the virtual environment.

Fig. 1. This figure shows an overview of the two routes. The short route is part of the

long one
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Participants will follow these two routes, in random order, and provide a
route description for each. We will compare the references to landmarks in the
directions we collect to automatically selected landmarks. Also, participants are
tracked in the virtual environment with respect to both their movement and
their viewing directions (heading). This allows us to analyze how much time
people spent looking at each façade. For each route we will determine which
façades the participants paid most attention to, then correlate the façades at-
tracting attention to the landmarks referred to in route descriptions. We can
thus ascertain whether participants typically refer to those façades they looked
at for longer times during active navigation.

24 participants attended the experiment. Participants were students and re-
searchers at the University of Melbourne, 15 males and nine females, aged 23-42.
Eight of the participants were of German nationality (which is relevant due to
the German context of façade images). All participants were instructed to write
down a route description of their traveled route for a friend in daily route com-
munication, with no time limit.

The virtual environment was presented on a large screen projection: Partici-
pants sat two meters in front of a 2 by 1.5 meter screen. They navigated actively
through the virtual environment with a joystick. Figure 2 shows the starting
point for the long route. Participants could navigate with two types of velocity:
walking speed or running. The running speed was introduced since the routes
cover long distances, which take considerable travel time at walking speed.

In the experiment, all participants navigated twice along each route to explore
the routes and collect all information needed for describing them. During the two
trials each participant could navigate along the routes at their own speed, and
stop and write down their route descriptions at any time. All route descriptions
were handwritten in English.

4 Analysis and Results

4.1 Route Descriptions

To analyze the results, we focus on the referred landmarks, their frequency of
reference and the manner they are referenced in the directions. In the case of
the short route, 23 route descriptions were analyzed (one participant had to be
excluded due to technical reasons).

14 out of 23 participants had used landmarks in their descriptions; nine partic-
ipants had written route descriptions without referring to landmarks, but using
chunkings of blocks/intersections and turns. One example of a route description
without landmarks is given in Figure 3.

Only three participants had used distance information in their directions. The
14 participants using landmarks had referred to an average of four landmarks for
describing the short route, and of these, two were explicit landmarks – meaning
a participant named the landmark, such as Lotto shop – and two were implicit
landmarks – meaning a landmark was described by its properties (e.g., color
or architectural structure), such as (house with balconies (Figure 4). The most
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Fig. 2. Starting point of the long route. The arrow shows the direction of the route.

Take the street on the right

Go for 3 blocks turn right

First intersection turn right then turn left

Go till the end of the road, turn right

Second left. The end

Fig. 3. An example of route descriptions for the short route without using landmarks

prominent explicit landmarks, with ten references each, were the Lotto shop and
Ulrich Augenoptik (Figure 5).

In the route descriptions for the long route 15 participants referred to land-
marks in their directions, while nine did not use any. For the participants utilizing
landmarks there were, on average, nine landmarks mentioned. An average of two
of these landmarks were explicit and seven were implicit. Only four people used
distance information. The most prominent landmarks for the long route were
a restaurant named Viapiano and a Häagen Dazs ice cream shop next to this
restaurant, both with 11 references (see Figure 5).

The interpretation of results has to take into account that the experimental
environment is populated with façades taken from a German city. This means
explicit landmarks are labeled with signs in German, and some of the shops or
restaurants are from chains well known to the German participants, but not
necessarily to the other participants.

We found significant differences1 (p < 0.05) between the “Germans” and the
“non-Germans” in using explicit vs. implicit landmarks for both routes.

1 T-Test is calculated with SPSS 16.
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- At the red house take street so red house is on the left (the street

with Haeagen-Dazs in the right)

- third intersection turn right, yellow house on corner, Lotto shop

opposite yellow house

- next intersection turn left, house with balconies in the corner

- next intersection turn left, little corner restaurant

- next intersection at the big house turn right

- second intersection turn left, at the graffiti wall, there are a few

shops in the street you turn into

- next intersection left, bright red house in the new street

- third intersection left, opposite the erdwaerme house

- next intersection right , into Heimstrasse

- next intersection left, at the white office style building with

dark windows

- next right , at the Haeagen Dazs

- end at next intersection

Fig. 4. Sample route descriptions for the long route with references to landmarks

Unsurprisingly, German participants preferred explicit landmarks and non-
Germans preferred implicit landmarks. However, there were no significant differ-
ences between these two groups in terms of the frequency with which they referred
to landmarks.

4.2 Trajectory Analysis

We hypothesized that people refer to those façades in their descriptions that they
had paid more attention to when walking through the environment. For example,
participants might focus on façades that are visible longer along the route and
refer to these in their descriptions. To test our hypothesis we tracked the position
and heading (viewing direction) of each participant every millisecond during the
experiments. By analyzing this data it could be computed how much time each
participant spent looking at a particular façade. Figure 6 gives an example of
such an analysis.

Each trajectory could be divided into two sets: the slow sections where posi-
tions were sampled with walking velocity, and the fast sections where the partic-
ipants were running. For the analysis we concentrated on the slow parts, because
we assumed that in running mode participants did not pay much attention to
their environment and were not looking out for a landmark. In fact, every par-
ticipant passed every intersection in the speed that was predefined as walking
speed.

For every point of the slow sections we calculated a visibility area. The vis-
ibility area was defined by the heading of a participant at this point, the sur-
rounding environment, a field of view of 60◦, and a depth of view of 80 meters.
In the computed visible area the set of visible façades was recorded, and then
it was calculated how long a participant had seen a particular façade without
interruption (freqtraj).
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Fig. 5. The most prominent landmarks for both routes: on the left for the short route,

on the right for the long route

We analyzed how often each façade was seen by all participants on average,
and correlated this number (freqtraj) with the frequency this façade was referred
to (freqhuman). We found a significant correlation2 (p < 0.01) between freqtraj

and the frequency of references to this façade for both the short and the long
routes.

For a finer analysis we divided the set of all trajectories for the walking sections
into a group where participants used landmarks (freqwithL), and a group where
participants did not refer to landmarks (freqnoL). Following our hypothesis we
found a significant correlation (p < 0.01) between freqtraj and freqhuman in the
group where participants referred to landmarks in their route descriptions, but
there is no correlation in the group which did not use any landmarks.

4.3 Calculating Landmark Salience

To exclude landmarks far away or invisible to participants, only façades within a
buffer of 80 meters along the selected routes were investigated for their landmark-
ness. Due to the consistent height of all buildings in the virtual environment and
the façades’ composite texture, the landmark salience was calculated using four
attributes: their position relative to decision points (structural salience), their
categories (semantic salience), their advance visibility and their color differences
to their neighbors (visual salience).

The structural salience value sstructural was computed according to [20]. Se-
mantic salience ssemantic was calculated from a manual assignment of a category
salience according to [1], i.e., a value weighing prototypical physical size, proto-
typical proximity to road, prototypical ubiquity, and prototypical permanence.
A list of used category salience measures is shown in Table 2. Only façades
containing businesses have a semantic salience value ssemantic larger than zero.
2 Correlations are calculated using Spearman correlation and are done with SPSS 16.

We used the Spearman rank correlation because one of our data sets is ordinal.
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Fig. 6. Tracking a participant at an intersection. On the left side: squares are the

ending point of a façade, black dots are the heading and triangles show the trace. On

the right side: a visualization of the trajectory (dashed line) of the participant, with

the opening angle of the heading. The arrow head to the direction of travel.

Table 1. Correlation between trajectory data (all, group using landmarks, group not

using landmarks) and landmark references in the route descriptions (significant if p <
0.01)

Route freqtraj/ freqhuman freqwithL/ freqhuman freqnoL/ freqhuman

short 0.16* 0.18* not sig.

long 0.18* 0.17* not sig.

Advance visibility svAngle of façades around decision points was calculated
as their horizontal angle in the field of view from 50 meters before decision
points, in proportion to the 60◦ of comfortable field of view of the human visual
apparatus. For this computation the depth of view was set to 100 meters. To
determine differences in color the individual façade images were used. Their
median RGB color was transferred into an HSB color, and hue, saturation and
brightness were weighted according to Nothegger et al. [24]. The adjusted color
of each façade was calculated by:

color = 75% ∗ H + 20% ∗ S + 5% ∗ B (1)

Then color salience scolDiff was determined as the standard deviation of color
differences to the five nearest neighbors of each façades. The advance visibility
svAngle can be zero for some façades as a result of this computation.

Also, it could be observed that participants described landmarks in different
manners, such as by name or color. We were interested in how different attributes
of landmark salience impact humans choice of landmarks. To examine the varying
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Table 2. Category saliences as used in the experiment

Category Salience

restaurant 0.886

business 0.682

hotel 0.773

street sign 0.2

shop 0.545

bank 0.705

impact, we used multiple linear regression (by R 3) to find out how much the
four attributes correlate with the landmarks participants referred to (w1, w2, w3,
w4 are the coefficients):

cSalient = w1 ∗ sstructural + w2 ∗ ssemantic + w3 ∗ svAngle + w4 ∗ scolDiff (2)

Table 3 shows various impact of the four salience attributes by correlating them
to the frequency a landmark had been nominated by all participants for the
short and long route. The sum field in the table is the Spearman rank correlation
coefficients of façades with weighted salience and the human selected landmarks.
It can be seen that structural salience and advance visibility dominate in their
impact. In comparison, both semantic salience and color difference have less
influence.

Table 3. Weights of four salience attributes suggested by multiple linear regression

Route � F structural semantic vAngle colDiff sum

short 256 1.01 0.41 4.92 0.14 0.30

long 429 2.64 0.18 2.15 -0.65 0.29

We additionally calculated the Spearman rank correlation coefficients for in-
dividual salience factors with the frequency of façades referenced (freqhuman)
(see Table 4). The results again show that the structural salience and advance
visibility salience have stronger effects on the overall salience of landmarks in
this environment for both routes.

Whether the nationality (Germans versus non-Germans) of the participants
influenced the correlation of salience factors and the referenced landmarks, es-
pecially for semantic salience, was also tested. We only found a difference for
semantic salience for the long route. There is a significant positive correlation
(0.17) in the German group, but no significant correlation for the non-German
group.

Finally we correlated each salience factor with the frequency each façade is
seen along a route (freqtraj). For the short route a positive correlation (p < 0.01)

3 http://www.r-project.org/
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Table 4. Correlation of four salience attributes with freqhuman. � F shows the number

of façades around the routes.

Route � F structural semantic vAngle colDiff sum

short 256 0.3 0.18 0.32 not sig. 0.27

long 429 0.47 not sig. 0.34 not sig. 0.28

Table 5. Correlation between trajectory data (all, group with landmarks, group with

no landmarks) and the salience factors (significant if p < 0.01)

Routestructural/

freqtraj

structural/

freqwithL

structural/

freqnoL

vAngle/

freqtraj

vAngle/

freqwithL

vAngle/

freqnoL

short 0.16 0.21 not sig. not sig. not sig. not sig.

long not sig. not sig. not sig. 0.15 0.15 not sig.

existed only between structural salience and freqtraj . For the long route advance
visibility salience correlated with freqtraj (p < 0.01). Both correlations could
also be found for the subset of the trajectories of the people who used landmarks
(freqwithL).

5 Discussion

In this paper we take the first steps towards an evaluation of automatic land-
mark identification methods. We present an experiment in a virtual environment
where participants were asked to write down route descriptions for a short and
a long route. Although the environment is relatively sterile and populated only
by textured box buildings, nearly two thirds of the participants referred to land-
marks.

We correlated the frequency of landmarks referred to by participants with
calculated salience values using four attributes of landmarks. These four salience
attributes were structural salience, semantic salience, advance visibility salience,
and visual salience based on color differences.

For both routes, the highest positive correlations occurred with advance visi-
bility salience and structural salience. These results show that structural salience
and advance visibility have higher impact on human selection of landmarksat
least for the urban virtual environments tested.

Furthermore, these two factors were correlated with how often a façade was
seen by all participants at walking speed. For the short route structural salience
correlated positively with the visual attention determined from trajectory data,
and for the long route we found a correlation with advance visibility.

With even higher impact, both structural salience and advance visibility were
related to decision points. Analyses of the trajectory data proved that all partic-
ipants were slower than average at each decision point, i.e., paid more attention
to the environment.
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One possible explanation why structural salience is important may be that this
virtual environment is too homogeneous with respect to its visual appearance.
The virtual environment is built of textured box buildings of equal height, and
otherwise it is empty. A small set of façades and the constant building height
may have downplayed the need for landmarks as well as the recognition factor of
each façade, and may have led participants to concentrate on structural factors,
such as structural salience and advance visibility salience.

Beyond this, we examined whether the nationalities of the participants in-
fluenced the selection of landmarks. Our urban virtual environment contains
only German façades and so we divided our participants into a German and a
non-German group. There were no differences between the two groups in the
correlation analyses for almost all salience factors, except that for the long route
the semantic salience factor correlated significantly to the referenced landmarks
for the German group, but not for the non-German group.

The second question we investigated in this paper was to what extent the
tracking data collected in the experiment provides information on how people
select landmarks. Tracking data enabled us to calculate, for every position, which
façade was in the field of view, and to sum up the visibility over all points.
We correlated the time span each façade was looked at with the frequency of
this façade in the route descriptions. We found a significant positive correlation
between these two types of data, which suggests that tracking data provides
useful information about which landmark will be referred to by people.

To elicit whether façades are looked at due to the movement pattern or be-
cause they will be referred to as landmarks, we compared the group of partici-
pants that did not refer to landmarks with the group that did. If we had found a
correlation for both groups, façades would likely be looked at only because they
happen to be at decision points where participants slowed down. Since we only
found a correlation for the group that did refer to landmarks, it is more likely
that attention is paid to those façades that are referenced. Thus, trajectory data
can be a useful tool for getting additional information on what façades people
will utilize as landmarks in virtual environments as well.

6 Conclusion and Outlook

In this paper we demonstrate that virtual environments can be utilized as a
valuable tool to acquire more information about how people select landmarks.
This paper contributes to the knowledge of automatic landmark identification
theories, to a better understanding of the impact of individual salience factors,
and to new methods of landmark identification, e.g., based on tracking what
people experience in an environment.

Both experiment and interpretation can be further improved. During the anal-
ysis we identified some artifacts due to the experimental setup. For example, all
participants showed a higher residence time at the start of the experiment, wait-
ing for permission to begin.
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We believe that we will get even higher correlations if we remove these arti-
facts. An analysis for each participants individual trajectory and its correlation
to the individual written route descriptions may yield further interesting results.

Moreover, we are now interested in a finer analysis of the route descriptions
according to inter-individual and inter-cultural differences. For this purpose we
plan a follow-up experiment in Germany with participants of German and other
nationalities.

We will also study more reasonable combinations and weightings of the land-
mark identification methods. In this paper we illustrated that individual factors
in a salience formula do not need to be equally weighted. However, an adaptive
weighting to environmental features or context would require more extensive
testing across different virtual environments.
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Abstract. In this paper, we investigate the outdoor wayfinding performance of 
men and women in a shifting frame of reference with verbal route instructions 
given in German language. This study replicated the methodology of Ishikawa 
and Kiyomoto (2008) but investigated also the gender component. The partici-
pants were divided into absolute-relative (A-R) and relative-absolute (R-A) 
groups. They had to follow ten routes: The A-R group walked the first set of five 
routes with instructions given in absolute frame of reference which shifted to in-
structions in relative frame of reference. The R-A group, on the other hand, 
walked the first set of five routes with relative instructions and shifted to an abso-
lute reference frame. In the experiment, the results showed that participants in 
both groups had difficulty following the absolute instructions wherein they had 
significantly more stops, more deviations and travelled longer off-route. The 
overall performance increase of participants who started with an absolute and 
shifted to a relative reference frame was higher than the performance decrease of 
participants who started with a relative and shifted to an absolute reference frame. 
In terms of gender, the wayfinding performance of both, men and women, was 
significantly better with instructions in relative than in absolute reference frame. 
Women made fewer stops, fewer deviations, and did not walk off the route as fre-
quently as men. However, the gender effect was not significant. 

Keywords: outdoor wayfinding, frame of reference, gender, verbal route  
instructions. 

1   Introduction 

Wayfinding is an interesting area of study as it investigates how people find their way 
in both familiar and unfamiliar environment. Differences lie on people’s spatial abili-
ties, with some finding it easier to locate a specific place compared to others. Clear 
route instructions are deemed important for people to follow any navigational task. It 
is necessary to place oneself in the situation of a person unfamiliar to the place and 
understand that people have their own preferences in finding their way. Some prefer 
cardinal directions (North, East, West, South) while others prefer a relative reference 
frame (right or left). Some prefer exact distances while others prefer approximation 
based on landmarks. Many researchers in various fields such as geography, psychol-
ogy, architecture, engineering, and computer science have investigated such naviga-
tional differences and how to make wayfinding easier for people. 
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This research attempts to replicate the methodology used by Ishikawa and Kiyo-
moto (2008) to study the effect of ‘shifting reference frames’ on wayfinding perform-
ance of German speakers. The shifting of reference frame makes the evaluation of an 
individual’s level of spatial knowledge possible. In contrast to Ishikawa and Kiyo-
moto’s study, this research investigates gender differences in preference of frame of 
reference. Gender differences are analyzed based on the outdoor wayfinding perform-
ances measures used which include the number of stops, number of deviations and the 
off-route distances in a specific frame of reference. This research examines which 
frame of reference men and women are most comfortable with, and attempts to assess 
whether men perform better in absolute frame of reference, while women perform 
better in relative directions. The cultural differences between German and Japanese 
outdoor wayfinding allows for an interesting comparative study and a comparison to 
Ishikawa and Kiyomoto’s results. Further research is suggested to gain more insights 
on cultural differences in wayfinding. This could also be used in assessing how peo-
ple orient themselves in space and how they normally refer to spatial models in reach-
ing a specific destination.  

This study posed the following hypotheses: 1) Men and women have difficulty fol-
lowing wayfinding instructions in a shifting frame of reference, but more so in the 
absolute frame; 2) Men perform better than women in outdoor wayfinding following 
verbal instructions in absolute directions; and 3) Women mostly have difficulty fol-
lowing absolute instructions rather than relative frame of reference. 

The remainder of this paper is structured as follows: Section 2 gives an overview 
of related work regarding different reference frames and gender differences in way-
finding. In Section 3, we describe the methodology of our experiment. Section 4 gives 
the results with respect to the different reference frames and gender differences and 
section 5 discusses the results. The conclusions are drawn in section 6. 

2   Related Work 

Levinson (1996) described three different frames of reference: intrinsic, relative, and 
absolute. In the intrinsic reference frame, the orientation is defined with respect to the 
reference object; in the relative reference frame, orientation is defined with respect to 
the viewer; and in the absolute reference frame, orientation is defined with respect to 
fixed bearings such as cardinal directions. 

Wayfinding directions are usually given in either relative or absolute frame of ref-
erence. In the following navigation task, people’s preferences vary on which is easier 
to follow. Several factors such as the time spent and the number of stops are taken 
into account while following directions.  

Golledge et al. (1992) emphasized the need to understand how people acquire 
knowledge of the environment. Route learning has captured interest of several re-
searchers from various disciplines, mostly in geography. According to Golledge et al, 
there is superiority of survey learning in unfamiliar environment at varying geo-
graphic background with gender differences. Lawton (2001) looked at how the geog-
raphy of the place may affect how people would give directions such as the case of 
the Midwest/West region in the US whose inhabitants prefer giving cardinal direc-
tions, which might be attributed to their grid-like pattern road network.  
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Lovelace and Montello (1999) investigated various ways of assessing the quality of 
route directions through the inclusion of landmarks, turns, segments, and descriptive 
information. These are considered helpful measures to guide people in any wayfind-
ing task. 

Researchers have also noted cultural differences; for instance, Japanese speakers 
prefer relative frame of reference (Ishikawa and Kiyomoto, 2008). Ishikawa and Ki-
yomoto looked at how Japanese students fared when there is a shift from relative to 
absolute direction or vice versa. Also of equal interest are other ethnic groups such as 
Tenejapan Tzeltal that use only absolute directions while some Mayan cultures such 
as the Mopan prefers an intrinsic frame of reference (Levinson, 1996).  

Several studies have been conducted regarding how men and women use their spa-
tial abilities in navigating. Many experiments aimed to identify how gender or sex 
differences affect such an activity. Collucia and Louse’s (2004) review on gender 
differences in spatial orientation revealed mixed results of spatial differences. How-
ever, it mostly showed the rarity of female superiority in many spatial tasks, attribut-
able to biological explanations and environmental factors. According to Collucia and 
Louse, gender differences in terms of spatial orientation may be explained through 
evolutionistic approach, individual strategies and personality factors. Ward (1986) 
showed that people mostly rely on listing landmarks and turns while giving directions 
whereby men would use more absolute indicators than women. Although many stud-
ies showed similar result, Weiss et al. (2003) regarded the concept of spatial ability 
and spatial cognition as vague. 

It is often considered a stereotype that women have more difficulty in any wayfind-
ing task than men (O’Laughlin and Brubaker, 1998). There is a tendency for women 
to even think that they have a poor sense of direction and they sometimes cannot 
follow direction, especially in an absolute frame of reference. However, the results are 
diverse, with some saying that men are better than women while others say there is no 
gender difference. Eals and Silverman (1994) highlighted the fact that there is a fe-
male advantage in recalling spatial objects. Montello et al (1999) further emphasized 
the superiority of women in object location and that they make fewer mistakes in 
recalling landmarks from their campus route experiment. Men, on the other hand, 
showed better spatial ability by using metric distances and cardinal directions when 
thinking of environmental space. Montello et al. pointed out that it is wrong to assume 
that males are generally better than females in terms of spatial abilities because they 
vary at different levels. Kim et al (2007) showed a similar result whereby female 
subjects responded faster in a 2-D matrix navigation task than males when landmark 
instructions were provided. The differences is quite interesting as it follows the idea 
of women being more confident in relative direction-related tasks while men are more 
on absolute directions. However, Iachini et al (2005) found no differences between 
men and women in object recognition and in recalling the spatial layout of a place. 

There is male advantage in angular judgment and travel distance elimination (Holding 
and Holding, 1988). It shows that most women tend to show bias towards underestima-
tion and that they were guessing in some spatial tasks. In a neuropsychological test  
conducted, they found out that men are better on visual-spatial tasks such as spatial orien-
tation, mechanical abilities and mathematics while women outperformed men on most 
verbal tests (Weiss, et al, 2003). Although, there is a decreasing gender difference in 
mental rotations test over time (Masters and Sanders, 1993; Colom, et al., 1999).  
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Scholl et al. (2000) showed that men are better in orientation strategy (which refers 
to cardinal directions) while women use route strategy referring mostly to landmarks. 
The authors observed that women prefer route strategies when asking for directions 
and tracking the distances when going through the routes in an unfamiliar environ-
ment, while men use cardinal directions more often for orientation. In the study of 
Silverman and Choi (2006), results revealed that men outperformed women in dy-
namic navigation following Euclidean instructions. Women mostly use topographical 
over Euclidean navigational strategies. Schmitz (1997) studied how gender played a 
role on some German students in wayfinding in a three-dimensional maze. The results 
showed that girls developed higher anxiety and fear than boys when going through the 
maze. It also turned out that those subjects who were slow in the experiment and 
scored high in anxiety and fear tend to recall more landmarks than those who were 
less nervous. Women usually tend to experience higher spatial anxiety over men 
(Lawton, 1994), which also appeared in a cross cultural study between Hungarians 
and Americans (Lawton and Kallai, 2001).  

There are an increasing number of studies showing no gender differences in spatial 
cognition specifically in learning a spatial skill. Spence et al. (2009) trained selected 
participants in learning a new video game. Such training method proved that women 
could equally acquire a basic spatial skill like men. Hund and Minarik (2006) stated in 
their study that men and women showed they were both fast and accurate when navi-
gating based on cardinal directions than in landmark directions. 

3   Outdoor Wayfinding Experiment: Method 

3.1   Participants 

Twenty-four German students in the undergraduate and graduate levels unfamiliar to 
the study area participated in the experiment. The group was composed of 12 men and 
12 women who were not compensated for participating. The age range was 19 to 30 
years old with mean age of 23.88 years. The participants were all geosciences stu-
dents except for one political science student. 

3.2   Study Area 

The study site was a residential area in Münster, Germany, which was purposely cho-
sen because of its unfamiliarity to the participants (see Fig.1). Route lengths and 
number of turns were taken into consideration in choosing a study area, comparable to 
that of Ishikawa and Kiyomoto’s experiment. 

3.3   Procedure 

Snowball sampling method was used in gathering participants. The participants were 
divided into Group A-R (Absolute-Relative) and Group R-A (Relative-Absolute), 
each group with equal distribution of men and women. The A-R group walked the 
first set of five routes (Route A) in absolute directions and then shifted to relative 
directions on the second set of route segment (Route B). The R-A group, on the other 
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hand, walked Route A given in relative directions first and then shifted to absolute 
directions in Route B.  

Before the participants started the experiment, they were asked to fill out the Santa 
Barbara Sense of Direction Scale Questionnaire which consists of 15 questions, which 
were then used in correlating to each individual’s performance in the wayfinding task. 
Seven questions were stated in a positive statement such as: “My “sense of direction” 
is very good,” while eight questions were negatively phrased, i.e.: “I don't remember 
routes very well while riding as a passenger in a car.” The questionnaire was used to 
examine the spatial and navigational abilities, preferences and experiences of each 
individual. 

 

Fig. 1. The study area with the 10 routes. Route A comprises 1-5 routes while Route B is com-
posed of routes 6-10.  

The entire procedure was explained to the participants, which includes taking the 
video while conducting the experiment. The cardinal directions were explained. Be-
fore proceeding to the starting point, each participant was asked to point where north 
is. The participant was then led to the starting point where the first task was given. 
The participant was followed by the experimenter without making any conversation. 
Whenever the participant take the wrong route, the experimenter leads him/her to the 
right direction once s/he takes twice the expected time to travel the entire route. This 
was also used in gauging the off-route distance they travelled which doubled the ac-
tual distance of the route. The whole wayfinding experiment was videotaped to record 
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the time spent, deviations of the route and the number of stops made. Spending 15 
seconds or longer on a particular spot counts as one stop.  

3.4   Verbal Route Instructions 

Each route had a distance which ranged between 62-400 meters long. The entire route 
was 2.3 km. A participant had to find a specific goal before proceeding to the next 
route. For relative reference frame, egocentric representations were used for direc-
tions. For the absolute part, cardinal directions and distances in meters were used. The 
same landmarks as sub-goals were used for both absolute and relative frames of refer-
ence for each route. 

In the verbal route directions, the participant was given an 11x15 cm instruction 
card where the routes were described in either relative or absolute frame. An example 
of a relative route instruction is Route 3 written as: “Turn left from the pharmacy and 
walk straight. You see the Ulf Import driving school to your right. Cross the street, 
you see the Haus Niemann restaurant [goal] to your left. You see Johanniter-
Akademie guest house in front of you. You also see Schlecker store and a church to 
your right.” (Translated from German1). 

The absolute instruction version of the same route reads, “Walk 70 meters north. 
You see the Ulf Import driving school to the east. Cross the east-west running road, 
you see a Haus Niemann restaurant [goal] to the west. You see Johanniter-Akademie 
guest house to the north. You also see Schlecker store to the east and a church to the 
ESE.” (Translated from German2). 

4   Results 

4.1   Groups A-R and R-A on Switching Frame of Reference 

The results were analyzed in SPSS using Mixed ANOVA with the Route sets (Route 
A and Route B) as within-subject factor and the Group (Absolute-Relative and Rela-
tive-Absolute) as between-subject factor. 

4.1.1   Number of Stops  
A mixed ANOVA showed that the main effect of Group was significant, F (1, 22) = 
4.25, p =0.05. Hence, there was a significant difference with the number of stops each 
group made. There was a significant effect of Route set (stops) and Route set (stops) x 

                                                           
1 The original instructions in German read as follows “Bitte biegen Sie an der Apotheke links 

ab und laufen geradeaus. Sie sehen die Ulf Import Fahrschule zu Ihrer Rechten. Überqueren 
Sie eine Straße. Zu Ihrer Linken sehen Sie das Restaurant Haus Niemann [Ziel]. Vor Ihnen 
sehen Sie die Johanniter Akademie Gästehaus. Außerdem sehen Sie eine Kirche und einen 
Schlecker Supermarkt zu Ihrer Rechten.“ 

2 The original German instructions read as follows: “Bitte laufen Sie 70 Meter in Richtung 
Norden. Sie sehen die Ulf Import Fahrschule im Osten. Überqueren Sie nun eine Ost-West 
verlaufende Straße. Sie sehen das Restaurant Haus Niemann [Ziel] im Westen. Sie sehen die 
Johanniter Akademie Gästehaus im Norden. Außerdem sehen Sie eine Kirche im OSO und 
einen Schlecker Supermarkt im Osten.“ 
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Group interaction with F (1, 22) = 7.615, p < 0.05 and F (1, 22) = 10.36, p < 0.01, 
respectively. This means that participants made more stops on one set of five routes 
which was the absolute frame of reference.The number of stops made by the A-R 
group in the absolute direction is (on average per participant) 2.7, but only 0.5 in the 
relative frame. The RA group, on the other hand, made 0.6 stops in the relative and 
0.8 in the absolute frame of reference. 

Fig. 2 shows the plotted result for A-R group, indicating that the participants made 
more stops in the first set of routes following absolute instructions, with the number 
of stops decreasing significantly in the second set with relative instructions (from 
point P1 to P2). For RA group, there is a minimal increase of the number of stops in 
the second set of routes in terms of the absolute directions (from point P4 to P3 in 
Fig. 2). 

 

Fig. 2. The plotted graph shows the number of stops for A-R and R-A groups. P1 represents 
Route A (absolute) and P2 Route B (relative) for group A-R. P3 represents Route B (absolute) 
and P4 represents Route A (relative) for group R-A. 

4.1.2   Number of Deviations 
All deviations off the route were recorded in each route. Also, the off-route distances 
were taken into account to determine how far each participant deviated from a par-
ticular route. Similar to the number of stops, mixed ANOVA was used for analysis. It 
showed an equal number of deviations for both R-A and A-R group wherein each 
group had 12 deviations in the entire experiment.  

The main effect of route set was not significant F (1, 22) = 1.165, p > 0.05. The 
number of deviations for the A-R group following absolute directions was (on aver-
age per participant) 0.8 and only 0.2 deviations in the relative frame. The R-A group 
participants made 0.4 deviations in the relative direction and 0.6 deviations in the 
absolute frame. 

Fig. 3 shows that A-R group had many deviations when they began the route fol-
lowing the absolute frame instructions (Route A) and fewer deviations when it shifted 



 Men to the East and Women to the Right: Wayfinding with Verbal Route Instructions 77 

 

to relative directions (Route B). Participants of the R-A group, on the other hand, 
made less deviations in the relative frame (Route A) but more deviations when the 
absolute direction (Route B) was given. 

4.1.3   Off-Route Distances 
There is a significant effect of off-route distance and group interaction, F (1, 22) = 
4.96, p < 0.05. For A-R group in the absolute frame, participants travelled 99 m (on 
average per participant), but in the relative frame, they only went off-route for 11 m. 
The R-A group, on the other hand, traveled 24 m off-route in the relative frame while 
50 m in the absolute direction. 

 

Fig. 3. The plotted graph shows the number of deviations and off-route distance of A-R and 
R-A groups. Both figures show a decrease of number of deviations and off-route distance for 
the A-R group when shifting to the relative reference frame on route B. In the R-A group we 
can see an increase in number of deviations and off-route distance for the R-A group when 
shifting to the absolute reference frame on route B. 

4.1.4   Travel Time and Walking Speed 
The Mixed ANOVA shows that the main effect of route set was significant as well as 
the route set for travel time and group interaction, F (1, 22) = 47.65, p < 0.001 and F 
(1, 22) = 15.52, p < 0.01, respectively. Hence, this means that there are differences in 
the travel time in the route set of both absolute and relative frames. For A-R group, 
participant’s travel time (on average per participant) was 26min on route A with the 
absolute directions and 15 min on route B with the relative directions. For R-A group, 
the participant’s travel time was 20 min on route A with relative directions and 17 
min on route B with absolute directions. 

The walking speed was recorded in terms of steps per minute of each participant in 
every route. It was averaged for both Route A and Route B to examine whether there 
has been a change in their speed. It showed that there is no significant effect in terms 
of walking speed for both groups, F (1, 22) = 2.78, p > 0.05. This means that partici-
pants maintained their normal walking speed even when a shift to another frame of 
reference was given. 
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Fig. 4. Travel time and walking speed for A-R and R-A groups 

4.2   Men and Women’s Performance on the Frames of Reference  

Mixed ANOVA was also used in analyzing gender performance in outdoor wayfind-
ing with the Frame of Reference set (Absolute and Relative) as the within-subject 
factor and the Gender (Men and Women) as the between-subject factor. 

4.2.1   Number of Stops  
The main effect of frame of reference set was significant, F (1, 22) = 7.42, p < 0.01, 
showing a significant difference on how men and women perform in absolute and 
relative frame of references. Fig. 5 shows that there were fewer stops in the relative 
directions made by both gender, and men made more stops than women. 

The number of stops made by women in absolute and relative frames of reference 
is on average per person 1.5 and 0.3, respectively. Men meanwhile, made 1.9 stops 
following absolute directions and 0.8 with relative directions. 

 

Fig. 5. The plotted graph shows the number of stops of men and women in absolute and relative 
frames of reference 
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4.2.2   Number of Deviations 
There was no significant effect of reference frame for gender, F (1,22) = 3.14, p > 
0.05. Although, it showed in the result that the absolute frame of reference was a bit 
difficult for participants to follow. Fig. 6 shows that there had been more deviations in 
the absolute as compared to the relative frame of reference. It also shows that men 
made more deviations than women. The number of deviations men incurred for the 
relative frame is 0.33 while in the absolute frame, they made 0.92 deviations. For 
women, they made 0.25 deviations in the relative frame and 0.5 deviations following 
the absolute direction. 

4.2.3   Off-Route Distances 
In terms of the off-route distance, the main effect of frame of reference set was sig-
nificant, F (1, 22) = 4.86, p < 0.05. Both men and women walked longer off-route 
distances in the absolute frame of reference. However, as Fig. 6 shows, men walked 
longer distances when they went off-route in both frames of reference. Men walked 
on average 103m off-route following absolute directions and 20m off-route following 
relative directions. Women walked on average 46m off-route in absolute directions 
and 15m off-route following using relative directions.  

 

 

Fig. 6. The plotted graph shows the number of deviations and off route distance of men and 
women made in absolute and relative frames of reference 

4.2.4   Travel Time and Walking Speed 
For the time each group spent on the experiment, there was a significant effect of the 
frame of reference set, F (1,22) = 5.03, p < 0.05, indicating that both men and women 
spent longer time following the absolute frame of reference. Women spent on average 
21min with absolute and 18min with relative directions. Men spent on average 22min 
with absolute and 17min with relative directions. 

There was likewise a significant effect of the frame of reference set in terms of 
walking speed, F (1,22) = 4.86, p < 0.05. Both men and women walked faster in the 
relative frame than in the absolute. It was also observed that women’s walking speed 
was slightly faster than that of men. This might be the effect of the changing weather 
condition wherein most women participated in the later part of the experiment when it 
started to snow.  Walking speed of women was on average 108 (steps per minute) in 
the absolute and 111 in the relative reference frame and men’s walking speed was 104 
in absolute and 106 in relative reference frame. 
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Fig. 7. Travel time and walking speed of men and women 

4.3   Correlation with the Sense of Direction Scale 

The Santa Barbara Sense-of-Direction questionnaire is an indicator of how well the 
participant judged his/her spatial and navigational abilities, preferences, and experi-
ences. The questions ranged from assessing how poor his/her memory is and how 
well s/he enjoys reading maps and giving directions.  

The mean was calculated for each participant. The negative questions were trans-
lated into positively formed statements so that the high numbers mean that partici-
pants rated their own sense of direction (SOD) as good. The result was then correlated 
with the number of stops, deviations, and off-route distances. 

Using a Pearson correlation measure, it showed that there was a negative correla-
tion with the sense of direction scale and the three wayfinding performance measures 
in the first set of routes for absolute frame of reference. This means that participants 
with better SOD tend to make fewer stops, less deviations, and walked off the route 
less frequently. The result was, stops (r = -0.60, p < 0.05), deviations (r = -0.21, p > 
0.05), and off-route (r = -0.02, p > 0.05). However, the correlation was only signifi-
cant for the number of stops. 

The correlation result of men and women revealed that there was a negative correla-
tion for all the performance measures along with the SOD of women although not  
significant; stops (r = -0.47, p > 0.05), deviations (r = -0.31, p > 0.05), and off-route 
distance (r = -0.27, p > 0.05). However, for men, it was observed that there was only a 
negative correlation for the number of stops but a positive correlation for deviations and 
off-route distances; stops (r = -0.22, p > 0.05), deviations (r = 0.43, p > 0.05), and off-
route (r = 0.29, p > 0.05). Also, the result did not show any significant effect on gender 
difference. A positive correlation means that those participants, who judged their SOD 
higher, tend to make more stops, more deviations, and make longer off-route distances. 

5   Discussion 

5.1   Shift and Comparison of Results to Ishikawa and Kiyomoto (2008) 

The findings of this study showed that there are differences on how people perform 
outdoor wayfinding experiment depending on which frame of reference was used. 
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Generally, subjects performed better when instructions were given in a relative refer-
ence frame and there were more stops and deviations when instructions were given in 
absolute directions, particularly when participants started off with instructions in the 
absolute reference frame. When participants started with instructions in the relative 
reference frame, their performance got worse when shifting to the absolute reference 
frame. But the participants were still able to adapt to their non-preferred (absolute) 
frame of reference. In this experiment, it is observed that the A-R group participants 
found it difficult to follow absolute instructions first, considering the number of stops 
and deviations they made. When shifting to the preferred frame of reference, the rela-
tive reference frame, a notable improvement in their wayfinding performance was 
seen. In the R-A group, participants shifted from the preferred relative reference 
frame to the non-preferred, absolute frame of reference. In this group, the wayfinding 
performance was also better in relative than in absolute reference frame, but the dif-
ferences was not as big as in the A-R group. The experiment showed that shifting to a 
non-preferred reference frame was not as difficult for the participants who started in 
the preferred frame of reference.  

This research followed the methodology of Ishikawa and Kiyomoto (2008), exam-
ining how people adapt to switching frames of reference following verbal route in-
structions. Comparing the results to their study, it also shows that German speakers 
just like the Japanese, prefer relative frame of reference. In Table 1, both Japanese 
and German participants showed significant effects for the interaction of Route and 
Group in the number of stops, off-route distance, and travel time.  

In terms of the walking speed, the same result was attained comparing with Ishi-
kawa and Kiyomoto’s experiment wherein there was no difference in the participant’s 
speed even when the route instructions were changed. Participants were still able to 
maintain their normal walking speed when a shift of reference frame was made. 

Table 1. Comparison of German and Japanese Participants 

Wayfinding Meas-
ures 

German Participants Japanese Participants 
(Ishikawa and Kiyomoto, 2008)  

Number of Stops sig. for Route x Group sig. for Route x Group* 

Deviations not significant sig. for Route x Group* 

Off-route Distance sig. for Route x Group sig. for Route x Group* 

Travel Time sig. for Route x Group sig. for Route x Group** 

Walking Speed not significant not significant 

     * Due to difficulties on Route 2, it was excluded in Ishikawa and Kiyomoto 
   ** only route B 

 
Similarly to Ishikawa and Kiyomoto’s results, the correlation between the SOD as 

assessed by the participants corresponding to their wayfinding performance was nega-
tive. This means that those who judged themselves having good SOD made less de-
viations, few stops and did not walk off the route frequently. However, the correlation 
in this study was only significant for the number of stops. In the case of off-route 
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distances, Ishikawa and Kiyomoto found a stronger negative correlation, while the 
present study showed very low negative correlation. 

5.2   Gender Differences on the Frame of Reference 

Recalling the hypotheses set in the study that (1) men perform better than women in 
outdoor wayfinding task where they had to follow verbal instructions in absolute 
directions and (2) women oftentimes have difficulty following absolute instructions 
compared with instructions in relative frame of reference; both hypotheses could not 
be verified in this study. The results even showed a tendency for women to perform 
better. 

Based on the wayfinding performance measures set, the results showed that women 
made less stops, deviations and went off- route less frequently. However, the effect 
size of the gender differences is not big enough to show significant results with 24 
subjects of this experiment. Studies stating that men usually perform better than 
women in many spatial activities especially in wayfinding (O’Laughlin and Brubaker, 
1998; Lawton, 1994) could not be supported. In terms of the frame of reference, this 
experiment revealed that both genders perform significantly better with instructions in 
relative reference frame than with absolute reference frame. Several researchers have 
shown that men are better in following absolute frame of reference (Holding and 
Holding, 1988; Scholl et al, 2000; Silverman and Choi, 2006;). However, the experi-
ment showed that women were able to follow absolute directions better than men 
following verbal instructions. An interesting observation is that when instruction 
shifted from relative to absolute frame of reference, the female participants did not 
make deviations. It was observed that women tend to adapt more easily to changing 
route instructions than men.  

Holding and Holding (1998) stated in their study that women tend to show bias to-
wards underestimation and that they were guessing in some spatial tasks, but in this 
research, women were able to estimate their distances by not walking longer off route 
as compared to men in this case, who tend to overestimate their distances when they 
went off the route.  

In terms of the correlation of sense-of-direction report and wayfinding perform-
ance, the study did not reveal any significant correlations. The non-significant correla-
tion indicated that women were able to evaluate their spatial skills better than men. 

6   Conclusions and Future Work 

This study presented interesting results on varying spatial abilities of men and women 
in wayfinding with different reference frames. This research contributes to existing 
literature on analyzing wayfinding and gender differences. The shifting frame of ref-
erence is seen as important to determine whether people follow navigational instruc-
tions in relative or absolute frame of reference more efficiently. 

Our study showed that people perform significantly better in wayfinding if the 
route instructions are given in a relative reference frame compared to an absolute 
reference frame. This is independent of gender whereby men and women equally 
showed this significant preference for relative instructions. 
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Furthermore, we found a non-significant tendency that women outperform men in 
following relative and absolute directions. This contradicts to other studies which see 
women as poor in wayfinding task, particularly with cardinal directions. Our findings 
are based on several indicators to evaluate wayfinding performance. Women made 
fewer mistakes regarding the number of stops, deviations, and the off-route distance. 

Analyzing the reference frame shift, we found that the overall performance in-
crease of participants who started with an absolute and shifted to a relative reference 
frame was higher than the performance decrease of participants who started with a 
relative and shifted to an absolute reference frame. It seems to be easier to switch 
from a preferred to a non-preferred reference frame than starting with the non-
preferred reference frame immediately. On the other hand, people who started with 
the non-preferred reference frame seem to feel more comfortable when switching to 
the preferred reference frame than when they started with it immediately. 

While the experiment with a group of 24 participants showed significant effects 
with respect to the preferred reference frame, the gender effect was not significant. 
Future work needs to address this aspect and increase the sample size to test whether 
the female priority in number of stops, number of deviations and off-route distance is 
significant. Moreover, future work will examine the navigational ability of people 
across culture. 
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Abstract. Spatial abilities are correlated with success in science. However, re-
search on this topic has not focused on possible differences in the spatial demands 
of different scientific fields. Furthermore, there is a partial dissociation between 
spatial abilities involved in dealing with the space of environments (large-scale 
spatial abilities) and those involved in dealing with the space of objects  (small-
scale spatial abilities). We used on-line self-report measures to collect preliminary 
data on the spatial abilities of scientists in different fields, as well as humanists 
and individuals in professional fields. Geoscientists had the highest self-report rat-
ings of both environmental and small-scale spatial abilities, whereas geographers 
had relatively high self ratings of environmental spatial abilities and engineers had 
relatively high self ratings of small-scale spatial abilities. Other scientific disci-
plines did not differ from the mean in self reported spatial abilities. Self ratings of 
verbal ability were uncorrelated with self ratings of spatial abilities and, as ex-
pected, were highest for humanities specialists.   

Keywords: spatial ability, visualization, scale, science disciplines, STEM fields. 

1   Introduction 

Spatial thinking appears to be central to many scientific domains. For example, ge-
ologists reason about the physical processes that lead to the formation of structures 
such as mountains and canyons, chemists develop models of the structure of mole-
cules, and zoologists map the tracks of animals to gain insights into their foraging 
behavior. Thus it is not surprising that measures of spatial ability are correlated with 
success in various scientific domains, such as physics [1, 2], chemistry [3], geology 
[4], mathematics [5], engineering [6], and medicine [7, 8]. A recent longitudinal study 
of gifted high school graduates indicated that spatial ability was an important predic-
tor of their participation in science and engineering disciplines 15 years later, after 
controlling for SAT mathematics and verbal scores [9].  

The measures of spatial ability that have been found to be predictive of success in 
science have been standardized paper-and-pencil tests measuring the ability to imag-
ine  transformations (mental rotation and paper folding). Recent research has found a 
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partial dissociation between performance on these object-based (small-scale) spatial 
ability measures and individual differences in environmental spatial cognition tasks, 
such as learning the layout of a new environment, retracing a route, or pointing to 
unseen locations in a known environment [10]. For example, a review of 12 studies 
examining individual differences in a variety of tasks at the object and environmental 
scales of space found that the median correlation between these two types of spatial 
tasks was less than .3 and was not statistically significant in most of these studies 
[11]. Using structural equation modeling to control for task-specific and error vari-
ance, Hegarty, et al. [10] concluded that small-scale spatial abilities and the ability to 
learn the layout of an environment are partially dissociated; that is, they share some 
variance but are also dissociated. In their study the path coefficient linking large- and 
small-scale spatial abilities was .5, suggesting that they share 25 percent of variance.  

The partial dissociation between small-scale and environmental spatial ability 
measures raises questions about whether scientists excel on both types of measures or 
only on small-scale spatial ability measures, as has been shown in previous research 
[1, 3, 4, 5, 8]. There are reasons to expect that there might be a dissociation between 
large-scale and small-scale spatial abilities across different scientific disciplines. Sci-
entists in different disciplines study phenomena that occur at different scales of space 
[12]. For example, astronomers study large distances on the order of light years, often 
unobservable directly. Geologists study relations that span a range of scales: planet-
wide tectonic plates, mountains, and even the microscopic spatial organization of 
mineral grains. In contrast, physiologists study phenomena at the scale of human and 
other organisms. Chemists examine reactions that occur at the miniscule scale of 
molecules, much too small to see, although they often use molecular models (manipu-
lable objects) to represent these molecules. Might these sciences be differentially 
dependant on large- and small-scale spatial abilities?  

The goals of this research project were to gather preliminary data with respect to 
the following research questions:  

• Does scientific thinking depend equally on large- and small-scale spatial 
abilities?  

• Do different scientific disciplines differ in their dependence on large- and 
small-scale spatial abilities?   

To begin to answer this question, this paper presents preliminary evidence from an 
on-line questionnaire study in which scientists in different disciplines and specialists 
in other disciplines and professions completed self-report questionnaires regarding 
spatial abilities at different scales, and self-report measures of verbal ability. Although 
self-report measures are indirect measures of ability, they have been shown to have 
predictive validity. These measures range from those that simply ask people “how 
good is your sense of direction” to multi-item scales, such as the Santa Barbara Sense 
of Direction Scale, in which people report how much they agree with statements such 
as “I am very good at judging distances” or “I very easily get lost in a new city.” 
Measures of self-reported sense of direction prove to be reliable and predict perform-
ance in such objective tasks such as ability to update one’s position and orientation 
while walking blindfolded or in visually impoverished environments, to learn the 
layout of a new environments, and to judge the direction (in environment-based coor-
dinates) from which a photograph of a familiar landmark had been taken [13, 14, 15]. 
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Self-report measures are typically better predictors of performance in large-scale 
spatial cognition tasks than paper-and-pencil tests of spatial ability [10, 13].  

We developed new self-report measures of small-scale spatial ability (the Philadel-
phia Spatial Abilities Scale) and verbal ability (the Philadelphia Verbal Abilities 
Scale) in the context of this research. These questionnaires, along with the Santa Bar-
bara Sense of Direction Scale, were administered to scientists and individuals from 
other disciplines and professions in an on-line questionnaire. We predicted that scien-
tists should rate themselves as higher on small-scale spatial abilities than individuals 
in non-scientific disciplines (humanities and other professions) reflecting previous 
evidence that performance in scientific disciplines is correlated with performance on 
small-scale (object-based) spatial abilities tests. We examined whether they also rated 
themselves higher on large-scale spatial abilities. Finally it was important to rule out 
the possibility that high self ratings on spatial abilities merely reflect general self 
esteem or high ratings of general ability. Thus we predicted that scientists would not 
rate themselves higher than average on verbal abilities and that self ratings of verbal 
ability would be dissociated from self ratings of spatial abilities. 

2   Method 

Participants. The participants were 850 individuals (485 female, 365 male) who 
responded to an email request to take an on-line survey. Four participants were cur-
rently in high school, 50 reported their level of education as high school, 237 had a 
bachelor’s degree, 285 had a master’s degree, and 274 had a doctorate. Given our 
interest in disciplinary specialization, the data from participants without a college 
degree (N = 54) were not analyzed further. The final sample that was analyzed had 
796 participants (457 female, 339 male) with a mean age of 36.0 years (SD = 13.0).  

 
Materials. The participants completed three questionnaires 
(1) Santa Barbara Sense of Direction Scale (SBSOD). Participants were administered 
the Santa Barbara Sense of Direction Scale, which consists of 15 Likert-type items 
adapted from previous self-report scales of environmental spatial abilities [13]. Each 
item was a self-referential statement about some aspect of environmental spatial cog-
nition; participants responded by clicking on a number from 1 (“strongly agree”) to 7 
(“strongly disagree”) to indicate their level of agreement with each statement. The 
items are phrased such that approximately half of the items are stated positively, half 
negatively. An example of a positively stated item is “I am very good at judging dis-
tances”; an example of a negatively stated item is “I very easily get lost in a new 
city”. In scoring, positively stated items were reversed so that a higher score indicates 
a better sense of direction. Sums of the 15 items were used for the analyses. The in-
ternal reliability (Cronbach’s alpha) for this administration of the scale is .89.  

(2) The Philadelphia Spatial Abilities Scale. The PSAS is a 25 item, Likert-style ques-
tionnaire that assesses reasoning in four categories of common spatial tasks [16]: 
static relations within objects (e.g., what the inside of an apple looks like), relations 
among objects (e.g., does a car fit into a parking spot), relations within deforming 
object (e.g., what a crushed can will look like) and relations among moving objects 
(e.g., putting together furniture) [17]. For this study, the PSAS was shortened to 16 
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questions. Each of the items asked the participants to assess their ability to complete a 
spatial task (e.g., “I am good at determining if my car fits into an available parallel 
parking spot”) by selecting a number from 1 (strongly agree) to 7 (strongly disagree).   
The PSAS contains both negative statements (I have trouble with…) and positive 
statements (I am confident I can…), to avoid participants answering all items with 
“1”. Questions spanned different types of spatial changes including rotation, crushing, 
and construction.  While addressing various small-scale spatial skills, the instrument 
maintains a strong internal consistency, Cronbach’s alpha = .87 for this administration 
of the 16-item scale. 

The PSAS has good predictive validity for scores on paper-and-pencil tests of ob-
ject transformation (Vandenberg and Kuse MRT) and disembedding (ETS hidden 
figures test).  Overall score on the PSAS correlates .38 and .32 with the MRT and the 
hidden figures test, respectively [17]. 

(3) The Philadelphia Verbal Abilities Scale. The PVAS is a 10 item, Likert-style 
questionnaire that assessed verbal abilities, which was developed in the context of this 
research project.  Each of these items asked the participants to assess a common ver-
bal ability (e.g. “I am good at crossword puzzles” and “I would rather read a text 
explanation than look at a drawing or figure.”) by selecting a number from 1 (strongly 
agree) to 7 (strongly disagree).   The PVAS contains both negative statements, (I 
often have trouble…) and positive statements (I am good at…).  Questions included 
examples of receptive (e.g., I would rather read), generative (e.g., I am good at ex-
pressing what I mean in words), and problem solving (e.g., I am good at Scrabble) 
skills.  The instrument has a strong internal consistency reliability, Cronbach’s alpha 
= .80 for this administration of the test. 

Procedure. Participants were recruited by email, through mailing lists associated with 
the Spatial Intelligence and Learning Sciences (SILC) and Spatial@UCSB, by post-
ings on the Web sites of the authors and their colleagues, and through personal con-
tacts of the authors in different disciplines. People contacted by these methods were 
encouraged to forward the email request to their colleges, especially those in the 
physical sciences. 

Invited participants visited a publicly available Web site, which presented each 
with brief instructions and the three-part survey form. First, participants were asked to 
provide their sex, age (optional), country, highest level of education completed, field 
of study, and subfield of study. The list of fields and subfields was a slightly restruc-
tured version of the list used by the National Opinion Research Center at the Univer-
sity of Chicago to conduct its annual Survey of Earned Doctorates.1 In the next  
section, the 15 SBSOD items and the 16 PSAS items were combined together and 
randomly ordered for each administration of the survey. And in the final section, the 
10 PVAS items were also randomly ordered. 

After completing the survey, participants were presented with three dials plotting 
their mean sense of direction, small-scale spatial, and verbal skill ratings (on a scale 
of 1 to 7). 

                                                           
1 http://www.norc.org/projects/Survey+of+Earned+Doctorates.htm 
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Coding. Scripts on the Web server recorded each administration of the survey to a 
database. Ratings were stored in their original form, but when calculating totals and 
means, ratings were reverse coded for negatively worded items.  That is, on a question 
like “I am very good at giving directions,” a rating of 1 (“strongly agree”) was reverse 
scored to be 7. Thus in all cases, larger values on the totals, means, and resulting 
analyses indicate a self report of higher of ability. 

3   Results 

Descriptive Statistics. Means and standard deviations for the three scales are given in 
Table 1. The correlation between the two spatial ability scales was in the moderate to 
high range (r = .61, p <.001). Neither the Santa Barbara Sense of Direction Scale (r = 
.04, p = .30) nor the Philadelphia Spatial Abilities Scale (r = .00, p = .97) was corre-
lated with the verbal abilities scale.  

Table 1. Descriptive statistics for the three self-report scales 
______________________________________________________________

Scale Possible 
Range 

Mean SD 

Santa Barbara Sense of Direction (SBSOD) 15-105 74.36 16.66
Philadelphia Spatial Abilities (PSAS) 16-112 79.18 15.57
Philadelphia Verbal Abilities (PVAS) 10-70 48.99 9.47

___________________________________________________  

Table 2 shows the number of respondents by field for respondents with a bachelor’s, 
master’s, and doctoral degree. Participants listing their field as physics, chemistry or 
astronomy were categorized as physical scientists. Biological sciences included those 
listing biomedical fields as their major area of specialty. The category of geoscientists 
included specialists in geology, oceanography, and meteorology. Finally, the category 
of professional fields included education, business, law, and health sciences.  

Table 2.  

____________________________________________________________________
Bachelor’s Master’s Doctorate Total 

Physical Sciences 16 18 44 78
Biological/Biomedical 30 22 31 83
Geosciences 19 25 32 76
Geography 5 14 10 29
Engineering 22 23 14 59
Computer/Information
Science

12 26 31 69

Psychology 35 45 51 131
Social Science 18 18 13 49
Humanities 26 41 16 83
Professional Fields 51 47 26 124
_____________________________________________________________________
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Differences between Specialties in Self-Reported Sense of Direction. To compare 
self-reported abilities across the different specialties, the scores on the three self-
report scales were converted to standardized scores (z scores). Figure 1 shows the 
mean standardized scores by specialty for the Santa Barbara Sense of Direction Scale. 
The scores differed significantly by specialty, F (9, 771) = 3.12, p = .001. Geoscien-
tists clearly had the highest self-ratings on this ability. Post-hoc (Tukey) tests indi-
cated that geoscientists rated their sense of direction significantly higher than did 
biological scientists (p < .001), computer/information scientists (p < .05), humanists 
(p < .01), and those in professional fields (p < .01). No other differences between the 
professional groups were statistically significant and the pattern of results was very 
similar when only those with an advanced degree (master’s or doctorate) were in-
cluded in the analyses. 

 

Fig. 1. Mean standardized score by specialty on the Santa Barbara Sense of Direction Scale by 
discipline for all participants with a college degree 

Differences between Specialties in Self-Reported Small-Scale Spatial Ability. 
Figure 2 shows the mean standardized scores by specialty for the Philadelphia Spatial 
Abilities Scale. The scores differed significantly by specialty, F (9, 771) = 4.95, p < 
.001. Again geoscientists had the highest self-ratings on this ability. Compared to 
sense of direction, engineers rated their object-based spatial abilities as somewhat 
higher, while geographers rated their object-based spatial abilities as somewhat lower. 
Post-hoc (Tukey) tests indicated that geoscientists rated their object-based abilities as 
significantly higher than did biological scientists (p < .01), computer/information 
scientists (p < .05), psychologists (p < .001), social scientists (p < .01), humanists (p < 
.01) and those in professional fields (p < .001). Engineers also rated their object-based 
spatial abilities as significantly higher than those of psychologists (p < .05) and those 
in professional fields (p < .05). No other differences were statistically significant and 
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Fig. 2. Mean standardized score by specialty on the Philadelphia Spatial Abilities Scale by 
discipline for all participants with a college degree 

the pattern of data was very similar when we considered only those participants with 
an advanced degree (master’s or doctorate). 

Differences between Specialties in Self-Reported Verbal Ability. Finally, Figure 3 
shows the mean standardized scores by specialty for the Philadelphia Verbal Abilities  
 

 

Fig. 3. Mean standardized score by specialty on the Philadelphia Verbal Abilities Scale by 
discipline for all participants with a college degree 
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Scale. It can be seen that the pattern is very different from those observed for the 
spatial ability scales, indicating that participants discriminated between the abilities 
and did not merely rank themselves as high or low on all abilities. Furthermore the 
relative ratings were as expected, with humanities specialists rating themselves high-
est on verbal ability. The ratings differed significantly by specialty, F (9, 771) = 5.74, 
p < .001. Post-hoc (Tukey) tests indicated that humanists rated their verbal abilities as 
significantly higher than did biological scientists (p < .01), computer/information 
scientists (p < .001), geoscientists (p < .001), engineers (p < .001), and physical scien-
tists (p < .001). Social scientists and psychologists also rated their verbal abilities 
higher than did physical scientists and engineers (p < .05).  No other differences were 
statistically significant. When we considered only those with an advanced degree, 
participants in professional fields rated their verbal abilities as higher (mean standard-
ized score = .25) but otherwise the patterns were very similar.   

4   Discussion 

In summary, this study provides evidence that people’s self assessments of their envi-
ronmental (large-scale) spatial abilities are not completely parallel to their self  
assessments of smaller scale object-based spatial abilities. This pattern of partial dis-
sociation between spatial abilities at small and large scales—found here using self-
report questionnaires—is similar to that found when measuring people’s objective 
performance [10]. Second, it shows that all sciences are not equal in terms of self-
reported spatial abilities. While geoscientists have the highest ratings on both large-
scale and small-scale spatial abilities, geographers have the second highest ratings on 
measures of large-scale spatial abilities and engineers and physical scientists rate 
themselves as higher than geographers on small-scale spatial abilities. While previous 
research has highlighted the importance of spatial ability in various scientific disci-
plines, this study raises the question of whether spatial ability is equally important for 
success in all sciences.  

Our results support the validity of the self-report scales. They provide discriminant 
validity in that the mean self-report ratings for the two spatial abilities scales are un-
correlated with the self-report ratings for the verbal abilities scale. Thus, participants 
were not merely rating themselves as high or low on all abilities. The fact that the two 
spatial ability scales were somewhat correlated provides convergent validity, as we 
would expect these two scales to be more highly correlated with each than with verbal 
ability. At the same time, it was clear that participants differentiated small-scale from 
large-scale spatial abilities in that the correlation of the two spatial ability scales was 
in the moderate (not high) range. Finally, there was evidence for criterion validity of 
the scales in that the scientists who ranked themselves as high in environmental spa-
tial ability were from disciplines that deal with larger-scale spaces, while humanities 
specialists rated themselves as highest on verbal abilities.  

It is perhaps surprising that physical scientists (physicists, chemists and astrono-
mers) do not rank themselves more highly in spatial abilities, given that spatial ability 
is often assumed to be a prerequisite for success in physical sciences.  This group was 
made up of 54 physicists, 19 chemists and 5 astronomers, and a further breakdown 
into these 3 groups did not reveal any significant differences between these sciences, 
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although this analysis is limited by low power. However, recent research suggests that 
the development of expertise in science is often accompanied by the acquisition of 
analytic heuristics for solving spatial problems. For example, Stieff [16] found that 
beginning organic chemistry students almost always used a mental rotation strategy 
when determining whether two molecules had the same structure, but expert chemists 
were much more likely to use an analytical strategy, especially when the molecule 
was symmetrical. A post-hoc analysis revealed no differences in self-rated abilities of 
physical scientists as a function of education level, but again this analysis is limited 
by low power. In examining the use of visualization versus analytical strategies in 
domains such as mechanics and chemistry, researchers have suggested that visual-
spatial strategies are default domain-general problem solving heuristics that are used 
by novices or by experts in novel situations, whereas rule-based analytic strategies are 
learned or discovered in the course of instruction and are used by experts in routine 
problem solving [18, 19]. 

Our research suggests that geoscientists (geologists, oceanographers, and meteor-
ologists) appear to be most dependent on spatial abilities in that geoscientists had the 
highest self ratings on both large-scale and small-scale spatial abilities. These disci-
plines may be particularly dependent on spatial abilities because they are more 
grounded in real-world experiences of spatial structures and processes, such as rock 
configurations, ocean waves, and thunderstorms. Geologists must keep track of spatial 
locations at the environmental scale when they go on field trips and observe outcrops 
to reason about the spatial processes that give rise to structures and processes at the 
earth’s surface. They also depend more on spatial representations than do other scien-
tists, in that their publications have a greater ratio of graphics to text area than other 
sciences [20]. While chemists, for example, are also highly dependent on graphical 
representations and have invented many different diagrammatic conventions for 
molecules, the structures and spatial processes that they study are less tied to real-
world spatial experience, in that they do not have direct experience of the space of 
molecules.  

While intriguing, the results of this study have several limitations. First, they are 
based on self reports of ability, which at best are only a reflection of objective differ-
ences in spatial intelligence. It will be important to follow up these results with  
studies that measure the abilities of scientists and other specialists more objectively. 
Second, our results are based on responses from a convenience sample rather than a 
truly representative sample of the populations being compared. Finally, the data are 
correlational, so they cannot be interpreted as evidence for a causal relationship be-
tween levels of spatial abilities and participation in sciences or vice versa. Neverthe-
less, our results are important in highlighting the need for studies of the role of spatial 
thinking in science to be mindful of both varieties of spatial intelligence and varieties 
in the spatial demands of different sciences.   
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Abstract. Spatial thinking is an essential part of science, technology, engineering, 
and mathematics (STEM), domains that entail external spatial representations 
such as 2D graphics, 3D models, and—the focus here—gestures. University stu-
dents (a) read aloud information about the geological concepts of strike and dip, 
(b) completed strike and dip tasks, and (c) explained these concepts to another 
student via audio and video. Gestural patterns varied across reading, audio, and 
video contexts in interaction with participant variables of spatial skill and prior 
geology coursework. Only novices gestured during reading, interpreted as nov-
ices’ attempts to aid their own conceptual understanding of new information. All 
participant groups produced different gestural patterns in audio versus video con-
texts, suggesting the communicative intent of many gestures.   

Keywords: Spatial cognition, gesture, spatial representation, geology, science 
education. 

1   Introduction 

The role of spatial thinking in science, technology, engineering, and math (STEM) 
fields has been attracting increased attention in both cognitive science and education [1]. 
In part, spatial thinking involves building, manipulating, and using mental spatial repre-
sentations as when a chemist—trying to determine whether two molecules are the same 
or different—creates a mental image of one molecule and then mentally rotates and su-
perimposes it on an image of a second molecule [2] or as when a geologist—trying to 
develop a hypothesis about the formation of the physical landscape—imagines how a 
cross-section of a rock outcrop would look. Spatial thinking also involves creating and 
using external spatial representations [1, 3]. These include two-dimensional (2D) 
graphic representations such as maps [4], three-dimensional (3D) models such as stream 
tables in Earth Science classes [5], and iconic gestures, the focus of the work described 
here. Iconic gestures are those in which hand or body positions mimic referents’ con-
figurations or movements. Well-documented examples include dynamic hand gestures 
representing the Earth's movement and orientation during seasonal change [6] or 
movements of gears in a pulley system [7]. 
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The STEM domain in which we have been conducting our work is geology, a 
highly spatial science that makes heavy use of graphics [8, 9], models [10], and ges-
tural representations [11, 12]. One major purpose of our program of research has been 
to study the creation and use of external representations as people attempt to learn or 
enact scientific skills or concepts. Of interest is identifying what task conditions dif-
ferentially encourage the creation and use of external representations, what character-
istics of individuals (e.g., different levels of spatial abilities, different domain-relevant 
expertise) are linked to differential use of external representations, and how represen-
tations found in educational materials are used and interpreted.  

Within geology, we have been concerned primarily with how individuals observe, 
record, and reason about spatial orientations of rock outcrops. Some of our work has 
been aimed at studying how individuals approach complex, higher-level inferential 
reasoning tasks. Illustrative is research in which participants were taken to a realisti-
cally-scaled field area in which eight artificial (plywood) layered outcrops had been 
installed and, after visiting all eight outcrops, were asked to infer what geological 
structure might lie beneath the outcrops [13]. To succeed on this task, participants 
must observe and represent (mentally or graphically) the orientations and inclines of 
the individual outcrops, and then systematically and logically integrate the individual 
observations to draw a spatial inference. This research has shown that participants  
use a variety of environmental representations (sentential notes, sketch maps, 3D 
models, and gestures) as they observe and reason with geological information [12].  

Some of our work has been designed to study specific component processes en-
tailed within higher-level inferential tasks [14]. In particular, we have investigated 
how individuals observe and record a layered rock outcrop’s strike—its orientation 
with respect to compass direction—and dip—its inclination with respect to the hori-
zontal plane. Findings from prior work on the component concepts of strike and dip 
[14] demonstrated that after being given introductory material about these concepts, 
many college students made dramatic errors in recording an outcrop’s strike and dip 
on a campus map. Errors were especially prevalent among students who had low per-
formance on the water level task (WLT), a task that taps the respondent’s ability to 
represent the invariant horizontality of water within a tilted container [15]. 

The research described here was designed to refine and extend our prior work by 
studying the use of a particular kind of external representational medium—gesture—
as individuals tried to understand and communicate about the component concepts of 
strike and dip. More specifically, one purpose of our research was to study the inci-
dence and types of gestures produced under three different task contexts—one fo-
cused on participants' own understanding of strike and dip, and the other two focused 
on explaining strike and dip to another person via either audio or video recordings. A 
second purpose of this research was to examine possible differences in gesturing in 
relation to two participant variables—performance on the WLT and pre-experimental 
instruction on strike and dip. The former was motivated by the finding, mentioned 
earlier, that students performed differently on the geology tasks in relation to their 
performance on the WLT [14]. Here we asked whether different water-level perform-
ance would also be associated with different gestural profiles. With respect to the lat-
ter, we collected data from students who had no prior instruction in the concepts of 
strike and dip (referred to as “novices”) as well as from students who had some prior 
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instruction in these concepts from coursework in geology classes (referred to as “geo-
students”).   

All participants were first observed while they read aloud a lesson on strike and 
dip. Of interest was whether participants would translate the verbal and graphic de-
scriptions included in the lesson into gestural representations as a way to support their 
own comprehension. We anticipated that self-directed gestures accompanying reading  
would be particularly likely to occur among those who were not already familiar with 
the geological concepts of strike and dip, that is, among the novices.  

After reading the lesson, participants were asked to complete a series of model  
(table-top) strike and dip tasks. These tasks were included to provide an objective 
assessment of how well participants had understood the instructional lesson. Next, 
participants were asked to explain strike and dip to another person by producing audio 
and video recordings. We reasoned that to the degree that participants’ gestures dur-
ing these communication tasks were truly other- rather than self- directed, we would 
observe a higher incidence (and perhaps different kinds) of gestures in the video than 
in the audio context. To the degree that gestures during these tasks were being used to 
support participants’ own understanding, gestures would be expected to be compara-
ble across both communicative contexts.  

Given evidence in the gesture literature that those with higher spatial skills tend to 
gesture more [16], we expected to find greater use of communicative gesture among 
those with higher WLT scores. We did not, however, have strong directional predic-
tions about relative amounts of gesturing by geo-students versus novices given that 
there was reason to expect considerable gesturing in both groups: educational research 
has shown that experts routinely make heavy use of representational gestures [17, 18, 
19] while cognitive-developmental research has shown significant gesturing in chil-
dren on the cusp of understanding new concepts [20, 21, 22]. 

2   Method 

2.1   Participants  

Participants classified as novices were students recruited from the psychology subject 
pool of a large, public university in the United States who self-reported no prior ex-
perience with the geological concepts of strike and dip.  Complete data were collected 
from 40 men and 37 women (M [SD] age = 19.4 [1.4] years) in this novice group. 
Three additional novices had been recruited but did not contribute data, in one case 
because the participant did not wish to be videotaped and in two cases because of a 
failure to understand the initial directions about reading the geology lesson. Partici-
pants classified as geo-students included 5 students from the same psychology subject 
pool who self-reported having learned about strike and dip in a geology class, plus 11 
undergraduate and 5 graduate students who responded to various recruitment efforts 
(e.g., researcher visits to geology classes, e-mails to all geoscience majors). The final 
geo-student sample included 14 men and 7 women, M [SD] age = 22.7 [3.7] years. 
Participants recruited from the subject pool received extra course credit for participa-
tion; those recruited in other ways received $12. Mirroring the demographics of the 
university, almost all participants were white.  
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2.2   Procedural Overview  

Participants were greeted in a small room (3.0 m X 3.6 m) in the psychology depart-
ment where they first completed consent procedures that included giving permission 
to have the entire session videotaped. Participants then completed the WLT followed 
by four activities related to strike and dip: (1) reading instructions about strike and 
dip, (2) completing tabletop model strike and dip tasks, (3) recording either an audio 
or video explanation of strike and dip for another person, and (4) recording a second 
explanation in the format not already used (i.e., audio then video or the reverse).  

2.3   Water-Level Task  

For the WLT, participants were given drawings of six straight-sided bottles tipped 
from upright by 30°, 45°, and 60° to the right and left [23]. Students were asked to 
draw a line inside each bottle to show “where the water would be if the bottle were 
about half full and held in the position shown.”  Lines were measured for degrees 
deviation from horizontal, and those drawn more than 5° off horizontal were catego-
rized as errors. Based on earlier research [24, 25, 26], participants with zero or one 
error were classified as falling  into the high water-level group (WLG) and those with 
two or more errors were classified as falling into the low WLG.  As is routinely true 
in research using this task that examines performance in relation to participant sex 
[24, 27, 28, 29, 30], proportions of males and females falling into the two groups dif-
fered: 74% of women but only 39% of men were in the low WLG. As would also be 
expected from research showing that students in more spatially rich and demanding 
disciplines perform better on an array of spatial tasks including the WLT [4, 27, 31, 
32], proportions of novices and geo-students falling into the two groups differed as 
well: 61% of the novices but only 38% of the geo-students were in the low WLG.  

2.4   Introduction to Strike and Dip  

After completing the WLT, participants were told that they were going to be asked to 
learn about geological concepts called strike and dip. They were asked if they had any 
geology experience and if so, to specify their experience. They were then given writ-
ten instructions about these geological concepts that had been adapted from the 
United States Geologic Survey [33] website for use in earlier research [14]. As ex-
plained to participants, strike refers to the line formed by the intersection of a horizon-
tal plane and a slanting rock surface. The strike line recorded on a geological map 
represents the orientation of the slanted surface, conventionally expressed as degrees 
clockwise from north (i.e., its azimuth). Thus, for example, an east-west trending line 
drawn on the map would indicate that the outcrop is oriented in an east-west direction. 
A line drawn on the map 30° clockwise from due north would indicate that the out-
crop is oriented in a NNE-SSW direction.   

The dip line is drawn on the map perpendicular to the strike line to show the direc-
tion in which the rock surface is sloping. Thus, for the east-west strike example, if the 
rock surface sloped downward toward north, the dip line would be drawn on the north 
side of the strike line. A number marked next to the dip line is used to indicate the 
steepness of the slope in degrees, measured downward from the horizontal. Verbatim 
wording and figures used in the explanation are provided elsewhere [14].  



 Gestures in Geology 99 

To allow us to observe when participants were examining images during this phase 
of the study, figures from the instructions were posted on an easel at one end of the 
table (rather than appearing within the instruction booklet as they had in earlier re-
search). At the other end of the table was the model outcrop shown in Figure 1a.  

 

                                   (a)                (b) 

Fig. 1. (a) Model outcrop available during reading and explanation (audio; video) phases and 
used for strike tasks. (b) One of the five models used for the dip tasks. During tasks, fabric was 
fitted around the round surface and draped over the models' bases (see text).  

To explain the motivation for the research and to establish a context in which we 
could make observations about students’ processing of the instructional material, par-
ticipants were told: 

 
For this first part we are going to have you learn about some concepts in geology 
called strike and dip. In the past, we have introduced people to these concepts by 
reading material to them aloud, but some people have found the explanations hard 
to understand. We may have been reading too fast or not emphasizing the right 
parts. As one way to learn more about pacing and what to emphasize, we are now 
asking you to read the information aloud to yourself. You should just read it at 
whatever pace seems best for you to understand the material. Also, you should feel 
free to back up and re-read any sections that you want.  We basically want you to 
read the instructions to yourself the way you might read a text passage that you 
are trying to understand.  We’re only asking you to do the reading aloud so that 
we will be able to see where people take more time, pause, or re-read things.  

 
The experimenter mentioned that the pictures referred to in the instructions were on the 
poster “so that you can consult these as you go or return to them as needed” and pointed 
out that there was a model of a rock outcrop on the table in case you “find it helpful.” 
The experimenter foreshadowed later tasks by saying “Keep in mind also that you will 
actually be completing some of the tasks you are learning about on models in this room 
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and you will have to try to explain it to someone else as well.” The experimenter left the 
room, telling participants to take as much time as needed, and to let the experimenter 
know when they had finished. The experimenter then left the room and waited in the 
hallway while the participant read the instructions. Of interest here was the use of ges-
ture during reading; elsewhere we will examine data concerning reading speed, pause 
patterns, repetitions, speech disfluencies, the relation between verbalizations and ges-
tures, and other indices of processing the materials.  

2.5   Strike and Dip Tasks  

After participants informed the experimenter that they had read the instructions and 
the experimenter had returned to the testing room, all materials were cleared from the 
table. Participants were told that they would be doing some geology tasks, but that 
because they were inside they would be doing them on models rather than on real 
rocks. All participants were given the dip task first because it did not require introduc-
ing a map and because earlier research [14] had shown no effect of task order. 

For the dip task, participants were shown a round model like that shown in Figure 1b. 
For all dip items, fabric was attached to the edges of the surface to mimic the way a rock 
surface would emerge from the soil and to obscure the immediate orthogonal cues of the 
model’s base. Participants were told that they would be viewing five surfaces like the 
one in front of them, and that for each item they should estimate the dip angle. They 
were given a picture of a protractor simply “to remind you of angle sizes” but asked to 
refrain from trying to use it “to measure any of the angles directly.” Participants were 
also given a set of multi-page instructions that contained the text read earlier into which 
the figures from the poster had been re-inserted. Participants were explicitly told that 
“you can refer back to these as much as you need.” 

For each dip item (inclines at 15°, 30°, 45°, 60°, and 75°), the model was placed on 
the table so that from the participant’s position, the full frontal view of the planar sur-
face was rotated 30° counterclockwise.  The five models were presented in random 
order for each participant. As participants worked on the task, the experimenter used a 
check list to record observable strategies (e.g., use of an object such as the clipboard 
to estimate a plane, holding the palm flat on the surface of the model). After giving 
verbal estimates of the dip angle for all five items, participants provided confidence 
ratings using a scale from 1 (“completely uncertain”) to 7 (“completely confident”) 
and were then asked open-ended questions about how they had accomplished the task. 
Given space constraints, neither strategy nor confidence data are discussed here. 

For the strike task, the amorphous-shaped model shown in Figure 1a was placed at 
particular locations and orientations on the table with a cloth draped around the base 
to obscure proximal orthogonal cues. Participants were told: 

 
For these next tasks you’re going to be drawing the strike lines as described in the 
instructions. Again, I want you to imagine this angled surface is the surface of 
rock. I’m going to place the surface in 8 different orientations. For each one I 
want you to mark the strike line for that orientation on a map I will give you.   

 
Participants were then given a clipboard with a scaled (15:1), black-and-white plan 
room map that depicted walls, a desk, table, bookshelf, row of filing cabinets, and 
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doorway. The clipboard was handed to participants so that the map was aligned with 
the space. In addition, the experimenter oriented the participant to the map by point-
ing out the correspondences between the door and file cabinets in the room and the 
door and file cabinet symbols on the map. The rectangular table at which the partici-
pant worked was omitted from the map to avoid providing proximal table-frame cues 
for the strike lines. Although not told the reason for its omission, participants were 
alerted to the fact that the table itself was not represented on the map. 

After the participant was satisfied with a given strike line, the map was removed 
from the clipboard to reveal a fresh map to be used for the next strike item. The model 
was then moved to the next location and placed in its designated orientation, and the 
participant was asked to draw the strike line on the new map. Orders in which the 
eight items were given were randomized for each participant. As was the case for the 
dip task, the experimenter used a check list to record observable strategies (e.g., not-
ing whether the map remained aligned and if the participant looked back at the in-
structions), asked participants for confidence ratings, and queried participants about 
the way they had solved the task, although again, these data are not discussed here.  

2.6   Explanation of Strike and Dip to Another Person  

The final components of the strike and dip tasks involved asking participants to ex-
plain the geological concepts to another person. Specifically, participants were told: 

 
In the next part of this study we are trying to see whether it would be easier for 
people to learn about strike and dip from another person rather than from all 
written instructions. So in this next part I’m going to ask you to explain the con-
cepts to another student who hasn’t taken geology. 

 
For the audio-only context, participants were told that they would next make an audio 
recording to explain to someone else how to determine strike and dip. Participants 
were told that only the audio track of the ongoing video recording would be used so 
that the other person “will not be able to see you or anything in the room—they will 
hear only your voice.” Participants were told that the other person would not have the 
instruction book, but would have the same pictures as well as the same model.  

With the expectation that at least some participants would feel that their own un-
derstanding was inadequate to teach the concepts to someone else, they were told:  

 
Please explain strike and dip as well as you can. Explain whatever parts you un-
derstand and if you’re unsure or can’t explain anymore it’s fine to say so. You can 
just say ‘that’s all I understand.’ You are free to refer back to the instructions, but 
we do not want you to read them. We want you to try to explain these ideas in your 
own words. Maybe you have a different way of thinking about the problem, or 
anything you think will help the other person be able to understand strike and dip.  
I’m leaving the model on the table in case you find it helpful.  

 
Parallel instructions were used for the videotaped instructions except for specifying 
the video format and thus that the other student would be able to see them and the 
room. Half the participants were asked to prepare audio then video explanations; half 
followed the reverse order. In neither case were students told beforehand that they 
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would be preparing a second version. As in the initial reading of the instructions, the 
experimenter stepped outside the room during this portion of the task, and participants 
were asked to let the experimenter know when they were finished. 

2.7   Gesture Coding  

Two major types of gestures were coded from videotapes—deictic and iconic. Deictic 
gestures are gestures judged to serve an attentional function, that is, gestures judged 
as directing someone’s attention to something in the environment. Illustrative of deic-
tic gestures in the current study were those in which the participant pointed to one of 
the photographs posted on the easel. Iconic gestures are gestures that represent spatial 
information of the referent via hand or body positions and movements. Among the 
specific types of iconic gestures coded in the current study were gestures in which the 
hands were used to represent 3D planar surfaces, as in making horizontal, vertical, or 
inclined planes with the hand in either a static or dynamic fashion, or as in shifting the 
hand repeatedly between horizontal and vertical positions (see Figure 2).  

 

(a)           (b)          (c) 

Fig. 2. Illustrative iconic gestures at each locus. (a) Participant made picture-locus gesture (at 
the image of the protractor) while saying, “About like that,” referring to a 55° dip. (b) Partici-
pant made model-locus gesture while saying, “Dip is the degree from zero, so find the level 
part.” (c) Participant made space-locus gesture of moving hands back and forth over one an-
other while saying, “In other places the rocks are tilted and not in flat layers, like in Photo B.” 

In addition to coding the type of gesture, we also coded the locus of each gesture. 
Specifically, each gesture was coded with respect to whether it in some way incorpo-
rated or related to (a) a picture available on the poster (e.g., holding a flattened, verti-
cally oriented hand up to the picture of the protractor to indicate a dip of 90°), (b) the 
outcrop model that was available on the table (e.g., holding a hand horizontally 
against the model surface), or (c) if it instead was made independently of the available 
representations and thus in the open space in front of the participant (e.g., holding the 
hands over one another to represent rock layers, separate from a picture or model). 
We refer to these three, respectively, as picture-, model-, and space-loci. Ionic ges-
tures at each locus are shown in Figure 2. Note that gestures coded as iconic—even 
those with a picture or model locus—did not simply involve pointing to or touching 
the representation. To be coded as iconic, the gesture had to in some way provide 
some spatial information with a hand or body position or movement. If a participant 
merely pointed to or touched a picture or the outcrop model, the gesture would have 
been coded as deictic.  
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Interrater reliability of coding was assessed using Generalized Sequential Querier 
(GSEQ) [34]. With two independent coders scoring 52 of the 98 videos (53%), the 
overall kappa for the iconic codes was .81. When iconic gestures were broken down 
by locus, reliabilities for pictures, model, and space were .57, .88, and .73 respec-
tively. For deictic gestures, overall kappa was .84; kappas for pictures, model, and 
space were .83, .74, and .63 respectively. All kappa values, with one exception, were 
thus in either the “substantial” (.61–.80) or “almost perfect” (.81–1.0) ranges accord-
ing to the benchmarks suggested by Landis and Koch [35]. Because the current paper 
is focused on representational gestures, only findings from iconic gestures are re-
ported here.  

3   Results 

The data are presented below in three sections. First, we describe participants' use of 
gestures while reading information about strike and dip. Second, we present data on 
participants' gestures during the communication task, discussing gestural patterns in 
relation to context (audio versus video), and in relation to participant variables (per-
formance on the WLT and geology-relevant coursework). Third, we report the rela-
tion between participants' gestures and their performance on the model geology tasks.  

3.1   Gestures while Reading Instructions Aloud 

One purpose of this research was to examine the possibility that participants would 
produce gestures while reading the material on strike and dip, and if so, to learn 
whether the incidence and loci of gestures would differ in relation to two participant 
qualities—first, domain-specific experience as indexed by prior exposure to strike and 
dip in geology coursework, and second, level of spatial skills as assessed by the WLT.  

Gestures in the self-reading portion of the investigation were rare: only 12 of the 
98 participants made iconic gestures. All 12 were novices, meaning that 16% (12 of 
77) of the novices generated iconic gestures during reading compared to 0% (0 of 21) 
of the geo-students, χ2 (1, N = 98) = 3.73, Fischer exact p = .045. Of the 12 who ges-
tured, 5 were women (4 in the low WLG) and 7 were men (1 in the low WLG). Some 
of those participants who gestured did so more than once. One particularly active par-
ticipant, for example, gestured repeatedly: While reading about the strike line, she 
made a plane with her hand and lined it up with the strike line on the figure; while 
reading about the dip line, she made an inclined plane with her and then rotated it 
down to a horizontal position; while reading descriptions of dip angles of 90º and 0º,  
she held her hand flat, first vertically and then horizontally (repeating these gestures 
during two readings of the same text); while reading about a 60° dip, she made an 
inclined plane with her hand; and, finally, while reading about the protractor, she 
pointed one finger of one hand straight up in the air hand and used a finger on her 
other hand to point to the drawing of the protractor and to trace a line through the air, 
downward at an angle. Although a few participants thus made multiple gestures, ges-
tures during reading were relatively rare and, as mentioned above, were confined to 
the novices. Thus, we could not conduct additional formal analyses of the incidence 
of gestures in relation to participant variables. 
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3.2   Gestures while Explaining Strike and Dip to Another Person 

Gestures during the communicative phases of the study were also varied. Participants 
produced the full range of gesture types described earlier.   

Overall, far more participants gestured during the communicative phases of the 
study than during the reading phase.  Among the novices, 70% (54 of 77) gestured 
during the audio context and 92% (71 of 77) gestured during the video context. 
Among the geo-students, 67% (14 of 21) gestured during the audio context and 
100% (21 of 21) gestured during the video context. Furthermore, participants rou-
tinely produced multiple gestures. As a consequence, the corpus of observed ges-
tures was adequate to allow us to examine the use of representational gestures under 
differing communicative contexts and among participants with different spatial 
skills and geology experience. We thus conducted an analysis of variance 
(ANOVA) in which the numbers of iconic gestures served as the dependent meas-
ure. The between-subject factors were performance on the water level task (low vs. 
high WLGs) and prior experience with strike and dip (novices vs. geo-students). 
The within-subject factors were communicative context (audio vs. video) and locus 
of gesture (pictures, model, or space).1 As necessary, t-tests were used for post hoc 
analyses, with alpha set at .05.  

The ANOVA revealed that, overall, there was more gesture in the video than audio 
contexts and more gesture was produced by participants with higher water-level 
scores and with greater geology experience. These significant main effects are not 
discussed further, however, because they were subsumed under a four-way interac-
tion, F(2,188) = 4.63, p = .011, shown graphically in Figure 3. 

One particularly striking aspect of the interaction apparent in Figure 3 is the differ-
ence between novices and geo-students with respect to WLG. Among the novices, the 
patterns between audio and video are similar for both low and high WLGs. More spe-
cifically, within the novices, for both low and high WLGs, whatever iconic gesturing 
occurred generally took place in open space rather than at a graphic representation (a 
picture) or a 3D representation (the outcrop model). Novices did produce significantly 
more gestures at the model in the video than audio context, but even so, these re-
mained significantly less common than gestures made in open space.  

                                                           
1  Prior to conducting the analyses reported in the text, a preliminary analysis was conducted to 

test for possible order effects (audio then video vs. video then audio). There were neither 
main effects nor interactions involving order, and thus data were pooled across order for sub-
sequent analyses. A second additional analysis was conducted to examine possible gender 
effects. There is a well-established link between gender and water-level performance that 
was, as reported earlier, evident in the current sample as well. However, because spatial skills 
(here assessed by the water-level task) are more directly relevant for this research than are 
other gender-linked qualities, and because some cells would have been unacceptably small if 
we were to have sub-divided participants by both gender and WLG, we collapsed over gender 
in the analyses reported in the text.  We did, however, conduct an additional analysis on data 
from the novice participants because this sample was large enough to accommodate both 
gender and WLG as between-subjects factors. This ANOVA revealed significant effects of 
WLG but not gender, supporting the decision to focus on WLG in the main analyses reported 
in the text.   
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Fig. 3. Iconic gestures by student group, water-level group (WLG), context, and locus. Means 
are observed and error bars are model standard errors. 

In contrast, within the group of geo-students, the gesturing pattern across the three 
loci differed dramatically by context in relation to participants’ membership in the 
two WLGs. Especially striking is the high incidence of model-locus gestures, particu-
larly in the video context. Interestingly, although both low and high WLG geo-
students gestured at the model in the video context, only the high WLG geo-students 
avoided gesturing at the model in the audio context. Strikingly, within these geo-
students, there was no parallel contrast in space-locus gestures in relation to context. 
That is, among the geo-students, the frequency of space-locus gestures was high in 
both audio and video contexts irrespective of geo-students' WLG membership. 
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3.3   Gestures in Relation to Performance on the Geology Tasks  

The final set of analyses concerned the relation between participants’ use of iconic 
gesture and their performance on the geological strike and dip tasks.  

First, we analyzed data relevant to the possibility that participants’ use of gesturing 
while reading the instructions would predict their performance on the geology tasks. 
Given how few gestures were used during the instruction-reading phase, we explored 
this association by comparing performance on model strike and dip tasks (using aver-
age error in degrees as the dependent measures) between those novices who had ges-
tured versus those who had not gestured during the initial instruction-reading phase. 
Although mean errors were lower for gesturers than for non-gesturers on both strike 
(33.1° vs. 40.8°) and dip (12.0° vs. 15.2°), in neither case were these differences sig-
nificant, t(75) = 1.43, p = .156 and t(75) = 0.76, p = .448, respectively.  

Second, we explored data relevant to the possibility that better understanding of 
strike and dip would be associated with greater use of gesture during the communica-
tion tasks. Given the extensive use of gesturing in the communication phase (in con-
trast to its far more limited use during the instruction-reading phase), we were able to 
use gesture frequency (rather than a dichotomous grouping variable) as well as addi-
tional covariates in our analyses. Thus, we conducted two regression analyses to test 
whether performance on the geology tasks would predict iconic gesturing in the two 
communication tasks (audio and video) above and beyond whatever variance could be 
explained by the other participant variables expected to vary with gesture (spatial skill 
and prior geological coursework). For both analyses, on level 1 we entered water-
level performance (mean degrees-error), on level 2 we entered domain experience (0 
for novice and 1 for those with prior geology coursework), and on level 3, we entered 
strike and dip performance (mean degrees-error for each, separately). For the analysis 
in which the number of iconic gestures in the audio context served as the criterion 
variable, the only significant predictor was geological experience, β = .23, p = .026. 
For the analysis in which the number of iconic gestures in the video context was the 
criterion variable, there was again a significant effect of experience, β = .45, p < .001, 
but in addition, scores on the geology tasks predicted iconic gesturing, p = .001. 
Within this third level, both strike and dip accounted for unique variance (β = -.22, p 
= .019 and β = -.21, p = .023, respectively). Note that the negative beta values reflect 
the use of a degrees-error measure so that lower scores represent better performance.  

4   Discussion 

At the most general level, perhaps the most notable finding is the pervasiveness of ges-
tures used by participants in the context of reading about or communicating about the 
geological concepts of strike and dip. Consistent with the argument that geology—like 
many other sciences—is a highly spatial domain for which external representations are 
central, participants made extensive use of iconic gestures. The current data thus add to a 
growing body of research that has been documenting the role of gestural spatial represen-
tations in STEM fields [11, 12, 17, 18, 19, 20, 36, 37]. What is of particular interest, in 
addition, is the degree to which the use of iconic gestures varied across situational con-
texts and participant groups. The data provide strong evidence that participants adjust 
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their gesturing dramatically in response to changing task demands, and that the patterns 
of those adjustments differ in interaction with participant variables.  

Gesturing was relatively rare during the instruction-reading phase of the study, 
and, as expected, it was concentrated in novices. Indeed, the link between experience 
and this use of gesture was perfect: every one of the participants who gestured during 
this phase was a novice. We infer that this gesturing is driven by the participant’s at-
tempt to understand the material. We found no statistically significant association 
between gesturing and performance on the subsequent model geology tasks. How-
ever, given that gesturing was participant-determined rather than experimenter-
manipulated, it is not possible to conclude that gesturing is ineffective for mastering 
the material. It is possible, for example, that gestures were used by the very partici-
pants who were having the most difficulty understanding the material, and thus a  
failure to find a significant difference in performance between gesturers and non-
gesturers might actually indicate a salutatory effect of gesture. Experimental designs 
are needed in future research to study the impact of gestural training on learning geol-
ogy just as they have been used to study the impact of gestural training for mental 
rotation and other educational domains [36, 38, 39].  

In contrast to the relatively limited use of gesturing during the instruction-reading 
phase of the study (16% of novices; 0% of geo-students), there was an overwhelming 
use of iconic gesture during both audio (70% of novices; 67% of geo-students) and 
video phases (92% of novices; 100% of geo-students). These data speak to the clear 
pervasiveness of gesture when communicating about geology to others.   

Although at first glance these percentages might appear to suggest that there was 
only a modest difference across contexts and to imply that there could be little room 
for variation in relation to participant variables, once the frequencies and loci of ges-
tures are taken into account, it becomes evident that patterns of gesture varied mark-
edly by context and participant characteristics (see Figure 3). Interestingly, among 
novices and irrespective of WLG, space-locus iconic gestures were more common 
than either picture-locus or model-locus iconic gestures, both of which were relatively 
uncommon. There is, though, some indication that these novices did distinguish be-
tween the two communicative contexts: in the audio context, gestures were almost 
exclusively space loci; in the video context, gestures occurred at all loci. 

A dramatic finding is the high frequency with which geo-students in the high WLG 
used gestures involving the model when giving explanations in the video context.  
Indeed, some geo-students were very explicit about the utility of the model for ex-
plaining strike and dip. One, for example, commented favorably about the model, 
saying “To try to teach a 3-dimensional problem on a 2D surface like a board or 
something like that, I just think it would be a lot easier if you just had something like 
this.”  In contrast, the high WLG geo-students produce virtually no model-directed 
gestures in the audio context.   The fact that these participants gestured with the mod-
el when they knew that their intended audience could see their gestures (video con-
text), but did not do so either when their audience could not see them (audio context) 
or when there was no audience (instruction reading), suggests that for these more spa-
tial and more experienced participants, model-directed gestures are motivated by oth-
er-directed (communicative) goals rather than self-directed (cognitive) goals.     

Iconic gestures in the surrounding space present a different pattern.  Geo-students 
in both the low and high WLGs produced a relatively high number of iconic gestures 
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in the surrounding space in both audio and video contexts.  The presence of space-
directed gestures in the audio context, where there is no external audience, suggests 
that this type of gesture is self-directed rather than communicative.  The use of iconic 
gesturing among these geo-students in the audio context—but not in the instruction-
reading phase—may indicate that the communication task is cognitively more  
demanding, and thus only the former leads them to use gestures as an additional rep-
resentational support. This finding is reminiscent of the observation that individuals in 
a challenging geological reasoning task often use 2D or 3D external representations to 
reduce cognitive load [40].  

Another line of evidence bearing on the question of what underlies greater use of 
gesture comes from the analyses linking strike and dip performance to gestural data. 
In the instruction-reading phase of the study, novices who gestured did not perform 
significantly better on strike and dip tasks than those who did not gesture. In the 
communicative (audio and video) phases of the study, however, the regression analy-
ses did show links between factors associated with better performance on the geology 
tasks (e.g., geology coursework experience) and greater use of gesture. These findings 
add support to the notion that those who understand the geological concepts are better 
positioned to create gestural representations for explaining the concepts to others, 
much as teachers have been observed to use gesture in science teaching [39, 41]. Fu-
ture coding of the data collected in the present research will be addressed to examin-
ing not only the incidence but also the quality of the gestures (e.g., if hands are held 
accurately at a horizontal position when reading about strike) and their consistency 
with spoken language, a central focus of much research on gesture [21, 42, 43]. The 
incidence and loci of iconic gestures reported here have thus not yet been linked to the 
number of substantive points explained, their accuracy, their clarity, and so on. In 
addition to doing more extensive coding and analyses of the data in hand, another 
important direction for future research is to conduct experimental studies in which the 
use of gesture is manipulated in both the teacher and student.  

Even now, however, the current findings allow us to conclude that some college 
students find the concepts of strike and dip difficult to understand from reading in-
structional material, and that gesture is used spontaneously by many students as they 
seek to understand or communicate these concepts. In addition to expanding our un-
derstanding of how students process the spatially-rich discipline of geology, the pre-
sent research offers a new methodology—manipulating situational context—that may 
be useful for investigators interested in differentiating between self-directed and 
other-directed gesture more generally.  
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Abstract. Physical analog models are a common pedagogical device in Earth 
and Environmental Science education for helping students bridge the vast 
scale difference between the Earth and the classroom. Gentner’s structural 
framework for analogical reasoning has been used to map the correspondences 
and non-correspondences between two widely-used analog models and the 
relevant portions of the Earth System. A classroom model of convection in an 
aquarium has important correspondences to the atmospheric Hadley cell at the 
levels of attributes, simple relations, higher order relations and systematicity. 
A volcano eruption model lacks the relations among lava flow temperature, 
viscosity, and distance that result in construction of the distinctive conical 
shape of real volcanoes. Analogical mappings of classroom models can be 
used to guide the design of instruction and assessment so as to increase the 
chances that students will understand the Earth system at the level of higher-
order relations rather than superficial attributes.  

Keywords: spatial cognition, analog model, science education, earth science, 
environmental science. 

1   Introduction 

Planet Earth is 18 orders of magnitude larger by volume than a typical classroom. The 
Earth's environment, taken as the envelope of life-supporting air and water that sur-
rounds our rocky planet, is approximately sixteen orders of magnitude larger than a 
classroom. Even a local environment, for example a smallish watershed, may be four 
or five orders of magnitude larger than a classroom by area. 

This inalterable fact of scale profoundly influences the teaching of Earth and Envi-
ronmental Sciences, and sets these disciplines apart from other school sciences. In 
Life Sciences, students can grow plants on the windowsill, actively photosynthesizing 
and respiring.  In Physical Sciences, the teacher can bring an acid or lever or electric 
circuit into the classroom, and students can create an authentic chemical reaction or 
force or electrical current.  

But neither students nor teacher can create an authentic earthquake or hurricane or 
ocean current in the classroom. In fact, most of the important phenomena and structures 
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that feature in Earth Science or Environmental Science curricula cannot fit within the 
four walls of a classroom. As a consequence, many of the laboratory activities in these 
courses are analogies for the phenomena that the curriculum is targeting, rather than the 
real thing.  Rather than manipulate the actual phenomenon under study, gathering evi-
dence of its existence and behavior, students manipulate an analog model.  

Curriculum developers have created an impressive array of such models, which are fun, 
affordable, safe, and suited for use by primary and secondary students (Fig. 1). However, 
there is little educational research on what or how students learn about the Earth from 
such models. Although students find hands-on activities with analog models engaging, it 
seems possible that some students are learning about the model but not successfully trans-
ferring insights from the classroom-scale model to the full scale Earth System.   

As one facet of a comprehensive study of the use of analog models in Earth Sci-
ence instruction, we are developing methodology to evaluate the affordances of indi-
vidual classroom models. “Affordances,” in this context, refers to learnings that the 
model is capable of supporting.  No analogy makes a perfect mapping between source 
domain and target domain, and this is true of analog models used in teaching.  Any 
given model has the potential to convey some aspects of how the Earth works, and 
will fail to convey other aspects.   

The nature of the model itself is only one factor that influences the effectiveness of 
model-supported teaching and learning. The pedagogical context provided by the 
teacher and curriculum materials is critically important, such as guiding questions, 
diagrams, and opportunities for inquiry and discourse.  Some attributes of the students 
are surely important as well, such as their prior knowledge of the Earth phenomena 
under study and their prior experience learning from analog models. But an upper 
boundary for educational effectiveness of any specific model is set by the nature of 
the model itself, the focus of this paper.  

2   Analogical Mapping from Classroom Model to Earth System 

Gentner’s structure mapping framework for analogy ([7], [8], [9], [10]) offers a robust 
theoretical framework within which to analyze each specific analog model and against 
which to calibrate both learning goals and student performance. Gentner’s framework 
distinguishes among different forms of similarity that may exist between the source 
and the target, and articulates a set of implicit rules for mapping knowledge about the 
source onto the target. This body of work shows that the power of analogy comes 
from the relationships between objects, rather than from the attributes of objects, and 
that the most powerful analogy-derived insights come from the existence of higher-
order relations such as causality.  

Using Gentner’s framework requires parsing the behavior of the model system and 
the relevant portion of the Earth System into statements in the form of “predicates,” 
which are verb phrases (shown in all caps) with one or more “arguments” (enclosed in 
brackets or parentheses). “Arguments” can be either objects or propositions, and they 
can be either the subject or the object of the verb phrase. The predicate can contain an 
action verb, like RISES(water), or a verb of state, like IS-TRANSPARENT(water).  
Parsing the behavior of the two systems in this manner makes explicit the correspon-
dences and non-correspondences between the model and Earth.  Gentner’s framework 
specifies four levels of similarity:  
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Fig. 1. Examples of analog models used in teaching Earth and Environmental Science. (a) Dew 
point model [1]. (b) Earth’s rotation model [2]. (c) Stream table model of erosion and deposi-
tion [3]. (d) Model of stick-slip behavior of earthquake faults [4]. (e) Sand dune model [5]. (f) 
Model of differential heating of ocean and continents [6]. 

 
•  Attributes:  predicates have only one argument and the argument is an object. 
•  Simple relations:  predicates have two or more arguments and the arguments 

are objects. 
•  Higher order relations: the arguments are propositions rather than objects. 
•  Systematicity:  predicates include deeply nested relational chains.  
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We now analyze two widely used Earth Science teaching models and the relevant 
portion of the Earth System, according to this framework. The examples chosen rely 
heavily on spatial thinking, in that aspects of the Earth System illustrated by these 
classroom models concern shape, configuration, and trajectory.  

2.1   Model #1: Convection in an Aquarium 

Figure 2(a) shows a model described by Freeman [11], which he has used in high 
school Earth Science and Oceanography courses. A water-filled aquarium is elevated 
above the table surface such that a row of small candles can be inserted beneath the 
aquarium forming a line across the short dimension of the aquarium. Copper pennies 
are used to create a trough along the floor of the aquarium above the candles, and a 
stripe of red food coloring is carefully laid down in the trough. Blue food coloring is 
placed near the two ends of the aquarium at the top of the water column. The candles 
are lit, and gradually the heated water rises, forming the upwelling limb of a convec-
tion cell, marked with tendrils of red color. Slightly later, the downwelling limbs of 
the convection cell become apparent, marked with tendrils of blue. Variants of this 
model are common in laboratory manuals and teachers’ guides; variations include 
cooling the upper water with ice rather than heating the lower water, and achieving 
the density contrast with salinity rather than temperature.    

Figures 2(b) and 2(c) are textbook illustrations of portions of the Earth System that 
are considered to be analogous to the model of figure 2(a). Figure 2(b) shows air 
rising over the equator, traveling northward and southward away from the equator at 
high altitude, sinking at 30°N and S latitude, and returning along the earth’s surface 
towards the equator, in a large scale atmospheric circulation cell called the Hadley 
cell. Figure 2(c) shows mantle material rising beneath a mid-ocean ridge spreading 
center, lithosphere translating laterally in both directions away from the spreading 
center, downwelling beneath subduction zones, and a return flow at depth back to-
wards the spreading center. Both textbook diagrams are greatly simplified from the 
actual Earth System, but the diagrams represent the level of understanding expected 
of high school or introductory level college students.  

Figure 3 shows the analogical mapping between the model system and the Hadley 
cell portion of the Earth’s atmospheric circulation system. Important correspondences 
at the attribute level are RISES(water/air), SINKS(water/air), IS-FLUID(water/air), 
and IS-WARM(candle/solid-earth). An important non-correspondence at the attribute 
level concerns scale: the convection cells in the classroom model are of centimeter 
scale, while the Hadley cells are of kilometer scale.   

The attribute-level description of the model system includes many of the most ob-
vious aspects of the system. If left to their own devices to observe and describe the 
model system, students are most likely to observe attribute-level aspects of the model 
system, for example the rising water, the sinking water, and the hot candle. Unfortu-
nately, attribute-level aspects of the model system may not have much explanatory 
power. Some conspicuous attributes of the model system have no correspondent in the 
Earth system. For example, IS-RED(water) and IS-BLUE (water) have no counterpart 
in the atmosphere. Even in cases where the source system and the target system have 
similar or identical predicates, this may carry little explanatory or predictive power, 
for example IS-TRANSPARENT.  
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Fig. 2. (a) "Convection in a Fishtank" model [11], recommended for use in Earth Science and 
Oceanography courses at the high school level. The upwelling limb of the convection cell is red 
and the downwelling limbs are blue. (b) Textbook illustration of convection cells in the atmos-
phere [12, p. 301]. The best developed convection cells are the pair centered on the equator, 
known as "Hadley cells." (c) Textbook illustration of convection cells in the Earth's mantle  
[12, p. 68]. 
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Simple relations record a relationship between the first argument and the second 
argument. The relationship can be a comparison, with no action implied, i.e. the  
lower-water IS-LESS-DENSE-THAN the upper-water. Or the relationship can be that 
the first argument acts on the second argument, i.e. the candle PROVIDES-HEAT-TO 
the lower-water, or the lower-water RISES-AND-DISPLACES the upper-water. The 
power of the aquarium model begins to emerge at this level of analogy, where we see 
that the aquarium and the Hadley cell have exactly parallel constructions in Figure 3, 
except that the fluid is “water” in the aquarium and “air” in the atmosphere. Under-
standing the system at this level requires mentally breaking the “water” object into 
parcels of water (“upper-water” and “lower-water”) that can be acted upon separately 
and can behave differently from each other, even though there is no concrete bound-
ary between them.  Whereas the attribute-level aspects of the aquarium model can be 
seen by the observant eye, understanding the system at the level of simple relations 
requires application of learned concepts: density and heat.   

At the level of high order relations, predicates begin to capture causality. The candle 
PROVIDES-HEAT-TO the lower-water, which CAUSES lower-water to BE-LESS-
DENSE-THAN than upper-water. The lower-water IS-LESS-DENSE-THAN the upper-
water, which CAUSES lower-water to RISE&DISPLACE upper-water. At this level, 
also, we see parallel structures between the aquarium model system and the Hadley cell 
system. Note that the higher order relations of Figure 3 are composited from simple 
relations; thus this level cannot be understood until the simpler levels are understood.  

The systematicity level nests all of the relations from the previous two levels. Un-
raveling the propositions in the aquarium convection system gives us: candle PRO-
VIDES-HEAT-TO lower water, which CAUSES lower-water TO-BE-LESS-DENSE 
THAN upper-water, which CAUSES lower-water to RISE-AND-DISPLACE upper-
water. Exactly the same structure is found in the Hadley cell convection system. 
Thinking about the system at this level can generate profound questions about the 
workings of the Earth System. For example, it is obvious by inspection that the can-
dles PROVIDE-HEAT-TO the lower-water in the aquarium. If the rising column of 
air over the equator is to be considered analogous to the rising column of water above 
the candles, then it must be the case that the atmosphere is heated from below. Yet 
students know that the sun is the source of heat in the atmosphere, and the sun shines 
down onto the top of the atmosphere, not up from the bottom like the candle in the 
classroom model. Confronting this discrepancy can lead students into a deeper under-
standing of energy, light, heat and earth processes, as they put together the under-
standing that the atmosphere is actually heated from below by heat re-radiated upward 
from the solid earth and oceans.   

In summary, the aquarium convection model and the Hadley cell have important cor-
respondences at the attribute, simple relations, higher order relations and systematicity 
levels. Thus the aquarium convection model affords the possibility of supporting deep 
learning about convection cells in natural systems. On the other hand, conspicuous non-
correspondences at the attribute level may present obstacles to learning.  

2.2   Model #2: Baking Soda Volcano 

Figure 4 illustrates one of the most common Earth Science activities in collections of 
“hands-on” science activities for elementary and middle school children. A conical 
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structure is built up of paper maché or other crafts material around a can or bottle, 
leaving the opening of the can or bottle exposed at the apex of the cone. Vinegar, or a 
mixture of vinegar and water is poured into the bottle, and a few drops of red and 
yellow food coloring are added. Then a few tablespoons of baking soda are dropped 
into the vinegar mixture. The vinegar and baking soda react violently to form carbon 
dioxide, and the mixture of gas and liquid comes bubbling out the apex of the cone 
and flows down the sides in a manner suggestive of lava flowing from a volcano. 
Children tend to love this activity, whereas professional geoscientists tend to scorn it 
as superficial and irrelevant to real world volcanic processes.  

 

Fig. 4. (a) "Baking soda volcano" model. This illustration is from Helmenstine [13], but varia-
tions of this activity are common in activity books and teachers' guides for elementary and 
middle school aged children. (b) Photograph of an authentic volcanic eruption [14]. 

Figure 5 shows our analogical mapping between the baking soda volcano and a 
real world erupting volcano. The Earth System end of the mapping focuses only on 
the behavior of lava flows, leaving aside ash falls, volcanic mudflows (lahars), and 
other processes that may be prominent in specific volcanoes. As with the aquarium 
convection model, an important attribute level non-correspondence between class-
room model and Earth system concerns the matter of scale: the classroom model IS-
CM-SCALE whereas the authentic volcano IS-KM-SCALE. As with the aquarium 
model, many of the most conspicuous aspects of the baking soda volcano model are 
attributes, notably the conical shape of the structure, and the behavior of the effluent 
as it emerges suddenly and voluminously from the apex of the structure and flows 
down the sides. These model attributes correspond reasonably well to the attributes of 
authentic volcanoes and eruptions.   

One conspicuous non-correspondence at the attribute level--that lava IS-HOT while 
the vinegar mixture IS-NOT-HOT--might appear at first glance to be merely a matter of 
safety and convenience, but deeper in the analysis this emerges as an important causal 
factor. At the simple relations level, a major non-correspondence is that the volcano 
model was build by humans out of crafts materials, whereas the authentic volcano was 
built up out of solidified effluent, i.e. lava. Stepping down through the levels of the 
analysis, we can see how the distinctive conical shape of the authentic volcano builds 
up, beginning from the attribute that lava IS-HOT. Because hot magma emerges into 
cooler air, the authentic volcano HAS-TEMPERATURE-GRADIENT from hotter,  
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more recent effluent near the vent opening to cooler, older effluent farther away from 
the vent opening. This important simple relation in the authentic volcano has no coun-
terpart in the model volcano. Lava becomes more viscous as it cools, and thus at the 
higher order relations level of the authentic volcano we see that HAS-TEMPERTURE-
GRADIENT CAUSES HAS-VISCOSITY-GRADIENT between hotter, less viscous, 
newly-erupted lava near the vent opening and cooler, more viscous lava farther from the 
vent. Again, there is no counterpart relation in the classroom model. At the systematicity 
level, we see that in both the classroom model and the authentic volcano, the behavior 
of FLOWS-DOWN-CONE-SIDES is initiated and maintained because the conical 
structure HAS-POTENTIAL-ENERGY-GRADIENT between the top and bottom of 
the structure. Although the causality of initiating and maintaining the flows in the model 
system and Earth system are the same, the causality of stopping the flows is different. In 
the classroom model, with its low viscosity vinegar mixture, the STOP-POINT of the 
flow occurs when the effluent runs out of potential energy at the base of the structure 
and puddles in the tray or spills onto the table. With a real lava flow on a real volcano, 
STOP-POINT of each flow occurs when the cooling lava becomes too viscous for con-
tinued motion on the available slope, and freezes on the spot. The distinctive IS-
CONICAL shape of an authentic volcano is an emergent property caused by successive 
lava flows, each traveling part of the way down the volcano’s flank and freezing in 
place, with larger numbers of flows traveling shorter distances.   

Although the baking soda volcano model does not afford an understanding of the 
causal relationships that underlie the distinctive conical volcano shape, there is another 
aspect of eruption behavior that could be supported with this model. At the simple rela-
tions level, we note that the effluent in both the model and the volcano IS-MIXTURE-OF 
liquid and gas. Although the source of the gas does not correspond, in both systems the 
presence of gas bubbles in the mixture CAUSES-OVERPRESSURE in the chamber. At 
the higher relations level, this overpressure CAUSES the effluent to EMERGE-
SUDDENLY-AND-VOLUMINOUSLY. Thus a potential affordance of this model 
would be to support learning about the role of gas in building up the pressure that causes 
eruptions. However, the model is rarely used to teach this concept. At the grade levels 
where this model is typically used, magma is usually defined as “molten rock”; gas is not 
even mentioned. It seems possible that the familiar baking soda volcano could be reintro-
duced after students have some understanding of the relations among pressure, tempera-
ture, and changes of state from their studies of physical sciences. At this point, the baking 
soda volcano might be used to trigger an inquiry about whether there is gas in magma 
(answer: yes), where the gas comes from (answer: it exsolves from the liquid), and what 
makes the gas form (answer: as the magma rises, the pressure decreases, enabling the 
change of state of the most volatile components of the magma from liquid to gas).     

In summary, the baking soda volcano model lacks the crucial set of relations be-
tween the temperature and viscosity of the effluent that cause authentic lava to cease 
flowing and freeze in place in the course of moving away from the vent. The low 
viscosity vinegar mixture simply flows down the potential energy gradient of the 
sloping side of the cone until it reaches the flat tray or table, and does not contribute 
to building the structure. This non-correspondence undermines one of the most impor-
tant meta-messages of Earth Science education: that the form of extant Earth struc-
tures preserves clues to their formative processes. On the other hand, the model does 
afford an understanding of the role of gas in causing the overpressure that leads mag-
matic eruptions to be sudden and effusive. 
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3   Discussion 

Analogies are common in geoscience education, perhaps because so much of the field 
deals with processes and forces that students cannot perceive directly [15]. In addition 
to the physical models emphasized here, earth science educators and curriculum mate-
rials make abundant use of verbal and diagrammatic analogies [16]. 

Gentner’s structural framework for analogical reasoning has proven to be a power-
ful methodology for revealing and documenting both the linkages and disconnects 
between two widely used classroom teaching models and the analogous phenomena in 
the full-scale Earth System. Application of this approach to the aquarium convection 
model confirms teachers’ reports that this model has the potential to support deep 
insights about the analogous Earth processes, as shown by the presence of mappings 
at the level of higher order relations and systematicity. Application of this approach to 
the baking soda volcano model confirms the criticism that the model fails to support 
understanding of the relationship between the shape of the volcano and its formative 
process. However, the mapping also revealed an underappreciated and underexploited 
source-target correspondence concerning the role of pressurized gas in causing the 
sudden and voluminous effusion from both model and volcano.   

The two systems analyzed share an important non-correspondence at the attribute 
level, in that the classroom model is at the scale of centimeters while the analogous 
portion of the Earth System is at the scale of kilometers. This non-correspondence is 
common to almost all Earth Science teaching models, and is an inevitable conse-
quence of the discrepancy between the size of the Earth and classroom. One exception 
would be the laboratory activity in which crystals of a low-melting temperature mate-
rial are grown at room temperature (forming large crystals) and on ice (forming small 
crystals), which is a classroom analog for slowly cooling intrusive and quickly-
cooling extrusive igneous rocks [17]. In that model, the length scale is similar be-
tween classroom model and Earth system, but the temporal scale is different.     

In both of the systems analyzed, the features of the classroom model most likely to 
be noticed by students left on their own to explore, observe and describe the model 
are features at the attribute level. These include the rising and sinking water of the 
aquarium convection model, and the sudden and voluminous emergence of effluent in 
the baking soda volcano model. Purposefully crafted curriculum materials and skillful 
guidance from the teacher [18] will be needed to ensure that students notice and un-
derstand what is going on in the classroom model at the level of relations or sys-
tematicity. If students have not understood these higher order relations in the model 
system, the analogy cannot support students in understanding the higher order rela-
tions in the Earth system.  

When utilizing such models as part of science instruction, some of the most pro-
found learning opportunities arise if and when students critically examine the corre-
spondences and non-correspondences between the classroom model and the Earth 
system. If students question “what would be heating the atmosphere from below like 
the candles in the model?” or “what in Nature builds up the pressure like the gas bub-
bles in the model?”, the door is opened to a deeper understanding of Earth processes. 
Note that the model does not convey this deeper understanding by itself. Excellent 
inquiry-based pedagogy is required to bring students to the point where they will 
notice the potential discrepancy and pose the critical questions, and then to guide 
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them to find answers to their questions through reasoning and research. Kurtz, et al 
[19] have shown that merely exposing students to an analogous pair of situations side 
by side is of limited effectiveness in fostering their ability to detect meaningful differ-
ences. Substantial insights about similarities and differences between the analogs 
emerged only when the experimenters required their undergraduate participants to 
articulate the analogical mapping by assigning specific correspondences between 
elements of the two scenarios in a written exercise. The bottom line is that both high-
quality models and high-quality instruction are needed to most effectively support 
students in developing their understanding of the Earth system.  

We foresee three applications of this line of work. First, would be to give guidance 
to teachers and curriculum developers regarding their choices of classroom physical 
models, favoring models that have more substantial affordances. Second, would be to 
inform the design of learning activities and assessments, to ensure that these materials 
foster and probe students’ understanding of higher order relations and systematicity in 
the model and the Earth System, not just the more superficial attributes and simple 
relations. Third, would be to develop teachers’ guides and professional development 
training to help teachers perceive and convey the both the simpler and more complex 
correspondences between model and Earth systems. We do not anticipate that most 
teachers will be able to work directly from analyses such as figures 3 and 5; we will 
be testing other representational strategies such as concept maps to convey the gist of 
the analogical mapping in a more user-friendly format. In the remaining years of our 
project, we will be carrying out methodical observation and analysis of teachers’ and 
students’ use of tabletop models in middle- and high-school Earth Science class-
rooms, with the goal of understanding and improving how students learn about the 
Earth System through exploration of analog models.  
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Abstract. Spatial perspective refers to the use of reference systems in extended 
spatial descriptions and wayfinding. Variable viewpoints, conceptualizations, 
and reference terms may lead speakers to describe an environment and move-
ment in it in a route perspective or a survey/gaze perspective. Previous research 
has indicated the role of a number of environmental, individual, and learning 
factors in choice of perspective. Here, in two experiments set up in a confeder-
ate experimental paradigm with speakers taking turns in describing routes on 
schematic maps, choice of spatial perspective was influenced also by the use of 
perspective of the dialogic partner, both before and after they switch perspec-
tive. Perspective priming did not occur when partners used perspective incon-
sistently, however. Participants with low spatial ability as assessed in a  
self-report measure did not align with their partner when the switch was from 
route to survey perspective. Results are discussed in the framework of interac-
tive alignment. These studies also found considerable inter-individual variation 
in the stability vs. flexibility of spatial perspective use.   

1   Introduction  

When attempting to describe how to get from a departure point to a destination, one 
can employ a multitude of means, from simple pointing to entire novels. One and the 
same entity or event in reality may be associated with various alternative representa-
tions in our mind, at the level of percepts, concepts, and verbal expression. Such vari-
ety exists not only within an individual’s cognitive representation but can also be 
revealing of differences across minds. Communication about the world is grounded in 
schemas which are mutually shared, thus mutually comprehensible, and at the same 
time also flexible and adaptive to the situation at hand and to the person we try to 
communicate with.  

In spatial reference, different conceptualizations can be found in the choices of spa-
tial perspective and frames of reference. In particular, perspective taking involves 
abstracting from the visual scene and organizing and packaging information in accor-
dance with one or another type of viewpoint. Spatial perspective varieties can be 
characterized in different ways. Here we will adopt a binary distinction which is a 
simplified yet common typology [1, 2]. A route or environment can be described from 
an embedded (route or egocentric) perspective, that is, from within the environment, 
based on the way-finder, as embedded in the path, or from an external (survey or 
allocentric) perspective, that is, a viewpoint external to the environment, commonly 
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associated with maps and cardinal directions, the way people would look at a map or 
a drawing of a route. For the sake of brevity and simplicity, we will refer to these as 
route perspective and survey perspective, a distinction that is examined in the research 
reported here. Previous studies have demonstrated that a number of individual, envi-
ronmental, and learning factors can produce variation in spatial perspective in verbal 
descriptions. Mode of acquisition has been shown to affect perspective choices in 
spatial memory, for example, participants who studied maps gave more accurate re-
sponses later in survey perspective tasks whereas participants who were doing naviga-
tion gave more accurate responses to route perspective tasks [3]. Taylor & Tversky 
[4] tested the influence of four environmental features on spatial perspective choices 
and found that although overall most participants’ descriptions followed a survey or a 
mixed perspective, preference for the use of route perspective was enhanced in  
environments that contained a single path vs. multiple paths and environments that 
contained landmarks of a single size scale vs. landmarks of varying size. Bugman, 
Coventry, and Newstead [5] found that context of retrieval (frequency of visitation vs. 
importance of activities) can affect spatial perspective choices, too.  

Intra-individual variability in spatial perspective choices involves speakers switch-
ing perspective – participants tend to mix perspectives quite regularly, for example, 
27 out of 67 participants in Taylor & Tversky’s [4] first experiment and 74 out of 192 
participants in their second experiment mixed perspectives in their descriptions. On 
the other hand, consistency in the use of a reference frame has also been established 
in a number of studies, for example, Vorwerg [6] found that speakers tended to repeat 
spatial reference frame, lexical and syntactic choices across successive spatial utter-
ances in a localization task. There are multiple reasons why a speaker may or may not 
switch from one perspective to another, for instance, because of some features of the 
environment or the task. However, although most studies have researched spatial 
perspective choices in a monologue setting, one important reason for initial perspec-
tive choice and subsequent switches may be the behavior of the interlocutor (conver-
sation partner) in a typical dialogue setting of giving road instructions, for example. In 
recent years, in addition to the dominant monologue settings, several studies have 
attempted to address the issue of communicative interaction. Schober [7] showed that 
speakers set spatial perspectives differently with actual addressees than with imagi-
nary ones. In a study by Striegnitz, Tepper, Lovett, & Cassel [8] there was an  
increased use of survey perspective in response to clarification questions and in re-
phrasal of previously given route descriptions. Watson, Pickering, & Branigan [9] 
found priming effects of reference frame in a confederate task where speakers de-
scribed the location of an abstract shape with respect different objects on a series of 
drawings.  

Of particular interest and relevance to the research reported here are two studies 
that reveal the importance of individual differences. Levelt [10] found evidence for 
differences in what he called ‘cognitive styles’ between ‘jumpers’ and ‘movers’ in 
spatial descriptions of a network of abstract nodes, and between cognitive types such 
as ‘pattern-oriented’ and ‘ego-oriented’ types. Participants in this study showed a 
rather consistent style of orientation in describing spatial patterns, both within and 
across descriptions of a series of 53 patterns. In a task where speakers (directors) 
described spatial arrangements to their partners (matchers), Schober [11] tested for 
the influence of individual spatial ability on choice of perspective (with respect to 
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viewpoint) and how successful the interaction of the two partners in a dyad was in 
terms of comprehension accuracy.  In his study, low ability directors were more likely 
to take their own perspective while high ability directors were more likely to take 
their partner’s perspective. Ability did not affect the use of neutral and object-
centered descriptions. Generally, the literature on spatial cognition, and in particular, 
on wayfinding and route descriptions, abounds in examples of variability in skills and 
preferences across individuals. To what extent individual spatial ability may affect 
speakers’ descriptive behavior in terms of consistency and flexibility of use of spatial 
perspective is still an open question.   

The variability of spatial perspective and perspective switching also make this 
phenomenon a suitable testing ground of coordination of speakers’ choices in dia-
logue. Thus, two strands of research and related questions are in the combined focus 
of this paper—spatial perspective use and dialogic interaction.  

The interactive alignment model [12] posits that a large share of speech production 
choices in dialogic situations can be explained via an automatic mechanism involving 
priming at multiple levels of linguistic representation and, in addition, percolation of 
activation across these levels. Furthermore, alignment of situation models is achieved 
on the basis of such lower-level alignment of representations. While the model also 
allows for alignment via explicit reasoning and modeling of the partner’s mental 
states and mental model updating, it places a particular emphasis on these low-level 
mechanisms. Alternative accounts of dialogue behavior question the explanatory 
power of automatic priming in dialogic coordination and underline the role of (ex-
plicit) modeling of partners and their mental states of representation. Thus, common 
conversational ground is the outcome of a joint effort on behalf of interlocutors who 
attend to the degree to which information is mutually shared [13]. Research on dia-
logue has addressed how speakers deal with variability and ambiguity in order to 
achieve alignment of situation models.  

When dialogue partners refer to the same scene, they select a frame of reference or 
a perspective for the description. Thus, in dialogue, perspective use and perspective 
switching are part of the overall process of coordination. Does choice of perspective 
depend then on the previous use or preference for a certain perspective shown by 
one’s dialogue partner, i.e., do speakers align in their choices of a spatial descriptive 
schema? If so, to what extent can this influence be modulated by the degree of consis-
tency of partners’ choices? Furthermore, how flexible is this process of coordination 
and perspective choice? Does the first ‘conceptual pact’ [14] one strikes implicitly 
with one’s partner remain dominant throughout an interaction, and if your partner 
switches perspective, are you more likely to adhere to their initial perspective choice, 
or to switch along, and re-align spatial perspectives? Additionally, we ask, do these 
choices depend on the individual spatial ability of speakers? Would lower spatial 
ability be associated with more inconsistent use of perspective, or with a systematic 
preference for one kind of perspective over another? Alternatively, one might expect 
that an individual’s higher spatial ability would make it possible for them to be more 
flexible, switch, and align, and re-align, and generally ‘juggle’ with perspective 
choices more easily than lower ability speakers would do.   

In the studies presented here, there were two clearly possible perspectives on the 
scene and route to be described: survey (gaze) and route perspective. Route perspec-
tive is by far the more natural way to describe routes whereas survey perspective is 
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more typical of location descriptions. In order to enhance the probability of use of the 
survey (gaze) perspective and to bring the two more into balance, the maps to be 
described were positioned vertically, which also corresponds to viewing maps on a 
screen.  

In the first experiment, we ask first whether speakers align choices of spatial per-
spective when their partner follows one perspective consistently in a short sequence 
of descriptions (four maps with routes). We also ask whether spatial perspective 
alignment continues even when the partner switches perspectives and offers a subse-
quent series of descriptions in an alternative perspective and to what extent such be-
havior may be associated with different levels of spatial ability. 

2   Experiment 1  

As stated above, this experiment was designed to examine two related questions. 
First, whether speakers align on spatial perspective, and second, if they continue to 
align with their partners even when their partners switch perspective half-way through 
the experimental session, i.e., between an early and a later experimental block. If 
speakers rely on an enduring model of partner preferences formed upon first encoun-
ter, that is, built on the basis of their experience during the early block, then perspec-
tive switch by the confederate should not reverse speakers’ choices in accordance 
with the new spatial perspective bias exhibited in the later block. If speakers are sensi-
tive not only to initial partner preferences but they also update their model of their 
partner (after the switch), then they should also show a tendency to switch perspective 
in a similar way. A third possibility also exists—the fact that their partners have used 
both route and survey perspectives and that they switched between them may reduce 
speakers’ preferences for either perspective and lead them to choose between perspec-
tives more or less randomly. 

2.1   Method  

The design of the experiment included prime perspective (route vs. survey), order of 
prime experimental block (route-then-survey vs. survey-then-route) and spatial ability 
level (high vs. low in a median cut) as independent variables and mean percent choice 
of route perspective on each experimental block as the dependent variable.  

Participants. 24 participants (3 male) took part in the experiment. They were univer-
sity students with a mean age of 21.08 years (range 19 – 31) who received course 
credit or were paid for their participation. All were native German speakers.   

Stimuli. Thirty-two simplified map drawings were used in the study. Six different maps 
were created and a total of 16 different routes. Stimuli were pseudo-randomized with 
the following constraints: no two consecutive maps (configurations of building blocks 
and streets) were the same, and neither the start nor the end points of the routes on con-
secutive maps were the same. Routes were pre-drawn on the maps so as to exclude a 
route planning component in the task and focus exclusively on the choice of spatial 
perspective (see Fig.1 for an example). There were 16 experimental trials (8 prime-
target pairs) and 16 fillers. The maps and routes on the experimental prime-target trials 
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were designed so as to be compatible with both route perspective and survey perspective 
descriptions. Confederates’ descriptions of routes were in either route perspective or 
survey perspective. Filler maps and routes were drawn in such a way as to minimize the 
use of spatial perspective, for example, involving a circular trajectory. Furthermore, 
confederates’ scripted descriptions on these trials did not contain any indication of spa-
tial perspective.  

Each experimental prime-target pair was preceded by two filler items. There were 
two blocks of experimental pairs, an early and a later one. The spatial perspective of 
the confederate primes was consistent within each block and was in either route or 
survey perspective.  In addition, confederates’ scripted descriptions on the two blocks 
differed in spatial perspective, i.e., the confederate switched perspectives between the 
early and the later block of trials.   

 

Fig. 1. Example of a map and its pre-drawn route. The triangle indicates the position and orien-
tation at the start. 

Procedure. Each participant was seated across a desk from the confederate with a 
visual barrier placed between them. A stack of cards with identical maps and routes 
drawn were placed in front of each of them on a vertical stand. In addition, the con-
federate used a list of pre-scripted descriptions matching their cards in either route or 
survey perspective. The scripted responses of the confederate were not visible. We 
took special care to minimize possible suspicions on behalf of the participants that 
their partner in the experiment may not be a naïve participant such as they were, in-
cluding greeting routines, familiarization procedures, instructions, etc. Confederates 
were student assistants of the same age and population who were trained to act naïve. 
Participants and confederates took turns in describing the routes on these cards. A red 
and a green dot marked on the back of each card were used to indicate whose turn it 
was to speak. Confederates were the first to speak, thus ensuring that their utterances 
(primes) precede those of the participants on target trials. Participants were instructed 
to monitor the descriptions of their partner for accuracy and to offer a correction 
whenever they noted an incorrect description. Three deliberate errors were built into 
the script on filler items. This instruction ensured that participants were attending to 
their partners’ descriptions. At the end of the experimental session, participants filled 
out a questionnaire which included questions asking what they thought the experiment 
was about and what they thought about their partner’s behavior. As nobody indicated 
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any suspicions that their partner may not have been a naïve participant such as they 
were, the data of all participants were accepted for analysis.  

This procedural setup is a close replica of the procedure in [15] which studied  
the effects of participant role on syntactic alignment. Testing was conducted in the 
German language.  

At the end of the experimental session, we also collected participants’ responses to 
eleven 7-point scales of self-assessment of spatial ability, including the production 
and comprehension of route description, distance judgment, sense of orientation, use 
of cardinal reference points, map reading, etc. from the Freiburg Version of the Santa 
Barbara Sense of Direction Scale1.  

2.2   Results 

The pre-analysis procedure was identical for the data in Experiment 1 and Experiment 
2 and will be described here jointly. Participants’ responses were classified according 
to the spatial perspective used as belonging to one of three categories: route perspec-
tive, survey perspective, or mixed perspective. Experimental prime-target pairs on 
which the confederate made a mistake (1.99%) were excluded from the analysis, as 
well as those where the participant offered a correction to their partner’s description 
of an experimental item (20.39%). Route perspective was the preferred default option 
so in the majority of these cases participants offered a ‘correction’ of the confeder-
ate’s survey perspective description into a route perspective one. The following are 
examples of participant responses to the map and route in Fig.1 coded as route  
perspective (a), survey perspective (b), and mixed perspective (c) in their original 
German and in translation: 

   
  (a) hier gehst du geradeaus und biegst dann links ab 
  E. here you go straight and then turn left  
   
  (b) hier gehst du erst nach äh links und dann nach unten 
  E. here you first go uhm left and then down  
   
  (c) hier geht‘s geradeaus und dann nach unten  
  E. here one goes straight and then down  
   
The data for each participant for each block (early and late) were converted into 

mean percent use of route perspective.  
Participants were classified into two groups of high and low ability based on the 

self-report measure which was the average score on the eleven items of the Freiburg 
Santa Barbara Sense of Direction scale. Twelve participants formed the high ability 
group, M = 4.45, SD = .39, range 3.91 – 5.27. Another twelve formed the low ability 
group. M = 3.15, SD = .41, range 2.55 – 3.82. A two-tailed t-test for independent 
samples confirmed that the two groups differed significantly in terms of their self-
assessment score on this measure, t(22) = 8.01, p < .001.  

                                                           
1 Due to technical error, data on the last four of the fifteen items were not collected.  
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A mixed between-within participants analysis of variance was conducted to assess 
the impact of prime perspective (route vs. survey), order of prime perspective (route 
on the early block and survey on the later block vs. survey on the early block and 
survey on the later block) and individual spatial ability (high vs. low ability on the 
sense of direction scale) on the mean percent use of route perspective. There was a 
main effect of prime perspective, Wilks Lambda = .46, F(1,20) = 23.34, p < .001, 
partial eta squared = .54, and, more importantly, a significant three-way interaction of 
prime perspective, order of prime, and spatial ability, Wilks Lambda = .72, F(1,20) = 
7.89, p = .011, partial eta squared = .28.  

To unpack the interaction, separate analyses were conducted for each of the two 
spatial ability groups (high and low ability). A repeated measures analysis of percent 
use of route perspective with order of prime as a between participant variable and 
prime perspective as a within participant variable in the high ability group revealed no 
interaction between these two factors, Wilks Lambda = . 93, F(1,10) = .81, p = . 39, 
and an effect of prime, Wilks Lambda = .42, F(1,10) = .14.02, p < .01, partial eta 
squared = .58. There was no difference between the two orders of prime perspective, 
F(1,10) = 2.35, p = .16. A repeated measures analysis of variance on the mean percent 
use of route perspective with the same between and within participant variables for 
the low ability group resulted in a significant two-way interaction of prime perspec-
tive and order of prime, Wilks Lambda = .55, F(1,10) = 8.34, p < .05, partial eta 
squared = .45.  

Generally, participants’ use of spatial perspective was guided by the perspective 
they heard their partner use (the prime perspective) – the mean percent use of route 
(vs. survey and mixed) perspective was much higher overall in the route prime condi-
tion than the survey prime condition. Furthermore, the high ability participants exhib-
ited a general tendency to adapt to their partner’s choices in the direction of priming 
on the later block (after the switch), decreasing their use of route perspective (from 
83.33% to 47.17%) when their partner switched from route to survey perspective, and 
increasing their use of route perspective (from 72.33% to 94.50%) when their partner 
switched from survey to route perspective. The low ability participants, however, only 
switched along when their partner changed their perspective choices from survey to 
route perspective (from 37.50% to 95.83%) and not vice versa (94.50% vs. 91.67%). 
They persisted in using the route perspective in their descriptions on the later block 
even after their partner had shifted towards survey perspective use (see Table 1).  

2.3   Discussion 

Experiment 1 showed that speakers do align spatial perspectives with their partners. 
Those who heard their partner use a survey perspective consistently on the early block 
of four consecutive experimental trials were less likely to adhere to the otherwise 
preferred default of route perspective and used instead survey perspective themselves 
or a mix of the two perspectives in their descriptions. This effect was especially pro-
nounced in the low ability group where the difference in the mean percent use of route 
perspective in the two prime conditions on the early block was 57%. In comparison, 
there was less variation in the choice of perspective as a function of prime perspective 
for the participants from the high ability group (only 11% difference). However, gen-
erally speaking, the priming effect was not confined to the early experimental block  
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Table 1. Mean percent use (standard deviations in brackets) of route perspective before and 
after perspective switch in Experiment 1 for high and low spatial ability (sense of direction, 
SOD) for the two orders of prime (route-survey and survey-route) 

 High ability (SOD) Low ability (SOD) 

 

 
Early block  
pre-switch 

 

Later block 
after switch 

Early block  
before switch 

Later block 
after switch 

Route – 
Survey 
order 

83.33 (20.41) 47.17 (32.78) 94.50 (13.47) 91.67 (20.41) 

Survey – 
Route 
order 

72.33 (27.70) 94.50 (13.47) 37.50 (49.37) 95.83 (10.21) 

only. Perspective priming also occurred on the later block of four target trials as well. 
This is particularly striking in view of the nature of the second (later) experimental 
pairs. During those trials, the confederate used the alternative perspective to the one 
he or she used on the early block, thus displaying a switch from survey to route per-
spective or vice versa. In this sense, although on each set of four consecutive trials the 
confederate had made consistent perspective ‘choices’ in their descriptions, across the 
two experimental blocks their behavior appeared inconsistent, and yet, participants 
had the same tendency to align with their partners later as well as earlier during the 
experimental session. This is notable for two reasons. First, it shows that spatial per-
spective is used flexibly, and that speakers make use of the possibility to switch per-
spective with relative ease. Second, it also shows that speakers were not entrained on 
the first perspective only that they heard their partner use but that they updated. In this 
sense, this experiment has provided evidence for speakers’ sensitivity to their part-
ners’ changes in behavior and preference for a representation scheme.  

Perspective priming, however, occurred in rather different patterns in the two (high 
and low) ability groups. First, as noted above, unlike high ability participants, low 
ability participants showed a very large priming effect on the early block with a 57% 
difference in the mean percent use of route perspective between the two prime condi-
tions. The patterns diverged further in an interesting way on the later experimental 
block. While the perspective prime produced by the confederate resulted in a 47% gap 
in perspective choices for the high ability participants, there was hardly any difference 
across the two prime conditions for the low ability group. One possible interpretation 
of these results would be that the low ability participants did not align in spatial per-
spective with their partner after their partner switched perspective preference between 
the early and the later block. A closer look at the pattern of results separately for the 
two orders of prime, however, reveals a more complex picture. The low ability par-
ticipants who had been exposed to priming by the route perspective on the early block 
did not change their preference, indeed, and continued to use mostly the same route 
perspective even when their partner switched clearly to survey perspective. The low 
ability participants who received perspective priming in the survey perspective on the 
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early block, on the other hand, and who as a group had shown an interactive align-
ment effect on that early block, did show such an effect after their partner switched 
from survey perspective on the early block to route perspective use on the later block. 
That is, absence of interactive alignment as such is not sufficient to explain parsimo-
niously the pattern of perspective use in the low ability group after the switch.  
Instead, two mechanisms appear to have a combined influence on their choices, align-
ment of spatial perspective with one’s partner being one of them when we compare 
choices on the early and later blocks. The second source of influence is the general 
preference for one of the perspectives in this study, namely, the route, or path-
embedded perspective. Once established as a valid and consistently used choice by 
the partner in an interaction, it appeared to be much more preferred by the low ability 
participants even after the switch. Route perspective dominated participants’ descrip-
tions generally, and when they made corrections to their partner’s (confederate) de-
scriptions, they were almost exclusively on trials where the confederate used survey 
perspective and participants ‘corrected’ their descriptions by suggesting that the alter-
native route perspective should be used instead.  

One might be tempted to argue that in this sense our low ability participants have 
shown a consistency effect in that they consistently adhered to one and the same per-
spective throughout the experiment, i.e., in the face of both route and survey perspec-
tive primes. This interpretation, however, can only be limited to one of the two orders 
of prime, route-then-survey, as low ability participants did not stick to survey per-
spective throughout the study in the survey-then-route order of primes. That is, intra-
individual consistency of perspective choice was salient for the route perspective but 
not for the survey perspective here. We interpret this as a markedness, or default bias, 
effect. When one of two choices is the default, preferred (unmarked) choice, then 
switching away from this option after it has been used previously may be costly and 
require more motivation whereas switching from the dispreferred (cognitively 
marked) option to the preferred default option would be easier to accomplish and 
more likely. In this study, route perspective was clearly the dominant, unmarked op-
tion and survey perspective was the dispreferred, marked one. All in all, what this 
amounts to is that for the low ability participants switching along with their partner in 
the route-then-survey order may have been more difficult and/or seen as less neces-
sary and therefore not typical of their behavior.  

On the other hand, if consistency were to exert a stronger influence on spatial 
choice than interactive alignment, then one would not expect to find much perspective 
priming after their partner’s switch in the high ability group who could stick to their 
partner’s original perspective choice on the early block even when that was in the 
dispreferred survey perspective, given that they may be less adversely affected by 
having to use the marked, dispreferred perspective. However, the data support an 
explanation where consistency of perspective use is a less powerful mechanism in an 
interactive situation such as the confederate setup in our study than in the monologic 
settings used in much of the literature so far [6, 10].   

In summary, on the early block, before the switch, low ability participants showed 
a large perspective priming effect by adapting considerably to the way perspective 
was used by their partner but after their partner’s switch this form of interpersonal 
adaptation was modulated by the degree to which the two perspectives (route vs. 
survey/mixed) were dispreferred in the task in that they adapted easily to a switch 
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away from the dispreferred to the preferred perspective (from survey to route) but not 
the other way round. A different pattern emerged in the high ability group who 
showed a general priming effect independent of the order of experimental blocks and 
spatial perspectives, i.e., a general ability and readiness to adapt to their partner and to 
switch perspectives. 

3   Experiment 2 

The results of the first experiment provided evidence for speakers’ alignment with 
their partner at the conceptual level of spatial perspective both before and after their 
partner switched from an initial perspective (route or survey) to its alternative. How-
ever, within each of the two experimental blocks, confederates adhered consistently to 
one perspective only. Thus, although they switched perspective on the later block, 
prime perspective also remained constant for all four experimental pairs within that 
block. It is not clear, however, whether speakers’ alignment on spatial perspective 
may have been influenced by this high degree of consistency within an experimental 
block. The second experiment set out to test whether speakers would also show con-
ceptual alignment of spatial perspective with their partner even if the partner showed 
high inconsistency and switched perspective all the time, that is, between trials rather 
than between experimental blocks (as in Experiment 1). Constantly switching spatial 
perspective may make the confederate’s choices appear more random and may thus 
lead participants to adopt a generally ‘random’ choice approach themselves. To dis-
tinguish between this possible outcome and systematic alignment with one’s partner 
even in the face of the partner’s inconsistency, we conducted the second experiment 
and ran an analysis of speakers’ choices as a function of the immediately preceding 
prime for each target item.  

3.1   Method 

The design of the second experiment was simpler than the first one. It included prime 
perspective (route vs. survey) as an independent variable and mean percent choice of 
route perspective as the dependent variable. However, prime perspective in this case 
was inconsistent, i.e., constantly alternating between trials. In addition, we also exam-
ined the impact of individual spatial ability on participants’ behavior here as well.  

Participants. 19 participants (3 male) took part in the experiment. They were univer-
sity students with a mean age of 21.32 years (range 19 – 28) who received course 
credit or were paid for their participation. All were native German speakers.  

Stimuli. The same visual stimuli were used as in Experiment 1. However, in this sec-
ond experiment, the confederate switched perspective on each trial. The first descrip-
tion they gave was in route perspective in one of the experimental lists and in survey 
perspective in the other list. Thus, the perspective of the confederate primes was incon-
sistent across trials within each of the experimental blocks (both early and late).  

Procedure. The procedure was identical to the one used in Experiment 1.    
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3.2   Results 

As in the first experiment, participants were classified into two groups of high and 
low ability based on the self-report measure which was the average score on eleven 
items of the Freiburg Santa Barbara Sense of Direction scale. Ten participants formed 
the high ability group, M = 4.62, SD = .40, range 3.91 – 5.36. Another nine formed 
the low ability group, M = 3.48, SD = .34, range 2.82 – 3.82. A two-tailed t-test for 
independent samples confirmed that the two groups differed significantly in terms of 
their self-assessment score on this measure, t(18) = 6.58, p < .001.  

Participants’ responses were classified according to the spatial perspective used as 
in Experiment 1. The data for each prime condition (route and survey perspective 
prime) for each participant were converted into mean percent use of route perspective. 
Only sixteen participants’ data were included in the analysis as there were no valid 
data for the remaining three in the survey prime condition.  

A mixed between-within participants’ analysis of variance was conducted to assess 
the impact of prime perspective (route vs. survey) and individual spatial ability (high 
vs. low) on the mean percent use of route perspective. There was no interaction be-
tween the two factors, Wilks Lambda = 1, F(1,14) < .01, p = .98, and although the 
influence of prime perspective on the mean percent use of route perspective by par-
ticipants was in the expected direction, the effect did not reach significance, Wilks 
Lambda = .81, F(1,14) = 3.19, p = .10, partial eta squared = .19 (see Table 2). In the 
survey prime condition, participants in the high ability group produced descriptions in 
the route perspective on average 66.67% of the time in comparison with their descrip-
tions in the route prime condition where they used the route perspective 80.56% of the 
time (see Table 2). Similarly, participants in the low ability group produced fewer 
descriptions in the route perspective when their partner used the survey perspective 
(82.14%) than when their partner used the route perspective (96.43%); although this 
was not a statistically significant effect. 

Table 2. Mean percent use (standard deviations in brackets) of route perspective in Experiment 
2 for high and low spatial ability participants (sense of direction, SOD) for the two prime con-
ditions (route and survey perspective)  

 High ability (SOD) Low ability (SOD) 

Route prime 80.56 (39.09) 96.43 (9.45) 

Survey prime 66.67 (41.46) 82.14 (27.82) 

It is worth reiterating here that the data of only sixteen of the participants (nine 
with high ability and seven with low ability) in the experiment were accepted for this 
analysis because of insufficient data in the survey prime condition for the remaining 
three participants. Their responses on these trials could not be used as valid data 
mostly due to the numerous corrections offered by these participants to their partner’s 
choice of perspective. 
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3.3   Discussion 

The general finding of the first experiment was that speakers aligned in spatial per-
spective with their conversation partners, although this effect was mediated by indi-
vidual spatial ability. However, one good reason for the emergence and persistence of 
alignment may have been that the behavior of the speakers’ partners within experi-
mental blocks remained consistent. If spatial perspective is used inconsistently by 
one’s partner, this kind of information may be less reliable and relevant for speakers 
to be primed by. Experiment 2 put this possibility to the test. Here confederates’ pre-
scripted descriptions switched between the two perspectives constantly, i.e., if their 
first, third, fifth, etc. utterances were in a route perspective, then their second, fourth, 
sixth descriptions were in a survey perspective, and vice versa. The analysis of the 
data revealed that participants did not align interactively even though on average they 
used more route perspective descriptions after they heard their partner use route per-
spective on the immediately preceding trial than if they heard their partner use a sur-
vey perspective. This difference, however, did not yield a statistically significant 
effect. Furthermore, individual spatial ability did not make a difference, either. There-
fore, in a comparison of the findings of experiment 1 and experiment 2, we can  
conclude that spatial perspective alignment is constrained by the relative degree of 
consistency of speakers’ descriptions, although not necessarily by perspective switch-
ing. That is, speakers may still be primed by the spatial perspective they heard even 
when their partner made a switch after having produced a number of consistent de-
scriptions, as in experiment 1, but not when the partner uses perspective inconsis-
tently, switching to and fro all the time.  

However, this interpretation can only be offered with a proviso. As described earlier, 
items where the participant objected to the description used by their partner were not 
included in the data set for analysis as priming could not be tested because of an inter-
ruption of the direct prime-target sequence. Nevertheless, the important finding from 
Experiment 2 was that speakers did not align in spatial perspective when their partners 
exhibited a highly inconsistent descriptive behavior by constantly switching between the 
two perspective schemas. Such inconsistency by the partner may have led participants to 
view either perspective as equally suitable and then adopt a less effortful strategy.  

4   Conclusion 

In two experiments, we sought to establish whether speakers align with their partners on 
the spatial perspective used (path-embedded vs. environment-external) in simple route 
descriptions of a series of map drawings. The data in the first study generally confirmed 
this hypothesis while in the second study it was not supported reliably. The critical 
difference between the two experimental designs was the level of consistency of part-
ners’ use of spatial perspective. When partners used perspective consistently in a series 
of descriptions, speakers were more likely to align their perspective choices with them. 
When this was not the case, as in experiment 2 where their partners used spatial per-
spective inconsistently, speakers were not influenced significantly by their choices. 
However, if partners switched perspective only once after having been consistent for a 
block of four trials, speakers still generally aligned with them. Thus, switching itself did 
not lead to an absence of perspective alignment, inconsistent use did.  
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To what extent can we attribute these results to automatic priming as in the interac-
tive alignment framework or to a conscious strategy and mental modeling on behalf of 
speakers? Although it may be difficult to draw a clear line between the two interpreta-
tions, the fact that participants re-aligned after their partners switched perspective 
suggests that automatic priming from repeated exposure to a certain perspective can 
be overridden by more powerful mechanisms such as precedent violation here, or 
breaking a ‘conceptual pact’ established earlier [14]. Unless we postulate individual 
variability in susceptibility to priming, the interaction of individual spatial ability with 
spatial perspective alignment as seen in experiment 1 also paints a picture more com-
plex than mechanistic priming as the only underlying mechanism.  

The importance of individual differences in spatial cognition has long been in the 
focus of research attention. Here we also examined such differences. The sample of 
participants in the two experiments was not balanced enough to allow us to draw 
clear conclusions on gender differences in speakers’ alignment behavior. 2 How-
ever, we have seen that individual spatial ability played an important role in the 
process of spatial perspective alignment. Low ability participants were more likely 
to be influenced by the initial choice of perspective of their partner on the early 
block before the switch but less so on the later block, in particular they re-aligned 
with their partner and switched along only if the switch was from survey to route 
perspective but not the other way around. Once established as a viable option by 
their partners’ descriptions before the switch, route perspective dominated low 
ability speakers’ choices until the end. In contrast, high ability participants were 
influenced by priming in both perspectives after the switch and re-aligned system-
atically throughout the study and independently of the perspective used. Thus, low 
ability participants were sensitive to partners’ initial choices but showed less ability 
and/or readiness to re-align perspectives after their partners switched. Although we 
may be tempted to interpret the diverging patterns of low and high ability partici-
pants in terms of cognitive load which may have affected participants in the two 
groups to a different extent, presumably producing more disadvantages for the low 
ability group, this may not be the only explanation. As Tversky, Lee, & Mainwaring 
[1] have argued, the cognitive costs of switching perspective may be balanced by 
the cognitive costs of retaining the same perspective, especially in situations where 
switching perspective may be more effective in communication than not switching 
perspective. More work needs to be carried out before we can draw more informed 
conclusions on the relative benefits of consistency vs. flexibility in perspective use, 
in general, and in dialogic settings, in particular, where the issue is related to inter-
personal adaptation.  

Further research into spatial perspective alignment will help solve more mysteries. 
A memory task experiment [16] has revealed spatial perspective priming. A compari-
son of the two studies indicates common underlying mechanisms that need to be ex-
plored further.  

                                                           
2 There were only 6 male participants in the two experiments (3 in experiment 1, and 3 in ex-

periment 2). Interestingly enough, all six used the route perspective throughout their descrip-
tions despite the fact that they were in different experimental prime conditions.  
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Abstract. What role does grammatical aspect play in the time course of under-
standing spatial language, in particular motion events? Although processing  
differences between past progressive (was walking) and simple past (walked) as-
pect suggest differences in prominence of certain semantic properties, details 
about the temporal dynamics of aspect processing have been largely ignored. 
The current work uses mouse-tracking [1] to explore spatial differences in motor 
output response to contextual descriptions and aspectual forms. Participants 
heard descriptions of terrain (difficult or easy) and motion events described with 
either the past progressive or simple past aspectual form while placing a charac-
ter into a scene to match this description. Overall, terrain descriptions modulated 
responses to past progressive more than to simple past in the region of the screen 
corresponding to the path. These results, which suggest that perceptual simula-
tion plays a role in the interpretation of grammatical form, provide new insights 
into the understanding of spatial descriptions that include motion. 

Keywords: Spatial language, Motion verbs, Event understanding, Mouse-
tracking, embodied cognition. 

1   Introduction 

Language and space are intimately connected.  All languages have a system for speci-
fying basic spatial relations, including where things are relative to other things and 
where they are relative to time.  Some of this happens by concatenating lexical items 
to indicate where an object is at any given moment. For instance, the expression “at 
the end” in “John is at the end of his driveway”, tells us that John is standing, sitting 
or otherwise positioned in the end region of his driveway at the time of speaking.  All 
languages have a way to express movement, including movement to and away from 
landmarks, for instance, “John went to the end of this driveway” or “John is coming 
from the end of his driveway”. In these cases, an agent (John) moves from one posi-
tion to another in space and time. Spatial expressions like these are so ubiquitous in 
language that we rarely give them a second thought when we are describing or listen-
ing to descriptions of physical space.  And despite a huge and well-informed literature 
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on how spatial descriptions are used in linguistics and psychology, surprisingly little 
is known about how grammar influences the way they are processed in real-time. In 
particular, what role does grammatical aspect play in the interpretation of past events, 
especially motion events? When is it important to highlight the ongoing nature of an 
event versus its completion, and what consequences does this often implicit distinc-
tion have for understanding where agents and objects are at any given movement?  
This research explores these questions using mouse-tracking, a robust dense-sampling 
method designed to track the fine-grained details of spatial processing in a number of 
cognitive domains [1]. This method allows us to pinpoint where things are at any 
given moment relative to linguistic input and physical space. 

Grammatical aspect provides temporal information about the unfolding of events.  
In this way it provides the speaker and listener implicit, detailed temporal information 
about a reported event, for instance, whether it was completed and whether it was a 
short or long [2, 3]. Such temporal information can certainly influence the way a 
sentence is understood. Take, for example, the following sentences: “David walked to 
the university,” and “David was walking to the university.” Both sentences describe 
an event that occurred in the past, but they use different aspectual forms. The first 
uses the simple past form of the verb “ran,” and emphasizes the completion of the 
action. The second uses the past progressive form, and emphasizes the ongoing nature 
of the action.  The forms verb+ed and was verb+ing are often used to describe the 
same situation in English. (In some languages, this perfective versus imperfective 
distinction is pronounced and highly differentiated. In English, the distinction is much 
more diffuse. See Croft [4] and Frawley, [3].)   However, just how they differ in terms 
of processing is understudied and many questions remain about how they influence 
spatial reasoning. 

In recent work, we began to explore how aspect influences spatial reasoning in a 
series of simple offline studies [5]. In each study, people were shown a picture of a 
path that extended from the foreground of the scene into the background of the scene 
where it terminated at a destination landmark (e.g., a university, mountain range).  
Below the picture was a sentence that related to the scene shown in the picture.  The 
sentence included a moving agent and a motion verb described with either the simple 
past or past progressive aspectual form, for instance, “This morning David walked to 
the university” (simple past) or “This morning David was walking to the university” 
(past progressive).  On the path were 10 unevenly spaced identical silhouette charac-
ters who appeared to be heading to the destination landmark (e.g., figure with leg 
extended forward and arms bent as if in motion and facing the university).  Partici-
pants were instructed to “circle the man that the sentence is most naturally referring 
to.” The results showed that participants were more likely to circle a character in the 
middle region of the path with past progressive sentences (for instance, was walking), 
and more likely to circle a character in the latter region of the path in response to 
simple past sentences (for instance, walked). These results indicated that when par-
ticipants read simple past sentences, they focused on the end of the path, or the loca-
tion of the completed action in the scene. In contrast, when they read past progressive 
sentences, they focused on the middle section of the path, where the ongoing action 
would be taking place.  In these and related offline studies, we showed that different 
aspectual forms have clear consequences for spatial reasoning, in particular, the con-
ceptualization of motion events.  
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The findings of our offline studies resonated with reaction time studies conducted 
by Madden and Zwaan [6]. In analyzing the on-line processing of simple past and past 
progressive event descriptions in a sentence-picture verification task, they found that 
people were generally quicker to respond to pictures showing a completed action after 
they reading a simple past sentence (e.g., “The car sped through the intersection”) 
versus a past progressive sentence (e.g., “The car was speeding through the intersec-
tion”). However, no such latency differences were found when participants read past 
progressive sentences and saw pictures of intermediate action. In brief, their studies 
showed that the simple past draws attention to the end state of the action and the past 
progressive draws attention to a wide and varied range of intermediate stages of an 
action. Although their work provided insights into the processing of aspect and its 
impact on spatial reasoning, many questions remained about the details of processing. 
(For related work on aspect and spatial representation, see 7, 8, and 9). 

Such reaction time data have revealed valuable insights into the processing of as-
pect. However, as suggested by the work of Madden and Zwaan [6], they are some-
what limited when investigating details of representation (especially with the past 
progressive, on-going form). In addition to considering the findings of the offline and 
reaction time experiments mentioned above, it is necessary to consider relevant re-
search on real-time cognitive processing in the dynamics of the response. To gain new 
insights into the role of aspect in event understanding, we consider relevant work on 
real-time cognitive processing in response dynamics. Factors that can affect response 
latencies have been shown to also have the capacity to influence later facets of  
response dynamics. For instance, Abrams and Balota [10] demonstrated that word 
frequency is capable of influencing not only response latencies but also response 
kinematics after a response has been initiated, suggesting ongoing language processes 
may co-exist with ongoing motor processes (see also 11, 12 and 13). Their work 
makes a strong case for examining the dynamic variables of motor movements initi-
ated in response to a stimulus. 

To better understand the potential differences in the on-line processing of different 
aspectual forms, here we use the methodology of computer-mouse tracking. Monitor-
ing the streaming x- and y-coordinates of goal-directed mouse movements in response 
to spoken language is a useful indicator of underlying cognitive processes. In contrast 
to ballistic saccades, arm movements allow for a continuous, smooth motor output 
within a single trial to complement eye-tracking research. Spivey, Grosjean, and 
Knoblich [1] demonstrated that these mouse movements can be used to index the 
continuous activation of lexical alternatives. By recording the x,y coordinates of the 
mouse as it moved with the goal-directed hand motion to click on the appropriate 
object, competition between the partially activate lexical representations was revealed 
in the shape and curvature of the hand-movement trajectories.  

Further, Dale, Kehoe, and Spivey [14] employed this mouse-tracking methodology to 
explore the underlying processing of categorization. In a series of four experiments, 
participants used the mouse to click on one of two categories (e.g., “mammal” or “fish”) 
to categorize either a typical exemplar (“cat”) or an atypical exemplar (“whale”), while 
the computer-mouse movements were recorded.  The results showed spatial differences 
in the average trajectories of the two conditions, with the atypical exemplars’ average 
trajectory diverging away from the typical exemplars’ average trajectory towards the 
competing category response button. Additionally, the movement durations for each 
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condition were significantly different for the two conditions, with the atypical trajecto-
ries having longer overall movement durations than the typical trajectories. These re-
sults reveal nonlinear time course effects in the process of categorization, and significant 
attraction towards the competing category name in the atypical exemplar trajectories.  
Moreover, they provide evidence to complement reaction time data by examining the 
overall movement durations of the two types of trajectories.  

Some of our own work indicates that mouse-tracking is useful and informative for 
exploring research questions on the on-line processing of grammatical aspect [15]. In 
one experiment, participants listened to sentences like, “Tom jogged to the woods and 
then stretched when he got there,” or “Tom was jogging to the woods and then 
stretched when he got there.” While participants heard these sentences, they saw 
scenes consisting of a path curving upwards from left to right, and terminating at the 
destination described in the sentence. A character was located to the right of the be-
ginning of the path and under the destination, separated from the scene by a black box 
framing the destination and path. Similar to our earlier offline results, participants 
dropped the character closer to the center of the path with past progressive sentences 
and closer to the destination with simple past sentences. Further, the two aspectual 
forms elicited significantly different movement durations: Participants moved the 
character into the scene for a longer duration of time with past progressive sentences 
than when they heard simple past sentences. These drop location and movement dura-
tion results converge with and further inform earlier research, supporting that past 
progressive aspect focuses attention on the on-going nature of the action while simple 
past aspect focuses attention on the end state of that action, even during real time 
processing.   

In the current experiment, we set out to extend these findings by investigating the 
way aspect may interact with terrain descriptions. Research has shown that context 
descriptions interact with fictive motion sentences to produce both differences in 
patterns of eye movements and in reaction times [16, 17]. Eye movement data have 
also elucidated the real-time comprehension of fictive motion sentences. Fictive mo-
tion sentences contain motion but no actual movement takes place. For example, “The 
road ran through the valley” contains ran, but the road does not actually run. Richard-
son and Matlock [17] had participants listen to a context sentence describing the ter-
rain, and then a target sentence containing fictive motion. When participants first 
heard context sentences describing the terrain as difficult, inspection times and eye-
movement scanning along the path were increased as opposed to when participants 
heard the terrain described as easy. These results support earlier reaction time results, 
in which participants read narratives describing a terrain, and then made decisions 
about whether a fictive motion sentence was related to the preceding context [16].  
Participants were slower to respond to fictive motion sentences when they had read 
context sentences describing slow travel, long distances, or difficult terrain, than 
when the they had read contexts describing fast travel, short distances, or easy terrain. 
However, no such differences in context descriptions was found when the target sen-
tence did not contain fictive motion (e.g, “The road is in the valley”). Taken together, 
the results provide evidence that fictive motion descriptions affect both reaction times 
and eye-movements by evoking mental representations of motion, and that this is then 
influenced by contextual constraints on that motion. The eye-movement data allow 
for a closer look at the way the constructed mental model and the linguistic descrip-
tion are coordinated. 
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However, the impact and coordination of such descriptions and grammatical aspect 
has not been explored. Here we use the mouse-tracking methodology to investigate 
how different aspectual forms interact with similar context descriptions.  Participants 
heard two sentences. The first provided a contextual description of the path and the 
second manipulated grammatical aspect.  For example, on target trials participants 
heard a context sentence describing the path as either difficult (i.e., “The road to the 
university was rocky and bumpy”) or easy (i.e., “The road to the university was level 
and clear”), before a simple past target sentence  (i.e., “David walked to the university 
where he sat in class”) or a past progressive verb target sentence (i.e., “David was 
walking to the university where he sat in class”). At the same time participants heard 
these sentences, participants saw scenes like Figure 1 below. 

 

Fig. 1. In our experiment, the auditory stimuli (Table 1) were accompanied by a visual scene, 
like this example 

This scene contained a diagonal path that originated halfway up the screen and ex-
tended from the extreme left to the top and center of the screen (corresponding to the 
destination in the sentence). The orientation of the path was changed to this short, 
diagonal path from the long, curvy path of earlier research [5, 15] to allow for more 
thorough and precise investigations of potential spatial and movement duration differ-
ences. A character was located to the right of the beginning of the path and under the 
destination. It was outside of the scene (i.e., separated by a black box that framed the 
destination and path). 

We explored several hypotheses around the role of grammar in the processing of 
spatial descriptions and motion conceptualization. If past progressive sentences elicit 
more attention to the path, then the effect of context description was expected to be 
greater with past progressive sentences than when they contained simple past sen-
tences. We predicted that context would modulate movement durations and spatial 
attraction to the path more in the past progressive sentences than in the simple past 
sentences. We also wanted to explore the influence of the visual scene’s path on 
movement durations. The visual scene---with a path starting halfway up the screen---
would enable us to examine if the trajectories produced in response to each aspectual 
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form would reliably differ for the entire trajectory of the hand or only in the region of 
the screen corresponding to the path.  If differences emerged across the entire trajec-
tory, then the effect of grammatical aspect would appear to be more global, and to 
exert influence across the entire event description. However, if differences emerged 
only in the region of the screen corresponding to the path, then the effect of gram-
matical aspect would appear to be specific to the parts of the event it describes.  

2   Method 

2.1   Participants 

A total of 64 undergraduates at Cornell University participated in the experiment for 
extra credit in psychology courses. All participants were right handed and native 
speakers of American English. 

2.2   Materials 

Twelve sentences were created from adapting the stimuli used in the offline studies of 
Matlock and colleagues [15]. They contained a range of motion verbs, including walk, 
job, run, and hike. A final clause that described an event at the destination was added 
to encouraging movement all the way to the destination. Similarly, two contexts for 
each stimulus were created. Hence, four versions of each of the 12 experimental items 
were created, as shown below: (1a) rough context description, simple past sentence, 
(1b) rough context description, past progressive sentence, (1c) smooth path descrip-
tion, simple past sentence, (1d), smooth path description, past progressive sentence. 

 
1a) The road to the university was rocky and bumpy.  David walked to the university 
where he sat in class. 
1b) The road to the university was rocky and bumpy.  David was walking to the uni-
versity where he sat in class. 
1c) The road to the university was level and clear. David walked to the university 
where he sat in class. 
1d) The road to the university was level and clear. David was walking to the univer-
sity where he sat in class. 
 

Sentences were recorded using a Mac-based speech synthesizer program. Each of 
the 12 experimental items was spliced in order to produce both a past progressive and 
a simple past version, ensuring that the prosody of both of the targets was otherwise 
identical. Similarly, the context description was spliced onto the beginning of each of 
these target sentences. A pause of one second separated the offset of each context 
sentence from the onset of the target sentence. The experimental items were counter-
balanced across four presentation lists. Each list contained three instances of each 
condition, so that all participants heard all twelve target sentences, but only heard one 
version of each.  

Corresponding visual scenes were created for each target sentence pair. Each tar-
get visual scene consisted of a diagonal path starting halfway up and on the extreme 
left side of the screen. The path slanted to the right, terminating in the middle at the 
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top of the screen. A character was located to the right of the beginning of the path and 
under the destination, separated from the scene by a black box framing the destination 
and path. See Figure 1 above. The only moveable item in the scene was the character, 
which subtended an average of 1.53 degrees of visual angle in width by 2.05 degrees 
in height. The destinations were an average of 11.22 degrees of visual angle in width 
by 4.09 degrees in height, and the path itself occupied a square of 8.42 degrees of 
visual angle in width by 6.11 degrees of visual angle in height. The character was 
located 14.25 degrees of visual angle from the destination. The stimuli were presented 
using Macromedia Director MX, and mouse movements were recorded at an average 
sampling rate of 40 Hz. The display resolution was set to 1024 x 768. 

Additionally, to keep participants from developing strategies specific to the ex-
perimental sentences, 12 filler items were created. The fillers were of the same form 
as the target sentences: each contained a context description and either a past progres-
sive or simple past sentence. These filler trials varied from the target trials such that 
the context description provided no information about the path (i.e., “The weather in 
the valley was warm and humid”) and such that they described no movement along 
the path (i.e., “Janet swam in the pool and then dried in the sun,”). These filler items 
were accompanied by 12 filler scenes, created using a short path beginning on the 
right side of the screen and slanting to the top, center of the screen. Besides the direc-
tion of the path, each filler scene was quite similar to the target scenes, for instance, 
character outside of a scene that contained the path and destination mentioned in the 
filler sentence.   

2.3   Procedure 

Participants were asked to make themselves comfortable in front of the computer, and 
allowed to adjust the mouse and mouse-pad to a location that suited them. First, par-
ticipants read instructions to place the character in the scene to make the scene match 
the sentences they heard.  Upon signaling to the experimenter that they understood the 
task, they were next presented with two practice trials (similar in form to the filler 
trials), followed by the experimental task.  At the onset of each trail, participants were 
presented with the entire visual scene.  After a 500 ms preview, the sound file began.  
After the participant had moved the character (though not to any particular location), 
a “Done” button appeared in the bottom left corner of the screen.  Participants clicked 
this button to move to the next trial. A blank screen with a button in the center labeled 
“Click here to go on” separated trials from each other. The entire experiment lasted 
approximately 20 minutes.   

3   Results 

Mouse movements were recorded during the grab-click, transferal, and drop-click of 
the character in the experimental trials. Prior to the analyses, the data were screened 
to remove extremely long trials. Movement durations 20 seconds or more were re-
moved because they constituted an unusually long time for a mouse-movement. Using 
this criteria, only three trials (less than 0.4%) of trajectories, were excluded. 
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3.1   Drop Locations 

Previous offline results revealed that participants chose a location closer to the middle 
of the path as the best representative of a past progressive sentence, while selecting a 
location closer to the destination as the best representative of a simple past sentence 
[5, 15]. By plotting the drop point (location along the path where each participant let 
go of the mouse to “drop” the character) in each of the four conditions, the current 
results demonstrate a similar trend.  See Figure 2. There was not a significant interac-
tion of terrain description and aspect (p’s > .5). However, there was a main effect of 
aspect when comparing the average drop x-coordinate, F (1,62) = 8.462, p < 0.005, 
with the average drop x-coordinate being further left (closer to the path) when partici-
pants heard past progressive sentences (M = 476.71, SD = 68.81) than when they 
heard simple past sentences (M = 494.82, SD = 61.74).  Similarly, there was a main 
effect of aspect when comparing the average drop y-coordinates, F (1,62) = 6.048, p < 
0.017, with the average drop y-coordinate being lower (further from the destination) 
when participants heard past progressive sentences (M = 219.04, SD = 37.02) than 
when they heard simple past sentences (M = 210.65, SD = 41.01).  This tendency to 
drop a character closer to the path in the past progressive condition, and closer to the 
destination in the simple past condition, replicates previous evidence that the ongoing 
nature implied by a past progressive sentence draws attention to the middle portion of 
the path, whereas there is a tendency to focus attention on the destination in response 
to simple past sentences. 

 

Fig. 2. Drop locations in response to simple past sentences (left panel) and past progressive 
sentences (right panel) 

3.2   Movement Durations 

We began our investigation of online processing by looking at the temporal dynamics 
of the movement of the character. There was no significant interaction of context and 
aspect when comparing overall movement durations (i.e., the length of time from the 
initial grab of the character to the final drop of the character into the scene), p’s> .2. 
However, there was a significant interaction of context and aspect on movement dura-
tions within in the region of the screen corresponding to the depicted path, F(1, 63) = 
4.6, p < .036.  See Figure 3. In the region of the path, the average movement duration 
for simple past sentences was not substantially different when the context was first 
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described as rough (M= 2448.33, SD=1848.88) or smooth (M=2478.72, SD= 1527.17).  
On the other hand, the average movement duration in the region of the path for the past 
progressive sentences was slower when the context was first described as rough (M = 
2667.70, SD=1679.86) than when it was described as smooth (M=2121.88, 
SD=1240.13). Because simple past sentences focus attention on completed action, 
context descriptions do not significantly impact the movement dynamics. On the other 
hand, because past progressive sentences encourage attention to the ongoing-ness of 
the action, context descriptions of the location of that ongoing action do influence 
processing. These data extend previous research, suggesting that aspect influences the 
real-time movement dynamics of the event being described, not merely the endstate of 
that event. Also, as predicted, the context descriptions modulate this on-line measure 
when aspect focuses attention to the ongoing action of the motion event. 

 

Fig. 3. Movement duration differences in the region of the visual scene corresponding to the 
path. When participants heard rough terrain descriptions preceding the past progressive sen-
tences, they moved the character more slowly in the region of the screen corresponding to the 
path than when they heard the terrain described as easy. Terrain description did not change such 
movement durations when participants heard simple past sentences. 

3.3   Raw Time 

To begin to compare spatial attraction to the visual scene’s path across conditions, we 
first looked at average x- and y-coordinates within eight 500ms time-bins of the 
movement duration. There was no significant interaction between aspect and terrain, 
p’s>.1, or main effect of either variable, p’s>2. However, breaking the movement into 
time bins serves only as an approximation of actual attraction over raw time.  These 
500ms time-bins were not time locked to the sound files, and hence did not have a 
fixed starting time. Because the offset of the verb occurred late within the sound files 
and because many participants did not begin to move the character until after the end 
of the sound file (with an average 1400 ms lag between offset of verb and end of 
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sentence), these data are not synchronized to a fixed point. Future work will address 
potential raw time spatial differences more fully.     

3.4   Spatial Attraction 

The movement duration differences only in the region of the path suggest that there is 
an interaction between the linguistic and visual information. In other words, these 
movement duration differences are only observed in the relevant region of the visual 
scene. In order to further explore this apparent interaction of grammatical aspect and 
visual scene information, we examined the spatial differences in trajectories. Figure 4 
shows the average time-normalized trajectories in each of the four conditions. The mean 
simple past and past progressive trajectories at each of the 101 time-steps in the top 
panel of Figure 4 illustrate that in the rough terrain context, the average past progressive 
trajectory curved more toward the path than the average trajectory elicited by the simple 
past sentences, but only near the end of the trajectory.  However, in the smooth terrain 
description, (Figure 2, bottom), there appears to be greater attraction toward the path 
across a greater portion of the trajectory for the past progressive sentences.  

To determine whether the divergences observed across the simple past and past 
progressive sentence trajectories in the rough and smooth terrain descriptions were 
statistically reliable, we conducted a series of t-tests. These analyses were conducted 
separately on the x- and the y-coordinates at each of the 101 time-steps. In order to 
avoid the increased probability of a Type-1 error associated with multiple t-tests, and 
in keeping with Bootstrap simulations of such multiple t-tests on mouse trajectories 
[14], an observed divergence was not considered significant unless the coordinates 
between the simple past- and past progressive-sentence trajectories elicited p-values < 
.05 for at least eight consecutive time-steps. 

In the rough context description condition, there was significant divergence of the 
past progressive x-coordinates away from the simple past x-coordinates and toward 
the path between time-steps 89 and 101, p’s <.04, and no significant divergence in the 
y-coordinates. This difference is commensurate with the observed differences in drop 
locations for past progressive and simple past sentences described earlier. Even 
though there was no significant interaction between aspect and context description on 
drop location, this significant divergence so late in the time-normalized trajectories 
may simply be an artifact of drop locations.   

On the other hand, in the smooth context description, there were significant diver-
gences of the past progressive x-coordinates away from the simple past x-coordinates 
towards the path between time steps 48 and 60, p’s <.4, and again between time steps 
65 and 89, p’s < .03. There was also significant divergence of the average past pro-
gressive y-coordinates away from the average simple past y-coordinates and towards 
the path between time steps 89 and 101. Again, this y-coordinate divergence late in 
the trajectory may be an artifact of the drop locations in each condition.   

These results are encouraging, but they are not as convincing as the path-movement 
duration results (Figure 3). It is curious that the spatial attraction differences were 
detected in the smooth context description but not as robustly in the rough context 
description. Perhaps the visual stimuli used to depict the path simply did not appear to 
afford difficult or uneven travel, and the incongruence in the linguistic description and 
the visual appearance of the path hindered the emergence of full spatial differences in 
this context description.  Future work will investigate this possibility. 
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Fig. 4. Average time-normalized simple past and past progressive trajectories in rough and 
smooth terrain contexts. To some extent in both terrain descriptions (but to a greater extent in 
the smooth terrain description), participants moved the character into the scene with greater 
spatial attraction to the path when they had heard a past progressive sentence than when they 
had heard a simple past sentence. 

4   Discussion 

Our work provides new insights into how grammar influences the understanding of 
everyday spatial descriptions, specifically, events that include a path and moving 
agent. We provide new insights into how different aspectual forms can robustly influ-
ence the processing of event descriptions. The results reveal that the processing of 
spatial descriptions by examining continuous motor output in response to aspectual 
and contextual differences. Because past progressive aspect focuses attention to the 
location of the ongoing nature of the verb, contextual descriptions describing the 
location of the ongoing action significantly interact with grammatical aspect. On the 
other hand, simple past aspect focuses attention to the location of a completed action, 
and so contextual description do not influence processing of these sentences in the 
same way. This is consistent with previous research with mouse-tracking tasks [15], 
sentence-picture verification tasks [6], and offline spatial reasoning tasks [5].    

Although these results are extremely promising, future work is needed.  For exam-
ple, while mouse-tracking is provides a continuous motor output, mouse-tracking is 
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not meant to serve as a general replacement for eye-tracking, specifically because 
mouse-tracking is not as immediate as the eye-tracking, lagging 200-300ms behind 
initiating an eye-movement. Therefore, eye-tracking provides more immediate infor-
mation about intermediate stages of processing. Therefore, future work should look at 
the immediate time course of processing aspect through the use of more immediate 
dependent measures. Similarly, our continuing program of research will also look at 
processing differences with specific verbs, namely verbs that have an inherent per-
spective to parts of the path, e.g. ‘enter’ and ‘leave’ or ‘come’ and ‘go’.   

The current research has implications for several areas of research on spatial lan-
guage. Although grammatical aspect is known to provide information about the tempo-
ral aspects of processing (e.g., completed or not completed, repeated or not repeated), 
our results indicate that aspect can significantly influence spatial reasoning in the time 
course of processing. Our work also introduces a novel method for investigating de-
scriptions and depictions of spatial scenes.  The beauty of the approach is that it affords 
careful examination of the temporal dynamics of processing spatial language. In addi-
tion, our results provide evidence to support cognitive linguists’ claims regarding 
meaning as a conceptualization of spatial descriptions, and the idea that aspect, like 
many domains of language, involves dynamic conceptualization [18, 19]. 

More broadly, this work resonates with embodied cognition work on perceptual 
simulation and language understanding [11]. It also dovetails with the methodological 
advances of Balota and Abrams [20] by providing new evidence from the temporal 
dynamics of a response after the response has been initiated, and demonstrating that 
the motor system is not a robot-like automaton triggered by completed cognitive 
processes.  Rather, motor processes are co-extensive with cognitive processes during 
perceptual/cognitive tasks [e.g., 20, 21]. This work also comports with our under-
standing of how spatial mental models and visual information are coordinated in  
motor output.  Similarly to the way understanding of spatial events is created and 
observed through tracking eye movements [17, 22], this work demonstrates that event 
understanding takes place differently as a function of changes in context descriptions 
and grammatical aspect.  Finally, the work explores a new way that language about 
space and thought about space are related. 
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Abstract. How are space and time represented in the human mind? Here we 
evaluate two theoretical proposals, one suggesting a symmetric relationship be-
tween space and time (ATOM theory) and the other an asymmetric relationship 
(metaphor theory). In Experiment 1, Dutch-speakers saw 7-letter nouns that 
named concrete objects of various spatial lengths (tr. pencil, bench, footpath) 
and estimated how much time they remained on the screen. In Experiment 2, 
participants saw nouns naming temporal events of various durations (tr. blink, 
party, season) and estimated the words’ spatial length. Nouns that named short 
objects were judged to remain on the screen for a shorter time, and nouns that 
named longer objects to remain for a longer time. By contrast, variations in the 
duration of the event nouns’ referents had no effect on judgments of the words’ 
spatial length. This asymmetric pattern of cross-dimensional interference sup-
ports metaphor theory and challenges ATOM. 

Keywords: ATOM, Metaphor, Psychophysics, Space, Time. 

1   Introduction 

Space and time are intimately related in the human mind, as they are in the physical 
world. But exactly how are these dimensions related? Here we evaluate two theoreti-
cal proposals, one suggesting a symmetric and the other an asymmetric relationship 
between space and time.  

According to the first proposal, space and time are represented in the brain and 
mind by a common analog magnitude system, which also generates representations of 
number and quantity. This view, summarized in Walsh’s ATOM (A Theory of Mag-
nitude; [1]), is consistent with neurological data showing shared brain areas for proc-
essing space, time, and quantity [e.g. 2], and with many behavioral studies in animals 
and humans [e.g., 3, 4, 5, 6].  

Implicit in ATOM is an assumption that these ‘ATOMic’ dimensions are symmet-
rically interrelated: not hierarchically related in the brain/mind. Accordingly, Walsh 
[1] frames predictions in symmetrical terms, positing “overlapping brain regions” and 
“cross-domain, within-magnitude priming” between dimensions, without specifying 
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any directionality to the priming (or interference) effects. Indeed, if space and time 
are both manifestations of the same general-purpose analog magnitude system, there 
may be no a priori reason to posit that one dimension should depend asymmetrically 
on another.  

On an alternative proposal, space, time, and quantity are importantly related, but in 
a different way. According to theories of metaphorical mental representation [e.g., 7], 
representations of time, number, and quantity depend asymmetrically on representa-
tions of space. The claim that some domains are asymmetrically dependent on others, 
which is at the core of metaphor theory, was originally supported by patterns in meta-
phorical language. In English, it is nearly impossible to talk about domains like time 
without using words whose primary meaning is spatial (denotatively, developmen-
tally, or historically [8]). Vacations can be long or short, meetings can be moved for-
ward or pushed back, deadlines can loom ahead or lie behind us. Yet, it is far less 
common to use temporal words to talk about space [7]. This asymmetry in language 
has been echoed by behavioral findings in psycholinguistics [9], cognitive develop-
ment, [10], and psychophysics [11].  

In one set of studies by Casasanto & Boroditsky, participants viewed lines of vari-
ous spatial lengths that appeared on a screen for varying durations [11]. They were 
asked to estimate either the duration or the spatial length of each line, using mouse 
clicks. Participants were unable to ignore irrelevant spatial information when making 
judgments about duration, but not the converse. For stimuli of the same average dura-
tion, lines that extended shorter in space were judged to take a shorter time, and lines 
that extended longer in space were judged to take a longer time. By contrast, for stim-
uli of the same average spatial length, spatial estimation was not affected by the line’s 
duration. This cross-dimensional asymmetry, predicted based on patterns in language, 
was shown here in non-linguistic psychophysical judgments. Five follow-up experi-
ments varied the attentional, mnemonic, and perceptual demands of the stimuli, and 
all six experiments supported the same conclusion: mental representations of time 
depend on representations of space, more than vice versa.  

This robust space-time asymmetry supports metaphor theory, but presents a chal-
lenge to ATOM. If space and time are both derived from (or are both manifestations 
of) a general-purpose magnitude metric, then why should representations of time 
depend on representations of space more than the other way around -- in adults and 
children, and in language and thought?  

It might be possible to reconcile these results with ATOM by positing that in pre-
vious studies, space influenced time asymmetrically because space was either (a) the 
more discriminable dimension, or (b) the more perceptually salient dimension in the 
stimulus. Discriminability, in this context, refers to the resolution at which a dimen-
sion is sampled. Salience means the extent to which one dimension attracts attention 
relative to the other. Differences in discriminability and perceptual salience have been 
shown to modulate the strength or direction of cross-dimensional interference and 
priming effects across numerous studies [12]. In general, the dimension that is more 
discriminable or salient interferes with the dimension that is less discriminable or less 
salient. Can task-related differences in the relative discriminability or salience of 
stimulus dimensions account for the space-time asymmetries observed previously?  

One set of studies reviewed above addressed these questions. Tests of cross-
dimensional relationships often manipulate more levels of one dimension than of the 
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other, creating an imbalance in discriminability [13]. In the space-time experiments 
by Casasanto & Boroditsky [11], however, there were 9 levels of each dimension 
fully crossed, to equate discriminability.   

Differences in discriminability may correspond to differences in the accuracy, pre-
cision, or variability of judgments across domains. This complicates the interpretation 
of cross-dimensional interference effects. In the limit, if performance in one domain is 
perfect, there is no opportunity for variation in the other domain to influence it: the 
‘clean’ domain can influence performance in the ‘messy’ domain, but not vice versa. 
In Casasanto & Boroditsky’s studies, however, within-domain performance was 
equivalent across space and time [see also 10].  

But is it possible that space was more salient than time in these studies? Following 
Garner [14], Casasanto & Boroditsky [11] asked participants to judge different di-
mensions of the same stimuli (e.g., the spatial or temporal extent of a line). Thus, 
people had the exact same perceptual input during space and time judgments. But this 
does not guarantee that the dimensions were equally perceptually salient: it is possible 
to see the spatial extent of a line, but not its duration. To address the concern that 
space may have been more salient than time, in one experiment each line was accom-
panied by a tone, which sounded for the duration that the line remained on the screen. 
Tones have temporal extent but no spatial extent. Thus, temporal information was 
available to the participant through two sensory channels, but spatial information 
through only one. Yet, increasing the salience of temporal information did not dimin-
ish the space-time asymmetry.  

Still, on a skeptical interpretation, these previous studies may not have ruled out 
cross-dimensional differences in perceptual salience definitively. It is possible that 
space will always be more perceptually salient than time whenever perceptible spatial 
stimuli are used, since it is possible to perceive space, but arguably it is not possible 
to perceive time directly through the senses [15]. The question remains, then, whether 
the space-time asymmetry would persist in psychophysical judgments if differences in 
the perceptual salience of space and time in the stimulus were eliminated. 

In the present study, we eliminated differences in perceptual salience by eliminat-
ing perceptible variation in the critical dimension (space or time), altogether. We 
tested whether the implicit spatial information encoded in object nouns can influence 
estimates of time (in Experiment 1), and whether the temporal information encoded in 
event nouns can influence estimates of spatial length (in Experiment 2). Participants 
saw words presented one at a time and reproduced either the duration for which they 
remained on the screen or their spatial length, using mouse clicks as in Casasanto & 
Boroditsky [11]. In the duration estimation task (Experiment 1), the target words 
named objects of various spatial lengths (e.g., pencil, clothesline, footpath). All target 
words had the same number of letters in Dutch, and therefore the same physical 
length on the screen. In the spatial length estimation task (Experiment 2) the target 
words named events of various durations (e.g., blink, party, season). Again, all target 
words had the same number of letters, but they were presented with a varying number 
of spaces between letters (1-9 spaces), stretching them out to different spatial lengths 
on the screen.  

Word meanings were irrelevant to the length and duration estimations. We ex-
pected, however, that participants would read the words while viewing them, and 
activate their meanings (voluntarily or involuntarily). Presumably, the meaning of an 
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object noun typically includes a representation of the object’s spatial form, and the 
meaning of an event noun a representation of the event’s duration. If internally gener-
ated spatial and temporal representations cued by words are sufficient to modulate 
estimates of experienced duration and spatial length, then we should observe  
cross-dimensional interference. Following metaphor theory, we predicted that the 
cross-dimensional interference should be asymmetric, even in the absence of cross-
dimensional differences in perceptual salience: spatial representations cued by object 
nouns should modulate estimates of their duration more than temporal representations 
cued by event nouns modulate estimates of their spatial extent on the screen. 

2   Does Implicit Spatial Length Modulate Time Estimates? 

Experiment 1 tested whether the spatial length of a word’s referent can modulate 
estimates of how much time the word remained on the screen. 

2.1   Methods 

Participants. Native Dutch-speakers (N=39) performed Experiment 1 in exchange 
for payment. 

Materials. Dutch nouns naming 9 concrete objects (Targets) and 9 abstract entities 
(Fillers) were presented on a computer monitor (resolution = 1024 x 768 pixels) for 
varying durations. The concrete nouns referred to objects whose characteristic spatial 
lengths ranged from short (normally measured in centimetres) to long (normally 
measured in kilometres). English equivalents of these nouns are listed here in order of 
increasing length: cigarette, pencil, ruler, meter stick, bench, clothesline, footpath, 
lane, highway. In Dutch, all 9 target nouns had 7 letters, and were presented on the 
screen in a fixed-width font (62-point Courier New). Therefore, the targets did not 
differ in their physical spatial lengths on the screen; rather, they differed in their im-
plicit lengths (i.e., the typical spatial lengths of their referents).   

The filler nouns referred to abstract entities that have no physical spatial length: 
guess, idea, pride, opinion, envy, thought, philosophy, suspicion, dignity. However, 
they varied in their number of letters in Dutch (from 3-11 letters) and therefore in 
their physical length on the screen (nine different lengths, varying from 50-450 pixels 
as measured from the left edge of the first letter to the right edge of the last letter). By 
contrast with the targets, the fillers did not differ in the implicit lengths of their refer-
ents; rather, they differed in their physical lengths on the screen. 

Each target and filler word was presented 9 times throughout the experiment, for 9 
different durations. Durations ranged from 1000 to 5000 ms in 500 ms increments. 
Fully crossing these 9 durations with the target words (which had 9 different implicit 
spatial lengths) produced 81 target trials. Likewise, fully crossing the 9 durations with 
the filler words (which had 9 different physical lengths on the screen) produced 81 
filler trials. The 162 different trials were presented in random order, with fillers and 
targets intermixed. Words were presented in white letters on a black background in 
the center of the screen. Participants were tested individually and testing lasted about 
30 minutes. 
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Procedure. Participants viewed the 162 words, one word at a time, from a viewing 
distance of approximately 50 cm. Immediately after each word disappeared an “hour-
glass” icon appeared in the upper left corner of the monitor indicating that the subject 
should reproduce the amount of time the word remained on the screen. To estimate 
duration, subjects clicked the mouse once on the center of the hourglass, waited the 
appropriate amount of time, and clicked again in the same spot, thus indicating the 
beginning and end of the temporal interval. All responses were self-paced. After the 
experiment there was a two-part debriefing. In the first part, the experimenter asked 
the participant “What do you think this experiment is about?” and “What do you think 
we were looking for?” to determine whether the participant was aware of any rela-
tionship between the implicit lengths of the target words and their durations. In the 
second part, participants saw each target word again, in random order, and verbally 
estimated the typical spatial length of the target words’ referents (using an appropriate 
unit of measurement). These subjective length estimates were used in later analyses as 
predictors of subjective duration. 

2.2   Results and Discussion 

Four participants were removed from the analyses below: one for giving nonsensical 
answers in the debriefing, one for excessively poor time estimation performance ac-
cording to the criterion used by Casasanto & Boroditsky [11]1, and two for guessing 
that there was a connection between the meanings of the target words and time  
estimation. 

For the remaining 35 participants, we first analyzed participants’ duration esti-
mates as a function of the actual duration of the stimuli. Overall, duration estimates 
for target words were highly accurate (mean effect of actual duration on estimated 
duration: y=0.83x + 154.11, r2=.99, df=7, p<.001; fig 1a).  

We then tested for effects of implicit length on duration estimation. Target words 
were rank-ordered according to the typical lengths of their referents (this a priori 
ranking was confirmed by participants’ post-test length estimates). Non-parametric 
correlation showed that implicit spatial length affected estimates of duration (y=3.77x 
+ 2605.70, rs(Spearman’s rho)=0.75, df=7, p<.001; fig.1b).  

Finally, we conducted a parametric analysis of the effect of implicit length on dura-
tion estimation. Participants’ post-test ratings of the typical spatial length of each 
target word’s referent were used as a predictor of their duration estimates. Ratings for 
each target item were averaged, and the average length estimates in meters were  
transformed by a base 10 logarithm. This analysis corroborated the non-parametric 
analysis, showing a highly significant effect of implicit spatial length on duration 
estimation (y=5.60x + 2619.20, r²=.57, df = 7, p< .001).  

Participants incorporated irrelevant spatial information into their temporal esti-
mates. For stimuli of the same average duration, words with (spatially) shorter refer-
ents were judged to remain on the screen for a shorter time, and words with longer 
referents for a longer time. This was true even though the task did not require partici-
pants to process the words’ meanings. 
                                                           
1 Participants were excluded if the slope of their within-domain duration or length estimates 

was less than 0.5 [see, 11]. This criterion, which resulted in the exclusion of only one partici-
pant overall, is unbiased with respect to the predicted cross-dimensional interference because 
length and duration are orthogonal in the designs of both experiments.   
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Fig. 1. Results of Experiment 1 (top) and Experiment 2 (bottom). 1a. Within-domain effect of 
actual word duration on estimated duration. 1b. Cross-domain effect of words’ implicit spatial 
length on estimated duration. 1c. Within-domain effect of actual word length on estimated 
spatial length. 1d. Cross-domain effect of words’ implicit duration on estimated spatial length. 
The axes of the top and bottom plots (a-c, b-d) are proportional with respect to the total range 
of target values. Error bars show s.e.m. 

This result shows that perceptible spatial input is not necessary to modulate time es-
timates; rather, internally- generated spatial representations cued by words are suffi-
cient. This outcome, per se, is equally consistent with metaphor theory and with 
ATOM. To distinguish between the theories, it is necessary to conduct a complemen-
tary experiment to determine whether implicit duration can affect estimates of spatial 
length, and whether cross-dimensional interference effects are as symmetric, as ex-
pected on ATOM (Effect of Space on Time ≈ Effect of Time on Space) or asymmetric, 
as predicted by metaphor theory (Effect of Space on Time > Effect of Time on Space). 
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3   Does Implicit Duration Modulate Estimates of Spatial Length? 

Experiment 2 tested whether the duration of a word’s referent can modulate estimates 
of the word’s spatial length as presented on the screen.  

3.1   Methods 

Participants. Native Dutch-speakers (N=35) performed Experiment 2 in exchange 
for payment. 

Materials. Dutch nouns naming 9 events (Targets) and nine concrete objects (Fillers) 
were presented on a computer monitor (resolution = 1024 x 768 pixels). The target 
nouns referred to events whose characteristic durations ranged from short (normally 
measured in seconds) to long (normally measured in years). English equivalents of 
these nouns are listed here in order of increasing duration: blink, injection, melody, 
breakfast, party, Monday, January, Season, Antiquity. All targets were presented for 
3000ms. Therefore, the targets did not differ in the physical durations for which they 
remained on the screen; rather, they differed in their implicit durations (i.e., the typi-
cal durations of their referents).  

The filler nouns referred to concrete objects that have no inherent duration: door-
mat, ballast, portrait, detritus, crystal, device, case, sawdust, handle. Each filler noun 
appeared for 9 different durations from 1000-5000ms, increasing in 500ms incre-
ments. By contrast with the targets, the fillers did not differ in the implicit durations 
of their referents; rather, they differed in the physical durations for which they re-
mained on the screen.   

In Dutch, all target and filler nouns had seven letters, and were presented on the 
screen in a fixed-width font (62-point Courier New). Each word was presented 9 
times throughout the experiment, with a varying number of spaces in between the 
letters (1-9), to stretch the words out to 9 different spatial lengths on the screen. Due 
to the font selected, word lengths ranged from 397 to 773 pixels, in 47 pixels incre-
ments. Presenting each word at each of these 9 spatial lengths produced 81 filler trials 
and 81 target trials.  For the fillers, spatial length was fully crossed with the physical 
duration for which they were presented. For the targets, spatial length was fully 
crossed with the implicit duration of their referents. The 162 different trials were 
presented in random order, with fillers and targets intermixed. Words were presented 
in white letters on a black background in the center of the screen. Participants were 
tested individually and testing lasted about 30 minutes. 

Procedure. Participants viewed the 162 words, one word at a time, from a viewing 
distance of approximately 50 cm. Immediately after each word disappeared an “X” 
appeared in the upper left corner of the monitor indicating that the subject should 
reproduce the spatial length that the word had occupied on the screen. To estimate 
length, subjects clicked the mouse once on the center of the X, moved the mouse to 
the right the appropriate distance, and clicked again, thus indicating the beginning and 
end of a spatial interval. All responses were self-paced. After the experiment there 
was a two-part debriefing, as in Experiment 1. The first part was to determine whether 
the participant was aware of any relationship between the implicit durations of the 
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target words and their spatial lengths. In the second part, participants saw each target 
word again, in random order, and verbally estimated the typical duration of the target 
words’ referents (using an appropriate unit of measurement). These subjective dura-
tion estimates were used in later analyses as predictors of subjective spatial length. 

3.2   Results and Discussion 

One participant was removed from the analyses below for guessing that there was a 
connection between the meanings of the target words and spatial length estimation. 

For the remaining 34 participants, we first analyzed participants’ spatial length  
estimates as a function of the actual spatial length of the stimuli. Overall, length esti-
mates for target words were highly accurate (mean effect of actual length on esti-
mated length: y=0.71x + 132.44, r²=.99, df=7, p=.001; fig 1c).  

We then tested for effects of implicit duration on spatial length estimation. Target 
words were rank-ordered according to the typical durations of their referents (this a 
priori ranking was confirmed by participants’ post-test duration estimates). Non-
parametric correlation showed that implicit duration did not affect estimates of spatial 
length (y=0.10x + 553.00, rs(Spearman’s rho)=0.06, df = 7, ns; fig.1d). 

Next, we conducted a parametric analysis using participants’ post-test ratings of 
the typical duration of each target word’s referent were used as a predictor of their 
length estimates. Ratings for each target item were averaged, and the average duration 
estimates in minutes were transformed by a base 10 logarithm. Again, there was no 
effect of implicit duration on spatial length estimation (y= 0.04x + 553.39, r²=.0003, 
df=7, ns). 

Finally, we compared the strength of the cross-dimensional interference effects 
across Experiments 1 and 2. The difference of correlations showed the predicted 
cross-dimensional asymmetry (reffect of spatial length on duration-reffect of duration on spatial length=0.74, 
z=1.66, p=0.05, one-tailed; see fig. 1b, 1d). This difference cannot be attributed to 
differences in within-domain performance (reffect of actual duration on estimated duration-reffect of actual 

spatial length on estimated spatial length=0.00, z=0.00, ns; see fig. 1a, 1c).  

4   General Discussion 

This study tested whether implicit spatial information encoded in concrete object 
nouns can influence estimates of time (in Experiment 1), and whether implicit tempo-
ral information encoded in event nouns can influence estimates of spatial length (in 
Experiment 2). When participants reproduced the duration for which an object noun 
remained on the screen, their estimates were influenced by the implicit length of the 
word’s referent. Words that named shorter objects (e.g., cigarette, pencil) were 
judged to last a shorter time, and words that named longer objects (e.g., bench, high-
way) to last a longer time. By contrast, when participants reproduced the spatial 
length of an event noun, the duration of the word’s referent did not influence judg-
ments of spatial length.  

This asymmetric pattern of cross-dimensional interference was predicted based on 
patterns in language: people talk about time in terms of space more than they talk about 
space in terms of time [7]. These data show that people incorporate spatial information 
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into their temporal judgments even when they’re not using any metaphorical language, 
and support the hypothesis that mental representations of time are asymmetrically 
dependent on representations of space: people use spatial length to think about dura-
tion, more than vice versa. 

This space-time asymmetry cannot be attributed to differences in how well partici-
pants reproduced the actual durations and lengths of the stimuli, per se, since there 
was no significant difference between the effect of actual duration on estimated dura-
tion (fig. 1a) and the effect of actual length on estimated length (fig. 1c). Thus, differ-
ences in cross-dimensional interference were not due to differences in within-domain 
performance.  

Furthermore, the space-time asymmetry cannot be attributed to differences in the 
perceptual salience of the interfering dimensions (i.e., space in Expt. 1, time in Expt. 
2). In previous experiments, space could have influenced time asymmetrically be-
cause space is inherently more perceptually salient than time (which some scholars 
have argued can never be perceived directly [15]). But here there was no perceptible 
variation in the spatial component of duration-reproduction stimuli, and no percepti-
ble variation in the temporal component of length-reproduction stimuli. Internally 
generated representations of spatial length, cued by words, were sufficient to modu-
late estimates of the words’ physical duration. This was true even though the words’ 
meanings were task-irrelevant. 

Before discussing theoretical implications of these data further, it is important to 
consider whether the observed pattern could be due to unintended features of the 
stimulus words. For example, is it possible that duration estimates in Experiment 1 
were influenced by implicit speed encoded in the concrete nouns, rather than implicit 
length? The three longest objects (footpath, lane, and highway) are all spatial paths. 
The speed of motion associated with these paths increases with their lengths (i.e., 
footpath-walking, lane-slow driving, highway-fast driving). The conflation of length 
and speed in these items was a consequence of restrictions on the stimuli: items had to 
increase in ordinal length unambiguously, and had to have 7 letters in Dutch.  

If the effect of object length on duration estimates had been driven by these three 
items, this would be problematic. However, even a causal inspection of fig. 1b shows 
this was not the case. For the majority of the items there were no clear speed associa-
tions, and yet the effect of implicit length was found. For the first 5 items (cigarette, 
pencil, ruler, meter stick, bench), ordinal increases in implicit length corresponded to 
a monotonic increase in estimated duration. The predicted effect of length on duration 
was significant in these 5 items, alone (y=6.84x + 2600, rs(Spearman’s rho)=1.00, p=.001). 
Thus, implicit speed was not responsible for the effect of implicit spatial length we 
report here (see [11], Expt. 6 for further evidence that spatial length affects duration 
estimates independent of speed).  

On another skeptical possibility, could implicit duration encoded in object nouns 
have produced the observed effect on duration estimation? Looking at the longest and 
shortest items alone, this seems plausible. Cigarette could be associated with the time 
it takes to smoke a cigarette (a short time), and highway with the amount of time one 
typically drives on a highway (a longer time). Yet, looking at the full range of stimuli, 
this alternative explanation seems implausible. What durations are prepotently associ-
ated with clothesline, pencil, ruler, bench, or meter stick? Ordinal increases in spatial 
length predicted ordinal increases in duration estimates for 7 out of the 8 ordinal pairs 
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of stimuli (i.e., cigarette < pencil; pencil < ruler; ruler < meter stick; etc.) Pairwise 
differences in the typical spatial lengths of the words’ referents are self-evident (and 
were confirmed by participants’ post-test ratings), but for most of these word pairs, it 
seems unlikely that there are corresponding pairwise differences in durations associ-
ated with the words’ referents. 

Finally, although the space-time asymmetry cannot be due to differences in the 
perceptual salience of the interfering dimensions, could they be due to differences in 
conceptual salience? Could the spatial component of the object words’ meanings be 
more salient than the temporal component of the event words’ meanings? We cannot 
rule out this possibility definitively, but this seems unlikely to be the case. It is diffi-
cult to evaluate how salient spatial length is in the meaning of bench or cigarette, and 
to compare this with the salience of temporal duration in the meaning of melody or 
party. But a few of the stimuli are very strongly associated with a unit of space (ruler, 
meter stick) or a period of time (Monday, January, season, Antiquity). For these 
items, it is reasonable to assume that a spatial or temporal representation is the most 
salient aspect of the word’s meaning. This was the case for only two of the object 
words (22% of targets) but for four of the event words (44% of targets). Therefore, 
overall, it seems likely that any asymmetry in conceptual salience favored the tempo-
ral meanings of the event words, thus working against the hypothesized space-time 
asymmetry. 

These results suggest that the asymmetric dependence of time on space in psycho-
physical judgments is not an artifact of perceptual or conceptual asymmetries built 
into the stimuli. Rather, this performance asymmetry reflects a fundamental differ-
ence in the way people mentally represent space and time. Yet, this asymmetric rela-
tionship between space and time in the mind may, indeed, result from an asymmetry 
in how perceptible space and time are more broadly -- not in any particular experi-
mental stimuli, but rather in the observable world, in general. Space and time are 
correlated in our everyday experiences (e.g., as objects travel farther more time 
passes), and tracking these correlations may be useful for anticipating changes in the 
physical environment. Correlation is a symmetrical relationship, but people may rely 
more heavily on the more perceptually available dimension (space), using it heuristi-
cally as an index of changes in the less perceptible dimension (time).  

It appears that time and space are, in Garner’s [15] terminology, asymmetrically 
separable dimensions: it is possible to ignore irrelevant variation in time while judg-
ing space but not possible (or more difficult) to ignore irrelevant variation in space 
when judging time. At present, there is nothing in Walsh’s [1] ATOM proposal that 
can predict or explain the asymmetric separability of space and time. Yet, this cross-
dimensional relationship is readily predicted by metaphor theory.  

Importantly, space and time are predicted to be related asymmetrically but not uni-
directionally. There is evidence that time can influence space in some paradigms 
[e.g., 11], just as people can sometimes use temporal words to talk about space (e.g., 
“I live two minutes from the station” is a temporal metaphor for spatial distance). 
Simply showing that time can influence spatial judgments in some cases does not 
challenge the asymmetry we report here: to address the question of asymmetry, the 
cross-dimensional influences of time and space must be appropriately compared, 
controlling for salience and discriminability across dimensions, and for within-
dimension performance. 
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We propose that Garner-like tests of dimensional separability will be critical for ei-
ther modifying ATOM or deciding to abandon it in favor of a metaphorical theory of 
spatial, temporal, and numerical magnitude representation. In order to understand how 
space, time, and other prothetic dimensions are represented in the brain and mind, it is 
necessary to go beyond investigating whether these dimensions interact and determine 
how they interact.  
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Abstract. Determining one’s position within the environment is a basic

feature of spatial behavior and spatial cognition. This task is of inher-

ently sensorimotor nature in that it results from a combination of sensory

features and motor actions, where the latter comprise exploratory move-

ments to different positions in the environment. Biological agents achieve

this in a robust and effortless fashion, which prompted us to investigate

a bio-inspired architecture to study the localization process of an arti-

ficial agent which operates in virtual spatial environments. The spatial

representation in this architecture is based on sensorimotor features that

comprise sensory sensory features as well as motor actions. It is hierar-

chically organized and its structure can be learned in an unsupervised

fashion by an appropriate clustering rule. In addition, the architecture

has a temporal belief update mechanism which explicitly utilizes the sta-

tistical correlations of actions and locations. The architecture is hybrid

in integrating bottom-up processing of sensorimotor features with top-

down reasoning which is able to select optimal motor actions based on

the principle of maximum information gain. The architecture operates

on two sensorimotor levels, a macro-level, which controls the movements

of the agent in space, and on a micro-level, which controls its eye move-

ments. As a result, the virtual mobile agent is able to localize itself within

an environment using a minimum number of exploratory actions.

1 Introduction

In spite of substantial advances in the design of artificial intelligent systems,
biological systems still represent the desirable ideal in many contexts. This is also
true regarding a basic competence in spatial cognition: the ability to determine
one’s own location within the environment. In this paper our aim is to investigate
how we can make use of results and concepts from psychology and neurobiology
in the design of a bio-inspired architecture for vision-based localization.

For this we have to consider several factors: First, a basic prerequisite is an ad-
equate representation of the environment. The notion of a cognitive map is often
seen as an abstract copy of the physical layout, which may, for example, resemble
� Corresponding author.
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an annotated cartographic representation, which can be substantially distorted
with respect to the true metrical and geometrical properties, but which is basi-
cally similar to a two-dimensional image-like entity. This concept of a “map in
the head” has been repeatedly criticized as potentially misleading, e.g., [17,42].
In our opinion, the most critical shortcoming of this concept is the absent or
indirect role of motor actions in the representational model. In most cases, there
is a clear separation between configurations of spatial entities and the actions
that can be performed on/with it. This is in stark contrast to recent develop-
ments in perceptual psychology and neurobiology. Starting with the affordance
concept of Gibson [10] over the common coding theory of Prinz [26,14] to the
concept of sensorimotor contingencies of O’Regan [23], many psychological the-
ories argue that the strict separation of sensory and motor components in the
representational concepts is no longer tenable. The well-studied primate vision
also brought up evidence for a stronger coupling of sensory and motor processes.
For example, the system of canonical and mirror neurons revealed an intricate
coupling of perception and motor control [30], and the postulated dorsal-ventral
stream also shows representations of space used for the organization of actions
[31]. Likewise, the firing of visual neurons in the ventral path, which were histor-
ically ascribed to early and solely sensory processing, turned out to be directly
related to eye movements [20].

In understanding how a representation is organized it is also important to
consider how it is established under natural behavioral conditions. Typically,
this is a dynamic process in which motor actions play an essential role. Mobile
agents move within the environment and produce a sequence of motor actions,
and each action changes the relation between the agent and the environment.
From the static perspective on a spatial representation, this is a disaster, but
research in active perception has revealed that these motor actions actually sim-
plify the development of a reliable representation of the environment [1,2]. It
should be noted that motor actions also play an important role in the develop-
mental landmark-route-survey (LRS) concept of spatial representation proposed
in [37], although the final stage, the survey representation, again represents an
image-like cognitive map. Finally, our own experiments with physically “impos-
sible” virtual environments provide strong evidence against the concept of an
image-like cognitive map [50,48], which is in line with a number of other studies
which also found evidence against a cognitive map in the sense of an enduring
allocentric representation [11,43,7]. Taken together, this indicates that a biolog-
ically plausible spatial representation should also comprise motor information,
and preferably not as a simple add-on but in an integrated combination with
sensory information. This leads us to make use of a sensorimotor representation
of the spatial environment in our architecture.

A second important point in the design of a biologically plausible architecture
is efficiency. Biological system often achieve their goals with a minimization of
both effort and use of resources. Regarding information processing, this can be
formalized as information-theoretic optimization. For example, the neural pro-
cessing in the visual system can be successfully described as a result of such an
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information theoretic optimization (e.g., [49]). For a biologically plausible archi-
tecture it would thus be desirable to obtain a maximum amount of information
about an environment with a minimum number of motor actions [34]. As a last
point in our design considerations, we have to take into account that biological
representations are typically not established and used in a purely bottom-up
fashion, but are part of an action-perception cycle, which involves bottom-up
processing as well as top-down control.

Here, we approach the aforementioned ideas by the design of an artificial sys-
tem, the Sensori-Motor Explorer (SMX), which is a virtual mobile agent that
uses sensorimotor features as basic representational elements for exploratory lo-
calization in virtual spatial environments. The system presented here results
from an integration of our sensorimotor representation [34,51] with a temporal
belief update mechanism [27] and a learning component which allows for the un-
supervised learning of the underlying hierarchical sensorimotor representations
[9]. Central to the system is the use of the principle of maximum information
gain to compute and execute the most informative actions. As a result, the SMX
can localize itself in its environment using a minimum of exploratory steps.

The paper is organized as follows. In section 2, we provide a brief overview
of the system properties of SMX, of its micro-level and macro-level exploration
behavior, and of the generic hybrid architecture that is used to control both
levels. The individual components of the system are then explained in more detail
in section 3. This section contains also descriptions of the learning mechanism
for the generation of sensorimotor hierarchies and of the temporal update of the
belief distribution in response to spatial context changes. The resulting system
behavior is described section 4. The paper concludes with a discussion of the
major achievements.

2 System Architecture

The SMX performs exploration and localization in a VR environment. We use
virtual reality and simulation in our research because this provides us with simple
and complete control over all properties of both the environment and the agent.
In particular, we can easily investigate the influence of features, objects and
spatial arrangements on the performance of the system. In the current state,
we use indoor environments consisting of rooms which are populated by typical
objects like chairs, bookshelves, etc. The objects and the room walls have uniform
or simple textures, typically with static lighting conditions.

The agent is characterized by two major features: first, it operates on two
behavioral levels with different sensorimotor granularity, and, second, both be-
havioral levels are controlled by a single hybrid architecture, which integrates
bottom-up sensory processing with a top-down uncertainty minimization strat-
egy. The two sensorimotor levels are illustrated in Fig. 1: at the micro-level,
a local view of the environment is explored in a detailed analysis by saccadic
eye movements. At the macro-level, the agent performs exploratory movements
within the spatial environment. In the bottom-up stage, features are extracted
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from the environment and combined with motor data. The resulting sensori-
motor features are the basic representational elements of the system. At the
micro-level, these features comprise local image features and the motor data
for saccadic eye movements while, at the macro-level, the sensorimotor features
combine information about local views with the motor data for changing the
agent’s spatial location in the environment. At both levels, an estimation of
the current state is performed based on the observed sensorimotor features.
States at the macro-level are distinctive regions in space (in this particular case
rooms) while states at the micro-level correspond to single views, which, in turn,
form features at the macro-level. The resulting hypothesis spaces have a tree-
like structure where nodes higher-up in the hierarchy represent disjunctions of
states. They are obtained by hierarchically clustering a large number of sampled
sensorimotor features [9]. Such a hierarchical structure has in fact been identi-
fied as a key property of spatial representations [13,45], and the formalization of
the resulting estimation problem naturally lends itself to a belief function rep-
resentation in Dempster-Shafer framework. In particular, this allows the agent
to remain agnostic with respect to the belief distribution over the leaf nodes if
the sensorimotor evidence does not support specific leaf nodes.

Fig. 1. Two levels of sensorimotor granularity. The micro-level scene analysis (left) is

based on saccadic eye movements on a single view. At the macro-level (right), the agent

moves between different locations in the environment.

The architecture used at both behavioral levels is shown in Fig. 2. In each
action-perception cycle, a new sensorimotor feature is extracted and the belief
distribution over the hierarchy of the corresponding level is updated based on a
statistical model of state-feature co-occurrences which are learned in an initial
training phase. The top-down component uses the updated belief in order to
compute the expected information gain associated with subsequent features and
their corresponding actions [34]. The sensorimotor levels operate in an inter-
leaved fashion, with results from the micro-level passed as input to the macro-
level. Together, they enable the agent to perform a statistically optimal sequence
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Fig. 2. Generic hybrid architecture. The same type of architecture is used for the

micro- and the macro-level control. Sensory input and motor data are combined in

the bottom-up processing to obtain a sensorimotor feature, which is used to update

the belief distribution over the hierarchy at the corresponding level. From this, the

top-down strategy selects a new action by minimizing the expected uncertainty.

of exploratory actions to gain information about the environment. The different
components of the system, the internal sequence of operations and the resulting
behavior are described in more detail in the following section.

3 Components of the System

3.1 Sensorimotor Features

A characteristic property of the system is its representation of the spatial environ-
ment via sensorimotor features, which form the basic representational elements for
both the macro-level and the micro-level. A sensorimotor feature is a triple of the
form f = [v1, a, v2] where v1 is the sensory feature vector obtained prior to ac-
tion a and v2 is the sensory feature vector obtained after executing a. By making
actions an explicit part of the representation, they become an additional source
of information for the state estimation because one can make use of their correla-
tion with states—a feature not present in classical localization approaches where
one is typically agnostic with respect to the question of where certain actions are
likely to occur, e.g., [40]. The continuous-valued sensorimotor vector f is mapped
to the closest element fi of a finite set of prototype vectors. At the micro-level,
the motor component of each feature is a saccadic eye movement, and the sensory
components are derived by a biologically motivated vision system by use of a lo-
cal wavelet analysis that is applied to the pre- and post-saccadic fixation points.
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At the macro-level, the motor component is a movement of the complete agent in
space, and the sensory components are labels (for the local views) that the agent
registers before and after the movement. The label for a local view is the result
of the micro-level analysis of the local view by saccadic eye movements, and this
label is then passed as sensory input to the macro-level analysis. Each level makes
use of a discrete set of sensorimotor micro- and macro-level features, and they are
acquired in an initial exploration process in which the association of sensorimotor
features with states in the environment is established by supervised learning.

An action at the macro-level consists of two rotations and one translation.
The first rotation turns the agent at the starting location in the direction of
the target location, and the following straight movement gets the agent to this
location. Here a second rotation aligns the agent to the orientation of the target
view. At the macro-level there is a distinction between the handling of intra-
and inter-room sensorimotor features. An intra-room feature belongs to a single
room and the updating for this case is described in 3.4. Inter-room features,
on the other hand, are those where the pre-action part belongs to one room
and the post-action part belongs to another. Here, the resulting belief has to be
transferred to the corresponding destination, which is described in 3.5.

3.2 Saccadic Eye Movements

An essential problem of processing a visual scene is the detection of the most
informative visual regions (e.g., those parts of an object, which are most infor-
mative for its identification). Information about the image structure at these
few locations is usually sufficient to draw reliable conclusions about the local
scene. Biological vision systems have developed an efficient design in which the
pattern recognition capabilities are concentrated in a small region of the visual
field, the central fovea, whereas the periphery has only limited optical resolution
and processing power. With a static eye, one can hence only see a small spot of
the environment with satisfactory quality, but this spot can be rapidly moved
with fast saccadic eye movements of up to 700◦/s towards all the “relevant”
regions of a scene. This selection process is determined by bottom-up processes
on the input scene as well as by top-down processes determined by the memory,
internal states and current tasks [47].

In order to enable an efficient selective “sampling” of a local scene by saccadic
eye movements, we have integrated bottom-up and top-down processing into
a hybrid architecture (cf. Fig. 2). With respect to saccadic scene analysis, the
sensory processing stage in this architecture has two functions. On the one hand,
the pre-processing stage has to identify highly informative candidate locations
within the scene, which can be the target of saccadic fixations, and, on the other
hand, it has to provide detailed information about the fixated local pattern. It
consists of a wavelet-like image decomposition by size- and orientation-specific
filters and by nonlinear saliency operators based on the concept of intrinsic
dimensionality. A detailed description of the filters and the non-linear operators
can be found in [49] and [34]. In addition, we process each scene by a ratio of
Gaussians first in order to increase luminance invariance. The extracted visual
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features are combined with the motor information necessary for shifting the focus
to the next fixation point, thus forming a micro-level sensorimotor feature which
is then used to update the belief about the current scene.

3.3 Generating Sensorimotor Hierarchies

The hypotheses used by the SMX are represented in a hierarchical manner for
efficiency as well as for coping with non-specific evidence. The macro- and the
micro-level both have their individual hierarchical representation. Each node
H ∈ H in the respective hierarchy H represents a set of singleton hypotheses, and
the leaf nodes represent hypotheses about individual items. The leaf hypotheses
are currently pre-defined while the higher-level nodes representing sets of views
or rooms are generated in an unsupervised clustering process. Fig. 3 illustrates
this structure for both, the micro- and macro-level.

The hierarchical structure in our system is organized according to the simi-
larity of the sensorimotor information associated with different states, i.e., views
and rooms sharing similar features are grouped together in the clustering process.
In the past, we have investigated alternative grouping principles, in particular

Fig. 3. Two levels of hierarchical sensorimotor representations. At the micro-level (left)

scenes are organized in a hierarchical manner with individual scenes as leafs. A his-

togram of quantized saccadic information is stored in each node as a description of the

scene/class of scenes. At the macro-level (right) an equivalent representation is main-

tained for spatial information with leaf nodes representing single rooms. A room de-

scription consists of a histogram of quantized macro-level sensorimotor features (views

with motor action).
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“spatial similarity” [28], where each node represents a connected region in space,
and semantic similarity [29] based on an ontological model. The most suited prin-
ciple depends on the task, and we use sensorimotor similarity here, because the
resulting clusters are the most relevant for scene analysis/localization1 while a
region-based organization might be more appropriate for a task like navigation.

In a previous version of the system [51], these hierarchies were constructed
manually for the domain. In order to automate this process, we developed an
unsupervised learning method that generates a hierarchy by performing an ag-
glomerative clustering on distributions of sensorimotor features associated with
a each hypothesis H . For this, one first needs to measure the similarity of two
sensorimotor features. Treating them as symbols and testing for equality worked
well for the recognition task described in [34], but it restricts the measure to
set-based operations. Initial tests with such similarity measures produced only
mediocre results and led us to consider a numerical representation. Similar to
approaches from document clustering [32], we thus decided to use a numerical
representation which allows for the usage of more suited similarity measures.

For obtaining the numerical representation, sensorimotor features are ex-
tracted from a large set of samples and a Self-Organizing Map (SOM) [16] is
trained with the entire sample set. That way the system learns how to group
sets of features for a given output size (the map size) which corresponds to the
number of components of the vector used for the representation of an instance.
The actual representation for a particular instance is obtained by processing all
sensorimotor features associated with a instance by the SOM. For each feature,
a particular map node will be maximally activated. By counting the activations
of map nodes for all features, a histogram is generated for each instance, which
can then be compared by the similarity measure. Based on this vector repre-
sentation, an agglomerative clustering algorithm generates a dendrogram which
results in the desired hierarchy. Starting with each pattern in a singleton clus-
ter, clusters are merged iteratively until only one is left. The merging process is
driven by linkage rules which define which two clusters are merged in each step
and by the similarity measure, which is calculated between individual patterns
populating a cluster. Empirical tests on the COIL-20 image set [21] using differ-
ent combinations of linkage rules and similarity measures led to the conclusion
that Ward’s linkage rule [44] and the Tanimoto coefficient [39] as a similarity
measure produce the most robust and suitable results.

3.4 Belief Update

The agent has to cope with the typical incompleteness, ambiguity and inconsis-
tency in input data from realistic environments. We hence have developed an
inference component, which uses Dempster-Shafer theory for uncertain reason-
ing [36]. This theory can be considered as a generalization of probability theory
and distinguishes between conflicting evidence and a lack of knowledge. A ba-
sic concept of this theory is the frame of discernment Θ, which is the set of
1 One can measure the suitability of different clustering principles by the loss of in-

formation that the resulting hierarchies introduce during the belief update.



Bio-inspired Architecture for Active Sensorimotor Localization 171

all possible singleton hypotheses in the domain. The resulting hypothesis space
2Θ comprises all possible subsets H ⊆ Θ. Since we are using the hierarchical
representation H described above, the number of relevant subsets H ∈ H is sub-
stantially reduced. The belief induced by a piece of evidence can be expressed
by a mass function m : H → [0, 1] that assigns values to all hypotheses H such
that

∑
H⊆H m(H) = 1. A mass distribution can be interpreted as an underspec-

ified probability distribution that preserves the unspecificity of the underlying
evidence (e.g., a piece of evidence could support multiple hypotheses without
committing to a specific probability distribution over these hypotheses). In ad-
dition, a belief can be equivalently described by a plausibility function pl defined
as pl(H) =

∑
H′∩H �=∅ m(H ′), which is sometimes more convenient.

Given all collected sensorimotor features f0:t = f0, . . . , ft, the mass distribu-
tion m(Ht|f0:t) over the hierarchy can be recursively computed by the general-
ized Bayesian theorem [38,4]:

m(Ht|f0:t) = η
∏

ht∈Ht

pl(f0:t|ht)
∏

ht∈HC
t

(1 − pl(f0:t|ht)) , (1)

pl(f0:t|ht) = pl(ft|ht)
∑

H′
t
ht

m(H ′
t|f0:t−1) . (2)

Here, η is a normalization constant ensuring that the resulting mass values sum
up to 1, and HC

t denotes the complement of Ht. The plausibility pl(ft|ht) of
the new feature ft given a hypothesis ht (i.e., a room at the macro-level and
a scene at the micro-level) is given by the relative frequency with which ft

was observed together with ht during the training phase. Since we are using
the hierarchical representation H instead of the full hypothesis space 2Θ, the
computational complexity of the update is reduced from exponential to linear
[12,24]. This restriction introduces a certain error, however, due to the grouping
of hypotheses sharing similar features in the clustering process, this error is
largely negligible in practice.

3.5 Context Change

Compared to an earlier version, we extended the architecture by incorporating
inter-room sensorimotor features in the update process using a Dempster-Shafer
filter algorithm, which performs a prediction step similar to that in classical Bayes
filters [15,40]. For features that indicate a state transition, the update in (1) is pre-
ceded by the following transition update. It consists of a conjunctive combination
of the prior belief over Ht−1 with the newly induced belief over Ht (under a first-
order Markov assumption) by summing over all prior states Ht−1 [5]:

m(Ht|f0:t) = η
∑
Ht−1

m(Ht|Ht−1, ft)m(Ht−1|f0:t−1) (3)

The transition belief m(Ht|Ht−1, ft) can be further simplified by applying the
disjunctive rule of combination ∪© [38] in order to make the belief depend only
on singletons ht−1 instead of aggregated states Ht−1:
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m(Ht|Ht−1, ft) = ∪©
ht−1∈Ht−1

m(Ht|ht−1, ft) , (4)

(m1 ∪©m2) (H) =
∑

H1∪H2=H

m1(H1)m2(H2) . (5)

Each m(Ht|ht−1, ft) is estimated in the training phase mentioned above. What is
interesting here is that, in contrast to the prediction step in Bayes filters, state
changes actually provide additional information which leads to a refinement
of the localization belief. This is due to the fact that actions do not occur in
arbitrary states but rather follow distinct sensorimotor patterns, which usually
ties the act of moving in a certain way to a distinct set of locations in the
environment (e.g., turning is more likely at corners).

3.6 Top-Down Uncertainty Minimization

The uncertainty minimization strategy used by the agent is based on the IBIG
algorithm (inference by information gain [33]) and lets the agent perform ac-
tions that reduce the overall amount of uncertainty, both at the micro- and at
the macro-level. Its basic principle is to determine the action a∗ exhibiting the
highest expected information gain with respect to the current belief distribution.
The expected uncertainty is computed for each potential sensorimotor feature
f̂a = (v1, a, v2) that is compatible with the current state, i.e., v1 and a match
the current sensory input and a possible action while v2 is integrated out. First,
(1) and (3) are applied for each potential sensorimotor feature ŝa corresponding
to an action a in order to obtain the updated belief m(Ht|f0:t, f̂a). Next, the
local conflict uncertainty measure I [25] is used to select the action a∗ yielding
the lowest expected uncertainty:

I(m) =
∑
H

m(H) log
|H |

m(H)
, (6)

a∗ = arg min
a

E
[
I(m(·|f0:t, f̂a))

]
. (7)

After executing the selected action (an eye movement at the micro-level or a
change in location at the macro-level) the belief is updated with the actually
observed sensorimotor feature and additional exploration steps are performed if
ambiguity persists.

4 System Behavior

The following is a short description of how the components of the SMX inter-
act in order to explore the environment and localize the agent in it. During the
initial exploration phase the agents moves in the environment in order to build
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Fig. 4. Illustration of how the SMX localizes itself in the environment. An single update

cycle at the macro-level is shown at the top. Parts of the environment and its hier-

archical representation are shown in the middle. The lower third shows the updated

beliefs after processing a sequence of sensorimotor features.
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up a representation for both, the micro and macro level. Due to the way sen-
sorimotor features are represented, salient points need to be extracted from the
environment, serving as starting and destination points for actions. At the mi-
cro level, an image filter sensitive to intrinsic 2-dimensional features extracts the
salient points from views, while, at the macro level, we currently use pre-defined
locations in the environment. From the set of all possible sensorimotor features
a large number of samples is randomly generated for both levels. Based on these
samples, the hierarchical representations are build by agglomerative clustering.

The macro-level cycle starts with the agent facing a local scene. The micro-
level subsystem is used to analyze this local scene by saccadic eye movements.
The new sensory information returned from the micro-level exploration is a scene
label which, together with the macro-level motor data and the sensory informa-
tion obtained at the previous location, forms the new macro-level sensorimotor
feature ft. This feature is then used to update the current belief distribution
over the hierarchy using (1) for an intra-room feature and additionally (3) for an
inter-room feature (indicating a context change). Based on this, the next action
is selected according to the minimum expected uncertainty as defined by (7).
The agent executes this action by first rotating and then moving towards the
target location. At the new location, it rotates again, if necessary, and starts a
new micro-exploration by the saccadic eye movement subsystem. The cycle is
repeated until a sufficient belief threshold for one of the macro-level hypotheses
is reached.

A small example of a complete localization run consisting of three exploration
steps is shown in Fig. 4. After processing the first sensorimotor feature, the agent
has a strong belief for cluster 1, which consists of four kitchens. After processing
the next feature, the evidence equally supports two of the kitchens and only the
final feature completely resolves this ambiguity. A detailed quantitative analysis
of the system’s localization performance and of the efficiency of the action se-
lection strategy was conducted in [51] using different virtual environments. The
number of exploration steps required for sufficiently reducing localization uncer-
tainty is considerably lower compared to the baseline of randomly performing
actions (see Fig. 5), in particular for environments that exhibit high degrees of
perceptual aliasing.

Fig. 5. Performance comparison of the IBIG exploration strategy with random action

selection based on the number of required actions for reaching a belief level of 0.9 (left)

and on the error rate (right). Figure adapted from [51].
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5 Discussion

We developed a mobile virtual agent, SMX, which localizes itself in an indoor
environment via exploratory actions at two levels of sensorimotor granularity.
Compared to a previous version of the agent [51], we extended it by a belief up-
date across different rooms in the environment and by a method for obtaining the
underlying hierarchical representations in an unsupervised fashion. The former
is based on a new approach for updating Dempster-Shafer belief distributions
over time [27] and allows the agent to distinguish identical looking rooms and
reduce localization uncertainty more quickly. Beyond that, the agent is charac-
terized by three main properties: first, the spatial environment is represented in
terms of sensorimotor features. This is motivated by doubts about the biological
plausibility of map-like representations, and by psychological and neurobiologi-
cal evidence suggesting a joint contribution of sensory and motor information to
perception and representation. In particular, the sensorimotor representation en-
ables the utilization of actions as an additional source of information due to their
correlation with states. Second, the system operates in a loop of bottom-up pro-
cessing and tow-down reasoning governed by the principle of information gain.
This is achieved by a hybrid architecture in which a top-down strategy selects
those exploratory actions providing the highest expected information gain with
respect to the current belief. Third, the same generic hybrid architecture and
information-gain strategy are used at two levels of sensorimotor granularity. This
results in active localization behavior with location changes at the macro-level
and saccadic eye movements at the micro-level, which mimic the way humans
analyze visual scenes.

The combination of these components yields a psychologically and neuro-
biologically plausible system that acquires a maximum amount of information
about its environments using a minimum number actions. This uncertainty min-
imization principle is particularly important for environments exhibiting a high
degree of perceptual aliasing, e.g., rooms consisting of many similar or identical
objects. The tests conducted in [51] furthermore indicate that the performance is
not degraded by minor distortions of image features or of object configurations.

As mentioned, the SMX shows some differences to commonly used representa-
tions of spatial environments. The greatest difference exists with respect to those
approaches that use grid-like or image-like two-dimensional maps since these do
not include any explicit information about potential motor actions [6,41]. With
respect to topological representations, the relation is dependent on the interpre-
tation. If the key concept of a topological representation is seen in the abstraction
from metrical properties, there is a clear difference to our approach since the mo-
tor actions in our sensorimotor representation are encoded in association with
metrical information (e.g., the translation vector of an eye movement). Topolog-
ical representations are also different from our approach if they are simply seen
as less restricted variants of conventional spatial maps. However, it is also possi-
ble to interpret the edges in a topological graph in the sense of actions that are
required to move from one node to the other, and under this perspective there
is a much closer relation to the sensorimotor representation (e.g., [3,19,11,18]).
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In the future development of SMX, we will apply the generic architecture to
additional granularity levels of sensorimotor features. Furthermore, we will in-
vestigate the suitability of different clustering principles at these levels, e.g., by
incorporating semantics of clusters [35] and by using spatial structuring princi-
ples that are better suited for problems like large-scale navigation [46,28]. This
design will be guided by an ongoing evaluation based on comparisons with em-
pirical results. On the behavioral side, this will be actual eye movements and
macro-levels actions of human subjects, both in realistic and in virtual environ-
ments. On the neurobiological side, the most interesting entity for our future
system development is the place cell [22]. Although there is currently no module
in our system that is intended as a model of place cells, it is interesting to note
that the units in our hierarchy are both influenced by the properties of the local
environment and by the history of how the agent arrived at the current position,
a non-trivial property that has also been observed in hippocampal neurons [8].
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Abstract. Visuo-spatial working memory (VSWM) is characterized by a lim-
ited storage capacity. An important issue of vision and memory research is 
whether VSWM stores integrated objects or features. Following Luck and Vo-
gel’ (1997), we investigated VSWM for color-color conjunctions. We used a 
single probe at test to minimize configuration-related effects on performance, 
and two baselines with storage of single-feature (color) objects. We found that 
performance with color conjunctions (binding) was even lower than in the con-
dition in which the same amount of features was presented at different object 
locations. Neural network simulations show that our experimental evidence can 
be transparently explained in terms of local processing limitations, co-existing 
with global processing and VSWM storage limitations. Behavioral predictions 
are put forth.  

Keywords: Visuo-spatial working memory, binding, neural networks, storage 
capacity, processing capacity. 

1   Introduction 

Visuo-spatial working memory (VSWM) plays a crucial role in the active mental 
representation of the visual world, to serve various aspects of cognitive processing 
(Baddeley and Hitch, 1974; Bundesen, 1990). A striking functional property of 
VSWM is given by its limited capacity (Sperling, 1960; Phillips, 1974; Bundesen, 
1990; Luck and Vogel, 1997; Raffone and Wolters, 2001). 

It is crucial to estimate such storage capacity limitations without contamination 
from other storage modalities in working memory, and finding out the units of repre-
sentation in such a store. Thus, Luck and Vogel (1997) proposed a new experimental 
paradigm to assess VSWM capacity, by introducing a VSWM task based on change 
detection (see also Phillips, 1974). In this paradigm, a memory array and a test array 
with a variable number of objects, are separated by a short time interval (about one 
second). In half of the trials, the memory and the test arrays are identical; in the other 
half there is a change of a target feature, such as color or orientation, of one of the 
items. In this change detection paradigm the sample display is presented for a short 
time period (100 ms), thus minimizing the possibility for the items to be verbally 
encoded. 
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With this experimental paradigm, Luck and Vogel (1997; see also Vogel, Wood-
man et al. 2001) estimated a capacity of visual working memory of about four objects 
by applying Pashler’s formula (Pashler, 1988; see Section 2.2.) on the accuracy data. 
Interestingly, Luck and Vogel (1997) found that in an experiment of their series in 
which subjects had to store color-orientation conjunctions, performance was not  
different from conditions in which orientation only or color only where dimensions 
relevant for change detection. Related to this evidence, in their last experiment they 
assessed storage of color-color conjunctions, with a small colored square presented 
within a square frame with a different color. Remarkably, color change detection 
performance in such a color-color conjunction condition was not different from per-
formance in the conditions in which either the small colored squares or the larger 
colored square frames were presented. Thus, Luck and Vogel concluded that VSWM 
capacity does not depend on the number of features making up the objects, with inte-
grated objects rather than individual features being the units of representation in such 
working memory store. This is the so-called “strong object hypothesis” (Olson and 
Jiang, 2002), for which VSWM is limited only for number of objects that can be 
stored and not for number of features stored for each object. 

Subsequent studies with the same paradigm however led to alternative suggestions 
about binding in VSWM, including the possibility of completely independent storage 
systems for each feature dimension (e.g. color, spatial orientation, size; Wheeler and 
Treisman, 2002). Following the “weak object hypothesis” (Olson & Jiang, 2002), the 
VSWM capacity is determined both by the number of objects and the number of fea-
tures, but features from different domains can be bound together to form an object. 
This hypothesis supposes that change detection performance for isolated features is 
poorer that performance for conjoined objects, given the same number of features in 
both kinds of displays. Thus, the weak object hypothesis suggests a facilitation in 
object storage in comparison with single feature storage. In contrast with both these 
two hypotheses, Schneider et al. (2001) found an impairment in change detection 
performance by presenting objects composed of two conjoined colors, in comparison 
with conditions in which single colored squares were presented (remarkably, they 
uses the same experimental setting as in Luck and Vogel’s study in 1997). Thus, con-
trary to a facilitation, these authors found an interference effect in the color conjunc-
tion  condition.  

Given this controversial theoretical and empirical scenario, the aim of the present 
study was to provide a further assessment  of whether storage of color-color conjunc-
tions (binding) in VSWM is consistent with the strong object hypothesis, the alterna-
tive weak object hypothesis, or a further alternative interference-based account. We 
use the same experimental paradigm and setting as in Luck and Vogel’s (1997) study, 
except for presenting a single probe at test, to prevent any confounding configuration-
related effect. Moreover, to contrast in a fine fashion color binding-related perform-
ance with single-color performance, we assessed color-color conjunction performance 
against top and bottom baselines, in which either half or the same amount of features 
in single-feature (color) objects were presented, respectively (see Section 2.1).  
Finally, to shed light on underlying neurocognitive processes mechanisms, we devel-
oped and studied an explicit connectionist model, after the experiment, incorporating 
three levels of representation and processing the visual system. We will first present 
the experiment, then the model, and finally an integrated discussion of our findings. 
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2   Color Binding Experiment 

2.1   Methods  

Participants. 
Twelve psychology students from the “Sapienza” University of Rome participated in 
the study. All participants (5 male, mean age 24.2, in the range 21-30), had a normal 
or corrected-to-normal visual acuity, normal color discrimination, and no history of 
neurological problems. They were naïve as to the purpose of the study, which lasted 
for approximately 40 minutes. 

Stimuli. 
The stimuli were presented on a computer screen of 15.4’’ (refresh rate = 60 Hz) 
located in a quiet and dark room. The distance between the participant’s head and the 
video monitor was approximately 60 cm. Three types of stimuli were used: small 
squares (0.65° × 0.65°), large squares (1.3° × 1.3°) or small colored squares inside a 
larger colored square (see Figure 1). The color of each object was randomly selected 
(with replacement) from a set of four colors: blue, green, red and purple, with the 
restriction that if a small square appeared in the same space location of a large square 
these colors were different from each other.  

Stimuli presentation was programmed with E-Prime 1.0 software. 

Design and Procedure. 
Each trial began with the presentation of a fixation cross on the center of the screen 
for 2000 ms. Then the memory array appeared for 100 ms, containing a variable 
number of colored squares. The squares were either all large or all small (with a re-
spective randomized occurrence in 50% of the trials) in Top and Bottom baseline 
conditions; in the color binding condition a small square appeared inside a larger 
square frame of a different color, at each object location. After a retention interval of 
900 ms, one of the objects previously displayed in the memory array appeared at the 
same location. This object (probe) could appear  with the same  color as in the mem-
ory array  (in 50% of the trials, with a random occurrence), or in a different color. In 
the color binding condition, either the small square or the large square frame might 
change color (in 25% of the trials, respectively). 

As in Luck and Vogel’s (1997) study, the participants were instructed to report 
whether a color change occurred by matching memory and test arrays, by key press-
ing (the keys “A” and  “K” were used for response, counterbalanced across subjects). 
Three blocks (one for each condition) of 60 trials (20 for each of the three set sizes) 
were run, for a total of 180 trials. Each block was preceded by 12 training trials. The 
set sizes were different for each block: for the Top baseline, the set sizes were 2, 3 
and 4 items; for the Bottom baseline the set sizes were 4, 6 and 8 items; for the Con-
junction condition the set size were “2+2”, “3+3” and  “4+4” items (thus comprising 
the two kinds of colored squares conjoint at object locations. i.e. the amount of fea-
tures in the array was displayed in half the number of objects). 
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Fig. 1. Stimulus examples (on the upper panel) and experimental procedure (on the bottom 
panel). Note that different levels of the grayscale are used to represent different colors and that 
proportion between stimuli and display size is not indicative of real proportion. See Methods 
for more details. 

2.2   Results 

A two-way ANOVA on the accuracy data with the within-participants factors of Con-
dition (Top baseline, Bottom baseline and Conjunction) and Set Size (Min., Middle 
and Max.), was conducted. We also conducted planned comparisons between the 
conjunction condition and the other two conditions (Top baseline vs. Conjunction 
condition, and Bottom baseline vs. Conjunction condition). The percentage accuracy 
results of the experiment (means and standard errors) are displayed in Figure 2. 

The ANOVA analysis revealed a significant main effect of Condition [F(2) = 47.5 
p < 0.001] and Set Size [F(2) = 20.5 p < 0.001] on accuracy performance, but no 
significant interaction between these two factors [p > 0.05]. Planned comparisons 
between different conditions revealed that accuracy in the Conjunction condition 
(Min. = 78%; Middle = 66%; Max. = 62%) was lower than in the Top baseline (Min. 
= 92%; Middle = 87%; Max. = 85%) for all the set sizes [p < 0.001]. Interestingly, the 
same was observed for the Conjunction versus Bottom baseline conditions (Min. = 
85%; Middle = 77%; Max. = 72%) for all set sizes [p < 0.05].  

Additionally, we computed the mean number of objects encoded (stored) in each 
condition by using the Cowan’s k formula: for each set size, k = N x (hit rate + correct 
rejection rate - 1), where k is the number of encoded objects or estimated storage 
capacity, and N is the number of objects presented. We thus computed an average 
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over the set sizes in the bottom baseline and in the Conjunction condition (in the top 
baseline the set sizes were half the ones in the other two conditions). We found a k = 
3.38 for the Bottom baseline and k = 2.5 for the Conjunction condition. Thus, we 
found that the estimated memory capacity in the Bottom baseline was of about one 
object higher than in the Conjunction condition. 

 

Fig. 2. Percentage of accuracy for factor of Condition (Top, Bottom and Conjunction) in func-
tion of set size in the first experiment. Error bars represent the standard error of the means. 

3   Color Binding Model 

Computational models have proven to be very useful to shed light on the underlying 
mechanisms for limited storage capacity in visual working memory (Raffone & Wolt-
ers, 2001; Johnson et al., 2009). Raffone and Wolters’ (2001) model accounted for 
Luck and Vogel’s results by a neural synchrony mechanism, consistent with the 
strong object hypothesis. However, this model did not consider the case of color-color 
conjunctions and the contrasting evidence related to it. Moreover, it did not consider 
evidence and functional aspects consistent with the weak object hypothesis.  

Our present computational model is devoted to account for our present experimen-
tal results about color binding for storage in VSWM. As Raffone and Wolters (2001), 
and unlike Johnson et al. (2009), we did not explicitly simulate the change detection 
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(retrieval) process, but only the neural processes related to encoding and maintenance. 
Our model incorporates simple and transparent mutual inhibition based mechanisms 
for both limited storage capacity of VSWM, and for a limited perceptual processing 
capacity (see Bundesen, 1990; Bundesen et al., 2005), both in terms of local and 
global processing competition. It is crucial to estimate such storage capacity limita-
tions without contamination from other storage. 

3.1   Neural Units 

Neural units in the model are rise/decay integrators described by an activity level x. 
The evolution of x follows Equation 1: 

( )( ) ( )∑∑ −++−+−= inhxIIexcxx
dt

dx
inputnoise1τ  

 

(1) 

where Σexc and Σinh are the sums of excitatory (including self-excitatory) and inhibi-
tory inputs, respectively, Inoise is a Gaussian noise input (μ = 0.05, s.d.= 0.4), randomly 
extracted at each time step, Iinput is the direct visual input (with strength γinput = 0.8) 
given to the units in the first layer during stimulus presentation, and τ is a time con-
stant setting the rise (‘gain’) and decay rate of units’ activity.  

The excitatory and inhibitory inputs in most cases (except when indicated) are 
passed through a sigmoid function f(x) (see also Grossberg & Grunewald, 1997), with 
given Q and n parameters, as in Equation 2: 
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3.2   Model Architecture  

The model includes three layers or simulated brain areas, inspired by recent neuroi-
maging evidence about brain correlates of visual working memory (Todd & Marois, 
2004). We also took into account realistic connection delays in inter-area connection 
(see Dehaene et al., 2003). 

The three layers of the model correspond to different cortical regions: a V1-V3 
sensory layer, mostly involved in ongoing perceptual processing; an intermediate 
layer standing for area V4 and the lateral occipital complex (V4-LOC) area, shown to 
be involved in object feature processing for storage in visual working memory (see 
Xu & Chun, 2006); a VSWM layer, corresponding to parietal posterior (PP) cortex. 

In each area there is a neural unit encoding for each object presented to the net-
work. For the sake of simplicity, we only simulate forward connectivity between the 
three layers, with a one-to-one connectivity for each object. In the PP layer, self-
excitation enables the self-sustained delay activity necessary for VSWM maintenance. 
The time constant τ of neural unit integration (decay) is longer for the intermediate 
V4-LOC layer to simulate an iconic memory stage (τ = 2 ms for V1-V3 and PP lay-
ers, and τ = 16 ms for V4-LOC). Connection strengths are denoted with γ, and signal-
ing delays with δ. 
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Fig. 3. Model architecture. A neural unit (empty circle) is present in each area for each object. 
Filled circles represents global inhibitory units, that is connected with all the neural unit in the 
same area, receiving excitatory connections and sending inhibitory connections to each one. 
Arrow pointers represent excitatory connections (or input, as in the first area) whereas circle 
pointers represent inhibitory connections. 

Mutual inhibition plays a crucial role in the model, for different forms of inter-
object competition in the three layers: it acts “locally” in a linear fashion in the V1-V3 
layer, i.e. only between neural units encoding for adjacent colored square in a color-
color conjunction; it acts at a global competition level in a linear fashion to “attenu-
ate” graded activations in the intermediate iconic V4-LOC layer; it acts at a global 
level in a non-linear fashion to “suppress” a subset of non-linear activations in the 
VSWM PP layer (k-winners-take all dynamics, where k is the storage capacity of 
VSWM).  

The ‘external’ visual inputs arrive to the V1-V3 layer. Mutual inhibition in this 
layer is linear, with γ = 1.3 and delay = 2 ms. V1-V3 units send forward outputs (γ = 
1.1; delay = 6 ms; Q = 0.4 and n = 2) to V4-LOC. In this layer mutual inhibition is 
weak, so object- related activity is only attenuated. Units in V4-LOC have a longer 
time constant, thus tenths of milliseconds are necessary for the slower rise of their 
activity level. When activity in a V4-LOC unit approaches a certain level, object-
related activity is transferred via forward connections (γ = 0.2; delay = 6 ms; Q = 0.2 
and n = 4) to the PP layer for VSWM storage.  

In the PP layer activity is self-sustained by self-excitatory connections (γ = 1.5; de-
lay = 2 ms; Q = 0.3 and n = 6). There is a strong global non-linear mutual inhibition 
between PP units (γ = 0.8; delay = 2 ms; Q = 1.8 and n = 25), with a k-winners-take-
all dynamics in which only three to four objects can be maintained at the time by their 
corresponding units. In the mutual suppressive interactions in the PP layer the activity 
of other units does not reach the level of self-excitation for maintenance. Thus in our 
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VSWM model object representations are consolidated in a all-or-non manner, accord-
ing to recent experimental evidence (see Zhang & Luck, 2008).  

3.3   Simulation Results 

The aim of our simulations is to account for our present experimental results on stor-
age in VSWM of color-color conjunctions, by keeping into account local processing, 
global processing and VSWM storage capacity limitations. In the simulations, a milli-
second of real time corresponds to 5 simulation cycles.  

In each simulation, direct visual input was given after 200 ms of startup for 100 
ms. Then there were other 1700 ms of maintenance during with no other stimuli. Thus 
each simulation lasted for a total of 2000 ms. Each reported simulation result is ob-
tained averaging thirty simulation trials, unless it is specified otherwise. 

 

Fig. 4. Activity for each neural unit in Posterior Parietal area for single feature (left panels) and 
color binding (right panels) conditions. As shown, in the single feature conditions there are four 
active neural units, whereas in the color binding condition only two. The vertical gray line 
indicates the time at which the stimulus arrives. 
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Fig. 5. Simulation results for single feature and color binding conditions with short stimuli 
presentation. In the upper panel, average numbers of stored objects (K) in light gray and aver-
age PP area activity in dark gray. Error bars represent the standard deviation. In the bottom 
panel, distribution of K for single feature (dark gray) and color binding (light gray) conditions. 

Figure 4 displays a typical PP activity in two different simulated conditions with 
six presented objects. In the first condition, named “single feature” condition, each 
object is defined by only one feature and thus there is no (local) mutual inhibition in 
V1-V3. In the second condition, named “color conjunction” (or color binding) condi-
tion, each object is defined by two conjoined features, thus in the V1-V3 layer a local 
mutual inhibition is established between these two features. As a result, V1-V3 activ-
ity in the color conjunction condition is reduced with respect to the single feature 
condition,  implying more time for V4-LOC units to reach the activity level at which 
they in turn start to spread activation to the associated PP units. Thus, as soon as the 
visual input is removed and the activity in V1-V3 and V4-LOC falls down, in the PP 
layer a maintenance-related difference between the two simulated conditions is ob-
served: in the single feature condition the PP storage capacity is fully employed (up to 
four objects), whereas in the color conjunction condition only two objects are stored 
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in this simulation trial, with the same parameters, initial values and noise values in the 
two simulation conditions. 

As shown in Figure 5, we accounted for our experimental findings for the single 
feature and the color conjunction conditions, with a drop in the number of objects 
maintained in VSWM in the color conjunction condition with respect to the single 
feature condition. We calculated the number of maintained objects by simply count-
ing the number of units in which the mean activity level, from stimulus onset to the 
end of the trial, was higher than a threshold value (θ = 0.3) at which maintenance 
versus non-maintenance was clearly observed. We thus refer to the number of main-
tained objects in our model as to k to match this with our experimentally-estimated k. 
In our model thus the local mutual inhibition in V1-V3 results in a drop of about 1 
object in the color conjunction condition, as shown in the experimental color conjunc-
tion condition. Interestingly, the same drop was found in the mean layer activity,  
 

 

 

Fig. 6. Simulation results for single feature and color binding conditions with long stimuli 
presentation. In the upper panel, average numbers of stored objects (K) in light gray and aver-
age PP area activity in dark gray. Error bars represent the standard deviation. In the bottom 
panel, distribution of K for single feature (dark gray) and color binding (light gray) conditions. 
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which might be linked to a brain region activity index, computed over all the units, for 
the entire simulation duration and all the simulation trials for the same conditions. 
The last panel of Figure 5 shows the distribution of k values in the thirty simulations 
run for each condition. The most frequent value is k = 3 for both the conditions, but 
for the single feature condition we have a higher occurrence of k = 4 than for k = 2, 
whereas for the color conjunction condition the reverse pattern was observed. 

However, it hardly likely that VSWM capacity ‘contracts’ with color conjunctions. 
As the functional logic of our neural network model suggests, it seems plausible that 
local competitive interactions take place between adjacent colors and reduce the flow 
of activation at iconic level feeding the VSWM store, which might be related to the 
construct of limited processing capacity (Bundesen, 1990). In this case, a dissipation 
of perceptual processing capacity would occur due to local competitive interactions. 
However, it can be hypothesized with that with a longer exposure time of the memory 
array would counteract this dissipation. 

We thus performed a simulation with a longer stimulus exposure (500 ms versus 
100 ms). The simulation results are displayed in Figure 6: both the mean k and the 
mean activity level differences between the two simulated conditions are greatly  
reduced with a longer exposure time. In the same manner, the k distribution of fre-
quencies shows no differences between the single feature condition and the color 
conjunction condition, with most occurrences distributed between k = 3 and k = 4. 

4   Discussion 

Our experimental findings about storage of color-color conjunctions in VSWM are 
consistent with a local processing competition account rather than with a strong object 
hypothesis or a weak object hypothesis. How can differences in results by using the 
same experimental procedure be explained? Unlike Luck and Vogel (1997), we used a 
single probe at test, thus reducing potential configuration-related effects on perform-
ance. Moreover, also in light of Schneider et al.’s (2001) findings, differences be-
tween the participant samples might also have contributed to the observed differences 
in results.  

Related to this aspect, it can be hypothesized that practice leads to a color chunking 
counteracting and even dominating local color interference. Thus, ‘chunking fields’ 
and synchronizing neural connections implemented in Raffone and Wolters’ (2001), 
associated to the strong object hypothesis and the original Luck and Vogel’s (1997) 
study, and the local inhibition implemented in the present model, associated to a local 
processing competition account, might jointly be implemented in a further computa-
tional model, after a further practice-focused experimental investigation. Thus, the 
“chunking field” hypothesis might represent a synthesis beyond the weak and strong 
object hypothesis-antithesis. Long-term memory would thus play an important role in 
binding for visual working memory, as also suggested by Baddeley (2000).  

A further VSWM experiment with a longer exposure time would provide a direct 
test of the local competition account emerging from our present experiment and  
associated computational investigation. Finally, an ERP (event-related potential) 
experiment would capture the different latencies in memory array processing with an 
without color-conjunctions, with the same displays used in our present experiment 
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(and in Luck and Vogel’s study), as related to our neural network model. Different 
ERP waves for memory array processing and VSWM maintenance (Vogel & Machi-
zawa, 2004), depending on the experimental condition, are expected.  
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Abstract. We investigated the impact of path complexity on brain dynamics of 
subjects who preferentially use an egocentric (Turners) or an allocentric (Non-
turners) reference frame during spatial navigation. Participants indicated a re-
turn bearing direction (‘point-to-origin’) following visual presentation of virtual 
tunnel passages, varying with respect to the complexity of the outbound path. 
High-density electroencephalographic activity was recorded continuously and 
spatially filtered with Independent Component Analysis. For Turners, rotations 
and translations were associated with decreased and increased (8-12 Hz) alpha 
activity in occipito-parietal cortex, whereas Nonturners displayed increased al-
pha within cortical areas along the ventral pathway, as well as in retrosplenial 
cortex, an area supporting bidirectional exchange of information between parie-
tal and medial temporal regions. Both groups displayed complexity-related 
modulations of frontal midline (4-8 Hz) theta activity. Findings extend results 
of hemodynamic imaging and neuropsychological studies on spatial navigation 
and emphasize the need for considering individual proclivities when investigat-
ing human navigation performance. 

Keywords: path integration, reference frames, egocentric, allocentric, EEG, 
ICA, Independent Component Analysis, source reconstruction, ERSP. 

1   Introduction 

Spatial navigation constitutes a sub-category of spatial cognition and denotes the 
capacity to plan and execute goal-directed paths based on the computation, mainte-
nance, and utilization of internal representations of the environment [1]. These repre-
sentations comprise the location of threats, rewards, and other agents and their spatial 
relations, as well as one’s own position with respect to the represented entities [2]. 
The navigator’s position and orientation can be inferred by path integration, i.e., the 
continuous integration of local translations and rotations from movement cues [3].  
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The integration of spatial information during path integration takes place within 
dissociable, but interacting spatial reference frames. Most generally, a distinction is 
made between a self-centered egocentric reference frame and an environment-
centered allocentric reference frame [2, 4]. Within the former, egocentric self-to-
object distances and bearings are coded independently of the global layout of the 
environment, with respect to the three intrinsically defined axes of the navigator 
(front–back, right–left, and up–down). As the navigator moves, egocentric parameters 
have to be updated with each consecutive step by adding the displacement vector of 
an object (relative to the navigator) to their previous egocentric position vectors. In 
other words, the world constantly changes, whereas the navigator remains spatially 
fixed in the center of the reference system [5]. The resulting spatial representation 
therefore can be characterized as being highly dynamic and transient. Behavioral 
studies in triangle-completion have indeed shown that with increasing path complex-
ity in terms of overall length and/or number of turns, spatial updating of egocentric 
parameters becomes more and more challenging, resulting in larger errors and in-
creased response times [6, 7]. 

By contrast, an allocentric reference frame establishes a coordinate system with 
an origin and a reference direction external to the navigator. Within the resulting 
allocentric locational representation inter-object relations are represented inde-
pendent of the navigator’s current position and/or orientation, exclusively related to 
the external reference properties, with coordinate axes being defined by the global 
layout of the environment. Also, the navigator himself is represented in terms of 
position, but without any orientation. The use of an allocentric reference frame 
requires the moving navigator to constantly update his position but not his orienta-
tion since all allocentric distances and allocentric bearings remain stationary as the 
navigator proceeds. Recent experiments have provided initial evidence for spatial 
accuracy being considerably high even after long and winding outbound trajectories 
whenever participants represent the traversed pathway within an allocentric refer-
ence frame [8]. 

The subject’s choice of navigating within an egocentric or an allocentric refer-
ence frame partly depends on the sensory modality activated during navigation [9], 
as well as the perspective from which an environment is initially encountered and 
learned [10, 11]. Further, several studies have provided rich evidence for the  
existence of intraindividually stable proclivities in using either an egocentric or an 
allocentric frame during visual path integration [12-14]. By developing a task that 
allowed for a categorization of subjects with respect to their preference for using an 
egocentric or an allocentric reference frame [12], it was possible to differentiate 
Turners, who preferentially use an egocentric reference frame, and Nonturners,  
who preferentially use an allocentric reference frame for spatial navigation (see 
Figure 1). This segregation was neither attributable to differences in the feeling of 
vection nor to group-specific eye movement patterns during navigation through 
sparse visual environments [15]. 
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Fig. 1. [A] Snapshot of a tunnel with straight and curved segments (framed black), providing 
visual information on forward motion from a first person perspective; [B] When traversing 
tunnels with two turns bending to the same side, return bearings of Turners (using an egocentric 
reference frame, white heads) and Nonturners (using an allocentric reference frame, dark grey 
heads) are initially aligned, but diverge with changes in perceptual heading along the trajectory. 
At the end, Nonturners rotate the virtual arrow so that it points 120° to their left (B-1), whereas 
Turners adjust the arrow 120° to their right (B-2). The homing responses indicate that Nonturn-
ers adjust the homing arrow with respect to the allocentric reference direction (small light grey 
head) corresponding to the allocentric return bearing, whereas Turners respond with respect to 
their final cognitive heading corresponding to the egocentric return bearing; [C] For tunnels 
with two opposite turns of equal angularity, both systems are re-aligned after the second turn, 
resulting in identical arrow adjustments for Turners and Nonturners (C-1), based on the equiva-
lence of egocentric and allocentric return bearings. 

1.1   Cortical Structures and Processes Subserving the Use of Egocentric and 
Allocentric Reference Frames 

The conceptual dissociation of egocentric and allocentric reference frames is further 
reflected by structural as well as functional differences in the underlying neural sub-
strate [11, 16]. Under natural circumstances, both systems interact during the encod-
ing and retrieval of spatial knowledge. Based on incoming visual flow, information 
regarding one’s ego-motion is extracted and further processed along the dorsal  
pathway within medial occipital and posterior parietal areas [17], with the latter coor-
dinating transformations between various reference frames (e.g., eye-, body-, head- or 
world-centered) [18, 19]. Firing patterns of parietal cells are affected by combinations 
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of velocity, head direction, and visual stimuli, bearing resemblance to findings  
on parietal lesions in humans associated with improper integration of heading  
information [20, 21].] 

Additional cells that respond selectively to position-independent heading are lo-
cated in cingulate cortex [22]. Particularly its posterior portion (retrosplenial cortex) 
is interconnected with posterior parietal cortex, superior temporal sulcus, as well as 
subcortical structures [23, 24]. The retrosplenial cortex plays a central role for the 
proper integration of head direction and information on heading-invariant landmark 
information arising from place cells in medial temporal, particularly hippocampal 
structures. Place cells in the hippocampal formation have been found to respond to an 
animal’s location in space independent of its current orientation [25], giving rise to 
the assumption that certain aspects of the allocentric reference frame reside in these 
areas [26]. Beyond object-based processing along the ventral pathway, hippocampal 
structures also receive context-independent position information upstream from en-
torhinal grid cells. In contrast to place cells, these cells establish a map of the envi-
ronment that is only initially anchored to external landmarks, but persists in their 
absence, which might contribute central elements for the long-term storage of spatial 
structures [27]. Finally, parietal as well as hippocampal structures possess intercon-
nections to prefrontal regions that are associated with reference-frame unspecific 
functions of spatial working memory comprising maintenance of encoded information 
as well as goal-directed planning [28]. 

The temporal dynamics of activity within these areas during the acquisition,  
consolidation, and retrieval of spatial knowledge may be investigated by means of 
high-density electroencephalography (EEG). Generally, spontaneous EEG activity is 
constituted by uncoupled intracortical sources producing random oscillatory activity 
in a wide frequency range. Sensory stimulation causes a coupling of these generators, 
resulting in temporally synchronous and coherent oscillations. In the context of spatial 
navigation, alpha and theta frequency bands constitute the most extensively studied 
oscillations, since they have repeatedly been shown to correlate with mental states and 
strategies as well as stimulus characteristics. Activity in the (4 – 8 Hz) theta frequency 
band is directly related to memory maintenance and increases with task difficulty 
[29]. Particularly during heading changes pronounced theta activity has been detected 
[30] which might serve as gating mechanism during information encoding, consolida-
tion and retrieval [31]. By contrast, activity in the (8 – 13 Hz) alpha frequency band 
has several functional correlates reflecting sensory, motor, and memory functions 
[32]. Alpha arises primarily from posterior sites, including occipital, parietal,  
and posterior temporal regions. Decreased alpha constitutes a valid signature of acti-
vation or cognitive preparedness of the cortical domain for processing of task-related 
information [33]. 

However, the EEG signal measured on the scalp surface does not originate on-site, 
i.e., directly beneath a certain electrode, but can be characterized as a sum of many 
electrical processes, including those with neural or muscular origin [34, 35]. The far-
field potential arising from each of these synchronized cellular assemblies spreads via 
volume conduction and is recorded, to a greater or lesser extent, by every surface 
electrode instantaneously. Independent Component Analysis (ICA) has been success-
fully applied to EEG data to separate these mixed signals into spatially fixed but tem-
porally independent processes [36]. 
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1.2   Aims of the Current Study 

Bringing together the excellent temporal resolution of high-density EEG recordings, 
seminal progress in data mining techniques, as well as VR technology, the current 
study aimed at the identification of generator sources of brain activity as well as mac-
roscopic oscillatory dynamics during path integration within egocentric and allocen-
tric reference frames. The difference in primitive parameters between egocentric and 
allocentric spatial representations suggests that they are processed within distinct 
neural circuits (dorsal vs. ventral pathway). On the other hand, following the remarks 
of Burgess [4] as well as initial results of Gramann et al. [13], egocentric and allocen-
tric systems might be activated in parallel. This parallel processing might be reflected 
by specific dynamics within distinct brain areas responsible for the processing of 
reference frame-specific spatial information, as well as reference frame-unspecific 
activation associated with the coordinated transformation of spatial information be-
tween reference frames. Based on this question, the systematic variation of the path 
layout allowed, for the first time, the analysis of how brain dynamics within areas 
associated with reference frame-specific as well as -unspecific cognitive processing 
are modulated by changes in outbound path complexity. 

2   Material and Methods 

Thirty-seven male students recruited from the Ludwig-Maximilians-University Mu-
nich, Germany, participated in the Experiment (age (M±SD) = 24.64 ± 3.52 years). 
Participants were either paid 8€€  per hour or received course credit for taking part in 
the experiment. All subjects had normal or corrected to normal vision and reported no 
history of neurological disorder.  

Prior to the main experiment, subjects were classified for their preferred spatial 
strategy (Nonturner vs. Turner). In this categorization task, participants sat in an elec-
tromagnetically shielded room, 170 cm in front of a flat projection screen (120 x 90 
cm), which was illuminated by a Sanyo PLC-XU47 projector (800 x 600 pixels, 
275W, 60 Hz). The screen center was horizontally aligned with the participant’s line 
of sight. Visual stimulation covered a visual field of view of approx. 41° x 41°. Par-
ticipants passively traversed 30 tunnels with one single turn of varying angle. Tunnels 
were composed of an initial straight segment followed by a curved segment and two 
final straight segments. Movement was simulated solely by optic flow, with a con-
stant speed of 2.27 seconds/segment. At the end of a passage two virtual arrows were 
displayed simultaneously that represented the correct homing response based on an 
allocentric or an egocentric reference frame. In a forced-choice task, participants had 
to spontaneously decide which of the two arrows pointed back to the starting point of 
their passage (see Figure 1B for examples of homing arrows). 

Within three blocks of 10 trials each turning angles gradually decreased, so that 
egocentric and allocentric arrows converged, resulting in increasing task difficulty. In 
order to take part in the main experiment, participants had to consistently (i.e., more 
than 83% of the trials) select the allocentric or egocentric arrow to be categorized as 
Nonturners or Turners, respectively. All subjects selected for the main experiment 
demonstrated consistent choice of one or the other reference frame (Turners M±SD = 
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99% ± 0.02%), Nonturners M±SD = 96% ± 0.04%; correlation between preferred 
strategy and strategy-specific arrow choice: r(37) = .997, p < .00001). 20 subjects 
were categorized as Turners (egocentric) and 17 as Nonturners (allocentric). All 
Turners were right-handed, four Nonturners were left-handed. 

The main experimental session included 20 blocks of 9 tunnels each with minor in-
between breaks. During the experiment tunnels with one turn and two turns were 
presented. The task of the subjects was to maintain orientation while being passively 
transported along the tunnel passage and to subsequently rotate a simulated 3-D arrow 
to point directly back to the starting point of the trajectory (‘point-to-origin’). In order 
to minimize EEG movement artifacts, arrow adjustment was accomplished by press-
ing and holding right and left mouse buttons. Pressing the center mouse button con-
firmed the adjustment. 

Tunnels with one turn consisted of five segments (segment duration = 1875 ms), 
with the two initial and two final straight segments enclosing the turning segment of 
varying angle. Tunnels with two turns had a total of nine segments (turn segments 
located in segments 3 and 7). Since depth of sight was limited to the upcoming 1.5 
segments, the placement of the first turn in segment 3 ensured that participants could 
not determine the direction and amount of the first rotation directly at the beginning 
of the presentation. Further, we inserted three straight segments between the first and 
the second turn, so that subjects were not able to predict whether they were traversing 
a tunnel with five or with nine segments until either the end of the passage appeared 
or the tunnel continued through a second turn. In 10% of the trials participants re-
ceived strategy-specific feedback on homing accuracy (based on the a priori catego-
rized preference). 

The main experiment was composed of 180 trials, constituting a factorial combina-
tion of 2 lengths/number of turns (5 segments, one turn; 9 segments, two turns) × 2 
sides of end position (left; right) × 4 categorical eccentricities of end position1 (15°, 
30°, 45°, and 60°, each with variation of ± 2° in order to prevent stereotypical homing 
responses) × 10 repetitions per condition, plus 20 filler trials (start of each block) 
being straight tunnels. 

The EEG was continuously recorded with a high-density array of 128 Ag/AgCl 
electrodes corresponding to the international 5%-system [37]. Impedance was kept 
below 7 kΩ. The signal was filtered online with a band-pass of .016–100 Hz, and 
digitized at a sampling rate of 500 Hz. An additional electrode was placed on the 
infraorbital ridge of the left eye to record the vertical electro-oculogram (EOG). Data 
were analyzed off-line with the freely available MATLAB-toolbox EEGLAB [38]. 
After downsampling to 250 Hz data were digitally filtered to remove frequencies 
above 50 Hz and re-referenced to linked mastoids. Continuous data were first 
screened for atypical (excessive peak-to-peak deflections or bursts of electromyog-
raphic activity) epochs. The remaining data were decomposed by extended infomax 
ICA using binica [39] as implemented in EEGLAB. 

                                                           
1  Eccentricity of end position was computed within an allocentric reference frame (with respect 

to the initial straight segment of the tunnel passage). Different end positions corresponded to 
different turning angles, e.g., the end position of 15° eccentricity required either a single turn 
of 30°, or two turns to the same side of 15° and 10°, or two opposite turns of 30° and -30°. 
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For every participant, ICA returned 128 maximally independent components. Sub-
sequently, DIPFIT2 routines from EEGLAB were applied to fit single equivalent 
dipole models to the IC scalp topographies using a four-shell spherical head model 
[40]. Components with bilaterally distributed scalp maps were fit with a dual dipole 
model using a symmetrical constraint. Components with an equivalent dipole model 
explaining less than 85% variance of the measured scalp maps and components that 
reflected muscle activity, electrocardiogram, or eye movements were excluded from 
further analysis. 

After decomposition, the data were segmented into overlapping epochs of 2875 ms 
(length of one tunnel segment plus 500 ms pre- and 500 ms post-stimulus time win-
dow) and normalized for between subject comparison by subtracting mean log power 
from single-trial log power. Subsequently, data were baseline-corrected by subtracting 
the average EEG spectrum of all trials, beginning with the second tunnel segment and 
ending with the penultimate segment of the tunnel passage (for tunnels with one turn: 
Segment 4; for tunnels with two turns: Segment 8). Mean Event-Related Spectral 
Perturbations (ERSP) were computed by subtracting the 2-D (frequency-by-latency) 
mean log power spectrum of the baseline from the mean log power at each time point 
of the experimental trials [41, 42]. This approach provides insights into event-related 
brain dynamics in a wide frequency range for the whole time course of the tunnel 
passage. 

IC processes were clustered across subjects by means of a joint distance measure, 
based on power spectra, event-related potentials, scalp projections, equivalent dipole 
locations, mean ERSP, and inter-trial coherence for each selected IC from each sub-
ject. The resulting component distances were clustered using a K-means cluster algo-
rithm as implemented in the EEGLAB toolbox (see [34] for further details). 

3   Results and Discussion 

Strategy-specific expected and observed angular adjustments were highly correlated for 
both Nonturners and Turners. For Turners, using an egocentric reference frame, correla-
tion coefficients were comparable at all complexity levels (r1-turn(80) = .950; r2-

turns(same)(70) = .924; r2-turns(opposite)(60) = .899; all ps < .0001). This pattern was identical 
for Nonturners, using an allocentric reference frame (r1-turn(120) = .972; r2-turns(same)(72) = 
.937; r2-turns(opposite)(48) = . 895; all ps < .0001). Although tunnels varied on a trial-to-trial 
basis with respect to the turning angle and overall length, the pronounced correlation 
between expected and observed homing responses confirms the subjects’ capability to 
extract directional information from purely visual flow on local translations and rota-
tions. Given that the underlying egocentric and allocentric representations of Turners 
and Nonturners were of comparable spatial accuracy, it was of interest, if the strategy 
groups differed in terms of the underlying cortical structures and spectral dynamics 
within these areas during navigation. 

A total of 599 independent component (IC) processes were retained (see Figure 2); 
275 from Nonturner subjects, and 324 from Turner subjects. The number of ICs 
ranged from 9 to 28, with both groups displaying a mean number of retained compo-
nents of 16.2 (difference between strategy groups: χ2

df=1 = 1.05, p > .05). 22 IC clus-
ters were obtained. Two clusters mirrored horizontal and vertical EOG activity, and  
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Fig. 2. Reconstructed equivalent model dipole locations of the 599 functional IC processes 
(dipoles related to eye movements are not shown); Blue spheres display equivalent model 
dipole locations of IC processes in 16 clusters without significant ERSP differences between 
strategy groups and/or complexity levels; (green) cluster located in or near bilateral occipital 
gyrus; (yellow) cluster in or near right precuneus; (red) cluster in or near posterior cingu-
late/retrosplenial cortex; (orange) cluster in or near right cingulate gyrus 

20 clusters reflected brain processes (see Figure 2). Stereotaxic Talairach coordinates, 
residual variances, Brodmann Areas, the number of Nonturner and Turner subjects, as 
well as the number of ICs within four representative clusters are summarized in Table 1. 
The results replicated and extended previous findings regarding the spectral dynamics of 
distinct brain areas during spatial navigation [13, 43] by further analyzing the brain 
dynamics dependent on the complexity of the outbound path. At all complexity levels, 
 

Table 1. Properties of 4 representative IC clusters, sorted from posterior to anterior IC cluster 
sites (along the y-axis). Columns provide information regarding (1) the location of the cluster 
centroids in Talairach space (x-y-z). All reconstructed clusters for each condition were ana-
tomically specified within the stereotaxic coordinate system of Talairach and Tournoux using 
the Talairach demon software [45], returning the coordinates of the nearest grey-matter point. 
Further, the table provides information regarding (2) the residual variance (RV, in %) of the 
reconstructed cluster centroids, and (3) their anatomical region defined in the Brodmann Area 
system [46]. Finally, the table gives information regarding the number of Nonturner and Turner 
subjects (SNT, ST), as well as the amount of Nonturner and Turner Independent Components 
(ICNT, ICT) within each cluster. 

Cl Talairach RV Brodmann Areas SNT ST ICNT ICT 
 x y z [%]      

1 29 -79 -1 3.41 BA 18 R (bilat.) inferior occipital 
gyrus 

13 17 22 33 

2 4 -69 30 2.65 BA 7/31 R (midline) precuneus 13 15 16 23 

3 5 -49 11 5.37 BA 29/30 R posterior cingulate/ ret-
rosplenium 

9 9 16 17 

4 7 13 38 3.56 BA 32 R cingulate gyrus 12 10 20 14 
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Turners and Nonturners displayed comparable deflections from baseline in or near pri-
mary/secondary visual cortex (Independent Component Cluster ICC 1, BA 17/18) re-
flecting activity accompanying visual processing from a first-person perspective. 
Whereas translational information was associated with relative synchronization of the 
alpha frequency band (near 10 Hz), the combined translational/rotational information 
during tunnel turns resulted in alpha desynchronization (see Figure 3-A). The desyn-
chronization of alpha has been associated with increased cognitive processing during 
relevant time-points of a given task [31, 44]. 

Despite identical visual processing of Turners and Nonturners, spectral dynamics 
displayed distinct patterns as information was processed along the dorsal stream, 
particularly in or near posterior parietal cortex (ICC 2, BA 7/31). Whenever the 
second turn bended into the same direction, Turners exhibited a relative alpha de-
synchronization in or near posterior parietal cortex upon viewing the second turn 
prevailing until they entered the turning segment. By contrast, Nonturners’ alpha 
activity did not differ from baseline during this time period (see Figure 4-A). In 
posterior parietal cortex the fusion of multiple egocentric reference frames is ac-
complished, further projecting to motor structures in order to coordinate appropriate 
movements [47]. In concert with retrosplenial cortex, posterior parietal cortex fur-
ther integrates heading changes [48], conveying allocentric aspects of space [49]. 
Since the homing response of Turners closely resembles the egocentric return bear-
ing that requires the updating of cognitive heading during rotations, the more pro-
nounced alpha desynchronization of Turners points to increased cognitive effort 
during the integration of future heading during turns [50, 51]. The homing response 
of Nonturners, by contrast, matches the allocentric return bearing that, by defini-
tion, does not require the integration of heading. The absence of alpha desynchroni-
zations during turns, however, does per se not exclude the integration of egocentric 
information for Nonturners. Rather, the processing of this information is not as 
accentuated during turns to the same side as for Turners. 

For tunnel configurations with two opposite turns of equal angularity (Figure 4-B), 
Turners and Nonturners displayed significant alpha desynchronization in posterior 
parietal regions upon viewing the second turn. But whereas for Nonturners alpha 
power increased to baseline as they actually entered the turn, for Turners alpha desyn-
chronization persisted until the end of the second turn. 

Given that the general side of egocentric self-to-object relations (including the 
egocentric return bearing) can be maintained when traversing subsequent turns to the 
same side but that opposite turns necessitate the whole environmental array to be 
shifted with respect to the intrinsic axis of the navigator, the prolonged processing of 
rotational information for Turners might be associated with a cognitively highly de-
manding spatial updating of egocentric return bearing as well as heading during the 
second, opposite turn [3]. Our results indicate that this shift of relative self-to-object 
relations is accomplished in posterior parietal cortex, in line with previous studies 
[e.g., 51]. 
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Fig. 3. [A] Mean ERSP images for a cluster of independent source processes located in or 
near bilateral lingual gyrus (BA 17/18) revealing task-dependent changes in spectral power 
during spatial navigation through tunnel passages containing two turns into the same direc-
tion (SD) and into opposite directions (OD). Cluster centroid mean ERSPs are plotted in log-
spaced frequencies from 3 – 45 Hz. Green indicates no significant (p > .001) difference in 
mean log power (dB) from baseline. Warmer colors indicate significant increases (synchro-
nizations, dB > 0), and colder colors decreases (desynchronization, dB < 0) in log power 
from baseline. ERSP differences between tunnel configurations are shown in panel (SD-OD) 
(p < .0001, corrected for multiple comparisons); Important time points of the tunnel passage 
are marked with dashed lines, indicating the period when participants approached and trav-
ersed turns, or encountered the end of the tunnel, as well as the initial 1.38 seconds of the 
virtual homing vector adjustment; [B] ERSP images for a cluster of IC processes located in 
or near right cingulate gyrus (BA 32), separately for tunnels with two turns into the same 
direction (SD), and two turns into opposite directions (OD). Panel (SD-OD) depicts ERSP 
differences between tunnel configurations. 
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Fig. 4. Mean event-related spectral perturbation (ERSP) images for an IC cluster located in or 
near midline precuneus (BA 7/31) revealing task-dependent changes in spectral power during 
spatial navigation through tunnel passages containing two turns into the same direction [A] and 
into different directions [B], with separate plots for Nonturners, navigating within an allocentric 
reference frame (NT), and Turners, using an egocentric reference frame (T). ERSP differences 
between strategy groups are shown in panels (NT-T) (p < .0001, corrected for multiple com-
parisons). For further explanation see Figure 2. 

As can be seen from Figure 5, prior to entering as well as during the second, oppo-
site turn, only Nonturners demonstrated significantly increased alpha desynchroniza-
tion in or near retrosplenial cortex (ICC 3, BA 29/30). Since actual perceptual heading 
(egocentric) and cognitive heading (allocentric) diverge during this time period, this 
finding might be associated with a more pronounced inhibition of processing egocen-
tric visuospatial information in order to prevent interference with maintaining two 
spatial reference frames in parallel [52]. However, it remains an open question why 
this pattern is only prevalent during the second, opposite turn. In addition to the strat-
egy-specific spectral dynamics of the (near 10 Hz) alpha frequency band in occipital 
and parietal cortices, subjects displayed comparable theta (near 4 – 8 Hz) synchroni-
zations in or near medial frontal cortex that occurred at specific time-points of the 
trajectory, e.g., as turns or the end of the passage became visible (see Figure 3-B). 
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Fig. 5. Mean event-related spectral perturbation (ERSP) images for an IC cluster located in or 
near midline posterior cingulate cortex (retrosplenium, BA 29/30) revealing task-dependent 
changes in spectral power during spatial navigation through tunnel passages containing two 
turns into the same direction [A] and into different directions [B], with separate plots for Non-
turners, navigating within an allocentric reference frame (NT), and Turners, using an egocentric 
reference frame (T). ERSP differences between strategy groups are shown in panels (NT-T) (p 
< .0001, corrected for multiple comparisons). For further explanation see Figure 2. 

Importantly, for tunnels with two turns the actual time-point of the final theta syn-
chronization in or near anterior cingulate cortex (ICC 4, BA 32) was determined by 
the layout of the outbound path: In case of two turns bending into the same direction, 
the final theta synchronization appeared not until after the final turn, resembling the 
pattern for tunnels with one turn (not shown). For tunnels with two opposite turns of 
equal angularity, it already emerged upon viewing the second turn. Since turns of 
opposite tunnel configurations always were of equal angularity, participants might 
have determined the angle of the upcoming second turn even before entering the turn 
itself. This could have prevented the occurrence of a final theta burst anteceding the 
final turning segment. By contrast, whenever the second turn bent into the same direc-
tion, angles were not equal but several path layouts could end on a certain eccentric-
ity. Here, participants first had to process the rotational information during the second 
turn before reliably updating their heading and return bearing [30]. Therefore, this 
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activity pattern in frontal theta might index cognitive effort during spatial updating 
based on the retrieval of the previously traversed tunnel segments [53, 54]. 

4   Conclusion and Perspective 

To the author’s knowledge, this is the first study investigating EEG brain dynamics 
accompanying the use of an allocentric or egocentric reference frame during path 
integration on multiple complexity levels. The individual preference for the use of an 
egocentric or an allocentric reference frame was accompanied by dissociable brain 
dynamics in distinct cortical networks. Turners and Nonturners displayed differential 
spectral activation patterns of the alpha frequency band (near 8 – 12 Hz) within  
several IC clusters in or near occipital, occipito-parietal as well as posterior parietal 
cortices. Additional differences were found in or near retrosplenial cortex. These 
differences might be linked to a strategy-specific updating of representational primi-
tives such as egocentric and allocentric return bearings and distances as well as  
allocentric heading from integration of rotational and/or translational information. 
Besides strategy-specific modulations, Turners and Nonturners displayed comparable, 
complexity-modulated activation patterns of the theta frequency band (near 4 – 8 Hz) 
in or near medial frontal cortex most likely mirroring increased cognitive effort dur-
ing memory retrieval of previously traversed segments. 

Taken together, the results suggest that the complexity of the traversed pathway in 
terms of the direction of subsequent turns has differential effects on macroscopic 
brain dynamics of subjects preferring to navigate within an egocentric or an allocen-
tric reference frame. Since identical visual stimulation was found to provoke differen-
tial activity in brain areas linked to reference-specific cognitive processes, individual 
proclivities should be considered more carefully in studies on spatial navigation.  
Future research has to address how the present results transfer to more general naviga-
tion tasks, e.g., when additional vestibular and proprioceptive information or land-
marks are available. Fully immersive 3-D VR systems utilizing mobile brain imaging 
[55] might constitute the seminal basis for further investigation of complexity effects 
on behavioral and electrocortical correlates of allocentric and egocentric navigation 
under more natural conditions. 
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Abstract. In the last decade many studies examined egocentric and allocentric 
spatial relations. For various tasks, navigators profit from both kinds of rela-
tions. However, their interrelation seems to be underspecified. We present four 
elementary representations of allocentric and egocentric relations (sensorimotor 
contingencies, egocentric coordinate systems, allocentric coordinate systems, 
and perspective-free representations) and discuss them with respect to their en-
coding and retrieval. Elementary representations are problematic for capturing 
large spaces and situations which encompass both allocentric and egocentric re-
lations at the same time. Complex spatial representations provide a solution to 
this problem. They combine elementary coordinate representations either by 
pair-wise connections or by hierarchical embedding. We discuss complex spa-
tial representations with respect to computational requirements and their plausi-
bility regarding behavioral and neural findings. This work is meant to clarify 
concepts of egocentric and allocentric, to show their limitations, benefits and 
empirical plausibility and to point out new directions for future research.  

Keywords: spatial memory, egocentric, allocentric, sensorimotor contingen-
cies, coordinate system, viewpoint-dependent, perspective-free, parietal cortex, 
hippocampus. 

1   Introduction 

The Spatial Cognition series started with a seminal paper by Roberta Klatzky ([20]) in 
which she provided a precise definition for egocentric (i.e., self-to-object) and allo-
centric (object-to-object) relations, namely self- or object-centered coordinate systems 
which define relative directions, distances, and bearings. This work has triggered 
much research examining ego- and allocentricity (e.g., [4], [47], [51]) and we have 
learned a great deal about these issues. In the following we will firstly summarize 
some of this work, secondly, compare Klatzky’s definition with alternative concep-
tions of egocentric and allocentric representations with respect to encoding and re-
trieval, thirdly, discuss limitations of these conceptions, and finally, propose how to 
combine the existing conceptions in order to solve these limitations.  

Humans are able to represent locations egocentrically as well as allocentrically. 
Depending on the circumstances they seem to prefer the exploitation of one kind of 
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relation. Especially three spatial tasks were studied intensely for which we want to 
present a short overview: scene recognition, reorientation, as well as updating and 
disorientation.  

When recognizing scenes, egocentric relations do play an important role. In most 
of the cases, scenes are recognized better based on an experienced view than on novel 
views ([9], [25], [37]). However, presenting a novel view interpolating two familiar 
views from close-by viewpoints can yield even better performance than presenting 
one of the familiar views ([48]). This suggests a combination of two egocentric repre-
sentations. However, allocentric relations are also useful in scene recognition. Recog-
nition is influenced by background objects ([5], [28]) or the intrinsic orientation of a 
spatial array ([27]).  

The case is similar for reorienting (i.e., self-localizing one’s position within a fa-
miliar environment after being disoriented). The geometric form of a room plays an 
important role for this task. This effect was mainly considered to arise from allocen-
tric representations of the room ([4], [52]). However, simulations have shown that 
many of the experimental results can be explained by view matching as well which 
encompasses egocentric relations ([40]). Nevertheless, starting from five years of age, 
children begin reorienting by the (allocentric) structure of an object and not just by 
matching views ([29]). 

A typical example of a task where egocentric relations are used is updating. When 
moving around, egocentric locations in the environment have to be updated. Although 
updating processes are always possible sources of errors, they are sufficiently accu-
rate to detect changes to an object array equally well from a familiar viewpoint as 
from an updated novel viewpoint ([37]). However, navigators also encode allocentric 
relations. Since allocentric relations are independent from the own position, their rep-
resentation does not need to be updated during own movement and is even preserved 
after disorientation. These allocentric relations encompass the shape of a surrounding 
room or a sufficiently familiar object array ([16], [47], [51]). Regular arrays seem to 
be represented more often allocentrically, whereas irregular layouts more likely  
egocentrically ([53]). When becoming more familiar with an array, a switch between 
precise egocentric to a more imprecise allocentric representation seems to take  
place ([47]). 

The insights gained about scene recognition, reorientation and updating clearly 
show the usefulness of a precise definition of allocentric and egocentric relations. 
This definition allowed, first, identifying the format of spatial representations in ex-
periments which thus, second, revealed under which circumstances navigators profit 
from which relation. However, egocentric and allocentric can be conceptualized not 
only as coordinate systems and need not be conceived of as mutually excluding con-
ceptions. In the next section we will introduce two alternative formats of representa-
tion in addition to coordinate representations and will discuss how egocentric and 
allocentric representations may be encoded and retrieved.  

2   Elementary Spatial Representations  

An elementary conception is a spatial representation which, first, encompasses only 
one kind of relation (either egocentric or allocentric), and second, expresses locations 
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relative to one (or no) point of reference. Therefore, egocentric and allocentric coor-
dinate systems as introduced above are kinds of elementary spatial representations. In 
addition, we will now introduce sensorimotor representations (which form a second 
kind of elementary egocentric representation) and perspective-free representations 
(which form a second kind of elementary allocentric representation). We will then 
discuss processes of constructing and using these elementary representations and 
point out their limitations.  

2.1   Egocentric Representations 

2.1.1   Sensorimotor Contingencies 
Following O’Regan and Noë1 ([32], [33]; see also [45]) representing an object in a 
certain distance and direction means knowing how the sensory input will change 
when performing actions. It is the contingencies between action and perception within 
which a location is represented. Navigators know how their visual input on the retina 
will change when they move around. This change depends on the distance and the 
direction to the object. For example, distant locations result in smaller changes on the 
retinal picture when stepping one meter to the side than proximal locations. Sensori-
motor contingencies are representations in a perception-action format. Navigators use 
them to deal with their environment, but not necessarily to communicate or think 
about it. As our perceptions and actions are always relative to our self (or to body 
parts), sensorimotor contingencies are egocentric representations.  

Campbell ([8]) argued that “true” egocentric representations (in a philosophical 
sense) are to be distinguished from merely body-centered representations, the latter 
being representations where in principle the body could be any body (it only “happens 
to be mine”). Spatial representations based on sensorimotor contingencies are truly 
egocentric in this sense, since they represent spatial locations by (possible) actions 
(e.g. how to reach them or how to move to see them; see also [44], [45]). Since they 
represent actions (and not just spatio-temporal trajectories, which would make them 
merely body-centered), they do not encompass an explicit representation within a 
coordinate system, opposed to the following conception. 

2.1.2   Egocentric Coordinates 
In this conception introduced by Klatzky ([20]), spatial locations are explicitly repre-
sented within a coordinate system centered on the navigator (Fig. 1 left side). For 
navigation purposes, centers of coordinate systems will typically be the torso. Loca-
tions in a plane are specified by two parameters such as angle and distance relative to 
the current body orientation. In such a way each location is represented by an individ-
ual body-centered vector. Egocentric bearing (i.e., the angle between self-orientation 
and the orientation of another object) requires an additional parameter in the 2D case. 
Relations such as distance, relative direction, or relative bearing between two non-self  
 

                                                           
1 The sensorimotor account of vision is an account of (conscious) visual experience by far not 

limited to spatial representations. It was worked out in detail in Noë ([30]). Although the au-
thors do not agree with the general claim of O’Regan and Noë (namely that every conscious 
experience can be explained in this way; see also [35], [46] for critique), the basic idea can be 
fruitfully applied to spatial representation. 
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Fig. 1. Visualizations of egocentric (left) and allocentric (right) coordinate representations. In 
an egocentric coordinate system locations are represented relative to the body-orientation of a 
navigator as indicated by arrows. An allocentric coordinate system indicated by arrows and a 
grid represents locations as coordinates in a system centered on entities other than a navigator, 
such as an object array and/or the surrounding room.  

locations (i.e., allocentric relations) are not directly represented, but can be derived 
from this representation. Egocentric coordinates can be stored in long term memory. 
When representing egocentric coordinates in working memory they have to be con-
stantly updated during movements ([37]).  

2.2   Allocentric Representations 

2.2.1   Allocentric Coordinates 
According to Klatzky ([20]), an allocentric coordinate system is located and oriented 
on an object or a location other than the navigator (Fig.1 right side). Stationary ob-
jects do not change their coordinates or bearings when the navigator (i.e., the repre-
senting system) is moving. Distance, direction and bearing of an object relative to the 
origin of the coordinate system are directly represented. Relations between two ob-
jects or locations other than the origin have to be derived. However, this is often as-
sumed as computationally easy. The origin of an allocentric coordinate system has 
also been proposed as arbitrary or virtual ([13]). Please note that a pair-wise relation 
between two objects or locations is equivalent with the origin of a coordinate system 
centered on one of the two objects. 

2.2.2   Perspective-Free Representations 
An alternative interpretation of allocentric is non-centered. However, a coordinate 
representation is always centered, as the coordinate system has to have a defined ori-
gin with an orientation – even if the importance of this origin is de-emphasized. Struc-
tural descriptions offer a way to describe spatial relations in a non-centered way. For 
example, one can list all pair-wise distances between locations. Also the following 
constraints provide a structural description: distance(A,B) = distance(B,C) = 5 meters; 
angle(ABC) = 90°. If not given directly in the description, all relations have to be 
derived from the representation. Structural descriptions often have multiple solutions 
([13]). Please note that many descriptions are perspective dependent and thus better 
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described by egocentric or allocentric coordinates (e.g., “the trumpet is left of the 
hammer, the hammer is left of the teapot”). 

2.3   The Encoding and the Retrieval of Elementary Spatial Representations  

In the Introduction we summarized evidence for egocentric and allocentric coordinate 
representations. These and other spatial representations have to be formed from per-
ception and are used for action. In the following we will present theoretic considera-
tions of how these processes can be explicated along with empirical evidence for the 
presented conceptualization. 

2.3.1   Deriving Egocentric (Trunk-)Coordinates from Lower-Level 
Representations 

Our perceptions are relative to our own position, or even – more detailed – relative to 
the locations of parts of our body (e.g., relative to the positions of our hand, our head 
or our retina). All these representations are often called egocentric.2 An egocentric 
trunk-based representation is derived from peripheral reference frames. Imagine using 
your hand for searching a table with closed eyes until you touch the object. By know-
ing where your hand is relative to your trunk you can derive the egocentric (trunk) 
position of the touched object. The visual identification of object locations works 
similarly. The location of an object on the retinas (i.e., in retinotropic coordinates) is 
transformed into head coordinates and then to egocentric trunk coordinates. Neu-
rophsiological studies show that egocentric coordinate systems exist in the posterior 
parietal cortex ([1], [12]). Behavioral experiments indicate that head and trunk-based 
reference frames can be stored in memory ([50]). From the theoretical side, Grush 
([13]) showed how a coordinate structure can be derived from lower level coupled 
sensory and action channels by a process he called s-coordination. This provides a 
model of how coordinate systems could be derived from a perception-action format as 
found in sensorimotor contingencies.  

2.3.2   Deriving Allocentric Coordinates from Lower-Level Representations 
Allocentric coordinates have to be derived from egocentric ones, just as egocentric 
coordinates are derived from data in a perception-action format. Deriving allocentric 
coordinates directly from a perception-action format would at least implicitly encom-
pass egocentric relations. Byrne, Baker, and Burgess ([6]) suggested that such a  
transformation starts with egocentric coordinates in posterior parietal cortex, involves 
retrosplenial cortex, head-direction cells in the Papez circuit ([41]), and finally result 
in allocentric coordinates in the hippocampus (see also [11]). In hippocampal place 
cells a navigator’s location is represented relative to the immediate surrounding area 
([31]). The navigator seems to be the only “object” represented within such an allo-
centric representation. 

                                                           
2 As these representations are merely body-centered they cannot be classified as true egocentric 

representations in Campbell’s sense (see 2.1.1). Please note that retinal, head or torso-based 
coordinate systems each refer to one reference point (i.e., the retina, or the head, etc.) and 
thus are elementary spatial representations. 
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From a cognitive point of view, several solutions to the problem of transforming 
egocentric into allocentric coordinates are possible. One possibility is to mentally 
shift the perspective from which an environment is encoded to a non-ego position. 
The non-ego position works as the origin of a coordinate system relative to which 
locations are encoded. As this position was not (physically) encountered, the resulting 
coordinate system is an allocentric one. Humans are shown to be capable of using 
such a non-ego position ([26]).  

Another possibility is to derive the allocentric relations directly from the egocentric 
coordinates. When wanting to cross a street with heavy traffic, one can represent the 
car locations by egocentric vectors. The allocentric relation ‘the red car is in front of 
the silver car’ can be computed from the egocentric representation. This representa-
tion can be in a natural language format as the example sentence or in a format closer 
to perception. In this way coordinate systems relative to any structure (objects, rooms, 
etc.) in the egocentrically represented environment can be derived. 

Alternatively to an allocentric coordinate system also a perspective-free representa-
tion might be formed from egocentric representations. This would be a structural de-
scription of the environment (see 2.2.2). A perspective-independent behavior could 
also be obtained when assuming that the coordinate origin – especially its orientation 
– does not exhibit large computational and thus behavioral consequences. However, 
most studies do find performance differences which can be explained by the orienta-
tion of allocentric coordinate systems respectively relations. This indicates that the 
orientation of an allocentric reference frame does play a role ([23], [49]). Conse-
quently, perspective-free representations are allocentric representations which only 
exist in addition to allocentric coordinate representations whose orientation matters.  

The last sections examined how allocentric representations and egocentric coordi-
nate representations can be formed from lower level representations and discussed 
empirical evidence for it. The next section is concerned with how such representations 
are retrieved and used for action. 

2.3.3   Retrieving Elementary Spatial Representations 
If egocentric and allocentric representations are to guide action, they have to be  
transformed into a sensorimotor format. Inverting the construction process of such 
representations is a potential model for how this might work. The coordinate system 
representing spatial relations in memory has to be transformed into the “current” ego-
centric coordinate systems of the navigator and from there into a perception-action 
format to elicit behavior. The former transformation is not required when all relevant 
information was updated or an egocentric long-term memory representation from the 
same viewpoint can be accessed. A differently oriented egocentric or any allocentric 
memory requires a coordinate transformation into the current egocentric orientation. 
Egocentric long-term representations from cleverly chosen view-points can thus 
minimize the transformations required during retrieval. For example, decision points 
in route navigation might be represented in this way ([25]). Structural descriptions 
also have to be transformed e.g., by building a mental model of the description (cf., 
[17], [18]).  

Indeed, the described coordinate transformations can be shown to occur in  
alignment experiments. An alignment between a navigator’s current orientation in a 
physical or imagined environment and the orientation of the egocentric or allocentric 
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memory representation of this environment yields better performance than if the cur-
rent body orientation and the memory orientation are misaligned ([9], [26], [37]). For 
allocentric representations, orthogonal misalignments seem to be less detrimental than 
oblique misalignments ([19], [26]).  

When elementary spatial representations are used for guiding behavior, it must be 
clear which representation is guiding behavior at a certain time. This is unproblematic 
for representations of different locations: Only the representation of the environment 
crucial for the task at hand is used and not a representation of the distal environment. 
If during encoding only one kind of representation (egocentric or allocentric) is 
formed due to the circumstances, this is not problematic either. Only the existing rep-
resentation guides behavior. However, it has been shown that participants can encode 
egocentric and allocentric representations of one and the same environment and use 
them depending on the task requirements ([43], [53]). Task specifications must thus 
select the appropriate representation. Alternatively, egocentric and allocentric repre-
sentations could be combined. This, however, results in a non-elementary representa-
tion and will thus be discussed in section 3.  

As shown so far, there is evidence for elementary spatial representations; their con-
struction and usage can be made plausible both theoretically and empirically. However, 
not all situations can be captured successfully by elementary spatial representations.  

2.4   Limitations of Elementary Representations 

Explaining behavior by elementary spatial representations alone poses some difficul-
ties for representing larger spaces as well as for representing objects, snapshots and 
some scenes. 

2.4.1   Representing Larger Spaces 
Representing environmental spaces such as cities or buildings with elementary repre-
sentations only poses some specific problems. As more and more locations are en-
countered, representing them within a single representation will require bigger and 
bigger representations. For example, if all locations within a city would have to be 
represented within a single egocentric or allocentric representation, representations 
with an enormous amount of information would have to be dealt with. From a compu-
tational point of view our mental resources seem too limited to represent a city within 
a single coordinate system which would have to be accessed as a whole. Thus, sub-
structures have to be formed which are not elementary representations in the sense 
used here. Alternatively, we could form multiple representations of local surroundings 
(e.g., each street) and use these representations when dealing with this street. Then, 
however, these local representations are unconnected. Elementary representations do 
not provide means of how to represent relations between multiple representations. It 
seems impossible to find a route to a goal or to point there based on unconnected local 
representations. In principle, this problem already occurs for visible spaces. Repre-
senting the location of each cobblestone by a single vector or by an allocentric coor-
dinate requires very large memory. It seems reasonable to cluster locations together 
e.g., to form a floor, wall or house. However, such clustering requires an extension of 
the so far described elementary representations.  
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2.4.2   Situations Which Require Egocentric and Allocentric Relations to 
Represent Them 

Some examples are difficult to confirm to elementary representations, because they 
seem to rely on allocentric as well as egocentric relations at the same time. Pictorial 
snapshots are often considered typical examples for egocentric representations ([52]). 
However, probably only very few people would conceptualize a snapshot as vectors 
pointing to each pixel of the snapshot. The snapshot surely is represented from a cer-
tain perspective; however, the pixels are also represented relative to the picture frame, 
which is an allocentric relation. The same applies to the memory of a (paper) map. 
Relations between locations on this map are memorized (i.e., allocentric relations). 
However, the map is also encoded in the orientation it was perceived which is an ego-
centric relation ([42]). This egocentricity cannot be captured by just declaring the 
whole memory as allocentric, because the reference point (i.e., the origin of the allo-
centric coordinate system) is unclear. Is it the border of the snapshot or map or is it 
the observer? Both have to be taken into account which is not possible within a single 
elementary representation. Broadening the definition of egocentric to all representa-
tions taken from an experienced location is not a good solution either. Then  
egocentric representations would also encompass object-to-object relations and the 
egocentric-allocentric distinctions would be reduced to representing an environment 
from an experienced or not experienced viewpoint. 

Also object parts are represented relative to an object based reference frame which 
is an allocentric relation. For example, we surely do not represent mere egocentric 
vectors to object parts and update them individually. We do not err about how object 
parts relate to each other, even after disorientation. Despite this, objects seem to be 
encoded from experienced views ([3]). To explain this, an additional reference has to 
be taken into account – namely the observer. This is an egocentric relation. Conse-
quently, also the representation of objects requires egocentric and allocentric relations 
together. In terms of object processing, both view-dependent and structural elements 
have to be considered ([14]). 

A last example is the verbal statement “the target is left of the tree”. This statement 
involves three locations: of the speaker, the target and the tree. Similarly to the exam-
ples above this situation cannot be sufficiently captured by egocentric vectors only. 
The relation between target and tree is one between two non-egocentric locations, 
therefore, an allocentric relation. On the other hand, the situation can neither be con-
ceptualized in a mere allocentric way. As the tree does not offer any directional cues 
by itself, the direction of the target relative to the tree (i.e., left of) is derived from the 
perspective of the speaker which is an egocentric relation. Again, egocentric and allo-
centric elements seem to be combined.  

We propose that solutions to the mentioned problems require combining elementary 
spatial representations into complex representations. In the following chapter we will 
propose three ways of how such complex spatial representations can be conceptualized.  

3   Complex Spatial Representations  

All four elementary representations can be extended to represent further locations by 
simply adding more locations within the representation. As indicated in the last section 
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this does not seem sufficient to explain all spatial behavior. The allocentric and the ego-
centric coordinate representations (2.1.2 and 2.2.1) can also be combined with each 
other in a hierarchical way or by pair-wise relations forming a complex representation.  

3.1   Pair-Wise Relations  

A pair-wise relation between two coordinate systems specifies the direction and dis-
tance necessary to get from coordinate system 1 to coordinate system 2 as well as the 
angle between the orientations of the two systems. In mathematical terms this is a 
matrix multiplication. In psychological terms this corresponds to a perspective shift. 
Due to the equivalence of a pair-wise relation and a coordinate representation, a pair-
wise relation can be instantiated by considering the origin of coordinate system 2 as a 
position (location plus orientation) within coordinate system 1. As this can work the 
opposite direction at the same time, both coordinate systems are not related in a hier-
archical fashion, but are on the same level. Pair-wise relations could occur between 
egocentric, allocentric and combined ego- and allocentric coordinate systems.  
Pair-wise relations can avoid the problem of representing many locations, as only one 
coordinate system or a subset can be selected and used for orientation in working 
memory. This selection is possible as complex spatial representations are composi-
tional (i.e., they are combined out of elementary spatial representations). Still, the 
granularity of the spatial representation does matter. Pair-wise relations between rep-
resentations of vista spaces such as streets or rooms do seem plausible ([24]). How-
ever, connecting all objects within a city or a building by pair-wise relations requires 
many relations to be encoded. This does not seem very practical from a computational 
point of view. A limitation to represent only relations to neighbors can solve this 
problem. Hierarchical representations provide an alternative solution.  

3.2   Hierarchical Relations 

3.2.1   Allocentric Hierarchy 
Hierarchical conceptions of spatial memory are popular ([15], [23], [39]). In this spe-
cific conception lower level coordinate systems (ego- or allocentric) are integrated 
within a top-level allocentric coordinate system (Fig. 2 left side). The area of the 
lower level coordinate system is thus part of the area represented by the higher level 
coordinate system. This is not necessarily the case for pair-wise relations. A top-level 
coordinate system could correspond, for example, to a city whereas lower level coor-
dinate systems could represent single streets within this city in more detail. Or the 
top-level coordinate system corresponds to a room and the lower level one to objects 
within this room. The lower level coordinate systems are not necessarily allocentric, 
but could be egocentric as well.  

A specific example for such an allocentric-egocentric combination is the position 
of a navigator (i.e., an egocentric coordinate system) within an allocentric map ([6], 
[36]). In such a representation the position of the navigator relative to an environment 
is constantly updated during movement. A potential problem of such an updating is 
the choice of the relevant hierarchy level relative to which the egocentric coordinate 
systems should be updated. How does one decide if it is relative to the city, the dis-
trict or the street level, or relative to all levels at the same time? In addition, what 
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happens when moving from one street to the next one (which is covered in detail by 
another representation)? This would have to be specified in more detail.  

Survey and route knowledge can also be conceptualized within one allocentric hi-
erarchy (see also [34]). Pair-wise relations between lower level coordinate systems 
represent route knowledge (i.e., knowing in which direction the next reference frame 
is located). These lower level coordinate systems are embedded within a higher-level 
allocentric coordinate system within which the relative spatial locations between dis-
tant lower-level coordinate systems are specified.  

Elements in a hierarchy might also be linked to non-spatial information (see also  
[22]). For example, labels such as “city hall”, “downtown”, or “Tübingen” can be 
attached to one or multiple coordinate systems ([24]). These labels can relate to gen-
eral background knowledge about the world.  

Hierarchical relations between coordinate systems easily avoid the problem of 
large spaces. Only the hierarchical level necessary for the task at hand has to be ac-
cessed thus avoiding too large data sets to be processed. 

 

Fig. 2. Visualizations of hierarchical spatial representations. In an allocentric hierarchy (left 
side) the top level allocentric reference frame (long arrows and grid) defines lower level allo-
centric (here for each object) or egocentric (the navigator) reference frames. In an egocentric 
hierarchy (right side) lower level reference frames (e.g., for a room, an object array as shown 
here, or for individual objects) are subsumed under a top-level egocentric reference frame.  

3.2.2   Egocentric Hierarchy 
In this conception, lower level egocentric or allocentric coordinate systems are sub-
sumed under a top-level egocentric reference frame (Fig. 2 right side). For example, 
an allocentric reference frame of an object is subsumed under an egocentric one. The 
object is represented from a certain perspective; however, also the allocentric rela-
tions between object parts are represented. Such a representation captures view-
dependent and structural elements which both have been shown to contribute to object 
recognition ([14]). Similarly, the double nature of memorized views or maps can be 
captured. Locations on the snapshot or map are represented allocentrically relative to 
the map or snapshot frame. This frame is part of an egocentric representation captur-
ing the perspective element. In the tree example, the allocentric coordinate system of 
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the tree inherits its orientation from the higher level egocentric one thus specifying the 
relation left of the tree. Please note that also allocentric hierarchies are technically 
capable of solving this problem. The object, view, map or target-tree line defines the 
top-level allocentric coordinate system and the observer is subsumed as a lower-level 
egocentric system. Intuitively, this might not seem to capture the situations ade-
quately, but from a formal point of view it is sufficient. 

The problem of representing large spaces is solved via the hierarchical structure of 
the representation just as in the case of allocentric hierarchy. The character of the top-
level reference frame is irrelevant for this; it is the hierarchical structure which is cru-
cial. However, the hierarchical embedding under an egocentric top-level reference 
frame has the advantage that “large-scale” behavior (navigation) can be triggered di-
rectly by the egocentric top-level representation without costly transformations. If 
needed, however, detail information can be retrieved from embedded allocentric (or 
egocentric) representations and used – after transformation – as an additional source 
for guidance. 

Updating an egocentric hierarchy during movements does not cause the same ref-
erence problems as in the case of allocentric hierarchy. A limited working memory 
buffer keeping a few objects could be updated. New visual input would overwrite 
existing objects (i.e., updated coordinate systems) unless rehearsal processes such as 
attention shift protect them.  

Also route and survey knowledge can be conceptualized within an egocentric hier-
archy. Route knowledge may be represented by pair-wise related coordinate systems 
just as in an allocentric hierarchy. This long-term knowledge might then be accessed 
from a currently active top-level egocentric reference frame and navigational instruc-
tion be derived. Rather than representing survey relations explicitly within a higher-
level allocentric coordinate system, they can be derived online from the long-term 
representation. This can be achieved by integrating the pair-wise relations between 
coordinate systems along a route to a target within the currently active egocentric top-
level coordinate system (for details see [24]). 

The conscious perception of our surrounding world can also be conceptualized 
within an ego-allocentric hierarchy: an egocentric stage containing allocentric ele-
ments such as the form of the room or objects within ([45]). Attention might be fo-
cused on elements in this hierarchy either top-level or specific lower level coordinate 
frames ([21]) emphasizing egocentric or allocentric relations. All examples of egocen-
tric hierarchies mentioned so far spanning from objects, snapshots, and maps, via ob-
ject constellations and routes to survey relations can be consciously experienced or 
imagined. It can thus be conjectured that egocentric hierarchies might best capture our 
perspectival conscious experience of space. 

Plausible brain areas corresponding to an egocentric hierarchy encompass posterior 
parietal cortex and the parahippocampal place area. As mentioned earlier, egocentric 
short term representations of a real or imagined current surrounding can be found in 
posterior parietal cortex ([2], [7], [12]). However, also neurons responding to allocen-
tric relations have been observed ([38]). Although their interrelation was not  
specified, it is plausible to assume that they are linked in the sense of an egocentric 
hierarchy. Longer-term memory representations of an egocentric hierarchy for scenes 
seem to be found in the parahippocampal place area ([10], [11]). This area is more 
active when showing pictures of rooms or room parts (i.e., walls, floor, etc) in their 
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correct arrangement than when scrambling the order of the room parts and thus de-
stroying their allocentric relations ([10]). In addition, these representations are view-
point dependent and, thus, sensitive to egocentric and allocentric aspects ([11]). Here 
again an egocentric hierarchy is plausible.   

Complex spatial representations are capable of representing situations difficult to 
explain by elementary spatial representations only. Especially hierarchical solutions 
seems plausible from an empirical, a phenomenal as well as from a computational 
perspective.  

4   Conclusions 

Starting with the seminal work of Klatzky ([20]) many studies examined the applica-
tion of egocentric and allocentric reference frames. The clear definition of these terms 
allowed for experiments distinguishing between these terms. In the present paper we 
compared the original definition of Klatzky with two alternative conceptions (i.e., 
sensorimotor contingencies and perspective-free representations) and discussed their 
encoding and retrieval for navigation. Although, the spatial cognition community has 
gained a lot of insights into when and how humans apply egocentric and allocentric 
references, not all phenomena can be captured with elementary conceptions of ego-
centric and allocentric representations. Especially two situations seem problematic: 
the representation of a large number of locations and representing objects and situa-
tions which seem to encompass egocentric and allocentric relations at the same time. 
In order to solve these problems, we propose complex spatial representations which 
are constructed from egocentric and allocentric coordinate systems. They can take 
multiple reference points into account and their compositionality is suited for a short-
term memory of limited capacity. From our point of view, especially hierarchical 
conceptions and here especially hierarchies with a top-level egocentric coordinate 
system seem promising for representing also complex spatial situations. The discus-
sion in the last years was shaped by a clear-cut distinction between egocentric and 
allocentric reference frames as separate systems of representation. We think that fu-
ture research should not emphasize the separation of these representations, but rather 
their interaction.  
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Abstract. Research on spatial memory indicates that locations are remembered 
relative to reference frames, which define a spatial reference system.  Reference 
frames are thought to be selected on the basis of environment-based and 
experience-based cues present during learning.  Results from new experiments 
indicate that reference frames provide scaffolding during the development of 
spatial memories: the reference frame used to organize locations studied from 
one perspective was also used to organize new locations studied from another 
perspective.  Further results indicate that the role of reference frames during 
spatial memory development can cross sensory modalities.  Reference frames 
that organized memories of a visually-experienced environment also organized 
memories of haptically-experienced locations studied within the same 
environment.  These findings indicate a role for reference frames during spatial 
memory development, and demonstrate that reference frames influence cross-
modal spatial learning. 

Keywords: Reference frames, Spatial memory development, Perspective tak-
ing, Multi-modal learning. 

1   Introduction 

Spatial memories are critical to everyday navigation.  Simple tasks such as locating 
one’s keys before leaving home and more complex tasks such as finding a new route 
to avoid traffic congestion all depend on the navigator’s ability to recall spatial 
memories of those environments.  Mounting evidence indicates that spatial memories 
are orientation dependent, with privileged access during recall to orientations aligned 
with the reference frame in which the memory was stored (see McNamara, 2003, for a 
review).  Reference frames are thought to be selected on the basis of cues present 
during learning, including environment-defined cues such as city street grids and 
experience-defined cues such as studied perspectives.  The relative roles of those cues 
in selecting reference frames are discussed in more detail in Section 2. 
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Much of the research investigating reference frames in spatial memory has been 
conducted using environments in which the to-be-learned spatial layout is visible in 
its entirety from all learning perspectives.  In contrast, natural spatial learning often 
involves incremental exposure to different parts of a scene or an environment.  For 
example, someone relocating to a new neighborhood might first learn the locations of 
other homes and businesses on the same block as their new residence.  Over time they 
explore the neighborhood and experience different views of their own street as well as 
other streets that they had not previously seen.  After a couple of weeks they will have 
constructed a spatial memory of the neighborhood without ever experiencing the 
entire environment from a single view.  Spatial memories of larger environments such 
as parks and neighborhoods, which are commonly learned in this piecemeal fashion, 
have also been shown to be orientation-dependent (McNamara, Rump & Werner, 
2003; Montello, 1991; Werner & Schmidt, 1999). 

Recent work from our labs has investigated the role of reference frames during the 
acquisition and development of spatial memories when learning occurs incrementally 
across multiple views.  This research focuses on whether parts of a spatial layout 
learned from different views are remembered using different local frames of reference 
or whether they are integrated into a single global reference frame.  These experi-
ments, described in Section 3, indicate that reference frames established from an ini-
tial learning view can be used to organize new locations learned from other views, 
such that all locations are remembered within the same global reference frame.  Fur-
ther experiments indicate that reference frames can cross sensory modalities, whereby 
a reference frame used to remember a set of visually-learned objects also influences 
the reference frame used to remember another set of objects experienced later through 
touch.  These findings establish a role for reference frames during the development of 
spatial memories.  The findings also indicate that spatial reference frames may be 
amodal, and not specific to any individual sensory modality. 

2   Reference Frames in Spatial Memory 

Spatial locations are necessarily relative (e.g., the sink is left of the refrigerator, Iowa 
is west of Illinois, etc.), and so memories for spatial layouts must be stored in the 
context of a spatial reference system.  Research indicates that spatial memories are 
commonly organized around allocentric reference frames centered on the environment 
(Avraamides & Kelly, 2005, 2008; Hintzman, O’Dell and Arndt, 1981; Kelly, 
Avraamides & Loomis, 2007; Kelly & McNamara, 2008; McNamara, 2003; McNa-
mara, Rump & Werner, 2003; Montello, 1991; Mou & McNamara, 2002; Shelton & 
McNamara, 2001; Valiquette, McNamara & Smith, 2003; Werner & Schmidt, 1999; 
but see Wang & Spelke, 2000, 2002; Waller, Lippa & Richardson, 2008; Waller, 
Montello, Richardson & Hegarty, 2002, for evidence of egocentric reference frames 
centered on the body, head, eyes, etc.). 

Shelton and McNamara (2001) conducted a series of studies investigating spatial 
memory organization.  In a paradigmatic experiment, participants viewed seven ob-
jects placed on a square mat surrounded by a rectangular room.  The edges of the mat 
were parallel with the room walls.  Participants studied the objects from two views 
separated by 135°, and all seven objects were visible from both views.  One view was 
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aligned and one was misaligned with the environmental axes defined by the mat and 
the walls.  Half of the participants studied from the aligned view first and from the 
misaligned view second and half of the participants studied in the opposite order.  
After studying, participants were led to another room for the retrieval test.  On each 
trial, participants were asked to imagine standing at one object, facing a second ob-
ject, and to point to a third object from that imagined perspective.  Participants imag-
ined different perspectives spaced evenly (every 45°) around the layout.  Regardless 
of the viewing order during learning, perspective-taking performance was best when 
imagining the aligned study perspective and performance on the misaligned study 
perspective was no better than on other perspectives that were never experienced.  
Those results contrast with a subsequent experiment in which the mat on the floor was 
misaligned with the room walls, thereby disrupting the global environmental axes.  
Participants again studied from two views separated by 135°: one view was aligned 
with the axes of the room and the other view was aligned with the axes of the mat.  
During subsequent perspective taking, performance when imagining the two experi-
enced views was better than non-experienced views, and performance on the first 
learning view was better than the second view, regardless of its alignment with the 
environmental cues. 

Based on those studies, Shelton and McNamara (2001) proposed that spatial rela-
tions are stored within spatial reference frames selected on the basis of cues available 
during learning.  Salient environmental cues (such as the mat on the floor aligned with 
the room walls) result in reference frames aligned with those environmental struc-
tures, especially when learning occurs from a view aligned with the environmental 
axes.  When consistent environmental cues are lacking (as when the mat on the floor 
was misaligned with the room walls) egocentric cues dominate and reference frames 
are selected from the initially experienced view.  But in both cases, the reference 
frame is thought to be fixed with respect to the environment, and therefore allocentric 
in nature. 

Mou and McNamara (2002) presented evidence that reference frames can be intrin-
sic to the remembered layout.  In their experiments, participants studied an object 
layout with a bilateral symmetry axis.  The bilateral symmetry axis defined a salient 
environmental cue.  After learning, participants were better able to imagine perspec-
tives aligned with the intrinsic axis of the layout.  This was true even when partici-
pants studied from a view misaligned with the symmetry axis of the layout. 

Based in part on the evidence reviewed above, McNamara and colleagues have 
proposed that locations are remembered in the context of a spatial reference frame, 
selected on the basis of cues available during learning.  Those cues can be broadly 
categorized as egocentric (experience-defined) cues, extrinsic (environment-defined) 
cues, and intrinsic (layout-defined) cues. 

3   Reference Frames in Spatial Memory Development 

Most of the work described in Section 2 focused on spatial memories of environments 
in which the entire environment was visible from all studied perspectives.  In contrast, 
most real-world spatial learning occurs piecemeal, often due to the presence of oc-
cluding obstacles such as walls and tables in smaller environments and buildings, 
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trees and hills in larger environments.  The role of reference frames is unclear when 
environments are learned in this piecemeal manner.  One possibility is that different 
parts of the environment, visible from different views, are encoded in separate local 
reference frames.  Another possibility is that those different parts of the same envi-
ronment are encoded in the same global reference frame. 

One way in which this question has been addressed is by asking participants to 
learn two separate routes or layouts and later showing participants how the two spaces 
relate to one another.  Subsequent judgments of between-layout and within-layout 
pairs of locations have been used as an indication of whether the two routes were 
represented in separate reference frames or in a common reference frame.  For exam-
ple, Hanley and Levine (1983) had participants learn two separate layouts on a table-
top environment.  Each layout consisted of three points (points A, B, and C in one 
layout and points 1, 2, and 3 in the other layout) connected by two lines, forming  
V-shape patterns with different orientations.  After learning both layouts, participants 
were shown that the two layouts actually contacted one another, such that point C 
from one of the V-shapes was spatially coincident with point 2 from the other  
V-shape.  After studying the relationship between the two layouts, participants made 
judgments of distance and direction between pairs of points within the same layout or 
across the two layouts.  The latter judgments required integration across the two lay-
outs.  If the layouts were stored in separate reference frames established during learn-
ing, then judgments should have been better for within- compared to between-layout 
judgments, since between-layout judgments would require mental rotation to bring the 
two layouts into alignment (e.g., Shepard & Metzler, 1971).  In contrast, if the two 
layouts were integrated into a single reference frame then judgments should have 
been similar for within- and between-layout judgments.  The data indicated that par-
ticipants represented the layouts in separate reference frames, with superior perform-
ance on within-layout judgments.  Superior within-layout performance has since been 
shown in other experiments varying in the learning conditions and environmental 
sizes (Golledge, Ruggles, Pellegrino & Gale, 1993; Ishikawa & Montello, 2006; Mon-
tello & Pick, 1993). 

However, comparison of within- and between-layout judgments is complicated by 
the finding that spatial judgments can be influenced by both the temporal and spatial 
separation between objects during learning (McNamara, Halpin & Hardy, 1992), and 
this effect could be independent of the actual reference frame used to represent those 
locations.  Further complicating matters are the discrepant results from experiments 
showing similar performance for within-layout and between-layout judgments, sug-
gesting that layouts learned separately are, under some circumstances, integrated into 
a single reference frame (Holding & Holding, 1988; Maguire, Burke, Phillips & 
Staunton, 1996; Moar & Carleton, 1982).  These discrepant findings could potentially 
be accounted for by differences in experimental design, including differences in tem-
poral and spatial separation of layouts and differences in the cues known to influence 
reference frame selection (reviewed above in Section 2).  Even more challenging to 
explain is the finding that switching between two imagined perspectives is faster 
when the two perspectives are from different environments compared to when they 
are from the same environment (Brockmole & Wang, 2002).  However, this could be 
due to interference during the switching process (e.g., May, 1996, 2004) rather than 
reference frames per se. 
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In light of the methodological challenges associated with comparing within- and 
between layout judgments, we have recently developed a new method to address the 
influence of reference frames during the development of spatial memories.  In one 
such experiment, participants learned two overlapping spatial layouts, shown in  
Figure 1.  The layouts were surrounded by a circular room in order to limit the num-
ber of environmental cues that might influence reference frame selection.  First, par-
ticipants studied layout one (object names drawn with an oval border in Figure 1) in 
isolation from 0° or from 135°.  Next, layout two (object names drawn without a 
border in Figure 1) was added to the environment.  All participants studied layout two 
from the 135° view only.  Layout one was present throughout learning, even when 
studying layout two.  After learning, participants performed a perspective-taking task 
in which they imagined standing at one object, facing a second object, and then 
pointed to a third object from that imagined perspective.  Triplets of objects compris-
ing a single trial always came from the same layout (i.e., all three objects were drawn 
from layout one or all three objects were drawn from layout two).  Both layouts were 
tested, but a single trial never mixed objects between layouts.  Of critical importance 
was the comparison of perspective-taking performance for layout two across the lay-
out one learning conditions.  Any changes in the pattern of layout two perspective-
taking performance would indicate that participants’ memories of layout two were 
influenced by their experiences when learning layout one. 

As expected, perspective-taking performance for trials testing layout one (Figure 2, 
left panel) depended on the layout one learning condition.  Participants who first stud-
ied layout one from 0° were better able to recall layout one from perspectives of 0°, 
90°, 180° and 270°, compared to 45°, 135°, 225° and 315°, producing the sawtooth  
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Fig. 1. Illustration of the two overlapping spatial layouts.  Layout one (object names with oval 
borders) was studied from either the 0° view or the 135° view.  Layout two (object names with 
no border) was then added to layout one.  Layout two was always studied from the 135° view.  
The environment was surrounded by a circular room (not shown). 
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pattern seen in Figure 2. This finding of facilitated performance along orthogonal 
reference directions has been reported previously (e.g., Mou & McNamara, 2002).  
Participants who studied layout one from 135° were better able to retrieve layout one 
from 135° and 315° (the perspective diametrically opposite the studied perspective).  
The layout one results were expected based on previous research showing the influ-
ence of the learning perspective (e.g., Shelton & McNamara, 2001), and they serve as 
a benchmark for interpreting the results from layout two. 

Layout two perspective-taking performance (Figure 2, right panel) also depended 
on the layout one learning condition.  Participants who studied layout one from 0° 
also showed sawtooth pattern when recalling layout two, with facilitated performance 
from 0°, 90°, 180° and 270°, and also the 135° perspective from which layout two 
was studied.  In contrast to the sawtooth pattern found when layout one was studied 
from 0°, participants who studied layout one from 135° showed superior performance 
when imagining layout two from 135°, with some facilitation also at 315°. 
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Fig. 2. Absolute pointing error during an imagined perspective-taking task after learning the 
two spatial layouts shown in Figure 1.  Perspective-taking trials tested objects from layout one 
(left panel) or from layout two (right panel). 

The interaction between layout one learning condition and layout two imagined per-
spective shows that previous experiences with layout one influenced the reference frame 
used to remember layout two.  According to our interpretation, participants established a 
reference frame from the layout one learning perspective, and used that reference frame 
to represent the layout two locations learned later.  Participants who learned layout one 
from 0° used a reference frame aligned with the learning perspective and the bilateral 
symmetry axis of the layout.  When viewing layout two from 135°, they interpreted the 
layout two objects in the same reference frame used to represent layout one.  Facilitation 
when imagining the 135° perspective of layout two suggests participants may have also 
represented layout two using a second reference frame aligned with the layout two study 
view.  Participants who learned layout one from 135° represented layout one relative to 
a reference frame aligned with the 135° learning view.  When viewing layout two from 
135°, they interpreted those new objects in the same reference frame used to represent 
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layout one. These findings specify a role for spatial reference frames during the devel-
opment of spatial memories.  However, it is unknown whether these findings will gen-
eralize to objects contained in different environments (e.g., neighboring rooms) or 
whether they are specific to objects contained within the same environment. 

4   Transfer of Reference Frames across Sensory Modalities 

The findings presented in Section 3 indicate that reference frames play an important 
role during the acquisition and development of spatial memories.  Although vision is 
the primary sensory modality for acquiring spatial information, other senses also 
contribute to spatial learning.  Research on learning through non-visual sensory mo-
dalities such as touch, proprioception, audition, and spatial language indicates that 
reference frames are also used to organize spatial memories learned through non-
visual inputs (Avraamides, 2003; Avraamides & Kelly, in press; Yamamoto & Shel-
ton, 2005, 2009; Yamamoto & Philbeck, 2008).  However, it is unclear whether the 
same reference frames organize spatial memories learned through different sensory 
modalities.  If so, then reference frames for locations learned through one sensory 
modality might influence learning through another sensory modality. 
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Fig. 3. Filled circles indicate locations of objects learned through vision; open circles indicate 
locations of objects learned only through touch. Objects were placed on a circular table with 
three stripes painted on its surface. Participants studied the two visual objects first from the 0° 
position and then from the 315° position. They then studied the touched objects only from the 
315° position. The visual reference frame defined by the room walls and the stripes on the table 
were either aligned with the object grid (left panel, aligned condition) or misaligned with the 
object grid (right panel, misaligned condition). 

To test whether reference frames exert cross-sensory influence, an experiment was 
conducted in which participants experienced salient visual cues emphasizing a refer-
ence frame before learning object locations through touch.  The visual reference 
frame was defined by three bold stripes drawn on a round table (54 cm in diameter) 
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on which the to-be-learned objects would be placed.  The stripes were aligned with 
one axis of the surrounding rectangular room, providing a consistent visual reference 
frame.  Participants visually studied two objects placed on the striped table (filled 
circles in Figure 3).  The two visual objects were intended to direct participants’ atten-
tion toward the cues defining the visual reference frame (especially the stripes on the 
table), and were never used during the perspective-taking task.  Participants studied 
the visual objects from two views: first from the 0° view and then from the 315° view 
(participants were led 45° clockwise to reach the 315° view).  After studying from the 
second view, participants were blindfolded and seven new objects were added to the 
table (open circles in Figure 3).  Participants then studied all nine objects (the two 
objects previously studied visually plus the seven new objects) by touching them 
while seated at the 315° perspective.  The nine objects formed a 3×3 grid with axes along 
0°-180° and 90°-270°.  In the aligned condition (Figure 3, left panel), the visual reference 
frame was aligned with the layout axes.  In the misaligned condition (Figure 3, right 
panel), the visual reference frame was misaligned with the layout axes.  Importantly, 
participants’ egocentric experiences with the touched objects were exactly the same in 
both conditions, and the visual reference frame cues were blocked by a blindfold 
worn during the haptic learning phase.  
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Fig. 4. Absolute pointing error during an imagined perspective-taking task using locations 
learned through touch (as shown in Figure 3).  Participants studied the touched objects after 
experiencing a visual reference frame that was either aligned or misaligned with the axes of the 
layout of touched objects. 

Subsequent perspective-taking trials used only the seven objects learned exclusively 
through touch.  The visual objects were not used during perspective-taking.  Perform-
ance is shown in Figure 4 as a function of imagined perspective for the aligned and 
misaligned conditions.  Participants in the aligned condition performed best when imag-
ining the 0° perspective compared to all other perspectives.  Furthermore, the sawtooth 
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pattern indicates that they remembered the touched objects using a reference frame 
composed of orthogonal axes along 0°-180° and 90°-270°.  Participants in the mis-
aligned condition performed best when imagining the 315° perspective compared to all 
other perspectives.  In this case the sawtooth pattern suggests that they used a reference 
frame with orthogonal axes along 135°-315° and 45°-335°.  In both conditions, per-
formance from perspectives aligned with the visual reference frame may have been 
further enhanced by participants’ alignment with the walls of the test room during the 
perspective taking task, similar to accounts of sensorimotor interference/facilitation 
(Kelly et al., 2007; May, 1996, 2004) The interaction between condition and imagined 
perspective provides clear evidence that the visual reference frame influenced spatial 
memories of subsequently touched objects.  This indicates that reference frames exert 
their influence across sensory modalities, consistent with the hypothesis that reference 
frames are amodal. 

5   Summary and Conclusions 

Previous research has established the importance of reference frames in spatial mem-
ory organization, and has identified how environment-based and experience-based 
cues influence reference frame selection (e.g., Montello, 1991; Mou & McNamara, 
2002; Shelton & McNamara, 2001).  Here we extend those findings by describing a 
role for reference frames during the learning process, when learning occurs through 
one or more sensory modalities. 

Section 3 described a new experiment showing that reference frames are selected 
when learning one part of an environment and then applied to other parts of that envi-
ronment learned from different perspectives.  Rather than using different reference 
frames to represent locations learned from different views, participants used a single 
reference frame to represent all objects in the environment.  Once a reference frame 
had been established from the first view, that reference frame provided scaffolding for 
interpreting the locations of new objects learned from a different view.  Learning in 
that experiment occurred within a circular room intended to limit the number of po-
tential cues influencing reference frame selection.  Future work should determine 
whether reference frames play a similar role when learning more complex and more 
natural environments. 

Section 4 described a new experiment showing that reference frames exert their in-
fluence across sensory modalities.  After experiencing a salient visual reference 
frame, participants used that same reference frame to organize locations of objects 
learned solely through touch.  Similar to the experiment described in Section 3, par-
ticipants used a single reference frame to represent the entire environment, rather than 
using separate reference frames to represent parts of the of the environment experi-
enced visually and haptically.  One possible mechanism for cross-modal reference 
frame transfer is that the visual reference frame might have influenced hand move-
ments during subsequent haptic learning, such that the directions of hand movements 
were consistent with the visual reference frame (e.g., Lederman & Klatzky, 1987), but 
future research is needed to evaluate this hypothesis.  Furthermore, it is unknown 
whether reference frames acquired through haptic experiences can influence locations 
subsequently learned through vision, and this is an important research question to help 
determine whether reference frames are truly amodal. 
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The present results may at first seem at odds with recent findings reported by 
Greenauer and Waller (2010). In their study, participants visually studied two adjacent 
object layouts containing bilateral symmetry axes that were misaligned with the learning 
view and also misaligned with each other. After learning, participants performed within- 
and between-layout judgments of relative direction. For both layouts, performance on 
within-layout judgments was best when imagining perspectives aligned with a layout’s 
bilateral symmetry axis. In contrast, between-layout judgments were best from imagined 
perspectives aligned with the learning view or with the global geometry of the two lay-
outs. Importantly, these findings occurred even when the layouts were learned sequen-
tially. Overall, Greenauer and Waller’s findings build on previous reports of hierarchi-
cally organized spatial memories (Hirtle & Jonides, 1985; Maki, 1981; McNamara, 
1986; McNamara, Hardy & Hirtle, 1989; Stevens & Coupe, 1978) by showing that the 
hierarchical organization contains distinct micro-reference frames used to organize 
locations within spatial layouts and macro-reference frames used to organize spatial 
relations between layouts.  In the current experiments, participants did not establish 
distinct reference frames to maintain the two sequentially-presented layouts. Instead, 
they established a single reference frame when viewing the first layout and used it to 
organize the second layout as well. 

An important difference between the current experiments and those of Greenauer 
and Waller (2010) is that the two spatial layouts in the current experiments over-
lapped within the same space. Those overlapping layouts may have caused partici-
pants to organize their spatial memories around a single global reference frame rather 
than distinct local reference frames. Alternatively, the sequential presentation of one 
array embedded within another may have led participants to perceive the second array 
as a subset of the larger configuration. In this case, the current findings are compatible 
with those of Greenauer and Waller, showing that a macro-reference frame estab-
lished for a superordinate layout can influence the selection of a micro-reference 
frame for a subordinate layout.  Nevertheless, future research is needed to explore the 
conditions under which sequential spatial layouts become integrated or are organized 
separately in spatial memory. 

Previous work has demonstrated that spatial memories are organized by reference 
frames centered on the environment.  The research presented here defines a role for 
reference frames during the spatial learning process, when parts of the environment 
are encountered from different perspectives and through different sensory modalities.  
Reference frames provide an organizational structure for previously learned locations 
and for new locations not previously encountered.  Reference frames influence spatial 
learning across sensory modalities, but further work is needed to determine whether 
modality-specific reference frames influence spatial learning through other sensory 
modalities or whether reference frames are truly amodal. 
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Abstract. Physical rotations and translations are the basic constituents of navi-
gation behavior, yet there is mixed evidence about their relative importance for
complex navigation in virtual reality (VR). In the present experiment, 24 par-
ticipants wore head-mounted displays and performed navigational search tasks
with rotations/translations controlled by physical motion or joystick. As expected,
physical walking showed performance benefits over joystick navigation. Control-
ling translations via joystick and rotations via physical rotations led to better per-
formance than joystick navigation, and yielded almost comparable performance
to actual walking in terms of search efficiency and time. Walking resulted, how-
ever, in increased viewpoint changes and shorter navigation paths, suggesting
a rotation/translation tradeoff and different navigation strategies. While previ-
ous studies have emphasized the importance of full physical motion via walking
(Ruddle & Lessels, 2006, 2009), our data suggests that considerable navigation
improvements can already be gained by allowing for full-body rotations, with-
out the considerable cost, space, tracking, and safety requirements of free-space
walking setups.

1 Introduction

Virtual reality and other multi-media technologies that can create computer-mediated
experiences have become more widespread, affordable, and accepted in recent years. In
fact, as a large body of fiction literature and cinema have shown, there have been many
exaggerated claims about the potential experience virtual reality will ultimately offer –
that is, an almost super–human experience that far exceeds real-world possibilities (see,
e.g., movies like The Matrix). The level of realism and detail of current audio-visual
simulations can indeed be stunning. Despite those promising claims and achievements,
however, the user experience of virtual reality (VR) does not match its fictional char-
acterization, and there remain a number of major challenges. One of these challenges
is spatial orientation. Even though one might hope that VR should ultimately enable us
to locomote and orient as well as in the real world – or potentially even better, as VR
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can allow for the physically impossible (e.g., teleporting, flying, bird eye’s views, or
multiple and even simultaneous perspectives to chose from) – spatial orientation in VR
can be quite poor.

1.1 Spatial Orientation in VR

Under certain circumstances VR-users take significantly longer to learn virtual environ-
ments than comparable real environments (Richardson, Montello, & Hegarty, 1999; Wit-
mer, Bailey, Knerr, & Parsons, 1996), and often produce large random and systematic
errors in virtual environment (VE) navigation (Riecke, 2008). Recent studies have
demonstrated that participants in visually-based VR also produce certain novel types
of qualitative errors such as left-right confusion or failure to update visually simulated
rotations altogether (Klatzky, Loomis, Beall, Chance, & Golledge, 1998; Avraamides,
Klatzky, Loomis, & Golledge, 2004; Riecke, 2008). Note that such qualitative errors do
not occur in comparable real-world situations where participants are allowed to physi-
cally walk the trajectory that was only visually simulated in the VR task (Klatzky et al.,
1998). Furthermore, retrieval of memories of a real environment seems to be affected
by features of the environment (Riecke & McNamara, 2007) in a way that retrieval of
memories of virtual environments is not (Moura & Riecke, 2009; Williams, Narasimham,
Westerman, Rieser, & Bodenheimer, 2007). In summary, there seem to be many situa-
tions where spatial orientation performance in VR is worse than real-world performance.

There are, however, a few noteworthy exceptions where visual cues presented in im-
mersive VR can be sufficient for spatial orientation tasks: When high visual realism
is combined with an abundance of reliable landmarks and an immersive HMD or pro-
jection system, visual cues may be sufficient to enable excellent homing performance
(Riecke, van Veen, & Bülthoff, 2002) as well as spatial updating performance that ap-
proaches real-world performance (Riecke, von der Heyde, & Bülthoff, 2005).

In general, though, performance in VR spatial orientation tasks seems to benefit
from physical locomotion in the environment (Avraamides et al., 2004; Chance, Gaunet,
Beall, & Loomis, 1998; Klatzky et al., 1998; Pausch, Proffitt, & Williams, 1997; Rud-
dle & Lessels, 2006; Waller, Beall, & Loomis, 2004; Wraga, Creem-Regehr, & Proffitt,
2004). Especially when participants are asked to respond not only as accurately as pos-
sible but also as fast as possible, visual path-integration based spatial orientation in VR
often shows strikingly large systematic as well as random errors (Riecke, 2008). In sum,
despite impressive advances in VR hardware and software, human spatial orientation is
often still far from the real-world-like performance, where automatic spatial updating
can allow for intuitive yet effective spatial orientation with minimal cognitive load (Far-
rell & Robertson, 1998; Klatzky et al., 1998, e.g., ). The current study was designed to
elucidate the origins of this difference in human navigation ability between real and
virtual environment by assessing the relative contribution and relevance of physical
translations and rotations.

1.2 Goal of This Study: Investigate Relative Contribution of Physical
Translations and Rotations for Effective Navigation in VR

Whereas self-motions in VR can be easily visually simulated using affordable off-the-
shelf hardware and software, creating a VR system that allows users to physically walk
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in a natural manner through the simulated world requires considerable cost, effort, and
safety measures. Such a system typically requires a sufficiently large obstacle-free space
for participants to walk unimpeded, the use of head-mounted displays (HMD), the abil-
ity to track the motion of the HMD, and an experimenter present to ensure that the
participant does not walk into physical walls, stumble over cables, etc. It is therefore
critical to assess if there is sufficient benefit from physical locomotion/walking to justify
the high effort and cost associated with large free-space walking – especially given that
physical rotations alone can be realized without the need for large tracked free-space
walking areas. In this context, a series of studies by Ruddle & Lessels (2006, 2009) is
of particular importance and will be discussed here in more detail, as it addresses these
issues directly and inspired the experimental paradigm of the current study.

1.3 Navigational Search Studies by Ruddle and Lessels

Ruddle and Lessels performed a series of navigational search studies in which partici-
pants were in a real or virtual rectangular room that contained a regular arrangement of
32 pedestals, half of which had closed boxes placed on top (Lessels & Ruddle, 2005;
Ruddle & Lessels, 2006, 2009). Participants were asked to search for eight target ob-
jects hidden in these 16 boxes.

In a real-world test, participants performed with almost perfect efficiency: partici-
pants found all eight targets without any re-visits of boxes in 93% of trials (Lessels &
Ruddle, 2005). Even when blinders restricted the field of view to just 20°×16°, per-
formance was not significantly reduced (87% perfect trials without revisits, see Fig. 2).
When performing a similar task using an HMD with a FOV of 48°×36° and physi-
cal walking, performance was similar (90% trials without revisits), and was indepen-
dent of whether the visual scene was modeled with high or low visual realism (Ruddle
& Lessels, 2006). This suggests that free-space walking with an HMD can allow for
performances that matches real-world performance, at least for the task at hand. How-
ever, performance was substantially reduced when visually simulated translations were
controlled using a button-press interface (“real rotation” condition) instead of physi-
cal walking (43% no-revisit trials, see Fig. 2), even though rotations in the VE were
still controlled by physical rotations (Ruddle & Lessels, 2006). This suggests that both
translational and rotational physical motion cues are required to allow for real-world-
like performance in such search tasks.

When the HMD was replaced by a monitor and rotations and translations were con-
trolled by moving a computer mouse and pressing buttons on a keyboards, respectively
(Ruddle & Lessels, 2006), performance did not significantly decrease further (45% no-
revisit trials in the “visual only” condition, see Fig. 2). One might be tempted to con-
clude from those data that adding physical rotations did not show any performance
benefit (and the authors do, in fact, suggest that). It is possible, however, that the exper-
imental methodologies in (Ruddle & Lessels, 2006, 2009) could have contributed to the
observed similarity in performance for the visual-only and real rotation condition:

Whereas Ruddle & Lessels (2006, 2009) used the same display (a stereo HMD
with 640× 480 resolution) for the walking condition and real rotation/keyboard trans-
lation condition, a different display device (a 21 inch desktop monitor) was used in
the visual only (mouse rotation/keyboard translation) condition. This change in display
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device produced several differences in the nature of the visual experiences that might
have contributed to Ruddle and Lessels’s findings. Potential differences include display
quality and resolution (presumably higher for monitor); availability of binocular depth
cues (HMD only); tracking latency (HMD only); peripheral visibility of surrounding
room (monitor only); immersion and presence (higher perhaps with HMD); eye height
(sitting for monitor vs. standing for HMD); mismatch between simulated eye height
(always 1.65m) and physical eye height (especially in monitor condition); and absolute
size of the display (21” for monitor vs. 2 × 1.3” for HMD).

Many of these parameters have been shown to impact human spatial orientation per-
formance (Riecke, Schulte-Pelkum, & Bülthoff, 2005; Riecke et al., 2002; Tan, Ger-
gle, Scupelli, & Pausch, 2006, 2004; Tan, Gergle, Scupelli, & R.Pausch, 2005; Alfano
& Michel, 1990). Moreover, Ruddle and colleagues themselves had demonstrated that
replacing an HMD with a desk-top monitor reduces navigation performance in VR, in-
dicated by increased navigation times and less accurate sense of straight-line distances
(Ruddle, Payne, & Jones, 1999). Hence, any direct comparison between results from
the monitor (visual only) condition and the HMD (real rotation and walking) condi-
tions should be treated with caution. The current study was designed to avoid these
potential problems by using the same HMD in all conditions, thus allowing for a direct
and more trustworthy comparison between all three conditions, and thus a more reliable
assessment of the relative importance and contribution of physical translations versus
rotations for VR navigation. To this end, we used a similar overall navigational search
methodology as Ruddle & Lessels (2006, 2009), with the following major changes:

– Same Display for all Conditions. The same visual display (HMD) was used in all
conditions.

– Orientating Cues from Environmental Geometry and Rectangular Object
Structure Removed. Recently, Kelly, McNamara, Bodenheimer, Carr, & Rieser
(2008) showed that navigators can use room geometry to maintain orientation dur-
ing spatial updating in immersive VR. This suggests that participants in Ruddle
& Lessels (2006, 2009) might have used the geometry of the surrounding room
as well as the rectangular arrangement and regular orientation of the objects to
reorient themselves or maintain global orientation, which might in turn have con-
tributed to the observed lack of any benefit of physical rotations (as visual cues
were sufficient for effective (re)orientation). To avoid any influence of environ-
mental geometry or intrinsic reference frame of the object layout, we removed the
surrounding room and randomly positioned and oriented all objects for each trial.
Furthermore, we refrained from using a naturalistic, landmark-rich environment, as
this might have obfuscated potential effects of locomotion mode due to, for exam-
ple, instantaneous spatial updating or other kinds of powerful visual re-orientation
mechanisms (Riecke et al., 2005; Riecke, Cunningham, & Bülthoff, 2007).

– Joystick as Continuous Input Device. While Ruddle & Lessels (2006, 2009) used
a simple button-based translation input paradigm in the visual only and real rotation
condition where participants could not continuously adjust their translational veloc-
ity, we used a wireless joystick that allowed for easy and continuous adjustment of
translational and rotational velocities.
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– Posture and Eye Height Matched for all Conditions. Participants were always
standing, with the simulated eye height matching their actual eye height.

– Within-Participant Design. As between-participant variability is often strikingly
large for spatial orientation tasks (even more so in VR), we used a complete within-
participant design for the current study.

2 Methods

Participants. Twenty-four adults (19–46 years old, half female) from the Nashville
community participated for monetary compensation.

2.1 Stimuli and Apparatus

Virtual Environment. Participants wore an HMD that displayed a simple virtual scene
that contained a large textured ground plane and 16 identical objects (randomly oriented
3D models of a pedestal with a miniature birdhouse on top). Eight of the 16 birdhouses
contained red balls as target objects that participants had to search for, and the remaining
eight birdhouses were empty and acted as decoys. The position of the targets objects
was randomly Poisson-disk distributed within a circular area of 4m diameter for each
trial to avoid orienting cues and learning effects. This size was chosen such that the
object layout fitted safely withing the 5×5m free space walking area of the actual lab.
As we were interested in investigating different locomotion modes, we did not simulate
room geometry or other potential landmarks or regular object layouts that could have
been used to guide or re-orient participants (Kelly et al., 2008). In particular, the ground
texture and sky contained no orientation cues.

Visualization. The virtual scene was presented binocularly through a head-mounted
display (NVIS NVisor SX) at a native resolution of 1280×1024 pixel with complete
binocular overlap. The simulated field of view (FOV) matched the physical FOV of 60°
diagonal (corresponding to 48°×36° or 27 pixel/°).

Fig. 1. Left: Sample unit circle Poisson-disk distribution of the pedestal array, which was ran-
domized per trial. These values were scaled by the experimental radius (2m) and represented the
positions of the pedestals on the ground plane. Middle: Experimental view, with the cross-hair
indicating the current motion direction. Right: By pressing a designated button on the joystick,
participants could look inside a birdhouse for 2 seconds to see if it contained a target object (red
ball).
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Tracking and Interaction. The HMD was tracked at 60Hz using the WorldViz PPT
tracking system. Participants carried a wireless joystick (Logitech Freedom 2.4) that
was mounted on a wooden board that was worn using shoulder straps.

Headphones and Ambient Sound Masking. To mask spatialized auditory cues that
could have been used to reorient in the lab, a broad-frequency river-like sound was
displayed via the headphones integrated in the HMD throughout the experiment.

Task. Participants’ task was to navigate the VE until they had encountered each of
the eight targets, using a designated button on the joystick to render the walls of the
birdhouses semi-transparent for two seconds. Additional auditory cues indicated upon
button-press whether the object was a target or decoy. Birdhouses that had already been
visited were populated with blue balls: either a blue ball appeared if the birdhouse was
previously empty, or the red ball turned blue upon visitation. If targets were revisited, a
different sound was also played and a blue ball was visible. Participants were instructed
to minimize the number of re-visits, distance traveled, and time needed without starting
to rush or run through the VE. A trial was terminated when either all eight target objects
were found or when there were eight consecutive revisits (i.e., looking into previously-
visited birdhouses). A message in the upper right hand corner of the screen displayed
the current number of targets left to find in a trial.

Locomotion Modes. To investigate the relative contribution and importance of phys-
ical motion cues for translation and rotation, we employed three different locomotion
methods:

In the “walking” condition, all six degrees of freedom of the HMD were tracked and
participants navigated through the virtual scene by physically walking (translating and
turning).

In the “real rotation” condition, tracking of physical translations in the horizontal
plane was switched off, and participants instead had to use joystick deflections to trans-
late through the virtual scene. Rotations and up-down translations were still controlled
by corresponding physical motions.

In the “joystick” condition, both horizontal translations and yaw/pitch rotations in
the VE were controlled by the joystick deflections and rotations, respectively.

Note that participants were standing in all motion conditions.

Motion Model. Joystick deflections were linearly mapped onto translational velocities
in the VE (“velocity control” mapping). Yaw rotations were controlled by yaw-rotations
of the joystick handle using a velocity control mapping, whereas pitch rotations were
controlled using the lever on the side of the joystick using a position control mapping
(as that lever did not have a re-centering force). Maximum joystick rotations and deflec-
tions resulted in velocities that matched the typical maximum physical motion velocities
we observed during pre-tests in the full-motion condition (1m/s and 90°/s). A joystick
dead zone was used to enable precise navigation and to ensure that participants were
stationary in the VE when they did not touch the joystick.
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2.2 Procedure and Experimental Design

Each participant completed one practice trial and three test trials for each of the three lo-
comotion modes, resulting in a total of twelve trials1. Locomotion modes were blocked
and balanced across participants. Trials lasted 2min on average, and participants took
anywhere between 40s and 4min to complete a given trial. To reduce the likelihood
of fatigue and simulator sickness, participants were allowed to take off the HMD and
take a short break after each trial. Additional breaks were scheduled after each block
of four trials. The pedestal layout and orientation were independently randomized for
each trial to prevent layout learning. Participants started each trial at the perimeter of the
object array facing inwards. After the experiment, participants were debriefed, payed,
and thanked for their participation.

3 Results

Data for the different dependent measures are summarized in Fig. 3 and analyzed using
repeated-measures ANOVAs and planned pairwise contrasts for the independent vari-
able locomotion mode (3 levels: walking; real rotation and joystick-based translation;
joystick rotation and translation). Statistical results are summarized in Table 1.

Number of Perfect Trials Lower Than in Ruddle and Lessels (2006) Study. Com-
paring overall performance between the current study and the study by Ruddle & Les-
sels (2006) shows two main differences, as illustrated in Fig. 2: Whereas participants
in Ruddle & Lessels (2006) were able navigate “perfectly” (i.e., find all targets without
any revisits) in 90% of the trials in the HMD walking condition, performance dropped
to only 43% and 45% perfect trials in the real rotation and visual only condition, re-
spectively (cf. Fig. 2). In contrast, participants in the current study performed overall
considerably worse, irrespective of the motion condition (cf. Fig. 2): Only 13.9% of the
trials were finished without any revisits in the walking condition, and performance did
not significantly drop further when physical motion cues were excluded for translations
(real rotation condition) and rotations (joystick condition) (cf. Table 1).

Number of Revisits Needed to Complete the Task Was Highest for Joystick Condi-
tion. Whereas participants in the joystick condition revisited on average 6.4 pedestals
before completion, being able to walk significantly reduced this number to only 4.2 re-
visits (cf. Fig. 3a and Table 1). This might be interpreted a participants being less lost in
the walking condition. Interestingly, the contrast analysis revealed that replacing walk-
ing with joystick translations in the real rotation condition did not significantly impair
performance, whereas replacing actual rotations with visually simulated rotations in the
joystick condition marginally increased the number of revisits. A similar data pattern
was found for the number of targets revisited (Fig. 3b): Whereas the joystick condition
yielded significantly more revisits than the walking condition, performance in the real
rotation condition equaled the walking condition.

1 Twelve additional trials that used a gain factor of 10:1 between visually simulated and actual
translations were excluded due to technical problems with the tracking. These 10:1-gain trials
were performed in one session, either before or after the 1:1 gain trials. The order of the 10:1
versus 1:1-gain sessions was balanced to avoid systematic order effects.
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Fig. 2. Re-plotting of the data from Lessels & Ruddle (2005) and Ruddle & Lessels (2006, 2009)
for comparison with the current data
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Fig. 3. Mean data for the different dependent measures. Error bars indicate ±1 standard error of
the mean.

Number of Targets Found Did Not Depend on Motion Condition. Figure 3d shows
that participants on average found about five targets before their first unplanned revisit
of any pedestal. This measure (“number of targets found before first revisit”) could thus
be taken as a conservative estimate of when on average participants first got “lost” in
the environment and could not tell any more whether they had previously visited a given
location or not. The lack of any significant differences between the motion conditions
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Table 1. Analysis of variance and planned pairwise contrasts results for the different dependent
variables. The asterisks indicate the significance level (α = 5%, 1%, or 0.1%). Marginally signif-
icant effects (α ≤ 10%) are indicated by an ’m’. Significant and marginally significant effects are
typeset in bold and italics, respectively. The effect strengths partial η 2

p indicates the percentage
of variance explained by a given factor.

ANOVA Contrast Contrast

main effect real walking vs. real rotation vs.

real rotation joystick

F(2,46) p η
2
p F(1,23) p η

2
p F(1,23) p η

2
p

Number of revisits 4.803 .013
∗

.173 1.211 .282 .050 3.610 .070m .136

Number of target revisits 3.858 .026
∗

.147 .983 .332 .041 3.262 .084m .124

Number of targets found 1.060 .355 .044 .282 .601 .012 .885 .357 .037

# targets found before 1st revisit .608 .511 .026 .007 .934 .000 .637 .433 .027

% perfect trials (no revisits) .926 .404 .039 1.353 .257 .056 .138 .714 .006

Total time 4.814 .013
∗

.173 .560 .462 .024 9.430 .005
∗∗

.291

Accumulated turning angle 25.20 <.0005
∗∗∗

.523 29.47 <.0005
∗∗∗ .562 .491 .490 .021

Total distance traveled 7.621 .001
∗∗∗

.249 7.843 .010
∗∗

.254 1.130 .299 .047

(cf. Table 1) suggest that the availability of physical motion cues in the walking con-
dition did not provide any useful cues that participants could have successfully used
to remain oriented and prevent revisits. Note that not all trials were successfully com-
pleted (cf. Fig. 3c), as trials were automatically aborted after eight successive revisits
to previously-visited pedestals. In the walking condition, an average of 7.82 out of 8
targets were found, and this number did not drop significantly for the real rotation or
joystick condition (cf. Table 1).

Navigational Search Was Fastest in Walking and Real Rotation Condition. Figure
3f shows that participants took overall about 25% longer in the joystick condition, as
compared to the real rotation condition where head motions instead of joystick motions
were used to control orientation changes in VR. Allowing for actual walking did not
reduce navigational search time further, suggesting that physical translations are less
critical than physical rotations for search efficiency.

Walking Led to Increased Orienting Motions and Reduced Path Lengths. Figure
3h shows that participants covered about 35% less overall distance in the walk condition
(25.8m) than in the real rotation condition (34.8m). This decrease in traveled distance
for walking was, however, accompanied by a 46% increase in the amount of head ro-
tations (Fig. 3g): Accumulated turning angles significantly increased from 1538° (or
4.27 revolutions) to 2245° (or 6.24 revolutions). This suggests a qualitatively different
navigation strategy in the walking condition: By looking around more in the walking
condition were participants able to optimize the trajectory, thus traveling less far. Note
that this strategy did not, however, reduce the amount of time needed for the naviga-
tional search task in the walking condition as compared to the real rotation condition
(Fig. 3f). In fact, apart from a reduction in the amount of distance walked, none of the
seven other dependent measures shows any significant benefit of physically walking as
compared to joystick translations combined with physical rotations.

4 Discussion and Conclusions

In an important series of studies on navigational search in real and virtual environ-
ments, Ruddle and Lessels found that participants performed better when allowed to
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freely walk, as compared to a “real rotation” condition where they wore an HMD and
could freely rotate while controlling simulated translations using a button-based mo-
tion model (Lessels & Ruddle, 2005; Ruddle & Lessels, 2006, 2009). This real rotation
condition led to similar performance as a visual only condition, where both translations
and rotations were only visually simulated on a desktop monitor, and controlled via
keyboard presses and mouse motions, respectively.

These data led Ruddle & Lessels (2006) to posit that full physical movement is es-
sential for effective navigation in VR, whereas physical rotations alone are insufficient.
The current study replicated the overall navigational search procedure of Ruddle &
Lessels (2006) while controlling for a number of variables that could have affected the
previous results and interpretations (see discussion in the introduction section). Most
importantly, we used the same display device (HMD) for all motion conditions, and
carefully removed salient landmarks and other potential visual orienting cues by re-
moving the rectangular room environment and randomly positioning and orienting all
objects in the scene for each trial. Note that these changes were expected to increase
overall task difficulty. Furthermore, we used a joystick-based motion paradigm that al-
lowed for smooth, continuous and intuitive adjustment of rotational and translational
velocities instead of the button- and mouse-based motion model used in (Ruddle &
Lessels, 2006, 2009). Controlling for these variables in the current study led to a quali-
tatively different pattern of results.

Whereas there was still an overall benefit for full physical motion (walking con-
dition) as compared to joystick navigation, merely allowing for bodily rotations (real
rotation condition) provided considerable performance benefits when compared to the
joystick (visual only) condition. Moreover, real rotation performance almost equalled
walking performance: Only one of the eight dependent measures (total distance trav-
eled) showed a clear and significant benefit of walking over real rotation. In fact, partic-
ipants in the walking condition of our study seemed to trade off distance for rotations,
insofar as they walked less but turned more, which might be caused by a shift in navi-
gation strategy.

In sum, comparing previous results by Ruddle & Lessels (2006, 2009) with our re-
sults raises several major questions that we will discuss in the following subsections.

Did the Lack of Orienting Cues in our Study Cause the Performance Drop Com-
pared to Ruddle and Lessels (2006, 2009)? As the overall navigational search
paradigm was quite similar in the current study and (Ruddle & Lessels, 2006, 2009)
(especially for the walking condition), we propose that the large overall performance
decrement in the current study might be caused by differences in environmental ge-
ometry and the intrinsic geometric structure of the object array: Ruddle & Lessels
(2006) used a rectangular surrounding room and a rectangular grid-like structure of
the pedestals with additional constraints (always one target and one decoy per group of
four pedestals), whereas the current study did not contain any such regularities or other
environmental geometry cues that participants could have used to remain oriented or
re-orient. As the other procedural differences in the walking condition seem minimal,
the large overall performance difference between our and Ruddle and Lessels’s studies
suggests that the rectangular structure of the room and object array layout was indeed an
important factor for participants’ ability to remain oriented in Ruddle & Lessels (2006),
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and could have served as a reference frame for remaining oriented in VR (McNamara,
Sluzenski, & Rump, 2008). This hypothesis is in agreement with recent results by Kelly
et al. (2008), who showed that the environmental geometry of the surrounding room in
VR is an important factor for both spatial updating and reorientation. In particular, when
the rectangular room was replaced by a cylindrical room devoid of orienting cues, par-
ticipants got increasingly lost for increasing path lengths. Similarly, Riecke et al. (2005,
2007) showed that naturalistic environmental cues, but not optic flow alone, can be suf-
ficient for spatial updating with performance approaching real-world performance, with
or without concurrent physical motion cues.

Why Did Real Rotation Performance Approach Walking Performance in Our
Study, But Not in Ruddle and Lessels (2006, 2009)? Ruddle & Lessels (2006) ob-
served a clear performance benefit of walking over real rotation without physical trans-
lation, but the current study did not, despite using a similar navigational search task.
Whereas the increase in task complexity due to the randomized target configuration and
lack of environmental geometry in our study can explain the overall performance decre-
ment, it seems unclear how task complexity could differentially affect performance in
the walking versus real rotation condition. Hence, we propose that differences in the
translational motion paradigm might be (at least in part) responsible for the observed
differences: Ruddle & Lessels (2006) use a button-based translation control that al-
lowed only forward motions and did not allow participants to continuously adjust their
speed, whereas the current study used a joystick that allowed for continuous and intu-
itive control of translational velocities in the horizontal plane. Although further studies
are needed to corroborate this conjecture, the current data highlights the importance of
devising and carefully testing input-devices that allow for virtual locomotion with sim-
ilar intuitive control, accuracy, and precision as actual walking while minimizing the
cognitive load.

Why Did Real Rotation Performance Exceed Visual-Only Performance in our
Study, But Not in Ruddle and Lessels (2006, 2009)? Previous studies suggest that
adding physical rotations cues can improve spatial orientation performance compared
to visual-only simulations for various basic spatial tasks (Bakker, Werkhoven, & Passe-
nier, 1999; Klatzky et al., 1998; Lathrop & Kaiser, 2002; Pausch et al., 1997).

However, for more complex spatial orientation and navigation tasks, there seems no
clear evidence that physical rotations themselves improve performance, although pro-
viding full physical motions did prove to be beneficial. (Chance et al., 1998; Ruddle &
Lessels, 2006, 2009). When asked to point to previously-encountered targets in a HMD-
based maze tasks, participants pointed more accurately when walking as compared to
pure joystick navigation (Chance et al., 1998). A real rotation condition where transla-
tions were joystick-controlled and rotations physically controlled yielded intermediate
performance, with no significant differences relative to either walking or joystick condi-
tion. As discussed earlier, navigational search performance in (Ruddle & Lessels, 2006,
2009) showed no benefit of adding physical rotations over visual-only navigation. This
is in contrast to the current study, which used the same navigational search task as
(Ruddle & Lessels, 2006, 2009) but showed a clear benefit for added physical rotations.
There are a number of factors that could have contributed to the observed differences:
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First, Ruddle & Lessels (2006, 2009) used different displays (HMD vs. monitor) for
the real rotation and visual-only rotation condition, whereas the current study used the
same HMD for all conditions. Second, the navigational search task was likely more
difficult in our study, as salient (re-)orienting cues such as the rectangular environment
and the regular, rectangular object layout in (Ruddle & Lessels, 2006, 2009) were re-
placed by randomized object positions and orientations, thus largely avoiding salient
orienting cues and intrinsic/extrinsic reference frames that participants could have used
to remain oriented or re-orient during their simulated movements (Kelly et al., 2008;
Riecke et al., 2005). Although further careful experimentation is needed, the compari-
son suggests that the availability of ample orienting cues in (Ruddle & Lessels, 2006,
2009) might have obscured potential effects of physical rotations, and that physical ro-
tation cues might become more important under high cognitive load/task difficulty and
limited availability of visual (re-)orienting cues.

Did Participants in the Joystick Condition Perform Poorly Because they Failed
to Update their Heading? Previous studies investigating the updating of cognitive
heading in VR showed individual differences in participants’ strategies and the result-
ing systematic errors and underlying neural representation (Gramann, Muller, Eick, &
Schonebeck, 2005; Iaria, Petrides, Dagher, Pike, & Bohbot, 2003). For example, using a
point-to-origin paradigm after a visually simulated 2-segment excursion displayed on a
desktop monitor, Gramann et al. (2005) reported that more than half of their participants
responded as if they had not updated their heading and were still facing the original ori-
entation. Gramann et al. interpreted these group of participants as “non-turners” who
might have used an allocentric strategy that did not incorporate visually simulated head-
ing changes. Klatzky et al. (1998) had reported similar failures to incorporate heading
changes that were not physically performed but only visually displayed (in an HMD
condition) or verbally instructed (in an imagine condition). Together, these studies sug-
gests that participants in the current study might have shown comparable failures to
update heading changes in the joystick condition where the visually simulated rotations
were not physically performed, which might have contributed to the reduced task per-
formance. The current experiment was, however, not designed to investigate this issue
and does not allow for any specific conclusions, although informal observations sug-
gest that the low overall performance in the joystick condition often coincided with
being lost and disoriented. Additional reference frame conflicts between participants’
physical orientation in the lab and the simulated orientation in the joystick condition
might have further contributed to the overall poor performance in the joystick condition
(McNamara et al., 2008; Riecke, 2008).

Conclusions and Outlook. Whereas previous studies showed a clear benefit of physi-
cal rotation cues only for simple spatial task (Bakker et al., 1999; Klatzky et al., 1998;
Lathrop & Kaiser, 2002; Pausch et al., 1997), but not for more complex navigation
tasks (Chance et al., 1998; Ruddle & Lessels, 2006, 2009), the current study provides
first evidence that allowing VR users control simulated rotations with their own body
can have significant benefits over mere joystick navigation. Moreover, navigation per-
formance in this real-turn mode was statistically equivalent to performance for actual
walking in six out of eight dependent variables, and the real-turn mode even reduced
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the amount of viewing direction changes significantly. These results suggest that, for
many applications, allowing for full-body rotations without actual walking can provide
considerable performance benefits, even for complex and cognitively demanding nav-
igation tasks. These findings can help to reduce overall simulation effort and cost, as
allowing users to walk through VR requires sufficiently large, position-tracked free-
space walking areas and additional safety measures, whereas physical rotations can be
implemented more easily and cost-effectively.
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Abstract. This paper presents results showing that eye movements reflect spa-
tial relations in mental images but not in mental models during nearly similar 
reasoning tasks with directions. These results contribute to the distinction  
between mental models and mental images based on eye movements. This dif-
ferentiation may be applied in the field of human-computer interaction and in-
telligent assistance systems. We conducted two experiments about reasoning 
with cardinal directions employing three-term series problems in the form of: 
“X is southwest of Z; Y is east of X; as seen from Z, where is Y?” The results 
replicate, to some extent, previous findings about preferred mental models. Ad-
ditionally, the results indicate that these preferences are susceptible to details of 
the instructions of the experiment. 

1   Introduction 

This paper investigates the connection between reasoning with orientation knowledge 
and eye movements. We distinguish between two different mental representations that 
can underlie such a reasoning process, namely visual mental images (Kosslyn, 1994) 
and spatial mental models (Johnson-Laird, 1983; Tversky, 1993). In addition to pre-
vious eye tracking studies, which already found connections between eye movements 
and mental imagery, this study also explores the connection between eye movements 
and reasoning based on more abstract representations, that is, spatial mental models. 
To our knowledge, there are currently no studies that focused on eye movements in 
connection with spatial mental models. It is the aim of this study to investigate possi-
ble differences in eye movements during reasoning based on these different spatial 
representations. Spatial mental models are assumed to be abstract and amodal repre-
sentations. In contrast, visual mental images are quasi-pictorial representations con-
taining vivid details. Mental images can be described as resembling, at least to some 
degree, the experience of actually visually perceiving an object or a scene (Finke 
1989). We hypothesize that there are less eye movements reflecting the content of a 
mental model than that of a mental image. Being able to distinguish these different 
representations during spatial reasoning tasks potentially provides new possibilities 
for the field of human computer interaction. For instance, if a computational assis-
tance system is aware of the representation format the human reasoner employs, the 
system will be in a better position to provide appropriate assistance.  
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Following up on the results of Bertel, Schultheis, and Barkowsky (2010), the con-
ducted experiments also aim at exploring possible preferences in human reasoning 
about orientation relations. In this paper we compare two representation formats for de-
ductive reasoning tasks with cardinal direction knowledge. The tasks are presented as 
three-term series problems (Johnson-Laird, 1972). Orientation knowledge can be con-
sidered a fundamental spatial knowledge type. Other fundamental spatial knowledge 
types are distance or topology. In this paper we focus on cardinal directions (e.g., north, 
northeast, east, etc.) as one form of orientation knowledge. Cardinal directions are quali-
tative relations given in terms of a global, geocentric reference system. 

1.1   Reasoning with Orientation Knowledge in Under-Determined Tasks 

Some reasoning tasks are not fully specified, that is, the given premises describe more 
than one spatial situation, thus, the problem is under-determined. In reasoning with 
orientation knowledge it is not possible to infer new orientation relations unambigu-
ously when only orientation, but no distance relations between the entities are  
provided (Frank, 1996). A mental model, by definition, only represents one single in-
stantiation of the described situation (Johnson-Laird, 1989). Several empirical studies 
in the field of spatial cognition showed that in the case of under-determined reasoning 
problems humans tend to construct only one mental model at a time to solve a prob-
lem rather than to construct all possible models (Knauff, Rauh, & Schlieder, 1995; 
Jahn, Johnson-Laird, & Knauff, 2005). These mental models, that are constructed 
primarily, have been termed preferred mental models. It is assumed that preferred 
mental models are easier to generate and faster to process and that they thus provide 
an efficient way to reason even with under-determined spatial information. Explora-
tion of preferred mental models can accordingly make an important contribution to 
the understanding of human spatial reasoning. 

Bertel et al. (2010) carried out an experiment to investigate preferred mental mod-
els in human deductive reasoning with cardinal directions. They had subjects work on 
three-term series problems containing two out of eight cardinal directions. An exam-
ple of such a task would be: X is southwest of Z (1st premise), Y is east of X (2nd 
premise), as seen from Z, where is Y? (question). The given problems were restricted 
to those in which fictive lines between X and Z and between Y and X form a 45° 
(e.g., X is southwest of Z, Y is east of X) or a 90° angle (e.g., X is south of Z, Y is 
east of X). Given an eight-sector model of cardinal directions as the basis (see Fig. 1), 
four (for the 45° problems) or three (for the 90° problems) of the eight directions are 
correct answers; i.e., the reasoning problem is under-determined. 

 

Fig. 1. Eight-sector model of cardinal directions 
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Figure 2 shows a taxonomy of possible mental models underlying these correct an-
swers. Based on the subject’s answer, the used mental model can be classified. If the 
distances between the entities are assumed to be equal, model b is constructed to solve 
the task. The answer would therefore be “southeast”. If the distance between X and Z 
is longer than the distance between X and Y, model c is used and the according  
answer would be “south”. Model a in which the distance between X and Z is consid-
erably shorter than between X and Y results in the answer “east”. On the contrary, if 
the distance between X and Z is considerably longer than the distance between X and 
Y, model d is used, which leads to the answer “southwest”. 

 

Fig. 2. Different possible mental models to solve the reasoning task “X is southwest of Z; Y is 
east of X; as seen from Z, where is Y?” The triangles of model b and c are considered proto-
typical and model c is the preferred model as the to be inferred direction is “south” compared to 
“southeast” in model b. 

Bertel et al. (2010) hypothesize that there are preferred mental models in reasoning 
with cardinal directions and that models will be preferred which a) form a prototypi-
cal triangle to constitute the problem situation and b) lead to one of the four main car-
dinal directions, i.e., north, east, south or west, as the inferred direction. Furthermore, 
property b) is weighted stronger than property a). Figure 2 gives an example of this 
preference. Thus, these assumptions lead to one hypothesized specific preferred 
model for each of the reasoning problems under investigation. Figure 3 illustrates two 
examples for hypothesized preferred mental models of 45° problems (1 and 2) and 
two for 90° problems (3 and 4).  

 

1   
 

2  3   
 

4 
 

Fig. 3. Examples of hypothesized preferred mental models for 45° problems (1 and 2) and for 
90° problems (3 and 4) 

In the rest of this paper and in particular in the analysis we will use the following 
terms to distinguish between the possible models. The model that forms a prototypical 
triangle and leads to a main cardinal direction as the answer will be called “preferred 
model”. The model that only forms a prototypical triangle will by called “prototypical 
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model”. For 90° problems there are no prototypical models as those are always also 
preferred. The other models, which form distorted triangles, will be referred to as 
“distorted models”. 

1.2   Mental Representations and Eye Movements 

It has been argued that eye movements are linked to processes of attentional control 
(Shepherd, Findlay, & Hockey, 1986) and that they can be used as an indication of 
what the subject pays attention to and what he or she is concerned with in a particular 
task. Furthermore, there is a connection between visual information processing and 
eye movements as they are linked with visual brain areas by a projection path from 
extrastriate visual areas via the posterior part of the parietal cortex to regions associ-
ated with eye movements (Knauff, 2009). Several studies used eye tracking method-
ology to investigate mental images and showed a direct relation between eye  
movements and the processing of spatial relations in an imagined scene (e.g., Johans-
son, Holsanova, & Holmqvist, 2006). On the one hand, there are studies that show 
similarities between eye movements while subjects look at a particular picture and 
eye movements while these subjects imagine the previously seen picture (Brandt & 
Stark, 1997; Laeng & Teodorescu, 2001). On the other hand, there are experiments 
tracking the eye movements of subjects during the imagination of a previously un-
known scene (Demarais & Cohen, 1998; Johansson et al., 2006; Ragni, Fangmeier, 
Bittner, & Konieczny, 2009; Spivey & Geng, 2001). In both cases there is clear corre-
spondence between the eye movement and the mental image. There also are studies 
that show connections between eye movements and spatial relations in acoustically 
presented reasoning tasks (Demarais & Cohen, 1998; Ragni et al., 2009). 

All these studies either presented the stimuli before the imagery phase or employed 
stimuli that are very easy to visualize and not abstract. For example, subjects had to 
imagine a colored fish (Laeng & Teodorescu, 2001), a forty story building with  
different actions happening on each floor (Spivey & Geng, 2001) or a scene rich of 
details and with many objects and spatial relations (Johansson et al., 2006). The rea-
soning tasks of Demarais and Cohen (1998) were also designed for easy visualization, 
e.g., by using household objects arranged in a shelf like “a jar of pickles is below a 
box of tea bags; the jar of pickles is above a can of coffee; where’s the can of coffee?” 

It can be assumed that the way the experimental tasks are presented to a subject in-
fluences the mental representation used to solve these tasks. According to the defini-
tions of mental images (Finke, 1989; Kosslyn, 1994), we state that if the stimuli are 
easy to visualize and contain a lot of vivid and visual details, subjects will employ 
visual mental images. In line with the definition of mental models (Johnson-Laird, 
1983), we argue that if the stimuli are abstract and amodal, subjects will employ a 
non-visual but spatial representation, i.e., a spatial mental model. In order to grade 
stimuli as being more visual or more abstract, we refer to Schultheis, Bertel, 
Barkowsky, and Seifert (2007); they defined criteria to classify representations as be-
ing rather abstract and spatial or as being more vivid and visual. One criterion is for 
example exemplarity. That is, the more the stimulus is an example of a known situa-
tion (compared to a category or an abstract prototype) the more visual the used repre-
sentation will be. Our assumptions are in line with the theory of deductive reasoning 
with mental models and visual mental images of Knauff (2009): 
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“Visual brain areas are only involved if the problem information is easy  
to visualize and when this information must be processed and  
maintained in visual working memory. A regular reasoning  
process, however, does not involve visual images but more abstract  
spatial representations – spatial mental models – held in parietal  
cortices.” (p. 111) 

The discussed eye tracking studies mostly state that they investigate mental im-
agery and all of them used relatively easy-to-visualize stimuli. Additionally, they all 
reported eye movements according to the spatial relations of the stimuli. This shows 
that processing of mental images seemingly correlates with according eye move-
ments. However, there seem to be no studies that report eye movements that reflect 
the spatial relations of spatial mental models. We assume that there is no systematic 
relation between eye movements and reasoning with spatial mental models. It is one 
aim of this contribution to test this assumption. Accordingly, we present two eye 
tracking experiments with similar reasoning tasks for which subjects are assumed to 
construct mental models or mental images, respectively.  

2   Experiment 1 – Reasoning with Mental Models 

The stimulus materials as well as the hypotheses regarding preferred mental models 
are as detailed in Bertel et al. (2010). It is the aim of experiment 1 to investigate the 
connection between eye movements and reasoning based on mental models. The rea-
soning problems used in this experiment are very abstract and not easy to visualize 
and it is assumed that subjects will thus use spatial mental models. It is further hy-
pothesized that eye movements are not connected with reasoning based on spatial 
mental models, and that eye movements will therefore not occur significantly more 
often according to the directions given in the tasks compared to all other directions. 

2.1   Participants and Materials 

25 undergraduate students of the University of Bremen, 11 male and 14 female, vol-
unteered to take part in the experiment for monetary compensation. 

The three-term series problems used in the experiments contained the eight cardi-
nal directions north, northwest, west, southwest, south, southeast, east, and northeast. 
Each trial is composed of two premises about two cardinal directions between three 
entities. The third direction relation is to be concluded. The entities are labeled with 
letters. The following is an example trial: “X is southwest of Z; Y is east of X; as seen 
from Z, where is Y?”1. 

For every problem trial the directions were chosen so that a line between X and Z 
and a line between Y and X would form either a 45° or a 90° angle. Due to the restric-
tion of eight cardinal directions and problems with only 45° and 90° angles, there are 
16 different problems. For each of the 16 problems it is possible to construct multiple 
different configurations and corresponding solutions, which all satisfy the premises. 
That is, the problems are under-determined. Using the example trial above, there are 
four possible different mental models, which are illustrated in Fig. 2.  

                                                           
1 The language of the experiment was German. Tasks are translated into English here. 
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Depending on the order of the named entities, there are multiple possibilities to 
present each problem. The example above could also be given as a) “X is southwest 
of Z” and “Y is east of X” or as b) “Z is northeast of X” and “Y is east of X”, for ex-
ample. As Bertel et al. (2010) found no indication that the order of the entities impacts 
the type of mental model that is constructed, the tasks of this study are only presented 
in one order, namely in the way described in b) above. 

We employed a head-mounted SensoMotoric Instruments (SMI) iView X HED eye 
tracking system to record the subject’s eye movements. 

2.2   Procedure 

The participating subjects sat on a chair at a table facing a blank white wall at a dis-
tance of approximately 1m. Subjects had to place their hands on their legs under a ta-
ble holding a computer mouse in the one hand and a small ball in the other one. This 
prevented the subjects from using their fingers to solve the tasks. The eye tracker was 
fixed on the subject’s head and calibrated. Subjects were told that the eye tracker's 
camera measures their pupil dilation in order to relate it to the difficulty of the tasks, 
i.e., they were not aware that their eye movements were recorded. All instructions of 
the experiment were projected on the white wall. 

To make subjects familiar with the cardinal directions, the experiment started with 
a learning phase. Each task of the learning phase comprised an acoustically presented 
statement and an answer screen with a question. Each statement was triggered by the 
subject clicking her mouse and contained the direction relation between two entities; 
e.g., “K is northwest of U”. After 4 seconds the answer screen appeared, which de-
picted the reference entity “U” surrounded by the numbers 1 to 8 in a counterclock-
wise circular order together with the question “As seen from U, where is K?”. The 
eight numbers represented the eight cardinal directions (1 = north, 2 = northwest, 3 = 
west, … 8 = northeast). The participants answered by naming the number, which cor-
responded to the position of “K” and the experimenter typed the number into the 
computer. Depending on whether the answer was correct, “correct” or “wrong” to-
gether with the correct direction were projected. The learning phase ended as soon as 
each of the eight cardinal directions had been recognized correctly twice in a row. 

The experiment consisted of 32 problem trials. These consisted of two instances 
for each of the 16 possible problems. The instances differed in the letters used. In ad-
dition, 4 pre trials were presented in the beginning in order to familiarize the subjects 
with the tasks. To prevent memory effects due to the identical order of the letters 
within in the problem trials, 12 filler trials with a different order were mixed in ran-
domly. Thus, participants had to work on 48 trials in total, whereas only the 32 actual 
problem trials were used in the analysis. The trials were presented in a randomized 
order. The subjects used the mouse to trigger the acoustic presentation of the first 
premise of each trial. As soon as the subjects understood the statement, they clicked 
again for the presentation of the second premise. Similarly, they triggered the acoustic 
presentation of the question after having processed the second premise. When the sub-
ject felt she found the answer, she clicked the mouse again for the projected answer 
screen to appear. The answer screen and the answer procedure were the same as in the 
training phase, except that the question was not projected on the screen. To continue 
to the next trial, the subject had to click again. Subjects were allowed to take breaks 
between the trials. 
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The subject’s eye movements were recorded during all tasks. When participants 
closed their eyes, the experimenter advised the subject to open her eyes again. The 
calibration, the learning phase and the test phase together typically lasted between 45 
and 60 minutes. 

2.3   Analysis of the Eye Tracking Data 

In this section we will describe how the eye tracking data was analyzed to identify 
whether eye movements occurred along the given spatial relations between the enti-
ties for each trial. The same method of analysis was employed in both experiments. 
The raw eye tracking data collected by the iView X software was first converted us-
ing the IDF Event Detector to generate the list of fixations made by the subject. For 
this we had to set two parameters, maximum dispersion and maximum duration, 
which together define when a fixation is identified. Taking into account the distance 
between the subject and the white wall, we set these at 40 pts and 180 ms given a 
resolution of 752 x 480 of the tracked visual field. From the sequence and coordinates 
of the subject’s fixations, the saccades were calculated automatically, as between two 
fixations at different locations, there must have been a saccade in order for the gaze to 
get from one point to the other. 

Using the sequence of saccades, defined by the starting and ending coordinates, we 
classified each saccade into one of eight classes, which correspond to the eight cardi-
nal directions, which were used in the trials: we uniformly mapped all possible angles 
of a saccade, which is basically a vector in a Cartesian plane and thus has an angle, to 
the cardinal directions. Each direction corresponds to a range of angles on a degree 
circle with each direction taking up (360°/8) = 45°. For example “north” corresponds 
to all angles in the range of 0° ± (45°/2) = 0° ± 22,5° = [337.5°; 22.5°]. It is to note 
that the eye movements classified in this way are relative eye movements, i.e., the ab-
solute coordinates do not matter. This makes sense considering the fact that the sub-
ject moves her head during the trials and that also arbitrary eye movements occur in 
between. Given this classification of each saccade to one cardinal direction, we were 
able to investigate the relation between the given direction and observed eye move-
ments during a trial. 

We have so far only looked at the eye movements that occurred after the first 
premise of each problem trial was read. In particular, we analyzed only the eye 
movements that occurred in the second half of the time span between the first mention 
of the direction of the first premise and the time at which the subject clicks to indicate 
she has understood the premise and is ready for the second premise. We have dis-
carded the first half of this time span, as we assume the subject needs to first process 
the presented information before she starts the construction of either a mental model 
or mental image. 

As we expected eye movements to occur not only in the direction read, but also in 
the opposite one, we checked the set of saccades for both of these directions. Assum-
ing a mental image of for example A being north of B, we should not only expect in-
ternal attention shifts from A to B but also from B to A during inspection as well as 
construction of the image. Thus, we always compare the absolute number of made 
saccades to the combined absolute number of saccades made along the given direction 
in the first premise and its opposite direction in the analysis of both experiments. 
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2.4   Results of Experiment 1 

Accuracy 
Despite the reported high difficulty of the task, the overall error rate was relatively 
low with an average error of 12.4%. The error rate ranged from 0% to 28.1%. An-
swers were counted as errors if they did not match any of the possible directions given 
the premises. Only the correct answers are relevant for the investigation of prefer-
ences, thus every incorrect answer was excluded from the analysis. 
 
Eye movements 
The proportion of eye movements along the given direction of the first premise and its 
opposite direction ranged from 14.29% to 34.88% with an average of 25.38% over all 
subjects. Assuming the directions given in the tasks do not have any influence on the 
eye movements, one would expect the eye movements being equally distributed over 
the eight cardinal directions, that is a proportion of 12.5% for each direction or 25% 
for the combination of a direction and its opposite direction. Given our average result 
of 25.38%, there are not substantially more eye movements according to the named 
directions and its opposites. Binomial tests showed that only 1 subject out of 25 (see 
Fig. 4) made significantly2 more eye movements along the directions of the first 
premise. None of the other subjects moved their eyes significantly more often along 
the given directions. This is what one would expect, if – as hypothesized – eye 
movements do not reflect the reasoning process. 

 

Fig. 4. The number of subjects that made significantly more eye movements along the direc-
tions given in the first premises and their opposites (1) and those that did not (2) during  
experiment 1 

Preferred mental models 
Every answer was classified as either being consistent or not consistent with the hy-
pothesized preferred mental models (see section 1.2). For each subject the percentages 

                                                           
2 If not stated otherwise, the level of significance is p=0.05. 
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of how often the subject constructed the hypothesized preferred or other mental mod-
els were computed. These percentages served as the basis for subsequent analyses. 
Since percentages are often not distributed normally, non-parametric test were em-
ployed whenever this was necessary and possible. 

If there were no preferences, the probability of a subject choosing any possible cor-
rect answer would be uniform. For each 45° problem, the hypothesized preferred  
solutions should then be constructed on 25% of all trials, as there are four correct an-
swers. For the 90° problems, there are three different correct answers, including the 
hypothesized preferred one. That is, each solution should be chosen on 33% of the tri-
als, given there are no preferences. 

Regarding the 90° problems, the hypothesized preferred models were chosen on 
88% of all trials which indicates a strong preference for these models (see Fig. 5). In-
deed, the preference is much stronger than one would expect by chance (t(24) = 17,551; 
p < 0.001). We can conclude, that the results confirm the hypothesis regarding pre-
ferred mental models for the 90° problems. 
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Fig. 5. Average percentages of trials on which subjects constructed the hypothesized preferred 
mental models compared to those that constructed other correct models for the 90° and the 45° 
problems of experiment 1 

Regarding 45° problems, the preferred, prototypical, and distorted models were 
chosen on 23%, 63%, and 14% of the trials, respectively. Statistical analyses revealed 
that subjects exhibited no preference for the hypothesized preferred models (t(24) = -
1.021; p> 0.3), a significant preference for prototypical models (t(24) = 5.352; p < 
0.001), and a significant dispreference for distorted models (t(24) = -9.995; p < 0.001). 
The strong preference for prototypical models is further corroborated by pairwise 
comparisons using the Wilcoxon test: Prototypical models are chosen more frequently 
than both preferred (z = -2.145; p < 0.05) and distorted (z = -3.704; p < 0.001) models 
while frequencies for preferred and distorted models do not differ significantly from 
each other (z = -0.392; p > 0.65). Concluding, the results do not confirm the hypothe-
sis regarding preferred mental models for the 45° problems. Thus, results of Bertel et 
al. (2010) regarding the 45° problems could not be replicated. This may be due to the 
different experimental settings. Subjects in Bertel et al. (2010) were presented the 
premises and questions on a monitor whereas in our experiments they were facing a 
blank white wall and had to keep their hands below the table while the premises were 
presented acoustically. 
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3   Experiment 2 – Reasoning with Mental Images 

In this experiment we induced the use of mental imagery for reasoning about cardinal 
directions. We assume that by using stimuli, that are easier to visualize, subjects will 
employ visual representations to solve the tasks, i.e., visual mental images. We hy-
pothesize, that during a reasoning process based on mental images, significantly more 
eye movements will occur along the cardinal directions given in the tasks than along 
the other directions. Besides the minor modification of the instructions, this experi-
ment is identical to the first one and reused the reasoning problems as well as the hy-
potheses regarding preferred mental models of experiment 1. 

3.1   Participants and Materials 

23 undergraduate students of the University of Bremen, 12 male and 11 female, par-
ticipated in the study for monetary compensation. The stimulus material used in this 
experiment is the same as in experiment 1 and is described in section 2.1. 

3.2   Procedure 

The procedure of this experiment resembles that of experiment 1 (see section 2.2). 
The only difference is a slight change in the instructions given to the participants. In 
contrast to experiment 1, the subjects were told that the entities in the experimental 
tasks are meant to be cities on a map. Furthermore, they were told that each city is 
marked on the map as a little red square with the according letter written next to it la-
beling the city. Subjects were instructed to imagine the given constellation of the 
three cities on the imaginary map to solve the reasoning problem. These instructions 
were used for the learning phase as well as for the test phase. By describing the stim-
uli in a more visual way than in the first experiment, we wanted to induce the use of 
mental imagery. The acoustic presentation of the stimuli during the trials remained 
unchanged. 

3.3   Results of Experiment 2 

Accuracy 
In this experiment, the error rate ranged from 0% to 28.1% with an average of 9.5%. 
 
Eye movements 
We proceeded as in the previous experiment, described in section 2.3 and 2.4. We re-
lated the proportion of eye movements that occurred according to the cardinal direc-
tions given in the premises and their corresponding opposite directions, which was 
30.46% (with a range from 16.46% to 50.40%) over all subjects, to the level of 
chance, namely 25%. Binomial tests showed that 10 participants made significantly 
more eye movements along the expected directions than along the other directions, 
whereas 13 subjects did not (see Fig. 6). This number of 10 participants is signifi-
cantly more than expected, given the p=0.05 probability of error when testing the in-
dividual subject. These results confirm our hypothesis about the correlation between 
eye movements and the spatial relations in reasoning with visual mental images. 
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Fig. 6. Comparison of subjects that made significantly more eye movements along the direc-
tions in the premises (1) and those that did not (2) during experiment 2 

Preferred mental models 
On average, 93% hypothesized preferred mental models were constructed for 90° 
problems (see Fig. 7). As in experiment 1, the preference is much stronger than one 
would expect if participants had no preferences (t(22) = 29,846; p < 0.001). 

Regarding the 45° problems, the preferred, prototypical, and distorted models were 
chosen on 48%, 46%, and 6% of the trials, respectively. Statistical analyses revealed 
that all these percentages differed significantly from percentages expected if people 
had no preferences (t(22) = 2.683; p< 0.05; t(22) = 2.512; p< 0.05; t(22) = -25.36; p< 
0.001 for preferred, prototypical, and distorted models, respectively). Thus, partici-
pants exhibited marked preferences for both preferred and prototypical models.  
Pairwise comparisons using the Wilcoxon test indicate that there is no difference in 
preference for preferred and prototypical models (z = -0.305; p > 0.75), while both of 
these are chosen significantly more frequently than distorted models (z = -3.569; p < 
0.001 and z = -3.262; p < 0.001, respectively). Consequently, the results of Bertel  
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Fig. 7. Average percentages of trials on which subjects constructed the hypothesized preferred 
mental models compared to those that constructed other correct models for the 90° and the 45° 
problems of experiment 2 
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et al. (2010) were largely replicated, showing a reliable preference for the hypothe-
sized preferred mental models. 

4   Comparing Eye Movements and Preferred Mental Models in 
Experiment 1 and 2 

One main goal of this investigation was to explore the occurrence of eye movements 
in reasoning with cardinal directions based on mental models and mental images. We 
hypothesized that eye movements according to the spatial relations of the tasks will 
occur when employing visual mental images (as in experiment 2) and that this will 
not be the case when employing spatial mental models (as in experiment 1). Results 
show that in the mental image condition 30.56% of the eye movements occurred ac-
cording to the directions and respective opposite directions of the tasks (see section 
3.3). This is well above the level of change of 25%. In contrast, the proportion of eye 
movements in line with the directions of the premise when using spatial mental mod-
els was considerably lower with only 25.38%, which equals the level of chance (see 
section 2.4). This comparison already indicates an influence of the representation 
format on eye movements during the tasks. 

In addition, as described in section 3.3, there are significantly more subjects (10 
out of 23) in the mental imagery experiment that showed significantly more eye 
movements along the directions in the task. In contrast only 1 subject out of 25 (see 
section 2.4) showed significantly more eye movements along the given directions dur-
ing the mental model experiment. A χ² test showed that this difference between the 
two experiments is significant (p < 0.01). This means that there is a clear influence of 
the used mental representation on eye movements during spatial reasoning tasks. 

One could think of an alternative explanation for the different eye movement pat-
terns in the two experiments. The change in instruction could have led the subjects to 
use a different perspective for the two conditions. Specifically, subjects could have 
used an egocentric perspective for solving the tasks of the first experiment and a sur-
vey perspective for the second one, for which the image of a map is suggested in the 
instructions.3 We do, however, assume no change in perspective between the two 
conditions, as subjects are trained to apply a survey perspective in both cases as de-
scribed in section 2.2. 

Regarding the preferred mental models, both experimental conditions yield similar 
results for the 90° problems, but there is a notable difference for the 45° problems. 
Our hypothesized preference for those problems seems to only apply when mental 
imagery is used to solve the tasks. In the mental model condition the prototypical 
model was actually constructed significantly more often than the other models. This 
indicates that the preferred mental model may depend on the underlying mental repre-
sentation that is used. 

5   Conclusions 

This contribution reports two experiments that investigated human spatial reasoning 
about cardinal directions. Of particular interest was the influence the representation 

                                                           
3 We thank one of the reviewers for pointing this out. 
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format employed for reasoning has on the eye movements during reasoning. The ex-
perimental results have a number of important implications. First, the existence of 
preferences in both experiments (a) further corroborates the idea that preferences are 
robust and pervasive phenomena in human spatial reasoning and (b) suggests that 
preferences also occur when the employed representations are more image-like (i.e., 
preferred mental images). Second, the fact that the type of preferences observed in the 
present studies partly differ from previously observed preferences in reasoning about 
cardinal directions suggests an unanticipated susceptibility of the type of preferences 
to procedural details. Third, when employing an abstract representation format such 
as spatial mental models, eye movements do not reflect the spatial layout of the repre-
sented situation. This is in contrast to eye movements observed in the scope of em-
ploying more visual representations: when more visual representations such as mental 
images are used, eye movements often reflect the spatial relations that are repre-
sented. Fourth, the differing impact that visual and abstract representations have on 
eye movements opens up the possibility to utilize observed eye movements as evi-
dence for the type of representation currently employed by a person. This could be of 
advantage in building or improving computer-based assistance systems that support a 
human reasoner in solving spatial problems such as, for instance in spatial planning or 
in architectural design. If the assistance system receives evidence about the format in 
which the reasoner currently represents the task-relevant knowledge, the system will 
be able to better predict the cognitive state of the reasoner (e.g., based on an available 
cognitive model) and, thus, will be able to provide better assistance. 

Acknowledgements 

This paper presents work done in the project R1-[ImageSpace] of the Transregional 
Collaborative Research Center SFB/TR 8 Spatial Cognition. Funding by the German 
Research Foundation (DFG) is gratefully acknowledged. We also thank Sven Bertel 
for his suggestions regarding experimental design. 

References 

Bertel, S., Schultheis, H., Barkowsky, T.: Modeling mental spatial reasoning about cardinal di-
rections. Manuscript submitted for publication (2010) 

Brandt, S.A., Stark, L.W.: Spontaneous eye movements during visual imagery reflect the con-
tent of the visual scene. Journal of Cognitive Neuroscience 9(1), 27–38 (1997) 

Brockmole, J.R., Wang, R.F.: Switching between environmental representations in memory. 
Cognition 83, 295–316 (2002) 

Demarais, A.M., Cohen, B.H.: Evidence for image-scannig eye movements during transitive in-
ference. Biological Psychology 49, 229–247 (1998) 

Finke, R.: Principles of mental imagery. MIT-Press, Cambridge (1989) 
Frank, A.U.: Qualitative spatial reasoning: Cardinal directions as an example. International 

Journal of Geographical Information Science 10(3), 269–290 (1996) 
Jahn, G., Johnson-Laird, P.N., Knauff, M.: Reasoning about consistency with spatial mental 

models: Hidden and obvious indeterminacy in spatial descriptions. In: Freksa, C., Knauff, 
M., Krieg-Brückner, B., Nebel, B., Barkowsky, T. (eds.) Spatial Cognition IV. LNCS 
(LNAI), vol. 3343, pp. 165–180. Springer, Heidelberg (2005) 



 Eye Movements Reflect Reasoning with Mental Images but Not with Mental Models 261 

 

Johansson, R., Holsanova, J., Holmqvist, K.: Pictures and spoken descriptions elicit similar eye 
movements during mental imagery, both in light and in complete darkness. Cognitive Sci-
ence 30, 1053–1079 (2006) 

Johnson-Laird, P.N.: The three-term series problem. Cognition 1, 57–82 (1972) 
Johnson-Laird, P.N.: Mental models. Harvard University Press, Cambridge (1983) 
Johnson-Laird, P.N.: Mental models. In: Posner, M.I. (ed.) Foundations of cognitive science, 

pp. 469–499. MIT-Press, Cambridge (1989) 
Knauff, M.: A neuro-cognitive theory of deductive relational reasoning with mental models and 

visual images. Spatial Cognition & Computation 9, 109–137 (2009) 
Knauff, M., Rauh, R., Schlieder, C.: Preferred mental models in qualitative spatial reasoning: A 

cognitive assessment of Allen’s calculus. In: Proceedings of the Seventeenth Annual Con-
ference of the Cognitive Science Society, pp. 200–205. Erlbaum, Mahwah (1995) 

Kosslyn, S.M.: Image and Brain: The Resolution of the Imagery Debate. Harvard University 
Press, Cambridge (1994) 

Kosslyn, M.S., Alpert, M.N., Thompson, L.W., Maljkovic, V., Weise, B.S., Chabris, F., et al.: 
Visual mental imagery activates topographically organized visual cortex: PET investiga-
tions. Journal of Cognitive Neuroscience 5, 263–287 (1993) 

Kosslyn, M.S., Thompson, L.W.: When is early visual cortex activated during visual mental 
imagery? Psychological Bulletin 129(5), 723–746 (2003) 

Laeng, B., Teodorescu, D.-S.: Eye scanpaths during visual imagery reenact those of perception 
of the same visual scene. Cognitive Science 26, 207–231 (2001) 

Ragni, M., Fangmeier, T., Bittner, A., Konieczny, L.: Incremental model construction: Eye-
movements reflect mental representations and operations – even if there is nothing to look 
at. In: Proceedings of the 31st Annual Conference of the Cognitive Science Society, pp. 
3046–3051. Cognitive Science Society, Austin (2009) 

Schultheis, H., Bertel, S., Barkowsky, T., Seifert, I.: The spatial and the visual in mental spatial 
reasoning: An ill-posed distinction. In: Barkowsky, T., Knauff, M., Ligozat, G., Montello, 
R.D. (eds.) Spatial Cognition 2007. LNCS (LNAI), vol. 4387, pp. 191–209. Springer, Hei-
delberg (2007) 

Shepherd, M., Findlay, J.M., Hockey, R.J.: The relationship between eye movements and spa-
tial attention. Quarterly Journal of Experimental Psychology 38A, 475–491 (1986) 

Sloman, A.: Afterthoughts on analogical representation. In: Proc. Theoretical Issues in Natural 
Language Processing (TINLAP-1), Cambridge, MA, pp. 164–168 (1975) 

Spivey, M.J., Geng, J.J.: Oculomotor mechanisms activated by imagery and memory: eye 
movements to absent objects. Psychological Research 65, 235–241 (2001) 

Tversky, B.: Cognitive maps, cognitive collages, and spatial mental models. In: Frank, A.U., 
Campari, I. (eds.) COSIT 1993. LNCS, vol. 716, pp. 14–24. Springer, Heidelberg (1993) 



An Eye-Tracking Study of Integrative Spatial Cognition
over Diagrammatic Representations

Atsushi Shimojima1 and Yasuhiro Katagiri2

1 Doshisha University, 1-3 Tatara-Miyakodani, Kyotanabe, Kyoto, Japan
2 Future University Hakodate, 116-2 Kamedanakano, Hakodate, Hokkaido, Japan

Abstract. Spatial representations, such as maps, charts, and graphs, convey dif-
ferent levels of information, depending on how their elements are grouped into
di�erent units of objects. Therefore, how people set boundaries to graphical ob-
jects to be interpreted and how they maintain the object boundaries during the
given task are two important problems in understanding the way people utilize
spatial representations for problem-solving. Table comprehension process was
experimentally investigated in terms of eye gaze control behaviors when people
were required to read o� information distributed over large-scale objects, e.g., a
row or a column, of the given table. Evidence was found that a large-scale object
can be bounded by a single attentional shift to it, and that they can be retained as
coherent objects for subsequent reference. These findings suggest the existence
of a higher-order information processing in the comprehension of a spatial repre-
sentation, based on rather intricate processes of attention management.

Keywords: spatial representation, object-based attention, visual index,
eye-tracking, embodied cognition, situated cognition.

1 Introduction

Reasoning over external spatial representations, such as maps, graphs and charts, plays
a significant role in human spatial cognition. One of the strong characteristics of human
higher cognition lies in its capacity in the application of spatial representations that is
extended to operate in non-spatial domains.

This aspect of human cognition, the acquisition and the utilization of knowledge
in abstract spatial environments, has mostly been studied in the area of diagrammatic
reasoning. Even though actual human problem solving with diagrammatic representa-
tions involves intricate coordination of both acquisition and utilization aspects of spatial
information, emphasis has been placed mostly on the utilization aspect. Extensive stud-
ies have been devoted to the understanding of the semantic matching between spatial
representations and non-spatial represented domains [2,30], how spatial constraints are
e�ectively utilized in reasoning about non-spatial facts [25], and the characterization
and development of human spatial skills [9]. In these studies, it has tacitly been as-
sumed that all the relevant internal spatial information is acquired from the external
spatial representations before cognitive reasoning processes take place.

In contrast to this static and detached picture in diagrammatic reasoning of acqui-
sition and utilization of spatial information, studies in spatial cognition in real spatial

C. Hölscher et al. (Eds.): Spatial Cognition VII, LNAI 6222, pp. 262–278, 2010.
c� Springer-Verlag Berlin Heidelberg 2010
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environments, either in human way-finding or in robot navigation, emphasizes more
active and interactive nature of underlying cognitive processes. Cognitive agents are
embedded in spatial environments, and the acquisition and the utilization of spatial in-
formation is tightly intertwined. Computational models have been developed to describe
and simulate cognitive processes that try to capture this situated and embodied nature
of human spatial cognition [31].

We attempt, in this paper, to combine these two research traditions, and to establish
more situated and embodied pictures of cognitive processes in human problem solving
with spatial representations. Our approach is defined by two leading questions and two
corresponding hypotheses, so we will begin with formulating them in detail (section 2).
We will then describe an eye-tracking experiment on people engaged in table-reading
tasks (sections 3 and 4). The tasks are designed so that the levels of information to
be extracted from the given spatial representation may be apparent. The eye-tracking
data o�er an integrative view of the use of spatial representation, where attentional
mechanism a�ects higher-level cognitive processes in a profound manner (section 5).

2 Problem

Researchers and designers have noted that information graphics can express “higher-
level” information as well as “lower-level” information [3,4,32,10]. The former roughly
indicates more abstract information carried by overall patterns formed by multiple
graphical elements, while the latter more concrete information carried by individual
graphical elements.

For example, the location of individual dots in Figure 1 indicate the existence of
individual data points with specific values. In addition to this lower-level information,
the scatter plot expresses higher level-information by “the shape and the density of
the cloud” formed by these dots [12]. While the lower-level information is concerned
with the values taken by individual cases in the data, the higher-level information is
concerned with the overall distribution of the data, such as the strength of correlation
between the two variables.

Fig. 1. A typical scatter plot
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The distinction of higher-level and lower-level information is quite general over dif-
ferent kinds of spatial representations. Just as clouds of dots in a scatter plot can have
informative shapes, line segments in a line graph can form an informative slope or curve
by connecting individual points on a plane that carry lower-level information. Likewise,
when the bars in a bar chart has the shape of “descending staircase” [18], this can mean
that the price of a product steadily declined during the period.

Data maps have been also cited as carriers of multiple-level information. For exam-
ple, Lowe [15] discussed “secondary structure”, where adjacent isobars on a meteoro-
logical map together indicate a global trend of the area’s barometric situation. Gilhooly
et al. [8] found the use of “specialist schemata” in geographers’ reading of contour
maps, where visual patterns formed by several contour lines indicate some global struc-
tures in the area, such as valleys and interlocking spurs. Ratwani et al. [21] distinguished
“specific information” and “integrating information” that can be extracted from choro-
pleth graphs, the kind of data maps using color and shading of regions to represent
magnitude.

Node-edge graphs and even tables support higher-level information. Olivier [17] dis-
cussed the case of tree diagrams, where an extended path formed by consecutive edges
indicates the presence of a descent or chain in the represented relational structure. In
London’s tube map, the concentration of edges touching a node indicates the presence
of a “hub” station [26]. Many tables are designed to allow the viewer to do “column-
wise” or “row-wise” readings, in addition to basic “cell-wise” readings [26].

As the notion of “higher-level information” is applicable to such a wide variety of
cases, one may suspect that it might be without content. Shimojima [26] investigated
how certain spatial representations come to carry higher-level information, and identi-
fied a general pattern in which additional semantic rules are logically derived from basic
semantic conventions in a spatial representation system. Thus, the level di�erence of in-
formation expressed by spatial representations is not just the matter of our subjective
judgment, but susceptible to exact semantic characterization.

Nevertheless, whether a reader can appreciate di�erent levels of information ex-
pressed in the given spatial representation is the matter of exact cognitive operations
involved in the comprehension process. Specifically, which level of information people
extract should be profoundly a�ected by the following factors:

Question (1) how people set boundaries to graphical objects to be interpreted.
Question (2) (when the reading task is complex enough) how they maintain object

boundaries during the task.

For example, in order to extract specific values of individual data points from a scatter
plot in Figure 1, one need only interpret the locations of individual dots, whereas one
need take the entire cloud of dots as a coherent object in order to evaluate the overall
trend of the data. In addition, when the task is to compare the strength of correlation
in two data sets (say, the data in the x-range 0–50 and those in the x-range 50–100 in
Figure 1), one need somehow maintain the boundaries of more than one higher-level
graphical objects.
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The purpose of the research presented in this paper is to begin investigations into the
above two questions, by examining the following two fundamental hypotheses:

Hypothesis (1). A large-scale object in a spatial representation can be bounded by a
single shift of attention to it, not necessarily through the integration of smaller
component objects separately attended to.

Hypothesis (2). Large-scale objects, once bounded, can be retained as coherent ob-
jects, and do not have to be reintegrated from component objects when they are
accessed subsequently.

The first hypothesis is motivated by the idea of “bounded activation,” or “coloring,”
proposed by Ullman [31]. Ullman developed a theory of “visual routines,” namely, se-
quences of elemental operations applied to particular locations in the visual scene to
analyze visual features and spatial relations holding there. Bounded activation is one
of the postulated elemental operations, whose function is to define coherent units of
regions in the unarticulated visual scene so that further operations can be applied selec-
tively to the activated regions. Roelfsema and his colleagues made this idea more ex-
act by proposing computational and neurological models of the operation [23,22], and
provided neuro-physiological evidence to its functioning in macaque monkey [24,14].
“Object-based attention” actively investigated by Duncan [7], Kramer and Jacobson
[13] and Driver and Baylis [6] largely overlaps with the operation of bounded activa-
tion. Strong empirical evidence for the operation has been accumulated in this tradition
too (e.g., O’Craven et al. [16]). Our hypothesis states that the operation of coloring, or
object-based attention, can be applied to large-scale objects in spatial representation in
order to extract task-relevant higher-level information from them.

The second hypothesis is motivated by the idea of “marking” proposed, again, by
Ullman [31]. According to Ullman, some visual tasks require the application of ele-
mental visual operations to multiple locations of the scene. Some tasks further require
one to combine information obtained at di�erent locations. The operation of marking
is supposed to meet this demand by maintaining the record of the locations already
visited and of summary information associated with these locations. Kahneman et al.
[11] generalized this concept into the concept of “object files,” by which we keep track
of objects as coherent entities despite changes of their locations and visual features.
Although it is still an open question how this operation is implemented computation-
ally and neurologically, recent studies of visual indexing operations[19,20,1,29] seem
to provide good evidence for the existence of cognitive mechanism with the object-
tracking functionality.

Our second hypothesis states that large-scale objects can be tracked in this manner,
with their locations and summary information retained in working memory for easy
subsequent access. Indeed, Ratwani et al. [21] emphasized that graph comprehension in
realistic setting involves what they called “cognitive integration,” where multiple large-
scale objects obtained from spatial representations are compared to each other for the
extraction of higher-level information such as general trends of data. Such comparisons
would require the retainment of large-scale objects after the initial bounding operations,
and thus give an additional motivation to our hypothesis.
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3 Methods

As an initial test of these hypotheses, an eye-tracking study was conducted on a group
of participants who were engaged in table comprehension tasks.

3.1 Participants

A total of 46 students, 14 males and 32 females, participated in the experiment. Aver-
age age of participants were 20.4. There were 4 participants who failed to follow the
instructions and their data were excluded from the analysis of response time and accu-
racy. The eye movements of additional 10 participants were not reliably extracted due to
errors in the eye-tracking hardware, and their data were not included in the subsequent
analysis of saccadic eye movements.

3.2 Materials

The tables presented to participants as visual stimuli were divided into two large groups.
One group, called black-and-white tables, use black and white squares as their main
symbols, whereas the other group, called T-and-F tables, use the roman letters “T” and
“F” as their main symbols. Both kinds of tables express a membership relation from
the people 1–5 to the organizations A–E. In a black-and-white table, the appearance of
a black square means membership, whereas the appearance of a white square means
non-membership. In a T-and-F table, the letter “T” indicates membership and the letter
“F” indicates non-membership. Thus, the black-and-white table in Figure 2 lets us read
o� the information that person 3 is a member of organization C for example, whereas
the T-and-F table in Figure 2 lets us read o� the opposite information.

Each group of tables are further divided into 9 di�erent kinds, depending on their
horizontal and vertical spacing. Figure 3 shows the nine spacing patterns of our stimu-
lus tables. “Neutral” spacing was approximately .7 deg viewing angle, while “sparse”
spacing was twice as large (approximately 1.4 deg) and “dense” was one fifth as large
(approximately .1 deg). Each symbol (square or letter) on a stimulus table was .6 deg
wide and long, so the length of a column or row of a stimulus table was approximately
4.0 degrees under dense spacing, 6.3 degrees under neutral spacing, and 9.0 degrees
under sparse spacing.

Fig. 2. A black-and-white table (left) and a T-and-F table (right) used as stimuli in the experiment
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Fig. 3. Nine spacing patterns of the stimulus tables. Patterns 2, 3, and 6 have column-wise group-
ing of symbols, while patterns 4, 7, and 8 have row-wise grouping. Patterns 1, 5, and 9 have
neutral grouping.

Stimulus tables of spacing type 2, 3, or 6 shown in Figure 3 have horizontal spacing
larger than vertical spacing, making columns good perceptual groups. We say that such
tables have column-wise grouping. Then, tables of spacing type 4, 7, or 8 are said to
have row-wise grouping, and tables of spacing type 1, 5, or 9 are said to have neutral
grouping.

3.3 Task

On the basis of these tables, two kinds of reading tasks were imposed on the partici-
pants. In the row-wise task, the participants were asked to read the given table to assess
the number of people who belong to exactly two organizations. Suppose the black-and-
white table in Figure 2 is shown with an instruction to solve this problem. How would
one go about? Well, one should read the rows of the table one by one, making judg-
ment whether it contains two black squares. Most probably, one would begin with the
uppermost row representing person 1 and go down. If one goes right, one would reach
the conclusion that there are four rows (representing persons 1 , 2, 3, and 4) containing
exactly two black squares. One would then answer “four.”

Thus, the rows of the table are the primary objects to be scanned and interpreted in
this task, and we express this fact by saying that this task has the horizontal axis. In
terms of our hypotheses, rows are large-scale objects to be bounded in this task, and
a judgment whether the row contains exactly two black squares is the task-relevant
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information to be attached to each row. We want to examine whether rows can be
bounded by a single shift of attention in this kind of tasks, and whether they can be
stored as coherent objects for subsequent reference.

In contrast, the column-wise task asked the participants to assess the number of orga-
nizations to which exactly two people belong. Try to solve this problem on the basis of
the black-and-white table in Figure 2. This time, the primary objects to be scanned and
interpreted are columns of the table, and whether the column contains exactly two black
squares is the task-relevant information to be attached to each column. Thus, this task is
said to have the vertical axis. Well, there are four columns (representing organizations
A, B, D, and E) containing exactly two black squares, and the correct answer is “four.”
The reader should have reached the same conclusion by scanning columns of the table
one by one, perhaps starting with the leftmost column.

3.4 Procedure

Initial setup. After they were informed of the experiment and signed the consent form,
participants were instructed to sit in front of a 19-inch display where the stimulus tables
were to be presented. Their foreheads and chins were fixated, and a standard 9-point eye
tracker calibration was conducted. The distance of eyes and the center of the display was
approximately 50 cm.

Presentation steps. Task instruction was displayed in the beginning of each block of
problems, followed by three exercise problems. Participants were asked to press, as
quickly and as accurately as possible, a button with the number representing the answer
they reached. They were instructed to press buttons without averting their eyes from the
display.

A total of 36 di�erent types of problems were prepared, varying in the task axis
(vertical or horizontal), the table symbol (black-and-white or T-and-F), and the spacing
of the table (see Figure 3). Each type of problems had 3 instances, totaling up to 108
problems to be presented to a participant. To ease the diÆculty in distinguishing rather
complex problem types, we presented problems in the sequence of 4 blocks, each con-
sisting of the same type of problems defined by the task axis and the table symbol. The
order of problems within a block was randomized.

Measurements. Eye movement patterns of participants while they were reading tables
were recorded with an eye tracker NAC EMR-AT VOXER, which has 60Hz temporal
precision. Fixation points were identified from eye samples with the centroid-based
dispersion threshold method [5]. The threshold for maximum dispersion was set to 1.67
degrees in radius, while the threshold for minimum fixation duration was set to 100
milliseconds. Saccades were then identified as connecting two fixations. Percentage of
correct answers and response times were recorded with SuperLab.

4 Predictions

Our first hypothesis states that a large-scale object in a spatial representation can be
bounded by a single shift of attention to it. Driver and his colleagues conducted a series
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of experiments showing that object-based attention is directed to parts of the visual
scene making good perceptual units defined by Gestalt principles (e.g., [6]). Thus, we
expect that the hypothesized bounding of a large-scale object would happen when it is
a primary object to be interpreted in the given task and it makes a good perceptual unit.
In our experimental setting, columns in column-wise tables under column-wise tasks
satisfy this condition. Rows in row-wise tables under row-wise tasks do so too. Thus,
we predict that scanning eye movements along such columns or rows are minimal or
even absent, since single attention shifts should be suÆcient for setting their boundaries.

To operationalize the key concepts, we define a horizontal saccade as a saccadic eye
movement with a larger displacement in the horizontal direction than in the vertical
direction. It is considered to be an eye movement along the rows of the table. Corre-
spondingly, a vertical saccade is a saccadic eye movement with a larger displacement
in the vertical direction than in the horizontal direction. It is considered to be an eye
movement along the columns of the table. We also call a saccade moving along the axis
of the given task a coaxial saccade. Thus, vertical saccades occurring in a column-wise
task and horizontal saccades occurring in a row-wise task are coaxial saccades in our
sense. Our first prediction is then the following:

Prediction (1). Coaxial saccades are fewer when the table grouping matches with the
task axis than when they mismatch, and the number of coaxial saccades in the
matching condition approaches zero.

Our second hypothesis states that large-scale objects, once bounded, can be retained
as coherent objects. This implies that large-scale objects can be revisited, when the
need occurs to check the task-relevant information stored with it. When translated into
eye movement patterns, backward saccades are predicted to occur from columns to
columns in column-wise tasks, and from rows to rows in row-wise tasks. Such back-
ward saccades, however, can occur only when columns or rows are retained as coherent
objects. Thus, the frequency of backward saccades should depend on the table group-
ing. Specifically, if the table grouping matches with the task axis, and thus the columns
or rows to be retained make good perceptual units, then they can be in fact retained
as coherent objects and backward saccades can occur to them. In contrast, if the table
grouping does not match the task axis, and thus the columns or rows to be retained fail
to be good perceptual units, then some of the columns or rows are not retained as coher-
ent objects in the first place. Lacking target coherent objects, the frequency of backward
saccades will fall under such conditions.

What counts as a backward saccade depends on the axis of the task and the spacing
of rows or columns in the given table. In the case of vertical tasks, a backward saccade
is a leftward saccade whose horizontal displacement equals or exceeds the distance be-
tween the vertical axes of adjacent columns in the given table. Since our stimulus tables
have di�erent horizontal spacings between columns, the criterion of backward saccades
depends on which spacing the given table has. A backward saccade in horizontal tasks
is defined analogously, as an upward saccade whose vertical displacement equals or ex-
ceeds the distance between the horizontal axes of adjacent rows in the given table. With
this definition at hand, our second prediction can be stated in the following way:



270 A. Shimojima and Y. Katagiri

Prediction (2). Backward saccades will occur under all conditions, and their frequency
will be higher when the table grouping matches with the task axis than when they
mismatch.

5 Results

5.1 Coaxial Saccades

Table 1 shows the average number of coaxial saccades in column-wise tasks, relative to
the table symbol and the table grouping. Table 2 does the same for coaxial saccades in
row-wise tasks.

The main e�ect of the table grouping on the frequency of coaxial saccades was very
strong both in column-wise tasks (F(2� 62) � 182�3� p � �0001) and in row-wise tasks
(F(2� 62) � 128�6� p � �0001). Pairwise comparisons show that coaxial saccades in
row-wise tasks were the least with row-wise tables, more with neutral tables, and the
most with column-wise tables; the frequency of coaxial saccades in column-wise tasks
had the opposite tendency. The main e�ect of the table symbol was also found, both
for row-wise tasks (F(1� 31) � 65�0� p � �0001) and for column-wise tasks (F(1� 31) �
192�7� p � �0001). Strong interactions of the table symbol and the table grouping were
also found for column-wise tasks (F(2� 62) � 125�0� p � �0001) and for row-wise tasks
(F(2� 62) � 38�2� p � �0001).

5.2 Backward Saccades

Table 3 shows the average number of backward saccades in column-wise tasks, relative
to the table symbol and the table grouping. Table 4 does the same for backward saccades
in row-wise tasks.

Strong main e�ect of the table grouping was found on the frequency of backward
saccades both for column-wise tasks (F(2� 62) � 49�0� p � �0001) and for row-wise
tasks (F(2� 62) � 10�3� p � �0001). Overall, more backward saccades were made when
the table grouping matched with the task axis.

Table 1. Average number of coaxial saccades in column-wise tasks, relative to the table-symbol
and the table-grouping

column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white 1.00 (0.60) 1.64 (0.95) 3.48 (2.36)

T-and-F 5.01 (3.13) 9.49 (4.18) 15.68 (5.84)

Table 2. Average number of coaxial saccades in row-wise tasks, relative to the table symbol and
the table grouping

column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white 4.49 (3.21) 2.77 (2.89) 1.19 (1.59)

T-and-F 13.71 (6.57) 9.31 (4.81) 4.23 (2.35)
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5.3 Response Accuracy

Average percentages of correct answers are shown in Table 5, relative to the task axis,
the table symbol, and the table grouping.

A repeated-measure 2�2�3 analysis of variance was conducted. We found strong
e�ect of the table symbol (F(1� 41) � 7�46� p � �01), with performance with black-
and-white tables being higher than performance with T-and-F tables. The main e�ect
of the table grouping was also significant (F(2� 82) � 3�72� p � �05), indicating lower
performance with column-wise tables compared to that with the other types of tables.
The table grouping interacted with the task axis (F(2� 82) � 4�41� p � �05), where
performance was better when the table grouping matched with the task axis than when
they mismatched.

5.4 Response Time

The tendency of response time largely inherits that of response accuracy. Average re-
sponse times are shown in Table 6, relative to the task axis, the table symbol, and the
table grouping.

A repeated-measure 2�2�3 analysis of variance showed strong e�ect of the table
symbol (F(1� 41) � 318�1� p � �001), where response time with black-and-white ta-
bles was shorter than response time with T-and-F tables. The main e�ect of the table

Table 3. Average number of backward saccades in column-wise tasks, relative to the table symbol
and the table grouping

symbol column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white 1.00 (0.37) 0.65 (0.39) 0.44 (0.22)

T-and-F 0.81 (0.50) 0.50 (0.42) 0.41 (0.39)

Table 4. Average number of backward saccades in row-wise tasks, relative to the table symbol
and the table grouping)

symbol column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white 0.51 (0.32) 0.84 (0.84) 0.91 (0.48)

T-and-F 0.53 (0.52) 0.86 (0.65) 0.71 (0.44)

Table 5. Average percentages of correct answers, relative to the task axis, the table symbol, and
the table grouping

symbol task axis column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white column-wise 0.94 (0.10) 0.95 (0.07) 0.93 (0.08)

row-wise 0.91 (0.12) 0.96 (0.09) 0.96 (0.08)
T-and-F column-wise 0.91 (0.11) 0.92 (0.11) 0.90 (0.11)

row-wise 0.88 (0.15) 0.89 (0.14) 0.93 (0.11)
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Table 6. Average response time (in milliseconds), relative to the task axis, the table symbol, and
the table grouping

symbol task axis column-wise (s.d.) neutral (s.d.) row-wise (s.d.)
black-and-white column-wise 2404 (415) 2671 (549) 2923 (645)

row-wise 2938 (746) 2830 (563) 2554 (552)
T-and-F column-wise 5135 (1315) 6563 (1559) 7225 (1884)

row-wise 6499 (2092) 6195 (1481) 5158 (1331)

grouping was also strong (F(2� 82) � 20�09� p � �001), indicating slower response with
column-wise tables compared the other types of tables. The table grouping interacted
with the task axis (F(2� 82) � 100�53� p � �001), where response time was shorter when
the table grouping matched with the task axis than when they mismatched. We also
found strong interaction of the table symbol and the task axis (F(1� 41) � 13� 07� p �

�001), of the table symbol and the table grouping (F(2� 82) � 9�26� p � �001). The
interaction of all the three factors was also significant (F(2� 82) � 49�51� p � �001).

6 Evidences for Higher-Order Processing in the Comprehension
of Spatial Representations

6.1 Attention to Large-Scale Objects

We predicted that fewer coaxial saccades would be found when the grouping of the
given table matches with the axis of the task than when they mismatch. This predic-
tion was clearly supported by our data. As Tables 1 and 2 show, coaxial saccades in
column-wise tasks were less frequent with column-wise tables than with row-wise ta-
bles, whereas coaxial saccades in row-wise tasks were less frequent with row-wise ta-
bles than with column-wise tables.

Particularly, the average numbers of coaxial saccades were very small with black-
and-white tables under the matching condition. For column-wise tasks, the relevant
number was 1.00, and for row-wise tasks, the number was 1.19. Considering each table
had five columns to be scanned, this means that, on average, approximately 0.2 scanning
saccades were made on each column or row. Thus, our data for black-and-white tables
confirm our prediction that the number of coaxial saccades in the matching condition
would approach zero.

Figure 4 (1) shows the typical fixation pattern on column-wise, black-and-white ta-
bles during the column-wise task. The center of each circle indicates a fixation point,
while its diameter indicates the fixation duration. Fairly long fixations were placed on
individual columns, but eyes tended to leave a column after no or few vertical move-
ments within the column. Rather, eyes moved from columns to columns consecutively,
often placing only one fixation on each column.

By way of contrast, Figure 4 (2) shows the typical fixation pattern in the case where a
column-wise task was performed using black-and-white, row-wise tables. We see more
vertical saccades scanning columns of the table (3.48 on average). Figure 4 (3) shows
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(1) Table: column-wise
Task: column
Symbol: black�white

(2) Table: row-wise
Task: column
Symbol: black�white

(3) Table: row-wise
Task: column
Symbol: T�F

Fig. 4. Typical fixation patterns observed in the experiment

the typical fixation pattern in the case where a column-wise task was performed using
T-and-F, row-wise tables. Even more vertical saccades were observed in this case. (15.7
on average).

Thus, our data on coaxial saccades clearly support our hypothesis on the way columns
or rows of symbols are bounded into coherent objects. For example, when column-wise
tasks were performed with row-wise tables (Figures 4 (2) and (3)), initial attentions
were oriented to consecutive sub-regions of a column, each consisting of one or a few
symbols. Due to the task demand discussed in section 3, these initially attended sub-
regions were then integrated into a column of five symbols, to which a task-relevant
judgment was attached. Our data on coaxial saccades indicate that this type of subse-
quent integration took place generally under the mismatching conditions.

In contrast, when the table grouping matches with the task grouping, only one fixa-
tion was placed on an entire row or column to be scanned (Figures 4 (1)). This suggests
that attention placed on one part of a row or column spread over the entire row or
column, integrating five symbols into an object already at the time of initial attention.
Subsequent integration was not necessary in such a case, and task-relevant judgment
could be directly attached to the initially attended object. This could be enormous sim-
plification of the relevant comprehension task, and explains shorter response time and
higher response accuracy under the matching conditions compared to the mismatching
conditions.

Ratwani et al [21] examined the operation of bounding large-scale objects in choro-
pleth graphs on the basis of eye-tracking data. They observed that segmentation of
small-size objects into a “visual cluster” was enabled by multiple fixations on the
boundary of the cluster. Our finding is significant in suggesting that when the cluster
is spatially coherent under the given task, the bounding can be accomplished through
the spread of attention starting from one part of the cluster, as opposed to the multiple
shifts of attention to its boundary.

6.2 Retainment of Large-Scale Objects

Our second hypothesis states that large-scale objects, once bounded, can be retained as
coherent objects. This implies that backward saccades to large-scale objects can occur
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Fig. 5. Typical fixation patterns observed in the experiment

selectively. Furthermore, as the retainment may not be possible when the target does
not make a good perceptual unit, the frequency of backward saccades should depend on
the matching of the table grouping with the task axis.

Our data on backward saccades confirm both predictions. Backward conditions did
occur in all conditions, the average 0.41 times per trial (twice every five trials) in the least
frequent condition. The frequency of a backward saccade was the average 1.00 times per
trial even in the most frequent condition, and the variance was not large (s.d. � 0.37).
This indicates that background saccades in our data were selective, in the sense that they
were directed to specific columns or rows, rather than directed to all the columns or rows
indiscriminately. Figure 5 shows the fixation pattern of one of the trials where a single
backward saccade occurred to a particular column in the middle of the trial.

Also, our data show that such backward saccades were more frequent when the ta-
ble grouping matched with the task axis. The matching condition di�ered from the
mismatching condition in that large-scale objects to returned to made good perceptual
units. Thus, rows or columns with spatial coherence apparently facilitated returning
saccades to them, and one good explanation for this facilitation is that those rows or
columns were be retained in memory, as coherent objects for which perceptual reinte-
gration out of individual symbols are not necessary. Under the mismatching condition,
rows or columns lacked spatial coherence and were not retained as coherent objects in
memory. Returning saccades to them were suppressed as a result.

In fact, the response accuracy was better in the matching condition than in the mis-
matching condition. Thus, it appears that by retaining large-scale objects in memory,
people could e�ectively move their eyes back and forth, rechecking task-relevant in-
formation retrievable from those objects. Cognitive processes involving higher-level
information were apparently facilitated by perceptual processes involving actual eye
movements. This observation is in agreement with Ratwani et al [21], where “cogni-
tive integration” of information obtained from visual clusters were evidenced by eye
movements from clusters to clusters.

Retainment of large-scale objects in memory is a realistic possibility given the visual
indexing mechanism investigated by Pylyshyn [19,20,1,29]. According to the visual
indexing theory, we can assign “indices” to several objects or locations in the visual
scene. With these indices, we can quickly return attention to the locations of indexed
objects without searching for them. We hypothesize that such an index was attached to
a row or column of symbols when it was first bounded. The index was then used for
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the quick return of attention when the maintenance need described above arose. Indeed,
the use of eye movements for checking internally attached information was found also
by Shimojima and Katagiri [28,27], and the present case is another instance of eye
movements used in combination with visual indices. The present case is unique in that
object groups, rather than individual objects or locations, were indexed and revisited for
the task-relevant information.

However, retainment of higher-level objects is not the only possible explanation for
the increased backward saccades and the better response accuracy in the matching con-
dition. It might be that the spatial coherence of the relevant rows or columns made them
perceptually more salient, so that they had been more easily re-identified (not traced
back in memory) when backward saccades occurred. This could result in more frequent
re-checking of the task-relevant information for those objects, making response accu-
racy better. More detailed analysis of the nature of backward saccades would be needed
to clarify whether they constitute the re-identification of relevant rows or columns or
the retracing of visual indices placed on them.

6.3 Further Questions

Although we found that rows or columns of tables can be bounded by a single shift
of attention to them, our analysis is limited in that it examines only rows or columns
of particular sizes. Thus, the question remains whether the same holds when stimulus
tables are enlarged while the vertical and the horizontal spacing of the tables were
preserved. Imagine, for example, making a table of pattern 2 (see Figure 3) twice as
large both vertically and horizontally. Since this change does not a�ect the ratio of the
vertical and the horizontal spacing of the table, the spatial coherence of columns of the
table is not a�ected. The crucial question is whether Prediction (1) is true of such a
case, namely, whether the number of coaxial saccades along a column of this enlarged
table still approaches zero under the matching condition. As our data involve tables of
pattern 2 only in a particular size, this remains an open question.

In particular, the length of a row or column in our stimulus tables was rather small
under dense spacing. Recall, from section 3, that the threshold for maximum dispersion
for a fixation was 1.67 deg in radius. This means that any eye movement within the
distance of 1.67 deg from the center of gravity of previous eye samples is a minor
movement within a fixation, rather than a saccade. As a row or column under dense
spacing subtended only 4.0 deg, this in turn means that an entire row or column could
fall inside the range of minor eye movements within a single fixation. Figure 6 shows
this situation, where the large circle indicates the range of minor eye movements that
could occur within a fixation placed on the position marked by the smaller circle.

Thus, strictly speaking, a large part of our results is only a confirmation of Prediction
(1) as it is applied to the case where a large-scale object to be bounded is small enough
to fall within the range of minor eye movements in a fixation. It says next to nothing
about whether rows or columns substantially exceeding this range could be bounded by
a single fixation. Several studies on object-based attention including [24] have reported
the spread of attention over extended objects under eye-movement suppression, sug-
gesting a positive answer to this question. An experiment that systematically controls
the size of tables would be needed for a firmer answer.
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Fig. 6. Dispersion threshold for fixation identification, imposed over a stimulus table with dense
spacing. The large circle indicates the range of eye minor eye movements that could occur within
a fixation placed on the position marked by the smaller circle.

7 Conclusions

We argued that in order to fully understand how people utilize spatial representations
for problem-solving, we should explicitly consider the issues of how people set the
boundaries of graphical objects to be interpreted, and how the object boundaries are
maintained during the task. Our experimental study with table-reading tasks supports
the view that a large-scale object can be bounded by a single shift of attention, and that
it can be retained as a coherent object for subsequent reference.

These findings in turn suggest a tight coupling of higher-level cognitive process and
perceptual process in two important respects. First, the process of extracting higher-
level information from a spatial representation depends on how easily the relevant
object can be perceptually integrated, and made available to higher-level cognitive pro-
cess: to extract higher-level information demanded by the given task, some spatial lay-
outs (e.g., columns in column-wise tables) require only a single shift of attention to an
object, while other layouts (e.g., rows in column-wise tables) require multiple shifts
of attention. Second, the process of manipulating higher-level information thus ob-
tained can be facilitated by perceptual-motor activities involving eye movements: to
recheck higher-level information, some spatial layouts (e.g., column-wise grouping un-
der a column-wise task) allow us to exploit retained large-scale objects by directing
eyes back to them, while other layouts (e.g., row-wise grouping under a column-wise
task) do not.

Overall, the study suggests a fundamentally integrative view, where the structures of
higher cognitive processes can change ad hoc, in response to how graphical elements
in the given spatial representation are managed in attentional process. Thus, subtle dif-
ference in spatial arrangement and visual properties of graphical elements can make
structural di�erence to higher cognitive processes. In this regard, problem solving with
spatial representations seems to be a more plastic process, deeply situated in the external
world.
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Abstract. Research has demonstrated that current navigation systems, while 
useful as a wayfinding tool, do not support the acquisition of spatial knowledge 
of the environment.  In contrast to portable navigation devices, participants in 
this study learned about the location of lesser known campus libraries through a 
desktop system, which presented yoked images, maps and verbal directions to 
the participants.  Information included not only the location of the building that 
housed the library, but also internal directions within the building to the library 
itself.   The results showed that confidence to find the library by memory was 
notably improved by use of the system.  Finally, the role of images was exam-
ined by selectively removing images from a random subset of the libraries, 
which resulted in marked decrease in confidence. 

1   Introduction 

Wayfinding is becoming a common task and is often accompanied with a navigational 
device such as the commonplace GPS navigation systems found in cars. These sys-
tems are quickly moving from the dashboard of the car to handheld devices. Unfortu-
nately, there is also increasing evidence that the use of such devices can impair the 
acquisition of spatial knowledge about the world [1]. Furthermore, in well-travelled 
areas one often needs only simple cues (it is just past the Student Union) that com-
plement your existing knowledge. These cues might take several forms such as text, 
map or street level images. This paper explores the notion that a stand-alone multi-
attribute location finding system can be used effectively by adding to one’s existing 
spatial knowledge. The system provides yoked maps, verbal directions and images, 
for both interior and exterior views, for discovering resources on a college campus.  

The system builds on the work of Tversky [2], who uses the term cognitive collage, 
in contrast to cognitive map, to describe a person’s spatial knowledge. The collage is 
a collection of partial bits of multimedia knowledge. Inherent within this collage is 
the ability to extract slices of information sources, such as visual cues, route informa-
tion or linguistic labels. The collage necessarily operates at multiple levels, allowing 
one, for example, to discuss and plan a route, using a highway system or neighbor-
hood streets with equal ease.  

Inherent in the notion of a cognitive collage is the use of images for accessing our 
spatial knowledge. In fact, images in navigation are becoming more commonplace 
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with the introduction of Google StreetView and other image-based navigation sys-
tems. Ichikawa  and Nakatani  [3] showed improved driver performance if the driver 
could watch a video of the trip before attempting to navigate on his own. Chen, et al 
[4] showed even greater performance if the video was of variable speed, slowing 
down near a decision point, then speeding up in sections between decision points. 
Meijer et al [5] showed that egocentric spatial knowledge of the layout and routes 
through a virtual supermarket was improved by the use of photorealism. In another 
recent paper, Oomes [6] found that presenting elderly pedestrians maps with photo-
graphs of landmarks near decision points assisted their acquisition of spatial knowl-
edge, as did Kaminoyama [7] for those with dementia. Together, all of these recent 
studies suggest that visual images which match the “ground truth” can facilitate the 
acquisition of spatial knowledge. 

The project also builds on current research arguing that a sense of place is neces-
sary for effortless wayfinding and navigation [8].  The extent to which the presenta-
tion of new spatial knowledge can enable active learning is receiving much attention 
at present [9].  For example, Ishikawa et al [10] recently reported that using a guide-
book for navigation supports long-term memory acquisition for visited sites, while 
using a mobile device does not.  In this light, Montello [11] and others have argued 
for careful consideration in the adoption of new technology, particularly any fail-safe 
technology that does not facilitate the cognitive process of spatial learning, which 
would be needed when the technology fails to operate properly. 

This project takes on a different focus than the previous work just cited, which fo-
cused on route learning and spatial knowledge acquisition. Specifically, we examine 
the situation of finding locations which are situated among known locations. Exam-
ples of this scenario would include when a new restaurant is described as being 
around the corner from a familiar pub, or finding a new store, which just opened in a 
familiar shopping district.  

For this study, the problem is more specific. Here, we look at directing a student on 
campus to find a library that they have never been to before, but that is surrounded by 
familiar locations. The problem is further complicated since, unlike the restaurant just 
described, the library might very well be located off the main floor or away from the 
main entrance, so the navigation does not stop when one reaches the building. To as-
sist students to solve this problem, a locator system was built, which includes maps, 
images and textual descriptions and is described in Section 2. Sections 3 and 4 de-
scribe a small usability study to measure the advantage of adding images over the 
other two kinds of information. Finally, the results are discussed with respect to the 
development of cognitively-driven wayfinding aides. 

2   LibLoc 

The Library Locator (LibLoc) system is a web-based browser that was designed to 
locate satellite libraries on the University of Pittsburgh campus [12]. There are 15 
small libraries on the campus and while most students would be familiar with some 
library locations, many library locations are not well known. Furthermore, many sat-
ellite libraries are located in isolated locations deep inside an academic building. The 
system consists of four frames as shown in Figure 1 and 2, based on earlier work of 
Masui, Minakuchi, Borden and Kashiwagi [13].  
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Fig. 1. Example screen from the Library Locator (LibLoc) showing an exterior map, image and 
text in a yoked system 

 

Fig. 2. Example screen from the Library Locator (LibLoc) showing an interior map, one of 
multiple images, and text in a yoked system 

The upper-left quadrant is the spatial frame that contains a map of the campus, a 
2D floor plan, or a 3D schematic of the building. The upper-right quadrant shows a 
key image or sequenced image, such as the front door of the target building or the 
inside of the library. The lower-right quadrant gives verbal instructions as to the loca-
tion of the library and the lower-left window provides instructions for the use of the 
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system. All  information is presented in a structured, hierarchical manner, to allow 
users to explore within buildings, as well as around the campus, with equal ease.1  

In this paper, we report the results of an empirical study in which participants used 
the system to learn about library locations. The design focused on the benefit of in-
cluding images, so some locations were presented with images and some without. 
Participants were asked to rate their confidence. A small group of participants not 
only used the system, but where then asked to navigate to the actual locations. It is 
important to keep in mind that the system is designed to be used by existing students 
on campus in order to add to their spatial knowledge of the campus. While the system 
could be used by first-time visitors to the campus, it is more likely that naive users 
would benefit more from some kind of hand-held GPS device at the cost of not ex-
panding their base spatial knowledge.  

3   Method 

3.1   Participants 

A total of thirty students from the University of Pittsburgh were recruited through 
flyers posted around the University of Pittsburgh campus. Participants were paid $8 
per hour for their participation in the experiment that lasted one to two hours. Their 
ages ranged from 20 to 47, with a mean of 26 years. The sample consisted of sixteen 
female and fourteen male participants. 

3.2   Materials and Design 

All participants were given a pre-test questionnaire that asked basic background ques-
tions followed by a 9-point rating of how familiar they were with the location of each 
of the 15 libraries on campus and a 5-point rating indicating how often they had vis-
ited each library in the past. The participants were then introduced to the LibLoc sys-
tem, which was described in Section 2, and asked to systematically visit the eight 
lesser known libraries on the system. The location of the eight libraries varied in their 
complexity (low, medium, and high), as determined based on the structural complex-
ity of the route (See Section 4.2 for details). For example, a low complexity direction 
needed one instructional unit to describe the location of the library, and a high com-
plexity direction required six instructional units to describe the location of the library. 
For each participant, half of the libraries were shown with images and half were 
shown without images, counter-balanced across participants. Participants were in-
structed to study the web pages related to finding a particular library, in order to learn 
how to navigate to that location. Having used the system, 20 of the 30 participants 
(Study Only group) were asked to evaluate the system as well as rate their confidence 
in finding the locations. 10 of the 30 participants (Navigation group) were asked to 
travel across campus to the four randomly selected libraries to pick up a letter left at 
the circulation desk. Participants in the Navigation group then filled out a post-test 
questionnaire, which was similar to the Study Only post-test version. 

                                                           
1  A similar approach can be seen in many of the online virtual campus tours (e.g., http://www. 

news.harvard.edu/tour/qtvr_tour/index.htm) 
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4   Results 

4.1   Confidence 

The twenty participants in the Study Only group were asked about their knowledge of 
libraries on campus, using a 9-point scale, where 1 indicated no knowledge of the 
location, before and after using LibLoc. Figure 3 shows the confidence of locating the 
eight lesser known libraries before and after using the system, with a small random 
scatter added to overlapping points to make them visible as a cloud pattern.  For these 
eight relatively unknown libraries, ratings of the ability to find the library increase 
from an average of 3.79 to 7.53, t (159) = -19.13, p < .01 (alpha level .05; same in the 
analyses below) after using the system.    

 

Fig. 3. Confidence before (horizontal axis) versus after (vertical axis) using the LibLoc system 

While the eight libraries were chosen to be unknown, in fact there were 24 cases, 
out of the 160 pairs of judgments, in which participants were confident of the location 
at the start of the experiment and, not surprisingly, confident again at the end.  Re-
moving the 24 known libraries, shown as coordinates (9,9) in Figure 3, resulted in 136 
judgments where some learning was possible.  Of the 136 judgments, all but three 
cases, indicated an increase in confidence in locating the library after using the 
LibLoc system. Providing images resulted in a greater, but non-significant, increase in 
confidence (+4.64 for images versus +4.16 for no images, t = 1.36, p = .088).  

4.2   Complexity 

The eight key libraries, while all less known to the participants, also varied in the 
complexity of route within the building to find each library.   This was measured as 
the sum of the number of turns plus the number of staircases plus the number eleva-
tors to reach the library. The overall complexity was then collapsed into one of three 
levels (Low, Medium or High), as summarized in Table 1. Table 1 also shows the  
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Table 1. Mean Complexity of Describing Library Location 

Library   
Complexity 

of Route* 

Frames in 
Interior Slide 

Show 

Number of 
Instructional 

Units 
Overall 

Complexity 

FFA     1 4 1 Low 

GSPIA  1 5 1 Low 

LL        1 5 1 Low 

FLHS   2 6 2 Medium 

PL    3 6 2 Medium 

MaL 3 7 3 Medium 

DML  6 9 6 High 

MuL    7 10 6 High 

*  Complexity of Route = No. of Turns + Staircase + Elevator 

 
number frames used in the interior slide show and the number of instructional units 
used in the verbal instructions, indicating that more information was needed to de-
scribe the more complex routes.  The complexity measure could have been further 
refined by using the approach of Raubal and Egenhofer [14], who defined complexity 
in terms of the number of decision points and the strength of the wayfinding clues 
available at those points.  However, given the collapse to three levels of complexity, 
both approaches would have yielded a similar classification. 

Figure 4 compares confidence by complexity and whether or not images were in-
cluded for that library.  Two patterns emerge from the data.  First, images results in an 
increase in confidence with an average improvement of ratings of 4.54 (with images) 
as compared with 4.21 (without images).  Second, the highly complex locations re-
sulted in a larger increase in confidence over the moderately and less complex loca-
tions.  This may be a result of the participants having spent more time with complex 
locations. 

 

Fig. 4. Mean increase in reported confidence by level of complexity and inclusion of images 
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4.3   Navigation 

As a confirmation of whether the confidence ratings were grounded in truth, ten addi-
tional participants (the Navigation group) used the system and then were set out to 
find all eight libraries on campus, in any order they wished. Participants were asked to 
locate each of the libraries, pick up a letter left at the circulation desk, and return to 
the location of the experiment after visiting all the libraries. This portion was self-
paced and subjects were not timed nor tracked. All were able to easily find all the 
libraries without difficulty, despite not having a map or guidance system with 
them. Participants reported confidence levels that were similar to those reported in the 
study only group. For eight of the relatively unknown libraries, ratings of the ability 
to find the library increase from an average of 4.84 to 7.84, t (79) = -10.71, p < .01, 
after using the system.  

4.4   Components 

In terms of what components of LibLoc were most useful, participants were asked to 
identify what they thought was most important, second most important, and so on.  
Figure 5 shows the results, which indicate that while maps are a key feature to all par-
ticipants, about half found verbal directions useful (first or second most important) 
and half found images useful (first or second most important).  This no doubt reflects 
individual differences with regard to verbal and visual information, which is appro-
priate given that LibLoc is designed to facilitate those with different learning styles.  
This is consistent with the research of Mayer [15], who argues that superfluous im-
ages can distract from the learning process.  In this study, images were not required 
for comprehension, but were made available to users who may recall seeing it before 
without knowing the name or departments housed there. 

It is also worth noting that given the design of selective use of the images, a few 
participants voiced frustration with this part of the design, questioning why images 
did not occur with all the maps as they were quite helpful. This was due to the facto-
rial experimental design and not a feature of the interface.   

 

Fig. 5. Feature importance ratings for the Study Group 
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5   Discussion 

The LibLoc system is designed to identify the knowledge base of the user and provide 
cues geared to that kind of user. It is a system that fills in the gaps of the user’s 
knowledge, so that future wayfinding will not require a navigation system to find the 
location.  The system supports individual differences by providing maps, images, and 
verbal directions to the user, and the results, in fact, indicated large differences in 
their preferred information source.  In addition, inside building directions were pro-
vided, which even if not memorized, gave users a clue to the complexity of locating 
the building (take the elevator up to the 4th floor, or take the stairs down to the base-
ment).  The inside routes also made clear why one entrance to the building was supe-
rior to another in cases where the library was near the entrance, which is often ignored 
by presenting only campus level maps. 

The results overall showed that the system was successful in building confidence 
of the users as to the location of the library and that confidence was confirmed by a 
subset of users that made the trek across campus to find each of the targeted locations.  
Comments from users of the system included several usability issues, such as zoom-
able maps, but otherwise very positive comments such as  

 

• “I really don't think anything about the system needs to be improved.  I found it 
very helpful!”  

• “I prefer the images, verbal directions and overall campus map working together 
to give me an intuitive whole view of these sites.” 

• “The interior pictures gave the greatest amount of assistance since most of the 
building I've been in at least once or twice.  To actually see which staircase to 
take or which direction helped greatly” 

 
The LibLoc system can be considered one example of how to increase the spatial 
knowledge of the user, while providing new spatial knowledge at the same time. 

One’s ability to navigate through space is multifaceted [16, 17]. Most automatic 
systems work extremely well and are becoming invaluable tools for travellers.  How-
ever, the systems often lack the kinds of cues that would tie the directions to existing 
cognitive structures, such as local landmarks, neighborhoods, or visual cues, which is 
in contrast to human-generated directions [18, 19]. Yet, the ability to display images, 
maps, and text in dynamic displays allows one to provide complex directions with 
new clarity and precision that would augment the cognitive collage of the user [2, 20].  
LibLoc provides one example of such a system.   

This project was designed as a testbed for examining the role of maps, images and 
text, rather than a proposal for a functioning mobile system.  That said, future work 
may lead to a mobile platform in which similar information is selectively displayed in 
concert with additional details of the library itself. This could be combined with re-
cent work on geotagging images for navigation and identification [21] to provide the 
automated generation of a locational system.  The goal of the of such a system would 
be not to simply arrive at a location, but to support the creation of a sense of place and 
spatial awareness [8]. 

There are other reasons to expand beyond considering navigation to be a simple task 
of getting from point A to point B.  From a philosophical point of view, it is possible to 
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consider the information content of a building [22], with history and context being en-
coded as part of the language of a building. From Borgmann’s thesis, a building’s con-
tent is not devoid of its material, construction, age, and so forth, but instead embraces its 
richness. To navigate around a major landmark, as if it were any other building in the 
space, denies the richness of the landscape. The graphic designers of the University of 
Pittsburgh understood the importance of landmarks by choosing to represent the Cathe-
dral of Learning, a prominent 42-story building in the center of the campus, as the only 
building in three dimensions on the campus map.  Portugali [23] has argued that such 
emergent properties of space should be considered in the design process, as the percep-
tion of space depends on the environment, which in turn directs further attention to the 
aspects of the environment that are perceived to be important. Good design can capture 
these qualities, but even in cases where design is lacking, information brokers, which 
include the image and context of the building, will lead to a great understanding of the 
space itself. 
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Abstract. It is often difficult for individual tourists to make a sightseeing tour 
plan because they do not have prior knowledge about the destination. Although 
several systems have been developed for assisting the user’s tour planning, 
these systems lack interactivity, while demanding a lot of data input from the 
user. In this paper, we introduce a new computer-aided tour planning system, 
called CT-Planner, which realizes collaborative tour planning. The system pro-
vides several tour plans with different characters and asks the user to give feed-
back. The feedback is utilized by the system for inferring the user’s preferences 
and then revising the tour plans. This cycle is repeated until the user is satisfied 
with the final plan. Thanks to this cycle the user does not have to register his 
profiles in advance. In addition, the system allows the user to specify his special 
requests, which leads to a more satisfying experience of computer-aided tour 
planning. 

Keywords: spatial assistance system, tour planning, personalization, user’s pre-
ference, human-computer interaction, selective travelling salesman problem. 

1   Introduction 

Thanks to the popularization of online reservation systems, it has become much easier 
for people to arrange their transportation and accommodation by themselves. Howev-
er, it is still difficult for individual tourists to make a sightseeing tour plan, as they 
often do not have prior knowledge about the destination. Some guidebooks kindly 
show typical tour plans, but the problem is that attractive plans differ from person to 
person due to a large variety of tour preferences. Of course, this problem is not so 
serious when the destination is a small city or village where possible activities are 
limited. However, if people make a short visit to a large city with various POIs 
(points of interest), it becomes a very difficult problem for them to find an efficient 
tour plan (i.e., the plan that gives high satisfaction to the tourist in a short time) from a 
large possibility of tour plans. 

To save individual tourists from such difficulty, several computer systems for sup-
porting the user’s tour planning have been developed. Some systems show a list of 
attractive POIs in the target area, taking the user’s tour preference into account (e.g., 
[1-3]). However, even if people are informed about attractive POIs, it is still difficult 
for them to make a tour plan without the knowledge about the spatial arrangements of 
these POIs and the transportations between them. Thus, several systems were 
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equipped with the ability to generate personalized tour plans [4-8]. Unfortunately, at 
the moment, these systems lack interactivity (e.g., we cannot request the system to 
insert certain POIs into the recommended tour plan), while demanding a lot of data 
input from the user (Section 2). 

In this paper, we introduce a new computer-aided tour planning system, called CT-
Planner, which overcomes the usability issues in the previous systems. CT-Planner 
stands for Collaborative Tour Planner (and also City Tour Planner). The key feature 
of this system is its collaborative planning process, which models the interaction 
between a tourist and a human tour advisor. First, the system provides several tour 
plans, which have different characters (nature-oriented, art-oriented, and so on). 
Shown these example plans, the user gives certain feedback to the system. From this 
feedback the system infers the user’s preference and then revises the tour plans accor-
dingly. By repeating this process, the recommended tour plan eventually agrees with 
the user’s preference. This cyclic process nicely fits the assistance to ordinary tourists, 
because they usually do not have concrete requests from the very beginning, but ra-
ther the requirements are gradually formed during the process of planning [9]. This 
idea was briefly introduced in our previous work [10] among a number of ideas for 
future tourist information systems. Among these ideas, this paper focuses on the idea 
of the cyclic tour planning process. We concretize this idea in comparison with typi-
cal interactions between a tourist and a tour advisor, develops a prototype system that 
implements the idea, and demonstrates that this idea really works. 

In the spatial sciences, many researchers studied problems in route planning (e.g., 
[11, 12]) and following navigation (e.g., [13, 14]). In contrast, the tour planning  
problem has attracted less interest, probably because it looks a domain-specific, appli-
cation-oriented problem. Nevertheless, we believe the importance of this problem, 
because tourism is an activity that ordinary people have to handle heavy amount of 
spatial information to make decisions and they often need assistance from somebody. 
In addition, as an application of today’s mobile and ubiquitous technologies, tourist 
assistance attracts more and more attention. In such a context, what we should pursue 
is appropriate assistance for the user’s decision making, rather than simply providing 
more and more location-based information. We therefore consider that tour planning 
assistance will be one of the key topics for future research on spatial information 
systems. 

The remainder of this paper is structured as follows: Section 2 gives a review of 
previous tour planning systems. Based on this review Section 3 discusses desirable 
designs of the systems. Section 4 introduces our implementation and its technical 
detail. Section 5 demonstrates how a user can make a tour plan in our system. Section 
6 discusses the remaining issues toward more intelligent tour planning assistance. 
Finally, Section 7 concludes with a discussion of future problems.  

2   Previous Tour Planning Systems 

Most previous tour planning systems take similar three-step approaches for generating 
a tour plan. First, the system profiles the user’s tour preference. Second, the system 
evaluates all POIs in the target area, considering the user’s preference. And lastly, the 
system generates the ‘best’ tour plan, considering the calculated values of the POIs 
and given time/origin/goal constraints. 
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Profiling the user’s preference is a problematic process. Early decision-support 
systems ask the user to set several preference parameters manually, for instance, by 
sliders (e.g., [4, 15]). This interface often frustrates the user, since he is forced to 
evaluate his own preference under given artificial criteria. To make the preference 
setting interface more user-friendly, Kurata et al. [5] introduced a questionnaire-based 
approach. In their system, the user is given fifteen questions, each showing two tour 
purposes and asking the user’s preference on them (Fig. 1). Then, from the answers to 
these fifteen questions, the system calculates quantitative weights to ten tour purposes 
(Fig. 2) using AHP [16]. The problem of this approach is the time taken to answer 
fifteen questions [5]. To realize quicker user profiling, some systems ask the user to 
input his demographic data (age, gender, occupation, etc.) and calculates his prefe-
rence parameters, assuming that tourists with demographically similar properties have 
similar tour preference [1, 8]. However, this approach also has a risk to annoy some 
users, giving an impression that the system offends their privacy and has a stereo-
typed view of their preferences. As an alternative approach, P-Tour [6] asks the user 
to evaluate the POIs by himself, from which the system generates the tour plan. This 
approach allows the user to specify his request directly and to skip the problematic 
profiling process, but it is hard work to estimate and input the attractiveness of all 
POIs in the target area. 

 

Fig. 1. Questionnaire-based preference profiling in [5] 

 

Fig. 2. Structure of ten tour purposes that forms the foundation of the user’s preference model 
in [5] 

Once the user’s tour preference has been profiled, the system estimates the value of 
each POI for the user. The value may be calculated from the matching between the user’s 
preference and the POI’s chacter, or from the evaluation of this POI by other tourists with 
similar properties. In [5], each POI is scored by ten criteria, which correspond to the ten 
tour purposes in Fig. 2. Thus, by summing the scores of the ten criteria while applying 
the corresponding weights, the value of each POI for the user is calculated. 
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Finally, the system computes the ‘best’ tour plan. In the previous systems, the best 
tour plan is usually considered to be the plan that maximizes the total values of POIs 
to be visited during the tour. This problem is represented mathematically as follows 
(see also the illustration in Fig. 3): 

Given a complete graph , , the utility of each node , the visitation time spent 
at each node , the travel time between two nodes , origin node , 
goal node , and time constraint , find a series of nodes to be visited , … ,  that maximize the sum of utilities ∑  under the following 
three constraints:   

 

 

Here each node represents a POI or a transportation node (e.g., a train station). The 
utility of a POI-node is given as the POI’s value for the user, while the utility of a trans-
portation node is set zero. The link and traveling time between each node pair may be 
computed beforehand in a GIS using the shortest path algorithm. On the other hand, 
visitation time spent at each POI-node has to be specified manually by experts. From a 
computational point of view, this problem is essentially the Selective Travelling Sales-
man Problem (STSP), which is known to be an NP-hard combinatory optimization 
problem [17]. Thus, the previous systems have adopted approximate methods, such as a 
genetic algorithm [7], to derive semi-optimal solutions in a practical time.  

 

Fig. 3. Illustration of the choice of the ‘best’ tour plan 

3   Interactive Tour Planning 

Seifert [9] pointed out that the main disadvantage of personalized tour generation is that 
it excludes the user’s participation in the process of planning. Indeed, according to the 
user test in [5], users complained about the inability to customize the recommended tour 
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plans by adding or removing POIs which they want to visit/avoid. The tour planning 
systems in [1, 8] also have the same problem. Exceptionally, P-Tour [6] allows the user 
to express where he wants to visit/avoid by assigning high/low scores to the POIs. How-
ever, P-Tour forces the user to spend a lot of time to evaluate all POIs in the target area.  

How can we avoid these problems? We can glean some hints from typical interac-
tions between a tourist and a tour advisor. For instance, let us imagine the following 
conversation: 

“I’d like to look around Yokohama in three hours or so.” 
“Three hours. Okay, then, this is the most popular plan.” 
“Well, hmm, looks like lots of museums in it. Honestly, I don’t have much interest 

in museums…” 
“I see. Then, how about this plan? This visits more scenic sites along the port. Or, 

how about this plan visiting Sankei-en Park. You can enjoy lots of cherry trees in full 
bloom right now.” 

“Hmm. For me, visiting portside scenic points sounds better. Well, but, I’d also 
like to visit the Port Museum. It’s very famous, isn’t it?” 

“Yes, I definitely recommend it. So, how about this plan? First, you go …” 

Usually a tour advisor does not know the interest of a tourist at the beginning of 
their conversation; the advisor learns the tourist’s interest from the conversation. The 
tourist’s response to recommendations indicates something about his preference. In 
many cases, the tourist is also not well aware of his interest at the beginning. He de-
velops his interest while viewing the actual plans recommended by the advisor. Thus, 
experience advisor introduces several plans in a smart order, so that the tourist be-
comes aware of his own interest and able to judge what plan fits him. 

Our system imitates this process; that is, we adopt the cycle where the system 
presents a set of plans to the user, infers the user’s preference from the user’s re-
sponse, and then generates a new set of plans. This cycle for computer-assisted plan-
ning is called the candidate/critique model [18]. Although this cycle takes a bit of 
time to reach a final plan, the user probably attains a high level of satisfaction with the 
plan, as he can experience that his involvement directly results in the improvement of 
the plan. Probably the user would not attain such satisfaction, even if the smart system 
could derive the truly best solution in a single step. Another merit of this cycle is that 
the user does not have to specify his preference in advance. The user can discover his 
preference and requests through the comparison of actual plans. 

Seifert [9] discussed a similar cyclic model of computer-aided tour planning. The 
difference from her approach is that our system intentionally generates several plans 
with different characters in order to seek the user’s tour preference, while her system 
simply generates the solutions—possibly many—that satisfy given constraints. 

In the previous conversation, the tourist said that he did not have an interest in mu-
seums, while he requested to visit the Port Museum. Like this example, a tourist 
sometimes wants to visit a POI of the sort that he usually avoids. Conversely, he 
sometimes wants to skip a POI of the sort that he/she usually visits. For instance, a 
tourist, who usually likes modern art but not historical monuments, may request to 
visit the Arc de Triomphe because it is world-famous, or not to visit Musée d'Orsay 
because he has been there before. Computer-aided tour planning systems, therefore, 
should be able to support such case-by-case requests, just like a human tour advisor 
can do it. 
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4   CT-Planner 

Based on the design concepts discussed in Section 3, we developed a new computer-
aided tour planning system, called CT-Planner (Collaborative Tour Planner). As this 
name indicates, the system aims at the assistance of user-driven tour planning, rather 
than computer-based tour optimization. Currently the system is a stand-alone applica-
tion for Windows PC, but we are also planning its server-client version that can be 
accessed from mobile devices. 

Fig. 4 shows the main screen of CT-Planner. It shows two tour plans. The plan on 
the left is a recommended plan, which is computed based on the current model of the 
user’s tour preference. The plan on the right is one of alternative plans. We have six 
alternative plans, namely 30min-shorter plan, 30min-longer plan, more-education 
plan, more-art plan, more-nature plan, and more-experience plan. The user can 
browse different alternatives by clicking tabs above the map and, if he wants, he can 
select the alternative plan that looks more attractive than the recommended plan 
shown on the left. Based on this selection, the time constraint or the model of the 
user’s preference is updated and accordingly, all plans, including alternative plans, are 
revised under the new conditions. From the user’s viewpoint, it looks that the alterna-
tive plan, if it is selected, moves to the left and becomes the next recommended plan. 
Note that we designed to display only two tour plans each time, following the key 
idea of AHP [16] that paired comparison is much easier than selecting one preferable 
plan from a number of alternatives. 

If the user clicks the name tag of a node, its properties are shown in a new window 
(Fig. 5). In this window, the user can specify his request with regard to this node; that 
is, whether he wants to set this node as the origin/goal of the tour or, if it is a POI-
node, whether he wants to visit/avoid this POI. The request yields the revision of all 
tour plans, including alternative plans. Once the user specifies a request, the system 
accommodates this request until he cancels it, no matter if he selects another alterna-
tive plan or changes the tour conditions afterwards. 

Through repeated selection of preferable tour plans and/or specification of re-
quests, the recommended plan will eventually become the plan that follows the user’s 
preference and requests. Thus, when the user agrees with the recommended plan, the 
system prints out the plan and ends the process. 

Our setting is similar to the setting of multi-criteria decision analysis (MCDA) 
[19], where the user is asked to select the best plan from multiple alternative. MCDA 
provides several techniques, such as AHP [16], to assign quantitative weights on 
given criteria. In our setting, education, art, nature, experience, and popularity corres-
pond to the criteria in MCDA. Thus, we can alternatively apply MCDA techniques to 
decide the weights on five criteria. Actually, our previous system adopted AHP to 
calculate such weights [5]. We, however, did not apply AHP in the current CT-
Planner, because under AHP the user has to compare the criteria themselves, which 
can be a burden for the user. Instead, we proposed a new technique to estimate the 
weights on the criteria indirectly through a cyclic process, in which the user can con-
centrate the comparison of actual plans. 
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Initially, the weight is assigned only to popularity; i.e., (wedu, wart, wnat, wexp, wpop) 
= (0, 0, 0, 0, 1). Naturally, the initial plan on the left becomes a ‘standard’ plan, which 
visits popular POIs as much as possible. If the user selects more-education plan, 
more-art plan, more-nature plan, or more-experience plan, the preference vector ro-
tates toward the corresponding axis by θ degrees (Fig. 6). Such rotation is repeated if 
the user selects these plans again. In our current prototype, the parameter θ is initially 
assigned 45 degrees. If the user selects the recommended plan shown on the left, θ is 
reduced, because this selection means that all alternative plans are too biased for the 
user. Finally, if the user selects 30min-shorter plan or 30min-longer plan, the prefe-
rence vector does not rotate. 

 

Fig. 6. Adaptation of user’s preference model (here only three of five criteria are shown) 

The reason why we adopted the user’s weights on four types of tourist attractions, 
wedu, wart, wnat, and wexp, for representing the user’s preference is that people often 
express their tour preference in terms of the type of tourist attractions they like. In this 
paper, we considered that education, art, nature, and experience are the four repre-
sentative types of tourist attractions, which are highly independent from each other. 
There are other possible classifications—say, nature, culture, and complex, as used in 
the classification of UNESCO’s world heritage sites, or leisure and sightseeing as 
used in many travel guidebooks. However, we should avoid detailed classification 
(say, more than five types), because under such classification we have to provide 
many tour plans for the user in each cycle, which would overwhelm the user (Section 
4.3). Note that we further added one item wpop, which represents the weight on ‘popu-
larity’, because people typically prefer to visit popular POIs when they do not have 
any specific request.  

4.2   Evaluation of POIs 

Each POI has five-grade scores in five criteria—satisfaction level of education, satis-
faction level of art, satisfaction level of nature, satisfaction level of experience, and 
popularity—which are determined by experts in advance. In other words, each POI is 
represented in another 5D conceptual vector space [20]. 

The value of the POI for each user is calculated from the total of these scores with 
the user’s weight applied on the corresponding element. This value is calculated every 
time the user’s preference model is updated.  
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On the screen (Fig. 4), the value of each POI is shown with one to three stars, in-
stead of actual scores, such that the user easily figures out whether the POI is interest-
ing to him or not. 

4.3   Generation of Plans 

For the generation of the recommended tour plan, we adopted the approximate algo-
rithm by Kurata et al. [5]. This algorithm works in O , where  is the number of 
POIs in the target area and  is the length of tour time. With this algorithm, an ordi-
nary PC generates a semi-optimal tour plan almost instantly. We believe that the op-
timality of the solution is not a serious problem in our application, since the plan is 
sufficient enough if it serves a nice draft, which is eventually customized by the user 
to satisfy his request in detail. 

The six alternative plans are calculated by the same process but under slightly dif-
ferent conditions; that is, the 30min-longer plan and 30min-shorter plans are the semi-
optimal plans under the 30 minute longer/shorter time constraint, respectively, while 
the more-education plan, more-art plan, more-nature plan, and more-experience plans 
are the semi-optimal plans under the preference vector tentatively rotated toward the 
corresponding axis by θ degrees. As a consequence, if the user selects the alternative 
plan shown on the right, then this plan comes to the left side in the next step.  

5   Demonstration 

Let us observe how CT-Planner works in actual tour planning. Imagine a user who 
wants to plan a tour in Yokohama (a portside city near Tokyo) starting from Sakuragi-
cho Station at 10:00 and arriving at Kan-nai Station before 13:00. Once the user in-
puts these basic conditions, the system generates two plans (Fig. 4). As stated before, 
the left plan is a popularity-based ‘standard’ plan, while the right plan is one of six 
alterative plans—for instance, more-education plan. The left plan is generated based 
on the preference vector (wedu, wart, wnat, wexp, wpop) = (0, 0, 0, 0, 1), while the right one 
is based on (.707, 0, 0, 0, .707). In order to clarify the difference of these two plans, 
the POIs that only the alternative plan visits (in this case, Custom Museum and Port 
Museum) are given red name tags on the actual screen, while the POIs that the alter-
native plan misses (in this case, Yamashita Park) are given green name tags. 

Imagine that the user selects the more-education plan, because he likes museums. 
Now the selected plan is transferred to the left side, while on the right side the system 
shows the second generation of more-education plan (Fig. 7a), which is generated 
based on the preference vector (1, 0, 0, 0, 0). He feels that this new plan contains too 
many museums and thus, he starts browsing other alternative plans. Then, he gets 
interested in more-experience plan (Fig. 7b) and selects it. Note that this plan empha-
sizes both education and experience, since the user has selected more-education plan 
in the previous step and accordingly, this plan is generated based on the preference 
vector (.5, 0, 0, .707, .5). 

Now he notices that the current plan misses Port Museum where he wants to visit. 
Thus, he clicks the name tag of the Port Museum to open its property window (Fig. 5) 
and clicks the Visit button. Now the system shows a new plan that visits this museum 
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4. Similarly, expected visitation time spent at each POI is fixed regardless of users. 
5. Tour plans tend to become monotonous. 

The followings are potential solutions to these problems, which revise the ideas dis-
cussed in our earlier paper [10]. 

An intuitive solution for Problem 1 is to assign values not only to nodes, but also to 
links. With this extension, the problem becomes the Enhanced Profitable Tour Prob-
lem (EPTP) [21]. The algorithm for deriving semi-optimal solutions of this problem is 
already proposed in [21].  

Problem 2 is critical for actual tour planning. In the conversation in Section 3, for 
instance, the tour advisor told that the Sankei-en Park was nice to visit because its 
cherry trees were in full bloom. There are some POIs, like parks and botanical gardens, 
whose value changes by seasons. Similarly, there are some POIs, like scenic overlooks, 
whose value depends on the time of a day. An extreme example is museums, whose 
values are totally lost when they are closed at night. Thus, it is desirable that the system 
can support such temporal fluctuation of POI values. Matsuda et al. [22] already 
tackled Problem 2 (as well as Problem 3) from a computational point of view, intro-
ducing time-variant POI values and Fuzzified travel time between nodes. 

As for Problem 4, a tourist probably spends more time at the POIs that fit his inter-
est. Also, some people (perhaps older people) prefer slower tours. Thus, it is desirable 
that the system can estimate the time spent at each POI by each user, for instance, 
based on a certain statistical model. 

Problem 5 arises from the fact that the current system evaluates POIs individually, 
but not in combinations. For instance, once the system learns that the user is interest-
ed in education, the system tends to recommend a tour plan that visits museums for 
the entire day—which may be boring even for museum lovers. Thus, it will be nice if 
the system can evaluate the monotony of each tour plan and utilize it for generating 
tour plans. 

7   Conclusions and Future Work 

For the people who travel unfamiliar places, tourist information is vital for their deci-
sion making. However, an overwhelming amount of information makes their decision 
rather difficult. Thus, how to customize the information for individual users is an 
important issue for tourist assistance systems, which should serve a wide variety of 
users. As an example of such systems, we introduce CT-Planner, with which people 
can make a tour plan easily as if they are assisted by a human advisor in a tourist 
information office. A nice feature of computer-aided tour planning systems, in com-
parison with human advisors, is that the user can consult the systems at any time, as 
much as he wants, using their own language even in foreign countries.  

Our system is considered an example of recommender systems, which have been 
studied extensively in AI communities and is now used in many online shopping sites 
[23]. A major technique used in recommender systems is collaborative filtering (CF) 
[24], in which the system records each user’s history of purchase or evaluation of 
items, finds similar users who have similar histories, and recommends an item that 
similar user has bought or given high evaluation. CF is particularly useful for the 
domains where it is difficult to provide explicit features of items and accordingly, it is 
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difficult to model the user’s preference (e.g., music and literature). Another merit is 
that each user does not have to report his/her preference to the system in an explicit 
manner. Meanwhile, in order to manage a practical CF-based service, we need a huge 
amount of past user data [23]. Unfortunately, our tour planning domain looks differ-
ent from other domains where CF works well: First, the tourist’s choice of a POI does 
not mean that he/she likes this POI. For instance, a tourist who has no interest in his-
tory may visit a historical site, in case this site is the only POI located between two 
POIs where he wants to visit. This implies a risk to consider that two tourists who 
have visited similar POIs have similar preferences. Second, even the same tourist may 
have different preferences at different times, depending on the destination, motiva-
tion, and companions, as found in the user survey of our previous system [5]. For 
instance, a tourist may prefer art-oriented tourism when she visits Paris by herself, 
while she may prefer nature-oriented tourism when she visits Switzerland with her 
husband. Thus, it is risky to rely on the tourist’s preference model derived from 
his/her past behavior. For these reasons, we avoided a CF-based approach and 
adopted an approach using an explicit model of user’s preference. Moreover, consi-
dering the instability of tourist’s preferences, we decided not to store the profile of 
each user in the system. 

We are planning a systematic user test in near future, which is necessary to subs-
tantiate our claim that CT-Planner gives more satisfying tour planning experience 
than the previous tour planning systems or guidebook-based planning. In this test, we 
also want to look at psychological aspects of tour planning processes in our user test, 
hopefully in collaboration with other researchers. For instance, we want to observe 
each user’s interaction with the system—say, how many times he repeats the selection 
of alternatives and how much he customizes the recommended plan by himself—and 
seek the patterns of users’ decision making. In order to conduct such survey, we are 
now equipping CT-Planner with the capability of recording the user’s operations. 

We are also planning to extend CT-planner, such that it works on mobile devices. 
There a key question is how to provide the service tailored to those devices. For in-
stance, the mobile version of P-Tour [25] monitors the user’s location and warns the 
user if he is off the route or behind schedule. Another idea is to modify the tour plan 
in case of sudden rain or delay. Such schedule monitoring and real-time rescheduling 
functions are potential strengths of mobile tour planning systems. In addition, mobile 
tour planning systems will become further useful if they are combined with other 
intelligent technologies for assisting tourists, such as route-specific route instructions 
[26] and location-based information querying by pointing [27].  

Another potential strength of mobile tour planning systems is availability of trajecto-
ry data. Where a user visits and how much time he spends there should tell something 
about his preference [28]. Of course, a long stay in a certain POI does not necessarily 
indicate his interest in that kind of POI, because he may actually takes a rest at a café in 
the POI, for instance [2]. Thus, it is better to use microscopic trajectory data (hopefully 
both indoor and outdoor data) to analyze the user’s action in a POI and seek his inter-
est. The idea of such trajectory-based preference detection is also applicable to other 
spatial assistance systems. For instance, bike navigation systems may learn from the 
trajectory what kind of routes the user prefers. In shopping centers, data about where 
and how long the user spends time may be useful for adapting advertisements to the 
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user. We therefore consider that trajectory-based preference detection is an important 
topic for the research on spatial assistance systems. 
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Abstract. Survey knowledge of spatial environments can be successfully con-
veyed by visual maps. For visually impaired people, tactile maps have been 
proposed as a substitute. The latter are hard to read and to understand. This pa-
per proposes how the cognitive disadvantages can be compensated for by Ver-
bally Annotated Tactile (VAT) maps. VAT maps combine two representational 
components: a verbal annotation system as a propositional component and a 
tactile map as a spatial component. It is argued that users will benefit from the 
cross-modal interaction of both. In a pilot study it is shown that using tactile 
You-Are-Here maps that only implement the spatial component is not optimal. I 
argue that some of the problems observed can be compensated for by incorpo-
rating verbal annotations. Research questions on cross-modal interaction in 
VAT maps are formulated that address the challenges that have to be overcome 
in order to benefit from propositional and spatial representations induced by 
VAT maps.  

Keywords: verbal annotation, tactile map, representation, navigation, represen-
tational modality, multimodality. 

1   Introduction  

From the perspective of cognitive science, human knowledge and reasoning processes 
involve representations that serve as counterparts to real-world entities. There is 
strong evidence for an analogue nature of representation of spatial environments, i.e., 
they have intrinsic spatial properties [1]. Investigations into mental spatial representa-
tions suggest mental maps [2] and spatial mental models [3], have a spatial nature. 
These internal representations can be induced via linguistic or perceptual inputs from 
external representations.  

External, diagrammatic representations, such as maps, can serve as a means for 
capturing and processing knowledge [4] and for solving spatial reasoning tasks [5]. 
Maps appear to be a promising aid for visually impaired people as well [6], although 
there are divergent results about spatial processes and representation of space in 
blindness [7, 8]. To accommodate the special abilities of users who cannot access 
visual information the substitution of visual perception by tactile perception allows 
the use of tactile maps. Such maps have become an option for supplying geographical 
knowledge to visually impaired people [9]. One class of maps, You-Are-Here (YAH) 
maps [10], can successfully support the task of navigating in complex in-door (for 
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example, malls, hospitals, etc.) and out-door environments (such as, parks, zoos, uni-
versity campuses, etc.). YAH maps are multi-purpose maps specifically made to pro-
vide an overview of the proximate surrounding of the geographical position that the 
map-user is situated in when reading the map. They have proven to be successful in 
facilitating wayfinding for sighted people [11]. By providing tactile YAH maps, visu-
ally impaired persons can be supported in the acquisition of survey knowledge [12]. 
Knowing about the structure of the surrounding environment could enable independ-
ent wayfinding. GPS-based systems, in contrast, are often made to provide the path to 
a specific locomotion or solution to a wayfinding problem.  

There is strong evidence that such systems have negative effects on the acquisition 
of spatial knowledge [13]. By consulting a tactile YAH maps before a trip, a model of 
the environment could be conveyed, exploration behavior could be guided, and the 
visually- impaired persons’ self-dependency could be supported, particularly in envi-
ronments visited for the first time.  

A first objective of the research reported in this paper is to test tactile YAH maps 
for their effectiveness in conveying the spatial layout of an environment. I highlight 
the properties of YAH maps and discuss how those properties may be transferred into 
the tactile domain with the objective of cognitive adequacy [14]. A cognitively ade-
quate map is an external map that results in an internal mental representation that 
enables the map-reader to solve spatial reasoning tasks successfully. Individual pa-
rameters in the realization of tactile YAH maps will be investigated. This paper offers 
some ideas for how these parameters might convey spatial knowledge. The study 
highlights some limits on the usage of tactile YAH maps and supports the usage of 
Verbally Annotated Tactile maps (VAT maps) as extensions of tactile maps.  

The concept of a Verbally Annotated Tactile map is introduced. This is a map that 
incorporates verbal content (of the map or about the map) during the time of proposed 
exploration. The concept is discussed in terms of representational theory; it is identi-
fied as a multimodal representation integrating spatial and propositional representa-
tions. VAT maps might provide solutions to the some current problems with tactile 
maps. Challenges with VAT maps are identified and a research agenda is described 
that points to some potential developments such as Verbally Annotated Virtual Tactile 
Maps.   

In the next section I start with some background on tactile YAH maps, then I re-
port an experiment about how well participants performed in a wayfinding task with a 
tactile map. Section 3 details the concept of VAT maps, presents some theoretical 
considerations about a verbal annotation system for tactile maps, and ends with elabo-
rating on future research. Conclusions are offered in Section 4.  

2   Tactile You-Are-Here Maps   

YAH maps have an intermediary status [15]: They are not specialized like a route 
description, which provides instruction for one single route from one location to one 
destination. Furthermore, they are not general like a multi-purpose city-map, which 
can be used to navigate from many locations to many destinations. Instead a YAH 
map enables navigation from one location, where the map and the navigator are co-
located (i.e., the You-Are-Here position), to many destinations. As the YAH map has 
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to serve multiple purposes it usually displays details at the same level of granularity 
over the map (in contrast to, e.g., focus maps [16]). YAH maps are often found at 
junctions or other main decision points. They enable people to localize themselves in 
a depictive representation of the environment. After self-localization map-readers 
might engage in further exploration of the map for an overview of the area or they 
might start to search for specific routes. YAH maps have one aspect that is usually 
prominent so that it can be found quickly, the YAH symbol.  

Transforming a visual YAH map into a tactile equivalent offers some challenges. 
In some circumstances the tactile sense can substitute for other sensory modalities 
like vision [17]. For a review of sensory substitution from visual to tactile media see 
[18]. But tactile maps are not equivalent to visual ones [19, 20]. First, as consequence 
of the biological properties of the receptors in the skin there is a limitation in resolu-
tion of what humans can sense by touch. A consideration of the physiology and the 
psychophysics of touch reveals a multitude of receptors that make different types of 
sensations possible, for example the sensations of temperature, deformation, and lat-
eral movements [21]. By touch it is possible to discriminate objects using their con-
tours, surface roughness, and material. To clearly feel one entity and separate two 
entities from each other, the entities and the distance between them have to be greater 
than in vision. As a consequence, the distribution of objects in effective tactile presen-
tations must be sparser than in visual ones (see [22] for exact figures). Thus, a reduc-
tion in content is necessary to represent a scene with a tactile map. Alternatively, the 
size of the tactile map would have to be increased to an unmanageable size. Second, 
abstracting graphical entities in reduced-detail maps may lead to significant errors, for 
example misinterpretations. Michel showed that additional transformations like dis-
tortions and displacements could be useful to direct attention and to make a tactile 
map and its entities meaningful to users [23]. Third, using a tactile map can limit 
some cognitive processes. Instead of having an immediate visual impression of a map, 
the user has to serially explore the surface of a tactile map with his fingertips and 
integrate the properties and impressions of single points of contact into one compound 
impression of the map. Systematic training of appropriate tactile scanning strategies 
was found to be necessary to help blind children improve their ability to orient them-
selves with a tactile map [24].  

The investigation into the feasibility of communicating spatial knowledge with 
tactile YAH maps to form an internal representation that can be used to solve spatial 
cognition tasks, serves as a baseline for further research into VAT maps. The investi-
gation of a unimodal type of map (i.e., the tactile maps) should be a basis for and 
should inform further research about multimodal types of maps (i.e., the VAT maps). 
Here we report the results of a pilot study that addresses some of these basic issues. 

2.1   Research Questions  

In a simple form, the intuitive question is, how could tactile YAH maps be implemented 
with different tactile entities for the same conceptual function so that it is helpful? Spe-
cifically, is the map as usable as possible and at the same time useful? In this experi-
ment it is assumed that YAH map-users want to locate themselves first before getting to 
know the environment. Therefore, they look for the YAH point – denoted by the YAH 
symbol –before exploring the map. Two concrete questions are considered: 



306 C. Graf 

 

1. Which (tactile) guide type for the You-Are-Here point in a tactile map is the most 
effective, i.e. has the shortest search time?  

2. Which guide type is the least hindering when exploring the map to build up some 
survey knowledge in terms of objective time needed for exploration, objective 
quality of acquired survey knowledge, and subjective judgments of the map? 

The comparison of the different measures should show if there is a mismatch in ob-
jective and subjective assessments, that is, whether people might subjectively regard 
one guide type better than another even if it is objectively not.  

2.2   Experimental Design 

The experiment had a within-subject design with one factor and three conditions. The 
independent variable was which guide type to the YAH symbol was used. The de-
pendent variables that are reported here were the search time to find the YAH symbol, 
the exploration time, the time to draw a sketch, and the quality of a sketch. 

1. Guiding Line Condition (GL): A unique line guided the user from a prominent 
starting point (marked with an arrow) on the frame of the map to the position of the 
YAH symbol in the map; 

2. Grid Condition (GR): A grid of unique lines partitioned the map into regions that 
define the coordinates; the position of the YAH symbol was given in these coordi-
nates;  

3. Frame Marks Condition (FM): Four arrow-like marks, two on the vertical and 
horizontal borders of the map, defined the horizontal and vertical position of the 
YAH symbol in the map.  

2.3   Materials 

The tactile maps were in A4 format and produced with a ViewPlus® Emprint Spot-
Dot™ Braille Embosser based on the TIGER® technology that embosses tactile  
pixels (following the convention in literature I call this entity a “taxel”) into a paper 
surface of size A4 (29.7 x 21 cm) with a resolution of 20 taxels per inch [25]. Assem-
bling single taxels beside each other composes objects like (raised) lines, figures and 
regions. All tactile objects on the maps had the same surface structure and the same 
prominence in terms of height above the base material. The tactile maps were of uni-
form scale and each presented a grid of perpendicular tracks (4 horizontal ones and 4 
vertical ones with a total of 12 intersections) with three landmarks (the YAH symbol 
plus representations of two buildings). The maps were of a virtual environment to 
control for unwanted effects of familiarity, so that participants had to learn all spatial 
relations from the map. The structure of tracks in the maps was the same but the ge-
ometry was different (distorted and rotated) between the maps. Landmarks were 
placed near tracks in such way that no two landmarks occupied the same region. The 
shortest paths between the landmarks were of uniform complexity (measured in num-
ber of turns/legs) in each map: from the YAH point to landmark 1 with a single turn, 
to landmark 2 with two turns, and between landmark 1 and 2 with three turns. For two 
examples see Figure 1.  
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Fig. 1. Visualization of the tactile maps used as stimulus in the condition Guiding Line (left) 
and in the condition Grid (right) 

2.4   Participants 

The participants in all experiments reported here were 12 sighted individuals (all 
students, 4 male & 8 female, M = 28 years, SD = 5 years) with no impairment to the 
visual, tactile or motor system and no experience in solving task solely with their 
tactile sense. Sighted participants were chosen because they are familiar with maps 
and understand map concepts and conventions - many visually impaired persons have 
no experience with maps. The participants showed a reasonably high self-confidence 
in their abilities to read visual maps (M = 0.72, SD = 0.17, with normalized values) 
and to successfully solve tasks with visual maps (M = 0.79, SD = 0.07).  

2.5   Procedure 

The participants sat at a desk in front of a curtain to exclude direct sight of the tactile 
material behind the curtain. They put their hands and arms beneath the curtain to 
reach the tactile material. In the beginning of each session, participants were indi-
vidually trained on sensing and interpreting tactile sensory input. Each tactile symbol 
that was used in the experiment was introduced in the training and participants had to 
pass a sensory recognition test before the experiment.  

During the experiment, all participants handled the maps in all conditions. The or-
der of the conditions was systematically varied between participants. In each condi-
tion before the tactile map was presented, participants explored a legend tactually and 
could ask about the meaning of symbols and lines. If requested a pre-defined explana-
tion was read out. Instructions for how to use the map and how to find the YAH point 
were given verbally similar to what would normally occur if the legend and caption of 
a tactile map were given in Braille.  

The first task in each condition was to find the YAH symbol in the map as quickly 
as possible. The time from touching the map until participants indicated they were 
sure they had found the YAH symbol was measured.  

In a second task, the participants were asked to explore the map in a self-paced 
manner so that they would be able to explain routes and the structure of the environ-
ment without consulting the map. The participant’s goal was to gain an understanding 
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of the entire environment, without any specific route given beforehand. To check for a 
basic understanding of the environment, participants were asked questions after the 
exploration of a map: what buildings are in the environment, and how are those build-
ings distributed in the environment. If a participant could not answer both questions, 
they were allowed to further explore the map. The total time for all explorations was 
recorded. 

In a third task, participants were asked to produce a complete copy of the on a 
graphic tablet to test their survey knowledge of the scene. No time limit was given, 
but time to complete the drawing was recorded.  

A fourth task describing two routes between landmarks was given but is not re-
ported here. The complete experiment lasted about two hours (M = 2:02:55h, SD = 
15:06min). 

2.6   Results 

The efficiency of the different guide types was assessed using the time to locate the 
YAH symbol. All participants except from one in the Frame Marks condition com-
pleted the task. In the Frame Marks condition map users located the YAH symbol the 
fastest, and were slowest in the Grid condition (see Table 1). After two outliers were 
excluded1, an ANOVA test revealed that the differences among condition reached the 
.0001 significance level, F(2, 31) = 15.13, p = .000026.  

Concerning which guide type was least hindering in the exploration phase, a 
comparison of the exploration times (see Table 1) showed that in the Guiding Line 
conditions participants explored the maps fastest. An ANOVA test confirms a signifi-
cant difference between all conditions at the .01 significance level, F(2, 33) = 7.23, p 
= 0.0025. 

There was no significant effect of condition on time needed to sketch a map was 
found, F(2, 32) = 0.097, p = 0.91. A descriptive overview of search times, exploration 
times and drawing times is given in Table 1 below.  

Table 1. The three main quantitative variables recorded during the experiment (in minutes) 

 
Time to find the 

YAH symbol 
Time for exploring  

the map 
Time for drawing 

the sketch  
GL 0:22 4:11 1:27  
FM 0:16 5:59 1:23  
GR 1:46 7:56 1:37  
 0:48 6:02 1:27 Mean 
 0:50 1:53 0:07 SD 
 

                                                           
1  The following convention is used: a data point that exceeds the range [(lower quartile - 1.5 * 

interquartile range) to (upper quartile + 1.5 * interquartile range)] is considered an outlier. 
See “What are outliers in the data?” In: NIST/SEMATECH e-Handbook of Statistical Meth-
ods, Chapter 7.1.6. http://www.itl.nist.gov/ div898/handbook/, retrieved 2010-04-12. 
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The sketches that the participants produced after the exploration of the tactile map 
(in total 12x3=36 sketches) were rated by two independent experts on, could a person 
that does not know the area navigate it successfully? Grade 1 was awarded for a per-
fect map that showed the landmarks and streets in correct relation to each other (al-
though there might be minor flaws in geometric details), grade 6 was given for a map 
if there was no resemblance to the structure of the tactile map. In total 6 sketches were 
rated very good or good, 26 acceptable or moderate and only 4 not interpretable. To-
gether 32 of 36 sketches (>88%) were at least of moderate quality and indicated that 
the map-readers probably did build a mental representation of the environment de-
picted in the tactile maps. The tactile maps effectively conveyed spatial knowledge to 
the participants in almost all cases. See Figure 2 for two examples of sketch maps 
produced by two different participants. 

       

Fig. 2. The sketch to the left shows some route map characteristics, the one to the right is very 
similar to the stimulus (see Fig. 1, left) and shows survey characteristics, for example, there are 
many streets that are not used for direct routes between landmarks 

 

Participants’ subjective ratings were also analyzed. They were asked to order the 
three guide types by their suitability for the two tasks – searching for the YAH sym-
bol and exploring the tactile map – by considering these questions: (1) how much did 
the particular guide type help you find the YAH symbol, and (2) how much did it 
hinder the exploration after the YAH symbol was found? The average ranks can be 
found in Table 2.   

Table 2. Participants ranked the guide types when used in different tasks (1: best to 3: worst) 

Task Searching the YAH Point Exploring the map 

Condition 
Guiding 
line 

Frame 
Marks 

Grid 
Guiding 
line 

Frame 
Marks 

Grid 

Average Rank 1.50 1.25 3.00 2.00 1.00 3.00 
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The frame marks were ranked best for both tasks, the guiding line second and the 
grid were rated lowest. This is partially consistent with the quantitative findings 
(where the Grid condition was always worst). Notably, people can objectively find the 
YAH symbol faster with the Guiding lines than the Frame Marks, see Table 1, but 
they subjectively rank it lower. 

During the experiments participants occasionally reported tactile illusions, primar-
ily shortening of lines when comparing horizontal and vertical lines at a T-junction 
shape. That length-distorting effect resembles the Müller-Lyer illusion in vision and 
was reported before for congenitally blind people (cf. [26]).  

A final note: The structure of the tracks was not completely identical in all maps. 
In the map with the frame marks one line segment had been inadvertently omitted. 
This resulted in one missing region and a change of +1 in the cardinality of one region 
and might have influenced the topological complexity of the map. But the missing 
segment was in the non-central part of the map that was not frequently explored and 
had no potential to be included in a route. It is unlikely the omitted segment had a 
significant impact on the results. 

2.7   Discussion 

Why were sighted participants run in this experiment, instead of blind people? It is a 
common belief that visually blind people have to perform better than sighted when 
asked to solve tasks on the basis of touch. Nevertheless, on the sensory level, blind and 
sighted people depend on the same bodily sensor system. In objective measures the two 
populations do not always differ. For example, there was no difference found for judg-
ments of smoothness by sighted and blind participants, nor for passive touch (in which a 
stimulus is applied to a static skin surface), or for active touch (in which a stimulus is 
engaged with by a moving skin surface) [27]. Those findings indicate that there are 
primarily preference differences for the use of touch in blind and sighted people [28]. 
When it comes to basic cognitive tasks like object matching, which includes for exam-
ple shape processing and recognition, visually impaired people outperform sighted 
people in the initial trials but after a few trials there is no difference [29]. It seems that 
haptic experience increases the speed of identification of abstract, simple shapes, but 
blind people do not perform as well when active elaboration is required [30]. In contrast 
to sensing and object matching, the experiment reported here depends on higher cogni-
tive abilities that demand tacit and procedural knowledge of how to interpret a map. 
Therefore sighted people instead of visually impaired people were our participants. A 
future experiment will test visually impaired participants.  

A closer analysis of the ratings of the sketches reveals that the sketches graded 
with 4 or worse were the only ones that showed route orientated encoding schema. In 
those sketches, only routes or part of a route were drawn, no other structures like 
streets around the area or that go from one end of the map to the other were displayed 
(see Figure 2, left). This was true of all the grade 5 and 6 sketches and over one third 
of the grade 4 sketches. It is possible that there was too much clutter in the map that 
masked the important parts (the distinction between clutter and relevant parts might 
vary depending on the task given). Clutter puts high cognitive load on the reader. 
Map-readers might employ strategies to focus on the part of the map with a lot of 
semantic content, i.e. the area where landmarks are located and the paths between 
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them. Another interpretation could be that route concepts were acquired during explo-
ration and only those could be externalized.  

3   Proposal for Verbally Annotated Tactile Maps   

3.1   Audio-Tactile Maps 

One might assume that some form of compensation is needed in tactile maps because 
of their limited information. Compensation could be necessary for at least two prob-
lems. First, the tactile sense in comparison to the visual sense is relatively sparse. 
Only a limited amount of content can be displayed as it clutters quickly. One option 
could be to convey complementary content through another sensory channel. Content 
could be presented that was not encoded in the map due to space constraints. Another 
option would be to redundantly present content. Second, the tactile features of the 
map have to be explored serially, demanding high attention over a reasonably long 
period of exploration. Solutions that reduce the need to explore wide areas with the 
fingers could lower the necessary attention and manual effort. 

Some of these ideas have been tested. Previous work investigated the use of 
sounds to provide additional content. Parkes and Lötzsch first presented audio-tactile 
devices to navigate and access non-textual, spatially distributed content [31, 32]. 
During the last two decades studies have considered computer driven audio-tactile 
devices, for example  [33, 34], and computer-driven virtual audio-tactile maps, i.e. 
maps that are equipped with sound, for example, [35, 36] and verbal labels [37, 38]. 
Another approach was a force-feedback mouse and auditory labels to give directions 
in a mixed modal interface [39]. The multimodal approach turned out to be more 
comprehensive than the unimodal approach [40]. In the NOMAD system [32] a 
touch-sensitive pad provided raised features (as an analogue to map features) and 
verbal descriptions of the location that was touched. The descriptions contained in-
formation about what the user was touching and where this point was. Other work 
described the integration of verbal descriptions into tactile maps as well [33, 41, 42].  

3.2   Verbally Annotated Tactile Maps 

VAT maps are external multimodal representations that should have the potential to 
convey meaning that is stored in different types of mental representations. During an 
exploration of a VAT map, perceptual input from the tactile map that is believed to 
contribute to some form of mental spatial representation (analogous to the represented 
environment) is augmented with linguistic input (that is believed to be represented 
propositionally). 

The underlying assumption for proposing Verbally Annotated Tactile maps is that 
different formats of mental representations can facilitate spatial reasoning. Research 
about learning with geographic maps that are presented in conjunction with a related 
text generally support this view (see [43] for a review). The cross-modal interaction 
of mental representations, i.e. non-propositionally encoded and propositionally en-
coded, should contribute to a common mental representation of the represented envi-
ronment. Through the activation of concepts from different representational formats it 
might be possible to achieve an integration that contributes to the better understanding 
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or faster access to what was learned from a VAT map. Given the growing evidence 
for functionally equivalent behavior on different inputs, such integration is likely, 
independent of perceptual or linguistic encoding (see [44] for a review). 

The research literature suggests that combining propositional and spatial represen-
tation can benefit from cross-modal effects2. Few researchers have investigated the 
interaction of propositional representation and spatial representation when exploring a 
Verbally Annotated Tactile map. In such maps that the activation of concepts encoded 
in a tactile map may be facilitated by concepts encoded in the verbal description ac-
companying that map. Conveying map characteristics through concepts that were 
activated when listening to the verbal content may help the map-reader to better un-
derstand what is displayed in the map and how entities relate to each other. Convey-
ing spatial and propositional representations, VAT maps might be an aid for visually 
impaired people navigating the world.  

3.3   The Verbal Annotation System 

Some mechanism to connect a tactile map with its verbal annotations is required. 
Some guiding ideas and questions concerning conceptual design are presented here. 

The verbal annotations system could be connected to the tactile map through ref-
erences that link certain point-of-interest (POI) or areas-of-interest (AOI) on the tac-
tile map with some entity in the verbal annotation system. If the map-reader explores 
the vicinity of a POI or AOI, the verbal description should be presented, perhaps 
customized for approaching, passing or leaving. Calculating AOIs, POIs and descrip-
tions could occur on the fly from a (dynamic) database that provides the map content. 
For descriptions, the verbal annotation system would contain a set of propositions and 
it should contain a rule system to determine which piece of content is to be presented 
in what way with the tactile map and the motion the map-reader executes. More pre-
cisely, to conceptually realize VAT maps, two aspects have to be considered. Each 
aspect relates to one distinct part of the verbal annotation system. The first one con-
cerns the content of the propositions; the second one concerns the process of knowl-
edge acquisition by the map-reader and the best way to support combining verbal 
content with a tactile map. 

− “Which”: Which content should be conveyed verbally that will not exceed the 
map-reader’s cognitive capacities? Which content is selected to be verbalized to 
ensure a significant increase in the effectiveness of such maps for the map-reader? 
With some user modeling incorporated in the system, one could detect and indi-
vidually support the map-user’s exploration behavior. 

− “How”: How is the content best brought to the map-reader (for example at what 
point in time, for how much time, depending on what parameters)? How should  
the content to be structured with respect to the salience of objects in the environ-
ment; what should come first, what next (in terms of linearization of the informa-
tion about space) etc.? Different strategies could be chosen, for example, fostering 

                                                           
2  In this work and its context the concept does not mean learning in one modality and testing in 

another. Instead, human activities such as learning are supported by a cognitive system that is 
supposed to make use of spatial and propositional mental representations (see, e.g., the cogni-
tive architecture proposed by Baddeley [45]).  
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a local perspective (by naming proximate landmarks before distal ones) vs. foster-
ing global perspective, or focusing on the structure of the track network (by nam-
ing 2d landmarks, like intersections) vs. focusing on the structure of the built envi-
ronment. 
The verbal annotation system would also benefit from better mental models by 

− Providing relevant redundant map content (as realized in some of the previous 
works reviewed above), or 

− Providing relevant complementary map content, or 
− Guiding the exploration strategies of the map-reader.  

For providing redundant content, some knowledge captured in the map should be 
verbalized.  For example, providing information about the intersection where the 
currently explored street ends. In this way, the map-reader does not need to extract the 
information from the map by exploring it in detail. Instead, she gets that information 
via spatial language sooner. Verbal complementary content could update a mental 
model with details that are not captured in the map. As there is lack of space in tactile 
maps, this content might add important details to be incorporated in planning or deci-
sion-making. To influence exploration, some survey information should be given 
informing the user about the local region, for example, which part of the map is she 
currently exploring and what other parts are located in which direction. In this way 
the exploration strategies that afford conceptualizing the content of the map could be 
supported. For example, when reaching an intersection (which is felt tactually) the 
user might hear an announcement about the points of interest that are in the vicinity 
(local perspective) and where the departing streets lead to (global perspective). Com-
pared to a tactile map, a VAT map could be a type of map brings an advantage to 
visually impaired people, supporting them in gaining survey knowledge of the world 
for successful navigation.  

3.4   Realizing Verbally Annotated Tactile Maps 

In a VAT map the tactile map and the verbal annotations are independent compo-
nents. The tactile map could be simulated or real: A simulated tactile map would be 
virtually explored with an actuator, for example, a force-feedback device that allows 
experiencing real forces when hitting a virtual object. Such a virtual map has the ad-
vantages that the interaction is very flexible and new environments can be simply 
loaded as new models. Unfortunately, 3d-models of particular environments, is gener-
ally not freely available. On the other hand, it is fairly easy to build such artificial 
environments. Tracking with such computer-controlled devices is also easy, as the 
actuator provides sensors to check the device’s position in space. However, the spatial 
range of such devices is currently limited, usually smaller than a realistic tactile map. 
Additionally, there is, to my knowledge, no force-feedback interface that allows for 
multi-touch interaction or that lets the user employ kinaesthetic receptors to, for ex-
amples, feel deformations (with such a device there is only rigid, point-like touch). 
Furthermore, such devices are very expensive. If the tactile map were physical, real 
touch would be possible. But, to allow for dynamic verbalization some tracking tech-
nology must be in place (computer vision could be an option). Many of the drawbacks 
of virtual maps are avoided, but some advantages would be lost as well, for example, 
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the integrated tracking. For real tactile maps, the technology to print them is afford-
able for small organizations or families. The verbal annotations to a tactile map could 
be realized through synthetic speech (the quality of such speech has improved a lot 
over the last few years), through dynamic assembly of pre-recorded audio snippets 
(this offers the best quality but is not flexible), or for experimental purposes by an 
experimenter or in a Wizard-of-Oz setting. Timely coordination and synchronization 
of both components is an important issue in all scenarios. 

3.5   Future Research with Verbally Annotated Tactile Maps 

The experiment with tactile maps that was reported here serves as one kind of base-
line for future work developing an understanding of the effects of cross-modal inter-
action and how they can be employed to ease cognition for humans, particularly for 
those with visual-impairment. The basic design will be repeated with late-blind peo-
ple, because there is good chance that they are able to perceive tactile pictures [46] 
and the organization of spatial processes seem to depend on the nature of perceptual 
input [7]. There is a good chance that they will know how to read a map. Knowing 
their strategies could inform work on how to teach other visually impaired persons to 
read and understand tactile maps [8]. 

Although there has been extensive work on visual-impairment (see Sections 1 & 
2), there is only limited work that investigates cognition in blind people in relation to 
tactile maps.  There are many open questions. For example, what is the maximum 
complexity of an environment that can be conveyed? Answering questions in this area 
would open the door to customized multimodal representations, for example VAT 
maps that make deliberate use of different cognitive subsystems to convey (spatial) 
meaning. An immediate critical question is, do visually impaired people have an ad-
vantage when they engage in wayfinding tasks after having consulted a VAT map.  

To develop VAT maps there need to be some initial guidelines for which content 
is selected to be represented in the verbal annotation system. It is likely that the com-
bination of verbal presentation in conjunction with a tactile map will have an influ-
ence on the exploration behavior of the map-reader. It is likely timing, granularity of 
presented content and context (for example task, knowledge about map conventions 
and others) will all influence the effectiveness of such systems. Further investigation 
is needed in what ways the map-reader is influenced when presented with verbal ma-
terial about (1) the direct surroundings, so that she is accommodated in her current 
situation, (2) the adjacent areas, so that she has some knowledge of the areas she 
might wander into soon, and (3) the survey perspective that makes more distant land-
marks accessible. We hypothesize that people who are presented with many pieces of 
“local content” would be more likely to build a mental model from connected repre-
sentations of local phenomena. Such a mental model would hold many local details 
but probably not much survey knowledge. As result, tasks that build on survey 
knowledge should take longer to accomplish, other cognitive tasks that need detailed 
knowledge should be solved faster. Conversely, people who are presented with many 
pieces of “survey content” would be more likely build a survey like representation 
and will be good in querying it, but have trouble with questions regarding local de-
tails. Experiments to investigate these questions (and others) will tell us more about 
how a verbal annotation system should be constructed to accommodate different types 
of uses or contexts.  
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By measuring map exploration times, acquired spatial knowledge, and subjective 
measures, such as user satisfaction, the appropriateness of VAT maps to be used for 
spatial tasks could be evaluated and could be compared to tactile maps. If people have 
an advantage interacting with such maps then this would be an argument for trying to 
facilitate navigation with VAT maps. Comparison between tactile maps and VAT 
maps is needed.  

4   Conclusion 

The literature indicates that tactile maps are a valid option for conveying spatial 
knowledge non-visually. Comprehension and spatial reasoning was tested with Tac-
tile You-Are-Here maps. The results showed that tactile YAH maps were understand-
able and map-readers performed well in spatial reasoning tasks. Different guiding 
types of YAH-symbol were tested. The less the guides interfered with the map con-
tent, the more useful they were. Map entities that were only useful for finding the 
YAH symbol but not for exploring and learning the map were judged to hinder explo-
ration. In some cases they influenced learning in such a way that no survey model of 
the environment could be externalized (in sketch drawing). Having too many entities 
in tactile YAH maps likely hinder understanding the map.  

To overcome this limit, some researchers favor a multimodal approach to convey-
ing spatial knowledge to visually impaired people. Even if there is some evidence that 
in particular experiments there was no interaction between tactile and verbal channel 
[47], others have shown that reading tactile maps is improved by combining auditory 
and haptic information [41]. Going beyond the approaches that employ different sen-
sory modalities this paper suggests an approach to employing different representa-
tional modalities. As an external multimodal representation I introduced the concept 
of a Verbally Annotated Tactile map. With this type of multimodal map, it might be 
possible to circumvent the bottleneck of low-detail and hard to interpret maps. Using 
VAT maps, inefficient navigation strategies might be avoided as people could build a 
richer model of what surrounds them through cross-modal interaction of propositional 
and spatial internal representations.  

Issues that need to be addressed to fully realize the potential of VAT maps were 
discussed. The central issues to be addressed relate to the questions about which granu-
larity of content best support navigation using a VAT map, which content should be 
verbalized or be represented tactually in a VAT map, and how should this content be 
structured and synchronized to map exploration behavior to best support the activities 
and strategies of the map-readers. Research in these directions has only just begun [48]. 
Through the investigation of the usage of VAT maps in spatial cognition tasks, and 
consideration of the value of such maps for visually impaired people when they engage 
in wayfinding tasks we may realize the goal of identifying the principles to successful 
construction of cognitively adequate tactile maps for navigation.  
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Abstract. We present a learning approach for efficiently inducing adap-

tive behaviour of route instructions. For such a purpose we propose a

two-stage approach to learn a hierarchy of wayfinding strategies using

hierarchical reinforcement learning. Whilst the first stage learns low-level

behaviour, the second stage focuses on learning high-level behaviour. In

our proposed approach, only the latter is to be applied at runtime in

user-machine interactions. Our experiments are based on an indoor nav-

igation scenario for a building that is complex to navigate. We compared

our approach with flat reinforcement learning and a fully-learnt hierarchi-

cal approach. Our experimental results show that our proposed approach

learns significantly faster than the baseline approaches. In addition, the

learnt behaviour shows to adapt to the type of user and structure of

the spatial environment. This approach is attractive to automatic route

giving since it combines fast learning with adaptive behaviour.

1 Introduction

Adaptive route instructions provide a human user with information that is specif-
ically suitable to his or her needs by taking the current situation and individual
properties of the user into account. Such kind of adaptation is achieved along two
dimensions: (a) the cognitive principles underlying human route descriptions and
(b) models of different user types who may differ in their informational needs.
The first aspect is related to what Lovelace et al. [1] stated as characteristics
of good route descriptions, which are based on experimental findings involving
human route descriptions. These include the preference of landmarks over met-
rical distances or purely path-based information, the inclusion of confirmatory
information on long route segments to prevent the user from going too far, and
limiting the amount of detail to a necessary minimum to avoid redundancy. The
second aspect is related to the fact that users may differ in their amount of prior
knowledge and hence in their informational needs or preferences. For example,
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a user who is (partially) familiar with an environment might prefer the short-
est route to some destination, while an unfamiliar user might prefer the easiest
route in order not to get lost. Similarly, while the first type of user might be
able to find their way with a limited amount of detail and perceive too much re-
dundancy as disturbing or patronizing, the latter type of user will likely require
more guidance.

In this paper, we address the topic of generating online adaptive route instruc-
tions using reinforcement learning (RL) [2]. In order to achieve adaptive route
instructions while keeping the system efficient, as it is needed in navigation sys-
tems, for example, we propose to apply a two-stage approach to learn a hierar-
chy of wayfinding strategies employing hierarchical reinforcement learning (HRL).
In a first stage, we learn low-level behaviour, such as ‘left’ or ‘right.’ In a second
stage, we learn high-level behaviour, such as ‘go to the next junction.’ The latter
behaviour can be applied in online user-machine interactions to provide online
adaptation and interactive route guidance. This enables the system to identify a
user’s prior knowledge and information needs during an interaction and to flexi-
bly adapt to them. We present experimental results, based on a simulated envi-
ronment, that compare flat RL with HRL fully-online and semi-online behaviour.
We demonstrate that the semi-online policies are learnt faster and more efficiently
than the others and hence are suitable for online learning and adaptation.

This paper is organized as follows: Section 2 gives an overview of related work
on adaptive route generation. Sections 3 and 4 introduce the approaches of re-
inforcement learning and hierarchical reinforcement learning, respectively, while
the performance of fully-online and semi-online learnt behaviours are compared
in Section 5. In that section, we will show that our proposed approach is promis-
ing for its application in online user-machine interaction and that it can be used
for inducing adaptive behaviour in in-situ navigation assistance.

2 Related Work on Route Instruction Generation

Related work on generation of adapative route instructions has addressed several
issues, including the usage of landmarks, cognitive adaquacy of route descriptions
in changing spatial situations, and the tailoring of route descriptions towards
different user groups. Landmarks are highly prominent features in route direc-
tions [3], both because they are crucial elements in structuring human knowledge
about an environment [4] and because they are powerful means to link wayfind-
ing actions to the points along a route where they have to be performed, i.e.,
in providing procedural information [1]. In general human direction givers try
to provide concise instructions, in order not to overload the receiver with too
much information [5]. The procedural nature of landmarks makes them essen-
tial elements in human route directions, which can also be attributed to cogni-
tive landmark-based mechanisms of combining several consecutive instructions
into a single, higher-order instruction, which is more compact (so called spatial
chunking, [6]). Not surprisingly, landmarks were identified as one key feature of
improving automated navigation services [7, 8]. However, today’s commercially
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available navigation services hardly include any landmarks at all. They produce
instructions in a uniform, repetitive form, referring to street names and metric
distances only.

In addition to the inclusion of landmarks in route directions, a further issue
of major relevance in the context of this paper is adaptation to changing spatial
situations. As pointed out by Klippel et al. [9], people vary descriptions on what
to do at intersections to both what action has to be performed (a functional as-
pect) and to the layout of the intersection, including the presence of landmarks
(a structural aspect). More generally, people adapt instructions to the assumed
recipients’ information needs, which includes taking into account the transporta-
tion means and the required detail (scale) to locate the destination (e.g., an ATM
mounted on a wall of a bank compared to the bank building itself) [10]. Attempts
to capture this need for adaptation in automated services were pursued on dif-
ferent levels. Some approaches aimed for adapting the underlying route to travel
between origin and destination by searching for the simplest path [11], the most
reliable path, i.e., the one with the least probability for wayfinding errors [12],
or the path that is the simplest to describe [13].

Systems that have attempted to integrate several of the abovementioned prin-
ciples include Dale et al.’s CORAL system [14]. It uses data that is available from
existing geographical databases to identify relevant information for describing a
route, which includes features that may serve as landmarks. The authors apply
natural language generation methods to construct instructions that adapt to
the given environment. Namely, these methods are segmentation (comparable to
spatial chunking), which groups single instructions into higher-level instructions,
and aggregation, which is a process to construct sentences that communicate sev-
eral pieces of information at once. A similar approach was presented by Richter
[15]. His work focused on the steps before the actual information presentation,
i.e., the identification of relevant information and spatial chunking. It includes
methods for determining the functional roles of different kinds of landmark can-
didates, among them point-like, linear, area-like features, as well as intersection
structure (cf. [16]), and an optimization process to find the ‘best’ combination
of chunks (e.g., the most concise description of a route).

Research that applied machine learning to route generation includes work by
Marciniak and Strube [17, 18], who used machine learning techniques to generate
natural language route directions. Using a manually annotated corpus of existing
route directions as input, they had their system learn K* classifiers [19] for
individual elements of a vector representation of an expression’s form. Overall
expression generation is then realized as a cascade of these classifiers, where
later classifiers can make use of the output of earlier classifiers. Expressions are
represented as tree adjoining grammars (TAGs).

We are not aware of any prior work that has applied reinforcement learning to
adaptive route instruction generation. In the rest of the paper we show that hier-
archical reinforcement learning (based on the divide-and-conquer approach) is a
promising method to optimize—in an efficient and scalable way—the behaviour
of adaptive route instruction generation systems.
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3 Reinforcement Learning for Route Instruction
Generation

3.1 Adapting to a User’s Behaviour with Reinforcement Learning

Reinforcement learning is particularily useful if the characteristics of an under-
lying system are unknown or only partially known. This is what we encounter
when generating adaptive route instructions. Generated route instructions so far
make assumptions on how a user can cope with the produced directions. While
these assumptions may hold for a majority of users, it does not take special
skills or preferences of an individuum into account. For example, a user famil-
iar with an environment will prefer different instructions than someone visiting
this place for the first time. Presented with instructions aiming at the experts’
knowledge, the unexperienced user will most likely fail to follow the instructions
correctly. Other users may just have shifted preferences (like counting crossroads
or looking for landmarks). These preferences can be assumed, but usually not
fully described, and are a matter of observation of the user’s interaction with
the environment.

This observed interaction is the fundament of reinforcement learning, as the
learned behaviour (the policy) is adapted by rewards depending on actions agents
perform within their environment. RL is able to produce an optimal policy for a
system that cannot be described in a closed form simply by interacting with it.
Thus, it becomes a valuable means for generating adaptive route instructions.

3.2 Formalization of the Learning Task

A user-machine interaction for route instruction generation can be described
as follows: The machine receives a user input (e.g., a query requesting instruc-
tions or the user’s current location) to navigate from an origin to a destination.
It enters such information into its knowledge base and then extracts an envi-
ronment state s to choose an instruction (also referred to as ‘action’ a). Then,
the chosen action is used to generate the corresponding output conveyed to
the user. These kinds of interactions are followed in an iterative process until
the goal is reached. Assuming that the machine receives a numerical reward r
for executing action a when the spatial environment makes a transition from
state st (at time t) to a next state st+1, an interaction can be expressed as
{s1, a1, r2, s2, a2, r3, ..., sT−1, aT−1, rT , sT }, where T is the final time step.

Such sequences can be used by a reinforcement learning agent to optimize the
behaviour of the route instruction controller. A reinforcement learning wayfind-
ing agent aims to learn its behaviour from interaction with an environment,
where situations are mapped to actions by maximizing a long-term reward sig-
nal. The standard reinforcement learning paradigm makes use of the formalism
of Markov Decision Processes (MDPs) [2]. An MDP is characterized by a set
of states S, a set of actions A, a state transition function T , and a reward or
performance function R that rewards the agent for each selected action. A given
sequence of states, actions, and rewards receives a total cumulative discounted
reward expressed as
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r = r1 + γr2 + γ2r3 + ...γτ−1rτ =
τ−1∑
k=0

γkrk+1, (1)

where the discount rate 0 ≤ γ ≤ 1 makes future rewards less valuable than
immediate rewards as it approaches 0. In the equation above, the term on the
right-hand side is referred to as ‘the expected value of the reward,’ and can be
computed recursively using a state-value function V π(s), which returns the value
of starting in state s and then following policy π thereafter. The value-function
is defined by the Bellman equation for V π expressed as

V π(s) =
∑

a

π(s, a)
∑
s′

P (s′|s, a) [R(s′|s, a) + γV π(s′)] . (2)

Alternatively, the expected value of the reward can also be computed recursively
using an action-value function Qπ(s, a), which returns the cumulative reward of
starting in state s, taking action a and then following policy π thereafter. The
action-value function is defined by the Bellman equation for Qπ expressed as

Qπ(s, a) =
∑
s′

P (s′|s, a) [R(s′|s, a) + γV π(s′)] . (3)

An optimal policy π∗ can be found by using the following Bellman equations
that represent a system of equations, one for each state:

V ∗(s) = max
a

∑
s′

P (s′|s, a) [R(s′|s, a) + γV ∗(s′)] , (4)

or state-action pair:

Q∗(s, a) =
∑
s′

P (s′|s, a)
[
R(s′|s, a) + γ max

a′
Q∗(s′, a′)

]
. (5)

Finally, an optimal policy performs action selection according to

π∗(s) = arg max
a∈A

Q∗(s, a). (6)

The optimal policy π∗ can be found using reinforcement learning algorithms such
as Q-learning or SARSA [2]. However, the flat tabular reinforcement learning
framework lacks scalability, that is, it requires very long training times as the
problems become more complex and learning becomes infeasible for anything
but very small state spaces [20]. But for generating online route instructions
we must rely on fast training times and immediate adaptations. Thus, we use
a hierarchical reinforcement learning framework that decomposes an MDP into
a hierarchy of Semi-Markov decision processes (each one representing a sub-
sequence of instructions). This approach has been successfully applied to spoken
dialogue agents with large state spaces [21, 22].
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4 Hierarchical Reinforcement Learning Approaches for
Route Instruction Generation

In this research we treat the task of route instruction generation as a discrete
Semi-Markov Decision Process (SMDP) in order to address the problem of scal-
able optimization. A discrete-time SMDP M = <S, A, T, R> is characterized by
a set of states S; a set of actions A; a transition function T that specifies the
next state s′ given the current state s and action a with probability P (s′, τ |s, a);
and a reward function R(s′, τ |s, a) that specifies the reward given to the agent
for choosing action a when the environment makes a transition from state s to
state s′. The random variable τ denotes the number of time-steps taken to ex-
ecute action a in state s. This formulation allows temporal abstraction, where
actions take a variable amount of time to complete their execution [23]. In this
model two types of actions can be distinguished: (a) primitive actions roughly
corresponding to low-level instructions (e.g., straight, right, left, turn around),
and (b) composite actions corresponding to sub-sequences of instructions (e.g.,
go to the other end of the corridor). Whilst the root and children models exe-
cute primitive and composite actions, the grandchildren models—at the bottom
of the hierarchy—execute only primitive actions.

4.1 Fully-Online Hierarchical Learning

This research treats each composite action as a separate SMDP as described in
Cuayáhuitl [21]. In this way an MDP can be decomposed into multiple SMDPs
hierarchically organized into L levels and N models per level. We denote each
SMDP as M = {M i

j}, where j ∈ {0, ..., N − 1} and i ∈ {0, ..., L− 1}. Thus, any
given SMDP in the hierarchy is denoted as M i

j = <Si
j , A

i
j , T

i
j , R

i
j>, see Figure 1

for an illustration. The indexes i and j only identify an SMDP in a unique way
in the hierarchy, they do not specify the execution sequence of SMDPs because
that is learnt by the reinforcement learning agent.

The goal in an SMDP is to find an optimal policy π∗ that maximizes the
reward of each visited state. The optimal action-value function Q∗(s, a) specifies
the expected cumulative reward for executing action a in s and then following
π∗. The Bellman equations for Q∗ of subtask M i

j can be expressed as

Q∗i
j (s, a) =

∑
s′,τ

P i
j (s′, τ |s, a)[Ri

j(s
′, τ |s, a) + γτ max

a′
Q∗i

j (s′, a′)], (7)

The optimal policy for each model in the hierarchy is defined by

π∗i
j (s) = arg max

a∈Ai
j

Q∗i
j (s, a). (8)

These policies can be found by reinforcement learning algorithms for SMDPs
such as the Hierarchical Semi-Markov Q-Learning algorithm (also referred to
as HSMQ-Learning) [24]. In this algorithm, the action-value function Q∗i

j of
equation 7 is approximated according to
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Fig. 1. Hierarchy of SMDPs M i
j , where i denotes a level and j the model per level. In

each SMDP, bottom circles represent environment states, rectangles represent actions,

and diamonds represent rewards.

Qi
j(st, at) ← (1 − α)Qi

j(st, at) + α
[
rt+τ + γτ max

a′
Qi

j(st+τ , a′)
]
. (9)

The summation over all τ time steps as they appear in equation 7 is reflected
here by using cumulative rewards rt+τ = rt+1 + γrt+2 + γ2rt+3 + ... + γτ−1rt+τ

received for executing actions at, and by raising γ to the power τ .

4.2 Semi-online Hierarchical Learning

Because efficient learning is required at runtime (i.e., users should not wait too
long for receiving route instructions), we propose a two-stage approach to speed
up the hierarchical method above. The first stage—applied before user-machine
interaction—induces the behaviour of the policies at the bottom of the hierarchy,
expressed as

π∗L−1
j (s) = arg max

a∈AL−1
j

Q∗L−1
j (s, a), (10)

where the index L − 1 represents the bottom layer in the hierarchy. The second
stage—applied at runtime user-machine interaction—induces the behaviour of
parent agents and the bottom agent including the goal state, expressed as

π∗i
j (s) = arg max

a∈Ai
j

Q∗i
j (s, a), ∀i 
= L − 1 ∨ sg ∈ Si

j , (11)

where sg is the goal state. Our approach avoids learning from scratch by reusing
learnt behaviour from the first stage, and focuses on learning high-level be-
haviour. The same learning algorithm can also be used to find the policies above.
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5 Experiments and Results

The aim of our experiments was: (1) to provide a proof-of-concept application of
our semi-online learning approach by comparing it against fully-online flat and
hierarchical learning, and (2) to induce adaptive behaviour for familiar and unfa-
miliar users. Our experiments are based on indoor route instruction generation,
and use a simulated spatial environment with data derived from a real building
that is complex to navigate. We employ data from a single floor, which is rep-
resented as an indirected graph (see Fig. 2). Such a graph and the stochastic
behaviour described in subsection 5.2 form the agent’s learning environment.

Fig. 2. Map showing an undirected graph of the spatial data used for learning naviga-

tional behaviour. The small black circles represent graph nodes, which are connected

with the corresponding edges so that navigation is allowed between corridors and rooms.
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5.1 Experimental Setting

Flat reinforcement learning used the state space representation shown in Table 1,
and the action set shown in Table 2, resulting in a space of 896000 state-actions.
Whilst the first two state variables (location and orientation) represent basic
information that can be used for local navigational decisions, the other state
variables (score of best landmark, segment length, segments to follow, and user
type) represent information of the route trajectory that can be used for more
informative navigational decisions. The latter can take into account the inclusion
or exclusion of landmarks and using a trajectory that is less confusing to follow
according to the given stochastic environment.

The reward function addresses compact instructions based on the shortest
number of turns. It is defined by the following rewards given to the reinforcement
learning agent for choosing action a when the environment makes a transition
from state s to state s′:

r(s, a, s′) =

⎧⎨
⎩

0 for reaching the goal state
-1 for a straight action.

-10 otherwise.
(12)

For hierarchical learning, the state-action space representation used 82 models
(one parent and 81 children) induced automatically from turning points in the
spatial environment. Whilst the root agent used child agents instead of the action

Table 1. State variables for generating indoor route instructions. Flat learning used a

graph with 400 nodes, corresponding to |S| = 400 ∗ 4 ∗ 5 ∗ 2 ∗ 4 ∗ 2 = 128000 states. We

follow Raubal & Winter [25] to rank landmarks based on the categories suggested by

Sorrows & Hirtle [4].

Variable Values Description

Location (x,y) Coordinates of graph nodes from the space

Orientation {0, 1, 2, 3} Corresponding to ‘south’, ‘north’, ‘east’, ‘west’

Score of best landmark {0, 1, 2, 3, 4} The higher the more suitable

Segment length {0, 1} Corresponding to ‘short’ and ‘long’

Segments to follow {0, 1, 2, 3} Number of segments in the location

User type {0, 1} Corresponding to ‘unfamiliar’ and ‘familiar’

Table 2. Primitive actions for generating indoor route instructions

Action Description

straight go straight

left nolandmark turn left without referring to a present landmark

left landmark turn left referring to a present landmark

right nolandmark turn right without referring to a present landmark

right landmark turn right referring to a present landmark

turnaround nolandmark turn around without referring to a present landmark

turnaround landmark turn around referring to a present landmark
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‘straight’, the child agents used the same action set as the flat learning agent. In
addition, these experiments used the same state transition and reward functions
as in flat learning, used in each agent.

The learning setup used Q-Learning for flat reinforcement learning [2] and
HSMQ-Learning for hierarchical reinforcement learning (briefly described in the
previous section). The learning parameters used by the algorithms were the same
for all learning approaches. The learning rate parameter α decays from 1 to 0
according to α = 100

(100+τ) , where τ represents elapsed time-steps in the current
subtask. Each subtask M i

j had its own learning rate. The discount factor γ = 1
makes future rewards as valuable as immediate rewards. The action selection
strategy used ε-Greedy with ε = 0.01, and initial Q-values of 0.

5.2 Stochastic Behaviour in the Learning Environment

The conditional probabilities shown in Table 3 were used to model user confu-
sion in indoor wayfinding. Such probabilities were hand-crafted according to the
following assumptions.

– Unfamiliar users get more confused than familiar users.
– Goal destinations within short segments (corridors) are easier to find than

within long segments.
– Users get more confused at junctions with three or more segments than with

two or less segments.
– The confusion is lower when following suitable landmarks (score ≥ 3), and

higher when following less suitable landmarks (score ≤ 2).

Finally, because the probabilities above are location-independent for the spatial
environment, we used additional location-dependent probabilities expressed as

Pr(UserConfusion|TurningPoint, Orientation, UserType) (13)

for modelling user confusion, specifically at turning points.

5.3 Experimental Results

Figure 3 shows the learning curves of policies for an average-sized route instruc-
tion, averaged over 10 training runs of 104 episodes. It can be observed that our
proposed approach learned faster than the other approaches. Whilst the latter
two require four orders of magnitude (104 episodes), our proposed approach re-
quired only three orders of magnitude (103 episodes). The fact that our proposed
approach stabilizes its behaviour much more quickly than the others suggests
that it has promising application for online user-machine interaction. To give
an idea of learning times, the instructions shown in Table 4 took 3.2 seconds to
generate using 1000 episodes on a MacBook computer (processor Intel Core 2
Duo of 2.4 GHz and 2GB in RAM).

The first column of the sample set shown in Table 4 shows the navigation
policies π∗i

j used by the hierarchical learning agent, where index j of the lower
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Table 3. Conditional probability table to model user confusion in wayfinding. The first

four columns are state variables (see Fig. 1 for a description of their values) and the last

two columns are state transition probabilities. Notation: s = current environment state,

s̃′ =distorted next state, awl =action with landmark, awol =action without landmark.

User Type Segment Length Segments to Follow Landmark Weight P (s̃′|s, awl) P (s̃′|s, awol)

0 0 ≤ 2 ≤ 2 .10 .15

0 0 ≤ 2 ≥ 3 .10 .10

0 0 ≥ 3 ≤ 2 .10 .25

0 0 ≥ 3 ≥ 3 .10 .20

0 1 ≤ 2 ≤ 2 .10 .15

0 1 ≤ 2 ≥ 3 .10 .10

0 1 ≥ 3 ≤ 2 .10 .35

0 1 ≥ 3 ≥ 3 .10 .30

1 0 ≤ 2 ≤ 2 .05 .10

1 0 ≤ 2 ≥ 3 .05 .05

1 0 ≥ 3 ≤ 2 .05 .15

1 0 ≥ 3 ≥ 3 .05 .10

1 1 ≤ 2 ≤ 2 .05 .10

1 1 ≤ 2 ≥ 3 .05 .05

1 1 ≥ 3 ≤ 2 .05 .20

1 1 ≥ 3 ≥ 3 .05 .15
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Fig. 3. Learning curves of route instruction strategies with three learning approaches.

We plot the average number of primitive actions because our learning agents aim for

efficient trajectories according to the given stochastic environment. Alternatively, other

measures can be used, such as average number of textual route instructions.
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Table 4. Sample generation of route instructions using a hierarchy of policies π∗i
j ,

where π∗0
0 is the root policy and π∗1

j are the children policies. Whilst the former is used

to navigate from origin to destination, the latter are used to navigate across segments.

The term ‘segment’ used here denotes a route with a start and end junctions, but

without intermediate junctions.

Policy Environment State Actions Interpretation

π∗0
0 (2250,1330),3,0,0,0,0 π∗1

307−314 Go straight until

π∗1
307−314 (2250,1330),3,0,0,0,0 straight (3 times) the second junction.

π∗0
0 (1690,1260),3,1,0,3,0 π∗1

314−192

π∗1
314−192 (1690,1260),3,1,0,3,0 straight

π∗0
0 (2250,1330),3,0,0,0,0 left landmark Turn left at <landmark>

π∗0
0 (1480,1260),0,1,1,3,0 π∗1

192−1000 and go straight until

π∗1
192−1000 (1480,1260),0,1,1,3,0 straight (six times) the next junction.

π∗0
0 (1480,1885),0,2,1,3,0 right landmark, π∗1

1000−110 Turn right at <landmark>
π∗1

1000−110 (1480,1885),3,3,1,3,0 straight (15 times) and go straight until

the next junction.

π∗0
0 (480,1880),3,1,1,3,0 right landmark, π∗1

110−89 Turn right at <landmark>
π∗1

110−89 (480,1880),1,3,1,3,0 straight (9 times) and go straight until

π∗0
0 (480,1480),1,1,1,3,0 π∗0

89−15 <landmark>, the destination

π∗0
89−15 (480,1480),1,1,1,3,0 straight (4 times) will be at your right.

right landmark, straight

π∗0
0 (580,1260),2,1,1,0,0 [goal state]

level of the hierarchy represents a route segment with graph nodes ‘start-end’.
For example, policy π∗1

192−1000 navigates from node 192 to node 1000. The sec-
ond column shows the environment state using the state variables described in
Table 1. The third column shows the actions taken by the agent; recall that
whilst the hierarchical learning agents take primitive actions a and composite
actions π∗i

j , the flat learning agent only takes primitive actions. The fourth and
final column provides an interpretation of chunked route instructions, where the
chunking is based on major changes of direction such as left or right.

Our preliminary results show that the learnt policies include more landmarks
for unfamiliar users, which would result in longer natural language instructions
that provide a better anchoring of actions in the environment. In addition, we
observed that the learnt behaviour can provide tailored instructions for user
types. For example, the partial map shown in Figure 4 shows two routes, one
for each type of user. Whilst the learnt route for the familiar user followed the
trajectory 307, 306, 315, 437, 356, 363, 364, the learnt route for the unfamiliar
user followed the trajectory 307, 314, 192, 1000, 239, 227, 363, 364. The former
route included 28 nodes and is shorter than the latter with 34 nodes, but the
latter was found easier to navigate, avoiding user confusions in the stochastic
environment.

Finally, additional stochastic behaviour can be incorporated in the spatial
environment in order to support other forms of adaptive behaviour. For exam-
ple, the learning agent can ask the user for about intermediate locations, where
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307

114
192

1000

227
356

364

437

306 315

363

239

origin

destination

Fig. 4. Partial map illustrating an example of adaptation to the user type: familiar

and unfamiliar. Whilst the learnt route for the familiar user followed the trajectory

307, 306, 315, 437, 356, 363, 364, the learnt route for the unfamiliar user followed the

trajectory 307, 314, 192, 1000, 239, 227, 363, 364.



332 H. Cuayáhuitl et al.

each location can incorporate a probability distribution of being known. This
is reasonable if we assume that users have partial knowledge of the spatial en-
vironment. Intermediate locations may then serve as alternative starting points
for providing route directions (e.g., ”if you know the main staircase, go there
first”). Such probabilistic knowledge can be derived from prior knowledge or
learnt from data. The proposed reinforcement learning approach can be used to
derive a unified set of optimized behaviours.

6 Conclusions and Future Work

We have presented an approach for fast reinforcement learning of route instruc-
tion strategies. This approach decomposes a problem into subproblems in order
to learn low-level behaviour in advance (i.e., before user-machine interaction),
and at run-time it learns high-level behaviour. We evaluated our approach in
a simulated environment for indoor wayfinding, and compared it against flat
reinforcement learning and hierarchical fully-learnt behaviour. We found that
whilst the latter two require four orders of magnitude (104 episodes) to learn
the behaviour of an average-sized route, our proposed approach required only
three orders of magnitude (103 episodes). This result suggests that our method
is suitable for its application in online user-machine interactions. Furthermore,
the learnt policies induced different behaviour according to different given prob-
abilistic state transition function that modelled user confusions in wayfinding.
Thus, the proposed system is able to produce user-adaptive route instructions.

Suggested future work is as follows:

– To evaluate our proposed approach in an environment with real users. This
is necessary in order to assess the agents performance in a quantitative and
qualitative way. For such a purpose, our proposed approach can be integrated
into a (spoken) dialogue system with natural language input and output, as
described in [26].

– To investigate how to guide (confused) users in a dialogic interaction, where
adaptive guidance would be essential for successful wayfinding. Such be-
haviour could address the issue of learning to negotiate route instructions.
This makes reinforcement learning attractive to wayfinding systems because
it optimizes decision-making given the history of the interaction represented
in the environment state.

– To test different state representations and reward functions, for instance, the
performance function induced from wayfinding dialogues described in [27].

– In a next step we plan to employ techniques of spatial abstraction to include
structural knowledge into the state representation [28]. This would allow for
another speed-up in learning and for reusing gained knowledge in previously
unexplored situations [29]. This is especially useful if the optimization of
a hierarchical agent is intractable (i.e., the state-action space becomes too
large and is indecomposable).
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Abstract. Across cultures, people conceptualize time as if it flows along a hori-
zontal timeline, but the direction of this implicit timeline is culture-specific: in 
cultures with left-to-right orthography (e.g., English-speaking cultures) time 
appears to flow rightward, but in cultures with right-to-left orthography (e.g., 
Arabic-speaking cultures) time flows leftward. Can orthography influence im-
plicit time representations independent of other cultural and linguistic factors? 
Native Dutch speakers performed a space-time congruity task with the instruc-
tions and stimuli written in either standard Dutch or mirror-reversed Dutch. Par-
ticipants in the Standard Dutch condition were fastest to judge past-oriented 
phrases by pressing the left button and future-oriented phrases by pressing the 
right button. Participants in the Mirror-Reversed Dutch condition showed the 
opposite pattern of reaction times, consistent with results found previously in 
native Arabic and Hebrew speakers. These results demonstrate a causal role for 
writing direction in shaping implicit mental representations of time.  

Keywords: Culture, Metaphor, Orthography, Space, Time. 

1   Introduction 

Space and time are intertwined in the human mind, as they are in the physical world. 
The theory that people use spatial representations to think about time, first inspired by 
patterns in metaphorical language [1, 2], is now supported by numerous behavioral 
and neuroscientific experiments [e.g., 3, 4, 5, 6, 7].  

Yet, the way people use space to talk about time is not necessarily the same way 
they use space to think about it. In English and many other languages, metaphors 
suggest that time flows along the sagittal (front-back) axis: deadlines lie ahead of us 
or behind us; we can look forward to our golden years or look back on our salad days. 
Other languages also make use of the vertical axis to talk about time. In Mandarin 
Chinese, ‘the up month’ means a month earlier and ‘the down month’ a month later 
[8]. Yet, no known spoken language uses the lateral (left-right) axis to talk about time 
conventionally, and invented left-right metaphors for time sound nonsensical: Mon-
day comes before Tuesday, not to the left of Tuesday [9].  

Despite the total absence of left-right metaphors in spoken language, there is strong 
evidence that people implicitly associate time with left-right space. Furthermore, the 
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direction in which time flows along people’s imaginary timeline varies systematically 
across cultures. In one study, Tversky, Kugelmass, & Winter [10] asked children and 
adults to place stickers on a page to indicate where breakfast and dinner should ap-
pear relative to the lunch sticker, in the middle of the page. Whereas English speakers 
placed breakfast on the left and dinner on the right of lunch, Arabic speakers preferred 
the opposite arrangement. Fuhrman and Boroditsky [11] showed a similar pattern in a 
reaction time (RT) task. English- and Hebrew-speaking participants judged whether 
the second of two pictures showed an earlier or later stage of an unfolding event. 
English speakers’ judgments were fastest when earlier was mapped to the left button 
and later to the right, but Hebrew speakers showed the opposite pattern. Ouellet, et al. 
[12] asked Spanish and Hebrew speakers to judge auditorily presented words referring 
to the past or future with either their left or right hand, and found a similar reversal of 
the lateral space-time mapping across groups.  

These experimental data reflect patterns that can be found in spontaneous behavior, 
as well. When English speakers produce co-speech gestures they tend to use the  
lateral axis for time, much more often than the sagittal axis [13, see also 14; 9; 15]. 
Earlier times are on the left and later times on the right of body-centered space. Pre-
liminary data from our lab suggests that Spanish speakers’ gestures follow a similar 
pattern, but Arabic speakers’ spontaneous gestures show the reverse mapping 
(Romàn, Casasanto, Jasmin, & Santiago, in prep).  

Across cultures, the direction in which time flows along the mental timeline varies 
predictably with the orthography of the dominant language: time flows rightward in 
cultures whose literate members use a left-to-right orthography and leftward in cul-
tures that use a right-to-left orthography. Yet, despite this clear correlation, it is not 
known to what extent reading and writing direction is a cause or an effect of cross-
cultural variation in implicit space-time mappings.  

In principle, a culture’s writing system could emerge with one directionality or an-
other as a consequence of culture-specific conceptions of time -- not the other way 
around. This seems especially plausible for cultures where literacy (or mass-literacy) 
is a recent development. Alternatively, directionality in both orthography and in 
thought could arise due to cultural bootstrapping from material artifacts like calendars 
(whether the calendar is a grid on a piece of paper, knots on a string, notches on a 
branch, etc.) or other devices for keeping track of time (e.g., a solar clock) or number 
(e.g., a horizontal abacus) [16]. Cultural practices tend to covary: groups who write 
from left to right often spatialize time on calendars and numbers on graphs from left 
to right, as well. Based on correlational data, it is not possible to determine whether 
experience reading or writing plays any causal role in fixing the direction of implicit 
space-time mappings.  

Here we performed an experimental intervention to determine whether experience 
with reading a left-to-right or right-to-left orthography is sufficient to determine the 
direction of people’s implicit associations from space to time. Native Dutch speakers 
were assigned to perform one of two space-time congruity tasks. In one task (Experi-
ment 1), participants saw past-oriented phrases (e.g. a year earlier) and future-
oriented phrases (e.g. a decade later) appear on the screen one at a time, in standard 
Dutch orthography. As soon as each phrase appeared, they pressed a button (located 
on the left or right of a keyboard) to indicate the temporal reference of the phrase 
(past or future). Each participant performed two blocks: in one block the left-right key 
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mapping required responses that were congruent with a left-to-right flow of time, and 
in the other responses were congruent with a right-to-left mapping. The order of 
blocks was counterbalanced across participants. We predicted that, on average, par-
ticipants would show an RT advantage for responses consistent with standard Dutch 
orthography (left-to-right).   

The other task (Experiment 2) was identical to the first, with one exception: all in-
structions and stimuli were presented in mirror-reversed text. Reading requires scanning 
the page in a particular direction: normally for Dutch speakers reading each line of a 
text requires moving the eyes gradually from the left to the right side of the page or the 
computer screen. As such, moving rightward in space is tightly coupled with ‘moving’ 
later in time. We reasoned that if the habit of reading from left-to-right contributes to an 
implicit left-to-right mapping of time in readers’ minds, then practice reading in the 
opposite direction should weaken and eventually reverse this mapping. 

2  Space-Time Congruity with Standard Orthography 

In Experiment 1, all instructions and stimuli were presented in standard Dutch orthog-
raphy. We conducted Experiment 1 to validate the use of this space-time congruity 
paradigm in native Dutch speakers, and to provide a comparison group for the mirror-
reading group.  

2.1   Methods 

Participants. Native Dutch speakers (N=32) performed Experiment 1 in exchange for 
payment. 

Stimuli. Temporal phrases were constructed in Dutch, each with 3 words. The first 
word was an indefinite article, the second word a temporal interval, (tr., second, mo-
ment, minute, hour, day, week, month, season, year, decade, century, millennium), 
and the third word a temporal modifier (tr., before, after, earlier, later). The twelve 
temporal intervals were fully crossed with the four temporal modifiers to produce 48 
temporal phrases (e.g., a day before; a century after; a year earlier; a week later). 
Half of the phrases referred to an earlier (past-oriented) interval of time (i.e., if the 
modifier was earlier or before), and the other half referred to a later (future-oriented) 
interval (i.e., if the modifier was later or after). Two of the modifiers were spatial 
terms used metaphorically (before, after), and the other two were purely temporal 
terms with similar meanings (earlier, later). Phrases were presented in the center of a 
Macintosh laptop screen (resolution=1024x768), in black 48-point Arial font, on a 
white background. 

Apparatus. Participants were seated at a desk. Two A4 Xerox paper boxes were 
stacked on the desk, and a laptop computer was secured on top of them, to raise the 
screen to approximately the participants’ eye-level. A standard USB keyboard was 
mounted horizontally on the side of the upper box, with the keys facing the partici-
pant, at about shoulder level. The keyboard was covered with a sheet of black plastic 
with holes that exposed only the three keys needed for responses: the “A” key on the 
left, the “apostrophe” key on the right, and the “H” hey in the middle. The middle key 
was aligned with the center of the laptop screen, and the left and right keys were 
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equidistant from it. The left key was covered with a blue sticker and the right key a 
red sticker, or vice versa, with the key colors counterbalanced across subjects.  

Procedure. The experiment consisted of two blocks. In each block, each of the 48 
temporal phrases was presented once, for a total of 96 trials. Written instructions 
appeared on the screen before each block. In one of the blocks, participants were 
instructed that as soon as each phrase appeared, they should press the blue button if 
the phrase referred to an interval of time in the past (e.g., a week earlier) and the red 
button if it referred to an interval of time in the future (e.g., a week later). In the other 
block, the mapping between the red/blue keys and pastward/futureward phrases was 
reversed. To ensure that participants remembered the correct color-time mapping, 
after reading the instructions they were required to rehearse the correct color-time 
mapping aloud 5 times, before each block (e.g., “past=blue, past=blue, past=blue, 
etc.; future=red, future=red, future=red, etc.) 

At the beginning of each trial the word ‘ready’ appeared in the center of the screen 
and remained there until the participant pressed the middle white button. ‘Ready’ was 
then replaced by a fixation cross. Participants were instructed to hold down the white 
button for as long as the fixation was shown. Its duration was varied randomly from 
300-450 ms, in 50 ms increments, to make its duration unpredictable and discourage 
anticipatory movements. The fixation was then replaced by one of the 48 temporal 
phrases. Participants were instructed to press the colored button corresponding to the 
temporal reference of the phrase as quickly and accurately as possible. The phrase 
remained on the screen until the participant responded, at which time it was replaced 
by the ‘ready’ message to begin the next trial.  

Participants pressed buttons with the index finger of the dominant (writing) hand. 
To ensure they would used the same hand for both rightward and leftward responses, 
participants were required to sit on their non-dominant hand. 

The spatial direction of responses was never mentioned, but one colored button 
was on the right and the other on the left of the middle white button. Therefore, in one 
block pressing the correctly colored button called for a movement that was congruent 
with the space-time mapping encoded in standard Dutch orthography (e.g., pressing 
the blue button for a pastward phrase when the blue button was on the left); in the 
other block pressing the correctly colored button called for an incongruent movement 
(e.g., pressing the blue button for a futureward phrase when the blue button was on 
the left). The order of congruent-movement and incongruent-movement blocks was 
counterbalanced across participants. The space-time congruity effect was computed 
for each subject by comparing response times during Congruent and Incongruent 
responses (between-blocks, within-items). Testing lasted about 10 minutes. 

2.2   Results and Discussion 

Participants pressed the correct button on 96% of trials. Only accurate responses were 
analyzed. This resulted in the removal of 4% of the data. Responses greater than 5000 
ms were also excluded, which resulted in the removal of 0.2% of the accurate trials.  

A 2 X 2 ANOVA was conducted with Congruity of Movement Direction (Congruent 
with Time flowing leftward, Congruent with time flowing rightward) and Block (Block 
1, Block 2) as within-subject and within-item factors. There was a highly significant 
main effect of Congruity (F1(1,15)=30.56, p=.0001; F2(1,47)=119.38, p=.0001). There 
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was no main effect of Block (F1(1,15)=0.75, ns; F2(1,47)=2.99, ns). The Congruity X 
Block interaction was significant by items but not by subjects (F1(1,15)=1.41, ns; 
F2(1,47)=6.27, p=.02).  

Congruity of Movement was then compared within each block (Block 1: 
F1(1,30)=9.62, p=.004; F2(1,47)=116.31, p=.0001; Block 2: F1(1,30)=3.64, p=.07; 
F2(1,47)=32.55, p=.0001). Mean RTs are shown in figure 1. 

Overall, there was a strong effect of Congruity. Participants responded faster when 
the mapping between the color of the buttons and the temporal reference of the phrases 
required leftward movements for past-oriented phrases and rightward movements fu-
ture-oriented phrases. This space-time congruity effect is similar to effects found previ-
ously in English and Spanish speakers (e.g., Torralbo, et al., 2006; Weger & Pratt, 
2008). We are not aware of previous studies showing this effect in Dutch speakers, but 
given the correlation between writing direction and the direction of the space-time map-
pings across cultures, we had no reason to expect that Dutch speakers should perform 
differently from speakers of other languages that use a Roman alphabet.   

For our present purposes, it is important that this paradigm produced a congruity ef-
fect in the same direction for both blocks. Having shown that this task provides clear 
evidence for the implicit space-time mapping typically found in left-to-right reading 
cultures, we can proceed to test effects of exposure to an orthography in which ‘pro-
gress’ along a spatio-temporal continuum proceeds in the opposite direction. 

 

Fig. 1. Results of Experiment 1. When reading standard orthography, participants were faster to 
judge the temporal reference of phrases when the left-right button press responses were consis-
tent with the rightward flow of time along an implicit mental timeline (left=earlier, right=later). 
Error bars indicate s.e.m.  

3  Space-Time Congruity with Mirror-Reversed Orthography 

To test for a causal role of orthography in the mental representation of temporal order, 
we replicated Experiment 1 in a new group of participants using stimuli and instruc-
tions presented in mirror-reversed font. 
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3.1   Methods 

Participants. A new sample of native Dutch speakers (N=32) performed Experiment 
2 in exchange for payment.  

Materials and Procedure. Materials and procedures were identical to Experiment 1, 
with one exception. All instructions and stimuli were presented mirror-reversed. Test-
ing lasted about 15 minutes. 

3.2   Results and Discussion 

Participants pressed the correct button on 97% of trials. Only accurate responses were 
analyzed. This resulted in the removal of 3% of the data. Responses greater than 5000 
ms were also excluded, which resulted in the removal of 4% of the accurate trials 
trials. 

A 2 X 2 ANOVA was conducted with Congruity of Movement Direction (Congru-
ent with Time flowing leftward, Congruent with time flowing rightward) and Block 
(Block 1, Block 2) as within-subject and within-item factors. There was no main ef-
fect of Congruity (F1(1,15)=.79, ns; F2(1,47)= 2.29, ns). There was a highly signifi-
cant effect of Block (F1(1,15)= 66.37, p=.0001; F2(1,47)= 321.81, p=.0001), and 
crucially, a highly significant Congruity X Block interaction (F1(1,15)= 31.89, 
p=.0001; F2(1,47)= 206.56, p=.0001).  

Congruity of Movement was then compared within each block (Block 1: 
F1(1,30)=5.00, p=.03; F2(1,47)=98.36, p=.0001; Block 2: F1(1,30)= 3.02, p.=.09; 
F2(1,47)= 125.21, p=.0001). Mean RTs are shown in figure 2. 

 

Fig. 2. Results of Experiment 2. In the first block, the space-time congruity effect was similar 
to that observed in Experiment 1. But by the second block of reading mirror-reversed orthogra-
phy, this congruity effect reversed. Participants were faster to judge the temporal reference of 
phrases when the left-right button press responses were consistent with a leftward flow of time 
along an implicit mental timeline (left=later, right=earlier). Error bars indicate s.e.m.  
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Finally, we compared the congruity effects found in Experiment 1 and Experiment 
2 using a 2 X 2 X 2 ANOVA with Congruity and Block as within-subject/within-item 
factors and Orthography (Standard orthography, Mirror-reversed orthography) as a 
within-subject/within-item factor. Consistent with the prediction that orthography can 
influence mental representations of time, we find a highly significant 3-way interac-
tion (F1(1,30)= 22.71, p=.0001; F2(1,94)=125.38, p=.0001). By subtracting the RTs 
during trials where movements were congruent with the leftward flow of time from 
RTs during trials where movements were congruent with the rightward flow of time 
(RT_rightward - RT_leftward), this 3-way interaction can be simplified, and concep-
tualized as a 2-way interaction of Block X Orthography (see figure 3).   

As is evident from figure 3, the absolute values (ABS) of the congruity effects in 
both blocks of Experiment 2 are greater than the ABS of the effects in Experiment 1. 
This was not expected, and although it is not relevant to our experimental hypothesis, 
it bears further investigation. On one possible explanation, congruity effects may 
result from a failure of cognitive control; that is, they result from participants’ inabil-
ity to ignore the irrelevant spatial dimension of their responses when judging the tem-
poral reference of the stimuli. The cross-dimensional effect of space on time judg-
ments may have been greater in Experiment 2 because cognitive control resources 
were taxed by reading backwards, contrary to habit.  

Although the dominant space-time mapping in Dutch culture continued to influ-
ence RTs during the first block of Experiment 2, by the second block exposure to 
mirror-reversed writing was sufficient to reverse the congruity effect. Since this is the 
first experiment to test for a causal influence of writing direction on time representa-
tion, we did not have any a priori prediction about how much experience with  
 

 

Fig. 3. Congruity effects (RT_rightward - RT_leftward) across blocks for Experiment 1 (left) 
and Experiment 2 (right). Error bars indicate s.e.m.  
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reversed orthography would be needed to produce a significant change in the congru-
ity effect, nor could we predict whether the congruity effect would be reversed or 
merely diminished. To support our hypothesis, it would have been sufficient to show 
a reduction in the left-to-right congruity effect from Block 1 to Block 2 that was 
greater in Experiment 2 than in Experiment 1. However, the fact that the congruity 
effect completely reversed here provides a particularly clear demonstration that even 
brief experience with one orthography or another can influence people’s implicit 
spatial representations of time. [For compatible evidence of the flexibility of space-
time metaphors in language and thought, see 4, 8, 17, 1; 18, 10]. 

4   General Discussion 

It is now well established that people activate implicit associations between space and 
time when processing temporal language, and that the specifics of these associations 
vary systematically across cultures [11, 12, 10]. Since time is not associated with left-
right space in any known linguistic metaphors, it is unlikely that these culture-specific 
mappings are learned through experience with spoken language.1 Here we tested 
whether orthography can play a causal role in fixing the direction in which time flows 
along the imaginary mental timeline. Experiment 1 showed that, when exposed to 
temporal phrases presented in standard left-to right orthography, Dutch speakers im-
plicitly associated earlier time intervals with leftward movements and later time inter-
vals with rightward movements, consistent with previous findings in members of 
other cultures that use the Roman writing system.  

However, when exposed to several minutes of mirror-reversed writing, Dutch par-
ticipants began to show space-time congruity effects that revealed a reversal of their 
normally dominant implicit space-time mapping. By the second time they were judg-
ing each of the 48 temporal phrases (Block 2 of Experiment 2), participants were 
faster to make responses when key presses associated earlier events with rightward 
movements and later events with leftward movements -- a pattern observed previously 
in speakers of Hebrew, which is written from right to left. It appears that experience 
reading a right-to-left orthography (which requires the reader to ‘progress’ leftward 
across the screen with his/her eyes) is sufficient to reverse the flow of time in the 
reader’s mind, at least transiently.   

Although this rapid retraining of a space-time association stored in long-term 
memory may seem surprising, it is not unprecedented. In one study, Boroditsky [8] 
found that horizontal spatial primes facilitated English speakers’ judgments of tempo-
ral sentences (e.g., April comes earlier than May) more than vertical primes did, but 
found the opposite pattern in Mandarin speakers, consistent with the difference be-
tween these languages in the prevalence of horizontal and vertical metaphors for time. 
To test whether linguistic experience could affect these mappings, she trained a new 
group of English speakers to use Mandarin-like vertical spatial metaphors for time. 
After brief training, English speakers showed a pattern of priming similar to native 
Mandarin speakers.   

                                                           
1  Although spoken languages do not use the lateral axis for time, some signed languages do 

[23]. 
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In a test of a different set of space-time metaphors Casasanto [17] and colleagues 
showed that when English and Greek speakers perform non-linguistic duration repro-
duction tasks, they show language-specific patterns of cross-dimensional interference 
from space. Whereas English speakers have a harder time screening out interference 
from (1-dimensional) spatial distance, Greek speakers have more difficulty screening 
out interference of (3-dimensional) volume. This pattern was predicted based on the 
relative prevalence and productivity of distance and volume metaphors for duration 
across languages (e.g., a long time (like a long rope); a large amount of time (like a 
large amount of water)). To find out whether using volume metaphors could cause the 
volume-interference found in Greeks, US English speakers were trained to use Greek-
like volume metaphors for time. Results showed that after one brief (but concentrated) 
training session, English participants showed a pattern of cross-dimensional interfer-
ence from volume in a low-level psychophysical task that was statistically indistin-
guishable from the pattern seen in native Greek speakers.  

Time is not the only domain that appears to be mentally represented, in part, 
through spatial metaphors (which may or may not correspond to linguistic meta-
phors). Emotional valence is also spatialized on a left-right axis: whereas right-
handers tend to associate the right hand and the right side of space with positive 
things and the left with bad, left-handers show the opposite set of implicit associations 
[19]. It was proposed that this mapping arises due to asymmetries in motor fluency: 
people like things on their dominant side better because they can interact with things 
on that side more easily. To test this proposal, Casasanto [20] asked right-handers to 
perform a 2-part training task. In the first part, they arranged dominoes according to a 
symmetrical pattern on a tabletop, standing them on end, moving both hands in syn-
chrony. The challenge was that they were randomly assigned to wear a bulky ski 
glove one hand or the other while performing the task, which either enhanced their 
natural right-handedness or made them temporarily more skillful with their left hand.  

After 12 minutes of this asymmetric motor experience, participants were taken to a 
different room by a different experimenter for some ostensibly unrelated questionnaire 
studies, one of which tested implicit associations between space and valence. This ques-
tionnaire was shown previously to produce distinctive patterns of judgments in right- 
and left-handers [19]. Participants whose training experience preserved their natural 
dominance showed the typical right-handers’ pattern. But participants who had worn the 
skiglove on their right hand during training, becoming transiently left-handed, produced 
a pattern of responses that was indistinguishable from natural lefties’.   

We are aware of one training study that manipulated writing direction in order to 
test a role for orthography in the spatial representation of gender and agency. Several 
studies suggest that males (seen as more agentive) tend to be represented to the left of 
females in the minds of people who speak left-to-right languages like English, but not 
for speakers of right-to-left languages like Arabic [21]. Yet, Suitner [21] showed that 
this spatial bias can be nullified in speakers of Italian who are trained to perform a 
leftward writing exercise, reversing not only their habitual writing direction but also 
their habitual associations of gender, agency, and space. 

How enduring are these training effects? Presumably, without further reinforcement 
of the new habits, participants who show rapid training effects will also revert to their 
long-term habits rapidly. Exactly how soon remains a question for further research. 
Depending on the goal of the training manipulation, the durability of the behavioral 



344 D. Casasanto and R. Bottini 

 

change may matter more or less. In the present study the goal was to test the sufficiency 
of a proposed cause of cross-cultural differences. The total reversal of the congruity 
effect as a function of reading experience demonstrates that orthography can, indeed, 
influence the implicit spatial representation of time. This simple demonstration that 
orthography can play a causal role in directing the flow of time along the mental time-
line would serve its theoretical goal even if the effect were quickly reversed when par-
ticipants resumed normal reading habits. 

How best to characterize the learning mechanisms that afford this representational 
plasticity remains another open question. It may be fruitful to consider the changes 
participants undergo in Experiment 2 in terms of a hierarchical Bayesian model [22]. 
To sketch this suggestion briefly, people’s associations between space and time could 
be characterized as intuitive hypotheses. Based on ordinary reading experience, Dutch 
speakers form the hypothesis that by default events unfold from left to right. Yet after 
training, they appear to entertain the hypothesis that events unfold from right to left.  

To explain how participants can switch from one hypothesis to a contradictory hy-
pothesis (and presumably switch back) so quickly, it may help to posit that they also 
entertain a more enduring overhypothesis, of which both the ‘Dutch-like’ and ‘Ara-
bic-like’ space-time associations are specific instances. The overhypothesis could be 
that time is associated with motion along a linear path. Such a belief would be well 
supported by observable correlations in the physical world: spatial succession is a 
reliable index of temporal succession.   

Consistent with this proposal, we suggest that if orthography is responsible for de-
termining the direction in which time flows along people’s left-right mental timelines, 
this directional mapping likely builds upon a prior less-specific space-time associa-
tion, which arises (either in developmental or evolutionary time) from space-time 
correlations that have no particular directionality: on any trajectory, it is the case that 
as a moving object travels farther, more time passes. The hierarchical model can po-
tentially help to explain how ‘mental metaphors’ linking space-time can be universal 
at one level of level of description but culture-specific at another. 
 
Acknowledgments. This research was supported in part by the Max Planck Gesell-
schaft and by an NRSA fellowship (#F32MH072502) and by a grant from the Spanish 
Ministry of Education and Science (#SEJ2006-04732/PSIC, DGI) to DC. 

References 

1. Clark, H.H.: Space, time, semantics and the child. In: Moore, T.E. (ed.) Cognitive Devel-
opment and the Acquisition of Language, pp. 27–63. Academic Press, New York (1973) 

2. Lakoff, G., Johnson, M.: Metaphors We Live by. The Chicago University Press, Chicago 
(1980) 

3. Basso, G., Nichelli, P., Frassinetti, F., di Pellegrino, G.: Time perception in a neglected 
space. Neuroreport 7, 2111–2114 (1996) 

4. Boroditsky, L.: Metaphoric structuring: understanding time through spatial metaphors. 
Cognition 75(1), 1–28 (2000) 

5. Casasanto, D., Boroditsky, L.: Time in the Mind: Using space to think about time. Cogni-
tion 106, 579–593 (2008) 



 Can Mirror-Reading Reverse the Flow of Time? 345 

 

6. Torralbo, A., Santiago, J., Lupiáñez, J.: Flexible conceptual projection of time onto spatial 
frames of reference. Cog. Sci. 30, 749–757 (2006) 

7. Weger, U.W., Pratt, J.: Time flies like an arrow: Space-time compatibility effects suggest 
the use of a mental time-line. Psychonomic Bulletin & Review 15, 426–430 (2008) 

8. Boroditsky, L.: Does language shape thought? English and Mandarin speakers’ concep-
tions of time. Cog. Psych. 43(1), 1–22 (2001) 

9. Cienki, A.: Metaphoric gestures and some of their relations to verbal metaphoric expres-
sions. In: Koening, J.-P. (ed.) Discourse and cognition: Bridging the gap, pp. 189–204. 
CSLI Publications, Stanford (1998) 

10. Tversky, B., Kugelmass, S., Winter, A.: Cross-cultural and developmental trends in 
graphic productions. Cog. Psych. 23, 515–557 (1991) 

11. Fuhrman, O., Boroditsky, L.: Mental time-lines follow writing direction: Comparing Eng-
lish and Hebrew speakers. In: Proceedings of 29th Annual Conference of the Cognitive 
Science Society, Nashville, TN (2007) 

12. Ouellet, M., Santiago, J., Israeli, Z., Gabay, S.: Is the future the right time? Exp. Psych. (in 
press) 

13. Casasanto, D.: When is a linguistic metaphor a conceptual metaphor? In: Evans, V., Pour-
cel, S. (eds.) New Directions in Cognitive Linguistics, pp. 127–145. John Benjamins, Am-
sterdam (2009) 

14. Boroditsky, L.: Do English and Mandarin Speakers Think Differently About Time? In: 
Proceedings of the 31th Annual Conference of the Cognitive Science Society, pp. 575–
580. Lawrence Erlbaum Associates, Hillsdale (2008) 

15. Cooperrider, K., Nunez, R.: Across time, across the body Transversal temporal gestures. 
Gesture 9, 181–206 (2009) 

16. Dehaene, S.: The number sense. Oxford University Press, New York (1999) 
17. Casasanto, D.: Who’s afraid of the Big Bad Whorf? Cross-linguistic differences in tempo-

ral language and thought. Language Learning 58(1), 63–79 (2008) 
18. Evans, V.: The structure of time: Language, meaning and temporal cognition. John Benja-

mins, Amsterdam (2004) 
19. Casasanto, D.: Embodiment of Abstract Concepts: Good and bad in right- and left-handers. 

JEP: General 138(3), 351–367 (2009) 
20. Casasanto, D.: Motor experience shapes abstract concepts. In: Proceedings of the 50th An-

nual Meeting of the Psychonomic Society, Boston, MA (2009) 
21. Suitner, C.: Where to place social targets? Stereotyping and Spatial Agency Bias. Doctoral 

dissertation, Department of Psychology, University of Padova (2009) 
22. Kemp, C., Perfors, A., Tenenbaum, J.B.: Learning ovehypotheses with hierarchical Bayes-

ian models. Dev. Science 10(3), 307–321 (2007) 
23. Emmorey, K.: Space on hand: The exploitation of signing space to illustrate abstract 

thought. In: Gattis, M. (ed.) Spatial schemas and abstract thought, pp. 147–174. The MIT 
Press, Cambridge (2001) 



Author Index

Anacta, Vanessa Joy A. 70

Anderson, Sarah 139

Andonova, Elena 125

Avraamides, Marios N. 222

Barkowsky, Thomas 248

Bateman, John 319

Bodenheimer, Bobby 234

Bottini, Roberto 152, 335
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