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Preface

In the heart of so-called nanotechnology, one can engineer the finest building
blocks of atoms and molecules to achieve outstanding properties and qualities of
materials and create nanostructured materials or nanomaterials. Nanomaterials
include atomic clusters, layered films, filamentary structures, and bulk nanoma-
terials. More precisely nanomaterials are materials with at least one dimension in
the range of 1–100 nm. They consist of atoms or clusters of single or mixed
elements, all packed together to form a nanoparticle or at a larger scale, a bulk
nanomaterial and in a special case a nanocomposite.

The development of nanomaterials opens the possibility for new materials with
outstanding properties compared to classical engineering materials. These mate-
rials can find applications in different fields such as medical treatment or structural
mechanics. This monograph focuses on two major groups of nanomaterials, i.e.,
nanoparticles and nanocomposites. Nanoparticles, for example in the form of
hollow particles, allow for new possibilities in drug delivery. Different aspects of
nanoparticles ranging from manufacturing to modeling and simulation are cov-
ered. Nanocomposite materials are formed by mixing two or more dissimilar
materials at the nanoscale in order to control and develop new and improved
structures and properties. The properties of nanocomposites depend not only on the
individual components used but also on the morphology and the interfacial
characteristics. Nanocomposite coatings and materials are one of the most exciting
and fastest growing areas of research and novel properties being continuously
developed which were previously unknown in the constituent materials. Thus, the
second part of this monograph gives an overview on the latest developments in the
area of composites based on nanomaterials.

Andreas Öchsner
Ali Shokuhfar
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Part I
Nanoparticles



Recent Progress in Fabrication of Hollow
Nanostructures

Ryusuke Nakamura and Hideo Nakajima

Abstract Hollow nanostructures are of great interest in many current and
emerging areas of technology. In the last few years, a variety of ideas to fabricate
hollow nanostructures (e.g., hollow nanospheres, nanoboxes, nanocages, and
nanotubes) have been proposed. This review work covers several typical methods
to fabricate hollow nanoparticles and nanotubes. The methods introduced in this
article are categorized into two parts: one is based on the chemical synthesis routes
including conventional templating-etching and galvanic replacement and the other
is based on the Kirkendall effect, which is a diffusional phenomena at the solid–
solid interface. Furthermore, structural stability of hollow nanoparticles and
nanotubes during annealing at high temperatures is discussed.

1 Introduction

In recent years, considerable effort has been put into the design and fabrication of
nanostructured materials with functional properties (e.g., nanoparticles, nanorods,
etc.) [1]. Above all, it is important to obtain nanostructures with a specific size and
morphology, taking into consideration their specific applications. Therefore, the
control of the shape of nanoparticles and nanowires is one of the most important
topics in the current research on nanomaterials. In particular, there is an increasing
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interest in methods to fabricate hollow nanostructures because their unique shape
makes them applicable as delivery vehicles, fillers as well as for catalysis, and is
expected to bring about changes in chemical, physical, and catalytic properties.
The recent progress in synthesis and applications of hollow nanoparticles and
nantoubes has been already reviewed by Xia et al.[2], Fan et al. [3], Lou et al. [4],
and An and Hyeon [5].

In general, the most popular concept of methods to fabricate hollow nano-
structures can be recognized as the combination of templating, coating and
chemical etching. By coating the surface of the template nanoparticles or nano-
wires and removing the template by chemical etching, a wide variety of materials
with hollow structures have been successfully synthesized. Meanwhile, the other
types of methods based on self-organization have become available; the specific
phenomena such as the Kirkendall effect [6] and Ostwald ripening [7] have been
applied to the fabrication of hollow nanostructures. Since Yin et al. [8] published
the results of the synthesis of hollow nanoparticles using the Kirkendall effect,
which is a diffusional phenomenon at the interface between different solids, in
2004, the number of reports are increasing up to now.

In this review, we will overview the recent progress on the fabrication of hollow
nanostructures: first the reports based on chemical synthesis routes and next on the
Kirkendall effect. In the last section, our latest studies on the structural stability of
hollow nanoparticles and nanotubes at high temperatures will be introduced in
detail.

2 Fabrication Routes to Hollow Nanostructures

2.1 Techniques Based on Chemical Routes

The combination of templating and etching is a conventional route to fabricating
hollow nanostructures. In general, it involves the four steps illustrated in Fig. 1 [4]
(1) preparation of hard templates (usually polymer or silica); (2) functionalization/

Fig. 1 Schematic illustration of a conventional hard templating process for hollow sphere
synthesis. (1) preparation of hard templates such as polymer and silica, (2) modification of
template surface, (3) coating the templates with designed materials, and (4) removal of templates
and formation of hollow structures (reproduced with permission from [4])
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modification of templated surface to achieve favorable surface properties;
(3) coating the templates with designed materials or their precursors by various
approaches; and (4) selective removal of the templates to obtain hollow nano-
structures. Figures 2 and 3 show examples of hollow SiO2 [9] and Pd [10] on the
basis of the templating and etching methods, respectively. For example, the syn-
thesis process of hollow Pd is as follows: (1) The uniform silica spheres were
synthesized, (2) the surfaces of the silica spheres were functionalized with mer-
captopropylsilyl (MPS) groups by refluxing the silica spheres and mercaptopro-
pyltrimethoxysilane (HS(CH2)3-Si(OCH3)3) in toluene, (3) the palladium
precursor, palladium acetylacetonate (Pd(acac)2), was adsorbed onto the surfaces
of these MPS-functionalized silica spheres and were then heated at 250�C for 3 h
to obtain Pd metal-coated spheres, and finally (4) the silica template was removed
by treating the Pd-coated silica spheres with 10 M HF. The technique has also
been extensively applied to obtain hollow nanoparticles of a wide range of
inorganic materials, including TiO2 [11, 12], SnO2 [13], Au [14], Fe3O4 [15].
Another examples are reviewed by Lou et al. [4], who categorized the conven-
tional hard templating methods into six groups according to coating process.
Furthermore, Lou et al. [4] summarized soft-template methods using liquid and
gaseous templates against hard templates using solid materials.

The disadvantage of the template-mediated methods were pointed out by An
and Heyon [5]; (1) the hollow nanostructures obtained via a template-mediated

Fig. 2 a SEM and b TEM micrographs of hollow silica spheres produced by calcination of
PS(Polystyrene) latices coated with one SiO2-PDADMAC(poly-di-allyl-dimethyl-ammonium-
chloride) multilayer. Both broken and intact hollow spheres were observed in these samples. The
uniformity of the wall thickness can be seen in b. c Illustration of procedures for preparing
inorganic and hybrid hollow spheres (reproduced with permission from [9])

Recent Progress in Fabrication of Hollow Nanostructures 5



route using silica or polymer particles as the templates are often larger than
200 nm because it is hard to make smaller template particles and (2) the post-
treatment necessary to remove the templates adds complexity to the whole syn-
thetic process and increases the chance of the structural deformation as well as the
introduction of impurities.

This idea is also useful for fabricating nanotube structures. For example, GaN
nanotubes were fabricated through the preparation of ZnO/GaN core/shell struc-
tures and the subsequent removal of ZnO nanowires, as shown in Fig. 4 [16]. The
arrays of ZnO nanowires were grown on (110) sapphire wafers using a vapor
deposition process and then GaN chemical vapor was deposited epitaxially on the
ZnO nanowire arrays placed inside a reaction tube. The core part of ZnO can be
removed from ZnO/GaN wires by chemical etching with ammonia at high tem-
perature or thermal reduction at high temperatures (for example, 873 K in H2). The
synthesis of Zn3P2, Cd3P2 [17] and Al2O3 [18] nanotubes based on templating and
etching method were also reported.

Fig. 3 Transmission electron
micrograph and scanning
electron micrograph (inset) of
hollow palladium spheres and
illustration of synthesis
process: (i) preparation of
uniform silica spheres, (ii) the
functionalization of the
surfaces of the silica spheres
with mercaptopropylsilyl
(MPS) and mercaptopropyl-
trimethoxysilane (HS(CH2)3-
Si(OCH3)3) in toluene,
(iii) adsorption of the
palladium precursor,
palladium acetylacetonate
(Pd(acac)2) onto the surfaces
of these MPS-functionalized
silica spheresand and heating
at 250�C for 3 h to obtain Pd
metal-coated spheres, and
finally (iv) removal of the
silica template by treating the
Pd-coated silica spheres with
10 M HF (reproduced with
permission from [10])
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Schmidt and Eberl [19, 20] showed that layered Si-Ge rolled up to form
nanoscrolls by strain release of the lattice-mismatched film-substrate interface.
Figure 5 shows illustrations of the mechanisms and the obtained nanotubes
according to the mechanisms: (a) General method to create a nanotube (method I).
An etchant-sensitive material is deposited on a substrate surface. On top of this
substrate, a thin film (or a series of thin films) is deposited. After selective etching
of the substrate, the thin top layer is wrapped up and folded back onto the sample
surface, where it can bond to itself. At the position where the layer bends, a
nanotube has formed. (b) Specialized way to create a nanotube (method II). The
layer sequence consists of an etchant-sensitive material, followed by a bilayer of

Fig. 4 Arrays of ZnO
nanowires and GaN
nanotubes. Shown are SEM
images of the ZnO nanowire
template arrays (a), and the
resulting GaN nanotube array
(b). Inset in a shows cross-
sections of the ZnO
nanowires. Inset in b shows
the fractured interface
between the GaN nanotubes
and the substrate.
c Schematic illustration of the
‘epitaxial casting’ process for
making single-crystal GaN
nanotubes (reproduced with
permission from [16])
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two different materials (materials 1 and 2). Material 1 has a larger lattice constant
than material 2, so a1 [ a2. Once the bilayer is released by selective etching, each
material tends to acquire its inherent lattice constant. The bilayer bends upwards,
finally forming a nanotube after one complete revolution. Longer etching times
result in multiple revolutions. (c, d) Folded nanotubes fabricated according to
method I. ‘Epi’ layer indicates epitaxial layer. (e) SiGe-based nanotube formed
along the edge of a sample (by method II). Although this technique is based on the
combination of templating and etching, the process of rolling up is different from
the typical templating methods introduced above.

The galvanic replacement reaction has been applied for the synthesis of hollow
nanostructures of novel metals such as Au, Pt and Pd. In the synthetic process
for hollow Au nanoboxes or frames, for example, HAuCl4 is added to the sus-
pension of Ag nanocubes with the amount of HAuCl4 and reaction temperature

Fig. 5 Formation of solid-state nanotubes. a General method to create a nanotube (method I).
b Specialized way to create a nanotube (method II). c, d Folded nanotubes fabricated according to
method I. ‘Epi’ layer indicates epitaxial layer. e SiGe-based nanotube formed along the edge of a
sample (by method II) (reproduced with permission from [19])
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being controlled. The silver template-mediated galvanic replacement reaction is
described as follows:

3Ag sð Þ þ AuCl�4 aqð Þ ! Au sð Þ þ 3Agþ aqð Þ þ 4Cl� aqð Þ

In the reaction, Ag nanoparticles act as a template. SEM images of the for-
mation of Au nanoboxes and nanocages using the above reaction are shown in
Fig. 6 [21]. According to the amount of HAuCl4, the nanostructures develop;
Au/Ag nanoboxes interior nanoholes ? Au nanoboxes with uniform wall thick-
ness ? Au nanoframes with porous walls. Similarly, Pt/Ag and Pd/Ag hollow
nanostructures have been prepared via the galvanic replacement because both
PtCl4

- and PdCl4
2- ions have higher standard reduction potential than AgCl/Ag

pair [22]. It has been pointed out that despite the simplicity of the chemistry, the
formation mechanism of hollow structures via the galvanic replacement can be
complicated, depending on the reaction system [23].

Finally, an example of template-free methods is introduced. Recently, one-step
self-templated methods based on Ostwald ripening have been applied to synthesize
hollow structures. Ostwald ripening, first described by Ostwald in 1896 [7], is a
spontaneous process which refers to the growth of large precipitates at the expense

Fig. 6 Schematic illustration of the experimental procedure that generates nanoscale shells of
gold from silver templates with various morphologies. The reaction is illustrated in the schematic
as follows: a Addition of HAuCl4 to a dispersion of silver nanoparticles and initiation of the
replacement reaction; b The continued replacement reaction of HAuCl4 with the silver
nanoparticles; c Depletion of silver and annealing of the resultant shells to generate smooth
hollow structures. d, e TEM image of gold nanoshells and nanotubes formed by reacting these
silver nanoparticles with an aqueous HAuCl4 solution (reproduced with permission from [21])
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of smaller precipitates caused by energetic factors. Lou et al. [24] reported a
simple one-pot template-free synthesis of polycrystalline SnO2 hollow nano-
structures, as shown in Fig. 7. At the initial stage of reaction, amorphous solid
nanospheres are formed by hydrolyzation of stannate. With time, the surface layer
of the nanospheres crystallizes first due to contact with surrounding solution. As a
result, the materials inside the solids spheres have a strong tendency to dissolve,
which provides the driving force for the spontaneous inside-out Ostwald ripening.
Although fundamental evidence in support of this mechanism is not enough, it has
been shown to be applicable in many systems, including TiO2 [25], Cu2O [26],
ZnS and Co3O4 [27], etc. These hollow materials were synthesized through
chemical reaction processes. Therefore, they have been introduced in this section
although Ostwald ripening itself is not defined as a chemical reaction.

Fig. 7 a Schematic illustration (cross-sectional views) of the proposed inside-out ripening
mechanism: inside-out evacuation can initiate from just below the surface to form particle (i) then
evolve to core/shell particle (ii), and possibly to hollow particle iii, or start around the central
region of the solid spheres and evolve to particle (iii) directly. b Typical TEM image of SnO2

nanospheres obtained with 6 h reaction at 150�C (r = 37.5%, c = 14.0 mM, 0.1 M urea).
c Typical TEM image of amorphous SnO2 nanospheres obtained by aging the reaction mixture
(r = 37.5%, c = 14.0 mM, 0.1 M urea) for several days at room temperature. D) Typical TEM
image of SnO2 hollow nanospheres synthesized at 150�C for 24 h with the reaction mixture
(r = 37.5%, c = 14.0 mM, 0.1 M urea) aged for several days (corresponding to c) or without
aging (18 h further reaction based on b). All three scale bars 500 nm (reproduced with
permission from [24])
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2.2 Kirkendall-Effect-Related Methods

2.2.1 Hollow Nanoparticles

Kirkendall effect as a classical phenomenon in metallurgy was established [6]. It
basically refers to a nonreciprocal mutual diffusion process through an interface of
two metals so that vacancy diffusion occurs to compensate for the unequality of
the mass flow and that the initial interface moves. Smigelskas and Kirkendall
observed a movement of the initial interface in a Cu/brass diffusion couple, as a
result of a faster diffusion of zinc into the copper than that of copper into the brass
(the intrinsic diffusion coefficient of Zn is 2.5 times as large as that of Cu at
785�C.) The Kirkendall experiment demonstrated two important facts: (1) atomic
diffusion occurs via vacancies and (2) each metal diffuses at a different mobility.
In some cases, condensation of excess vacancies can give rise to void formation,
called ‘Kirkendall voids’, near original interface and within the faster diffusion
side.

Formation of the Kirkendall voids is basically unfavorable from the viewpoint
of technological application. Engineers try to avoid this effect in the case that
interdiffusion occurs at the bonded-interface because the Kirkendall voids dete-
riorate the bonding strength of the bond-pad interface or may cause wire bond
failure in integrated circuits. On the other hand, chemists applied the destructive
effect constructively for synthesizing hollow nanostructures in a way that the
Kirkendall voids coalesce into a single hollow core. Yin et al. [8] demonstrated
that initially solid Co nanoparticles transformed into hollow nanoparticles through
the reaction with sulfur, oxygen and selenium. An example of hollow cobalt
sulfides is shown in Fig. 8. The sulfidation of cobalt nanoparticles resulted in the
formation of hollow cobalt sulfide of either Co3S4 or Co8S9, depending on the
molar ration of sulfur and cobalt. During the reaction, the surfaces of cobalt
nanoparticles are covered with the sulfide layers and the diffusion of cobalt and
sulfur atoms in opposite direction occurs through the sulfide layers. As the reaction
proceeds, voids are formed in the cobalt side of the interface because the outward
diffusion of cobalt ions is much faster than the inward diffusion of sulfur.

Their work has inspired a number of studies that attempt to apply the
nanoscale Kirkendall effect to create hollow nanostructures [28–56]. Nanoscale
hollow structures by a route related to the Kirkednall effect are listed in Table 1,
where some reports published after 2007 were added to the original list given by
Fan et al. [3]. Particularly, hollow oxide formation via oxidation of metal
nanoparticles was investigated relatively for many metals such as Al, Cu [31], Fe
[41–44], Ni [46] and Zn [52–54]. Nakamura et al. [31] demonstrated that a
reaction of Pb nanoparticles with oxygen resulted in the formation of solid PbO
because the diffusivity of oxygen is known to be larger than that of Pb in PbO,
suggesting that the faster outward diffusion of metal ions than inward diffusion
of oxygen ions is essential for the formation of hollow oxides through oxidation
reaction.

Recent Progress in Fabrication of Hollow Nanostructures 11



During the oxidation or sulfidation of metal nanoparticles, voids are formed at
the interface. Tokozakura et al. [57] showed that voids formed at the interface
retard the outward diffusion of remaining metals.

Formation of hollow oxide nanoparticles was found at low temperatures for Fe,
Al and Zn. Nakamura et al. observed that in the case of smaller Zn (below 20 nm
in diameter) and Al (below 8 nm in diameter) nanoparticles, the rapid outward
migration of metal ions at the initial oxidation stages makes hollow oxide particles
and that larger hollow oxide particles could not be formed by thermal oxidation at
around 400 K. The fast outward diffusion of metal cations through the oxide layer
is not thermally activated but driven by an electrical field built between the metal
and an initial thin oxide layer according to the Cabrera–Mott theory. On the other
hand, Cu nanoparticles were observed to turn into hollow Cu2O regardless of
initial diameter probably because the self-diffusion coefficient of Cu ions in Cu2O
at around 400 K is high enough to explain the growth of the Cu2O layer via the
thermal-activated diffusion process after the initial oxide formation.

Although hollow oxides with an almost uniform shell thickness were formed in
the case of Co, Fe, Cu, and Al, a peculiar behavior of void formation during the
oxidation of Ni nanoparticles can be seen [46]. In Fig. 9, the morphology change

Fig. 8 a TEM image of cobalt nanocrystals synthesized by the injection of 0.54 g of Co2(CO)8

in 3 ml of o-dichlorobenzene into 0.1 ml of oleic acid and 0.1 g of trioctylphosphine oxide in
15 ml of o-dichlorobenzene at 182�C. b TEM image of the cobalt sulfide phase synthesized by
the injection of sulfur in o-dichlorobenzene (5 ml) into cobalt nanocrystal solution with a Co/S
molar ratio of 9:12. Co3S4 particles were synthesized from the cobalt sample shown in
a. c HRTEM images of Co3S4 (left) and Co9S8 (right). d TEM image of the cobalt sulfide phase
synthesized as in b (reproduced with permission from [8])
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of Ni nanoparticles (1) after oxidation at 573 K for 7.2 ks and (2) at 673 K for
1.8 ks are shown. A single large void is formed at one off-center site of the
interface between Ni and NiO (Fig. 9a) and hollow oxide nanoparticles with the
nano-pores at localized position are formed (Fig. 9b). Although the formation
mechanism of the nano-pore in NiO particles is similar with other hollow oxides
such as Co-, Zn-, and Cu-oxides, hollow NiO has a peculiar morphology unlike
them. The formation mechanism of a single localized void at the Ni/NiO interface
during oxidation and an off-centered nano-pore in hollow NiO particles is dis-
cussed in terms of the atomic movement during oxidation. The growth behavior of
the voids during the oxidation of Ni nanoparticles observed in Fig. 9a indicates
that vacancies migrate toward a site of the interface and then become a large void
at the site.

Table 1 Hollow nanoparticles and nanotubes fabricated through the Kirkendall effect

Materials Morphology Ref. Publication
year

Ag2Se Nanotubes [28] 2006
AlN Hollow particles [29] 2006

Hollow particles [30] 2007
Amorphous Al2O3 Hollow particles [31] 2007
CdS Polycrystal nanoshell [32] 2005
Co3S4, CoO, CoSe Hollow particles [8] 2004
Co3S4 Porous nanowires [33] 2006

Nanotubes [34] 2007
Co3S4, CoSe2, CoTe Hollow nanochains [35] 2006
CoSn3 Hollow nanorods [36] 2008
Cu2O Hollow nanoparticles [31] 2007
CuO Hollow nanoparticles [37] 2008
Cu2O, CuO Nanotubes [38] 2009
CuS Nanotubes [39] 2007
Cu7S4 Nanocages [40] 2005
FexOy Hollow nanoparticles [41] 2005
Fe3O4 Hollow nanoparticles [42] 2007
cFe2O3 Hollow nanoparticles [43] 2007
Fe3O4, cFe2O3 Hollow and porous nanoparticles and nanotubes [44] 2009
MoS2 Cubic microcages [45] 2006
NiO Hollow nanoparticles [46] 2008

Bamboo-like nanowires [38] 2009
Ni2P, Co2P Hollow nanoparticles [47] 2007
SnO2 Hollow nanoparticles [48] 2008
PbS Hollow nanoparticles [49] 2005
ZnAl2O4 Nanotubes [50, 51] 2006,2007
ZnO Microcages [52] 2004

Dandelion [53] 2004
Hollow nanoparticles [54] 2007
Nanotubes [55] 2008

ZnSiO4 Nanotubes [56] 2007

Recent Progress in Fabrication of Hollow Nanostructures 13



The formation of vacancies, voids and a nano-hole through the oxidation of Cu
and Ni nanoparticles is illustrated in Fig. 10a, b, respectively. Vacancies are
generated along the metal-side interface as a result of the outward diffusion of
metal ions at the initial stage of oxidation. As oxidation proceeds, voids are formed
uniformly along the Cu/Cu2O interface by the clustering of neighboring vacancies
(Fig. 10a), while they become large voids at one site on the Ni/NiO interface

Fig. 9 TEM images of Ni nanoparticles after oxidation at a 300�C for 7.2 ks and b 400�C for
1.8 ks (reproduced with permission from [46])

Fig. 10 Comparison of void formation behavior for oxidation of Cu nanoparticles with Ni
nanoparticles (reproduced with permission from [46])
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(Fig. 10b) because of the long-range diffusion of vacancies. As a result, a nano-
hole is formed at the center part of Cu2O particles, but it is off-centered in NiO
particles. Vacancies generated in the oxidation process of Ni nanoparticles migrate
to and aggregate at a site of the Ni/NiO interface since the mobility of vacancies
inside Ni is large as the oxidation proceeds. This behavior can be interpreted as the
self-assembly of vacancies and this allows an energetically more stable state to be
achieved.

In general, the mechanism of metal sulfidation is known to be similar to that of
metal oxidation. There are lots of reports on the formation of hollow sulfide
nanoparticles such as Cu–S [39, 40], MoS2 [45], and PbS [49].

2.2.2 Nanotubes

The Kirkendall effect has been extended to the fabrication of tubular structures.
Fan et al. [50] demonstrated that ZnAl2O4 spinel nanotubes could be obtained
using the Kirkendall effect. Figure 11 shows TEM images for the nanotubes
together with the schematic illustrations of the formation process. As shown in the
illustration, the starting material is a ZnO nanowire (10–30 nm thick, up to 20 lm
long) coated by Al2O3 (10 nm thick). By annealing the core/shell nanowires, in air
at 700�C for 3 h, a cylindrical interior nanopore is introduced during the solid-state
diffusion between ZnO and Al2O3� ZnO/Al2O3 reaction is considered as a one-way
transfer of ZnO into Al2O3 in a pseudo binary system. They pointed out that the
conformity and uniformity of Al2O3 layers via atomic-layer-deposition are
essential to the formation of smooth nanotubes. They reported that completely
hollow ZnAl2O nanotubes could be obtained, whereas in the case of MgO/Al2O3,
only porous MgAl2O4 nanowires were obtained without formation of complete
nanotubes. They concluded that the difference in final morphology is attributed to
that in crystal structure and diffusion of metal ions. Additionally, Fan et al. [51]
showed the surface diffusion on the morphology evolution; the initial stage is the
generation of small Kirkendall voids intersecting the compound interface via a
bulk diffusion process, whereas the second stage is dominated by the surface
diffusion of the core materials along the pore surface.

Another example of the formation of nanotubes through the Kirkendall effect is
Ag2Se [28]. TEM images of obtained Ag2Se nanotubes are shown in Fig. 12,
together with the schematic illustrations of the formation process. CSe2 was first
adsorbed onto the surfaces of the Ag nanowire templates, and subsequent pho-
tolysis causes the dissociation of C=Se bonds, giving rise to a high surface con-
centration of Se atoms. Ag2Se layers are formed on the surface of Ag nanowires at
160�C and then growth of Ag2Se layers is dominated by the outward diffusion of
Ag+ ions through the layer. The authors mentioned that the voids were observed to
grow horizontally along the wire axis rather than isotropically because the adhe-
sion of CSe2 is preferred on the ends of the Ag nanowire rather than on its side
faces. Hence, the high concentration of Se atoms at the nanowire ends promotes
the diffusion of Ag+ along the longitudinal axis, leading to the observed
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Fig. 11 Transformation of core–shell nanowires to nanotubes by means of the Kirkendall effect
(upper). a TEM image of an example ZnO-Al2O3 core–shell nanowire. b–e Scanning electron
microscopy (b) and TEM (c–e) images of ZnAl2O4 spinel nanotubes. Schematic diagram of the
formation process of ZnAl2O4 spinel nanotubes (lower). a Single-crystal ZnO nanowires are
grown by the vapor–liquid–solid mechanism using Au nanoparticles as a catalyst. b The
nanowires are coated with a uniform layer of Al2O3 by ALD, forming core–shell ZnO–Al2O3

nanowires. c Annealing the core–shell nanowires leads to the formation of ZnAl2O4 nanotubes by
a spinel-forming interfacial solid-state reaction involving the Kirkendall effect (reproduced with
permission from [50])
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anisotropic growth of vacancies along h110i. This represents a different strategy of
applying the Kirkendall effect to nanotube formation from the one presented in
Fig. 11.

As mentioned in 2.2.1, the oxidation of metal nanoparticles is an effective route
to fabricating hollow oxides because several metal nanoparticles such as Co, Cu,
Fe, Zn, and Al turn into hollow oxide nanoparticles. It is expected, therefore, that
the oxidation of such metal nanowires causes the formation of oxide nanotubes.
Our latest results on the formation of oxide nanotubes through the oxidation of Fe,
Cu and Ni nanowires [38] are introduced below.

Figure 13 shows the morphology changes of Fe, Cu and Ni nanowires before
and after oxidation at 200–400�C. Voids were clearly observed along the interface

Fig. 12 Ag2Se nanotubes formed based on the Kirkendall effect. a TEM image of the tubes.
b Higher-magnification view of the tube showing that the tube wall is composed of multiple
grains. c Schematic images of the diffusion process. Due to the higher concentration of CSe2

adsorbed at the end (111) faces than on the side (100) faces of the Ag nanowires, the void grows
along the longitudinal h110i direction from the ends. (Reproduced with permission from
Ref. [28])
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between the Fe nanowire and the outer oxide layer at 250�C for 3.6 ks. Finally, a
Fe nanowire turned into a Fe3O4 (magnetite) nanotube with a cylindrical nanopore
at 300�C for 3.6 ks. Similarly, interior voids with different sizes are fragmentarily
generated inside the Cu nanowires after oxidation at 150�C for 1.2 ks. The oxi-
dized Cu nanowires become nanotubes with a uniform inner and outer diameter at
150�C for 5.4 ks, as is the case with the oxidation of Fe nanowires. The crystal
structure of the nanotubes obtained via the oxidation of the Cu nanowires at 150�C
for 5.4 ks was identified to be Cu2O. Cu2O transformed into CuO at 300�C while
maintaining the nanotube structure. In Fig. 13, representative electron micrographs
of Ni nanowire after oxidation at 400 and 500�C are shown together. After oxi-
dation at 400�C for 1.8 ks, large voids are formed at certain places at the interface
between an inner remaining Ni wire and the outer oxide layer, as indicated by
arrows. The formation behavior of voids at the interface between Ni and NiO is
different from that between Fe and Fe3O4, where voids are uniformly formed along
the interface. Ni nanowires became irregularly-shaped bamboo-like NiO with
separate interior nanovoids of irregular diameters at 500�C for 3.6 ks.

The formation mechanism of Fe3O4 and Cu2O nanotubes is illustrated in
Fig. 14a; (1) an oxide layer is formed due to the oxidation reaction dominated by
the outward diffusion of metal ions through the oxide layer, (2) voids are generated
along the interface due to the inward diffusion of vacancies, which results from the
Kirkendall effect, as the oxide layer grows, and (3) an oxide nanotube with a
cylindrical pore is formed after all the metal atoms are consumed by reacting with
oxygen. Fe3O4 and Cu2O nanotubes obtained by oxidizing Fe and Cu nanowires
have almost uniform inner and outer diameters, whereas NiO has separate interior
voids and is irregular in shape. It can be expected that vacancies, which flow into
the Ni side as a counter to the outward diffusion of Ni, migrate over a long-range
distance, resulting in the growth of voids at certain places. A schematic illustration
describing the void formation behavior during the oxidation of a Ni nanowire is
shown in Fig. 14b. Vacancies, which are formed due to the outward diffusion of Ni
at the interface between Ni and NiO, migrate toward a void (i). The growth of a
localized void causes inhomogeneous oxide growth; the growth of the NiO layer is
suppressed at the region with a void compared with the region without void in Ni
(ii). As a result, a bamboo-like structure with separate interior voids and an
irregular shape is formed (iii). As discussed in 2.2.1, both the localization of an
interior void during the oxidation of Ni nanoparticles and nanowires seem to
originate in the high mobility of vacancies in Ni during its oxidation.

3 Structural Stability of Hollow Nanostructures at
High Temperatures

Thermal instability of hollow nanospheres was theoretically predicted by some
groups [58–61]. Gusak et al. [59] proposed that vacancies flow outward from the
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Fig. 13 TEM images of morphology change of Fe, Cu and Ni nanowires during oxidation
(reproduced with permission from Ref. [38])

Recent Progress in Fabrication of Hollow Nanostructures 19



inner surface and absorbed at the outer surface since the vacancy concentration at
the inner surface is higher than at the outer surface. As a result, the spheres shrink
and finally end up eliminating the empty space to minimize the interface energy.
According to their analysis, the rate of shrinking is controlled by the slow species
in the case of a compound with a large difference between diffusivities of two
components. On the other hand, experimental study on the stability of hollow
nanostructures is limited to our reports [37, 38]. Shrinkage behavior of hollow
oxide nanoparticles and nanotubes is reviewed in detail.

3.1 Shrinkage of Hollow Oxides

Figures 15a, b show changes in morphology of hollow Cu2O and NiO nanopar-
ticles during isochronal annealing under 4 9 10-5 Pa in a transmission electron
microscope and their corresponding selected area electron diffraction (SAED)
patterns [37]. The common characteristics are as follows: (i) hollow Cu2O and NiO
starts to shrink after annealing at a temperature where the reduction reactions from
oxides to metals start, (ii) metal nanoparticles are formed at the inner surface of
oxide shells, (iii) hollow oxides turn into metal nanoparticles without interior
pores, and (iv) the changes in morphology and crystal structure through the

Fig. 14 Schematic illustration of morphological changes during oxidation of a Fe and Cu and
b Ni: (i) formation of an oxide layer due to outward diffusion of metal ions through the initial
oxide layer; (ii) formation of voids at the interface between the inner metal and outer oxide layer
and (iii) formation of an oxide nanotube and bamboo-like structures with an interior nanopore
(reproduced with permission from [38])
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oxidation of metal nanoparticles and the reduction of hollow oxides can reversibly
take place.

According to the kinetic models of reduction of oxides [62], oxygen ions are
removed from the lattice of the surface leaving behind an anion vacancy and then

Fig. 15 Morphology changes of hollow Cu2O and NiO nanoparticles before annealing and
during isochronal annealing in TEM from 150 to 300�C. Initial diameters of hollow Cu2O and
NiO nanoparticles are 10–20 nm (reproduced with permission from [37])
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reduced zone are formed on the surface at the initial stage of reduction. In general,
a dominant process of reduction reaction is considered to be the outward diffusion
of oxygen ions via the anion vacancies generated at the surface [62, 63]. Such
mass transport results in the inward movement of the metal/reduced oxide inter-
face. This is true of the reduction of hollow oxides; oxygen ions are removed from
the outer surface to vacuum. As mentioned earlier, however, the formation of
metal nanoparticles along the inner surface of hollow oxides during the reduction
of Cu2O to Cu and NiO to Ni, respectively, demonstrates that the reduced Cu and
Ni atoms are generated at the inner surface of hollow Cu2O and NiO. The for-
mation of metal nanoparticles at the inner surface indicates that oxygen ions
diffuse from the inner surface to the outer surface and that the reduced zone
(i.e. Cu and Ni layers) is formed at the inner surface. After the formation of metal
layers, metal atoms aggregate and make a particle in order to fill in the nano-hole.
This behavior can be interpreted as the self-assembly of metal atoms which causes
the extra energy of the inner surface of a hollow sphere to lower. The morphology
change of hollow oxide nanoparticles annealed in reduction atmosphere is
described in Fig. 16.

In the case of the annealing of hollow nanoparticles of CuO and NiO in air,
shrinkage and collapse of hollow structures take place. Figures 17a, b show TEM
images hollow CuO and NiO nanoparticles after annealing in air, respectively. The
shrinkage of hollow CuO and NiO starts to occur at 400 and 650�C, respectively,
and finally interior nanopores annihilate. CuO nanotubes and NiO bamboo-like
(Fig. 13) structures also show a tendency to shrink and collapse through annealing
at high temperatures, as shown in Fig. 18. It should be noted that the temperatures
at which CuO nanotubes and NiO bamboo-like structures shrank are almost
consistent with those for hollow nanoparticles of CuO and NiO.

According to the theoretical consideration on the shrinking of hollow binary
alloy nanoparticles [59], the rate of shrinking is controlled by the slower diffusing
species of the alloy. In fact, it was revealed that shrinking of both CuO and NiO by
high-temperature oxidation starts at a temperature where the diffusion coefficient
of the slower diffusion species reaches about 10-22 m2s-1 [37].

Fig. 16 Schematic illustration for morphology change of hollow oxide nanoparticles during
annealing under reduction atmosphere: a desorption of oxygen from surface and the surface
diffusion of reduced metal atoms at the inner surface, b growth of metal nanoparticles at the inner
surface, and c formation of solid metal nanoparticles as a result of reduction of hollow oxides
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3.2 Transition in Porous Structures of Iron Oxides

Although hollow nanoparticles and nanotubes of Fe3O4 shrink and collapse by
annealing at higher temperatures in air as is the case with Cu- and Ni-oxides,
peculiar changes in morphology occur in the process from hollow structures to
collapsed structures. In this section, the unique behavior is reviewed.

A typical example of the changes in the morphology after the oxidation of iron
nanoparticles with the mean diameter of about 15 nm from 200 to 600�C is shown
in Fig. 19. The morphology change from Fe nanoparticles to hollow Fe3O4 can be

Fig. 17 CuO and NiO nanoparticles without interior nanopores after the annealing of hollow
CuO and NiO at 500�C for 3.6 ks and 650�C for 36 ks, respectively (reproduced with permission
from [37])

Fig. 18 TEM images of
a CuO and b NiO nanotubes
after annealing in air at
500�C for 3.6 ks and at
650�C for 3.6 ks, respectively
(reproduced with permission
from [38])
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seen in Fig. 19a–c. After annealing at 500�C for 3.6 ks (Fig. 19d), two specific
changes can be seen: (i) the nano-pores of the hollow particles become smaller and
the location of nano-pores deviates from the center position, (ii) the additional
smaller voids are generated in the particles; hollow nanoparticles with a single
interior nano-pore turn into porous nanoparticles with a few voids by annealing the
samples in air above 500�C. Furthermore, it was found that the interior closed
pores became open surface pores at 600�C for 3.6 ks (Fig. 19e). Finally, porous
iron oxide nanoparticles were observed to have turned into non-porous nanopar-
ticles after the longer annealing time of 14.4 ks at 600�C, as shown in Fig. 19f.

Figure 20 shows representative electron micrographs of Fe3O4 nanotubes after
annealing in air at 400 * 600�C. As is the case with the oxidation of Fe nano-
particles, a further change in morphology can be seen after annealing at temper-
atures of 400�C and above; a number of voids with several nanometer sizes are
formed along the inner side of the nanotube. These voids grow larger with
increasing temperature. In addition, the duplex porous structures with a cylindrical

Fig. 19 A typical example
of the morphology change of
Fe nanoparticles (a) before
and after oxidation at
b 200�C for 18.0 ks, c 400�C
for 90.0 ks, d 500�C for
3.6 ks, e 600�C for 3.6 ks and
f 600�C for 14.4 ks
(reproduced with permission
from [44])
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pore and a number of spherical pores transformed into porous structures without an
inner cylindrical pore at 600�C for 3.6 ks, which was considered as a final form as
a result of shrinkage. Above 673 K, both hollow nanoparticles and nanotubes of
Fe3O4 transformed into c-Fe2O3 [44].

The formation mechanism of hollow Fe3O4 nanoparticles and nanotubes via the
oxidation of iron nanoparticles and nanowires below 400�C can be explained by a
mechanism analogous to the Kirkendall effect in the Fe/oxide interface, where the
outward diffusion of Fe is much faster than the inward diffusion of oxygen.

Fig. 20 A typical example
of change in morphology of
Fe3O4 nanotubes due to
annealing in air: a 400�C,
b 500�C and c 600�C for
3.6 ks. d The line profile of
the corresponding diffraction
patterns (reproduced with
permission from [44])
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The formation of an interior nano-pore inside an oxide particle and nanowire is due
to the clustering of vacancies as a counter flow to the outward diffusion of iron ions.

It is noteworthy, however, that a peculiar change in morphology can be seen
after annealing Fe3O4 hollow nanoparticles and nanotubes above 400�C in air;
hollow structures with a single spherical and cylindrical nano-pore transform into
porous structures with additional nano-voids. The morphology change from a
hollow Fe3O4 nanoparticle and nanotube to porous structures is illustrated in
Fig. 21; (i) vacancies diffuse outward from an interior pore as the pore shrinks,
(ii) additionally spherical voids are introduced due to vacancy clustering, (iii) the
shrinkage of the inner pore proceeds and the additional spherical voids grow
larger, and (iv) c-Fe2O3 nanoparticles and nanowires without nanopores were
formed. This process is related to the phase transformation from Fe3O4 to c-Fe2O3.

It is known that hollow nanostructures tend to shrink and collapse at high
temperatures [37, 38]. As can be seen in Figs. 19 and 20, the interior pores of the
hollow nanoparticles and nanotubes show a tendency to shrink and collapse.
Therefore, the formation of additional nanovoids is associated with the annihila-
tion of the interior nanopores in hollow nanoparticles and nanotubes. According to
Gusak et al. [59], the shrinkage of hollow nanoparticles can be described as the
outward diffusion of vacancies from the inner pores (vacancy source) to the sur-
face (vacancy sink) of hollow nanoparticles. It is possible, therefore, to speculate
that the vacancies, which generate from an inner pore, diffuse outward and then
contribute to the formation of additional nanovoids. Furthermore, the phase
transformation from Fe3O4 to c-Fe2O3 occurs in the shrinkage process. Thus, the
formation of additional nano-voids during the annealing of hollow Fe3O4 in air at

Fig. 21 Schematic illustrations of transition in the morphology of a Fe3O4: a hollow
nanoparticle and b nanotube: (i) dissociation of vacancies at the inner surface of a hollow
nanoparticle and nanotubes of Fe3O4; (ii) formation of additional spherical voids associated with
shrinkage of an internal pore and phase transformation from Fe3O4 to c-Fe2O3; (iii) growth of
voids and shrinkage of an interior pore; and (iv) the formation of non-porous c-Fe2O3.Vacancies
are generated from inner surface and diffuse outward. The outward vacancy diffusion
accompanies the phase transformation from Fe3O4 to c-Fe2O3. The vacancies combine to form
voids during the diffusion process (reproduced with permission from [44])
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high temperatures is closely related to the phase transformation from Fe3O4 and
c-Fe2O3. The possible formation mechanism of additional nanovoids is the
recombination of the out-going vacancies in the vicinity of the interface between
Fe3O4 and c-Fe2O3, which may result in the relaxation of interface strain. The
details are given in Ref. [44].

Formation of hollow nanostructures by the Kirkendall effect is induced by the
inward diffusion of excess vacancies during solid-state reactions. On the other
hand, shrinkage behavior of hollow nanostructures is closely related to outward
diffusion of vacancies from interior nanopores. Therefore, not only the inward but
also the outward migration of vacancies may give rise to changes in morphology in
the case of porous structures at elevated temperatures.

4 Summary

In the past few years, there have been considerable advancements concerning the
synthesis of hollow nanoparticles and nanotubes. The synthesis routes based on
chemical reactions such as chemical etching and galvanic replacement are broadly
used for a wide variety of materials. More information on the chemical synthesis
routes can be obtained in references [4] and [5]. In addition, different ideas have
been applied to the fabrication of hollow nanomaterials. For example, the
Kirkendall-effect-related processes have been recognized as one of the useful
methods for the fabrication of oxides, sulfides and phosphides. Since the Kir-
kendall effect is related to the mass transport at the interface between different
solids, there is much possibility to control hollow nanostructures of a variety of
alloys and intermetallic compounds. The result by Fan et al., who successfully
fabricated ZnAl2O4 spinel nanotubes from ZnO/Al2O3 core/shell nanowires,
strongly suggests the formation of A–B alloys or compounds if A/B core/shell type
nanostructures are easily obtained.

Our recent studies on the shrinkage behavior of hollow nanoparticles and
nanotubes are also introduced. Hollow nanoparticles and nanotubes of metal
oxides tend to shrink and collapse at higher temperatures both in reduction and
oxidation atmosphere because hollow nanostructures with an inner surface are
energetically unstable. The shrinking of hollow oxides occurs at temperatures
where the reduction reactions from oxides to metals start in annealing them in
reduction atmosphere. Hollow oxides turn into solid metal nanoparticles as a result
of the shrinking associated with reduction. On the other hand, shrinking of hollow
oxides occurs at temperatures where the diffusion coefficients of slower diffusing
ions in the oxides are of the order of 10-22 m2 s-1. These results suggest that it is
possible to control the size of interior nanopores and particles using annealing in
high temperatures. In the case of hollow iron oxide, however, a peculiar mor-
phology change is induced in the process of shrinkage; hollow oxides with an
interior spherical and cylindrical nanopore transform into porous structures with
additional multiple nanovoids. Transition in porous structure seems to be related to
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the outward diffusion of vacancies from interior pore and the phase transition from
magnetite to maghemite. It was found by our experiments that the outward dif-
fusion of vacancies that takes place during shrinkage contribute to the formation of
a unique nanoporous structure. It should be pointed out that annealing of hollow
nanostructures at high temperatures may induce further change in morphology in
some cases. Further research works should be carried out to investigate the per-
formance of different nanostructures at high temperature.
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Computer Simulation of Diffusion
and Reaction in Metallic Nanoparticles

A. V. Evteev, E. V. Levchenko, I. V. Belova and G. E. Murch

Abstract In this chapter, we review the understanding that has been gained by
the simulation methods of kinetic Monte Carlo and molecular dynamics of solid
state diffusion in nanoparticles. We discuss the simulation of the formation and
subsequent shrinkage by diffusion of hollow nanoparticles, the formation by
diffusion of segregated bi-metallic nanoparticles and the diffusion with reaction to
form intermetallic nanoparticles.

1 Introduction

Diffusion in nanoparticles has a number of special features that distinguish it from
bulk diffusion. One is the very close proximity of the surface where defects can
form and be annihilated. Another is the dominant role of the surface energy itself
in the diffusion events and the stability of the structures formed. The potential
for employing diffusion to ‘self-assemble’ nanoparticles having special spatial
distributions of the components has been well recognized in recent years but the
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gaining of an understanding of the underlying processes is still in its relatively
early stages. Much of the understanding has come from computer simulations,
either using the methods of molecular dynamics or kinetic Monte Carlo. In the
present chapter, we review some of the progress that has been made using com-
puter simulation and related theory in understanding the formation and shrinkage
of hollow nanospheres and the formation by diffusion alloying of bi-metallic and
intermetallic nanoparticles. In both cases of hollow nanoparticles and bimetallic or
intermetallic nanoparticles, the search for compositions, sizes, shapes and tech-
nological ways for fabricating them to exhibit desirable structures and properties is
an exceedingly complex problem requiring a deep physical understanding of the
diffusion processes and local stability that occur at the nanoscale.

2 Hollow Nanospheres

The synthesis of hollow nanospheres with tailored void sizes is of great interest
because of the wide range of possible industrial applications of such nanoparticles.
Applications include vehicles for precise medication delivery, nano-chemical
reactors for the precise control of catalytic reactions in the petrochemical industry,
containers of environmentally sensitive species, components of ultra-lightweight
structural materials and many others. Yin et al. [1] were the first to demonstrate that
the Kirkendall effect (with attendant Kirkendall porosity) [2], a phenomenon well-
known in interdiffusion processes in metallic alloys, can be utilized at the nano-level
for the formation of uniform hollow nanospheres of CdS, CdSe, CoO, CoSe, Co3S4,
Co9S8. The general strategy is to start with the faster diffusing component as the core
and surround it with a shell of the slower diffusing component. Upon interdiffusion,
the net flux of vacancies into the material leads eventually to a pore in the absence of
conventional vacancy sinks. Yin and colleagues’ finding has encouraged many
subsequent studies which have included, for example, the formation of hollow
nanospheres of Fe3O4/Fe2O3 [3], Y2O3 [4], Cu2O [5], ZnO [6], NiO [7] and Li2NH [8]
as well as nanotubes of Ag2Se [9], CoSe2 [10], CdS [11], ZnAl2O4 [12]. In principle,
the structure and properties of hollow nanoparticles can be fine-tuned by varying the
starting composition, size and shape, but this will only be possible once a thorough
understanding of the phenomenon has been gained.

It is interesting to note that the formation of hollow micro-sized crystals by the
Kirkendall effect was first demonstrated some thirty five years ago: Aldinger [13]
obtained shells of a Be–Ni alloy after annealing Be microparticles of 33 lm
diameter that had been coated with Ni. Similar findings were also reported in the
Soviet Union literature at about the same time [14]. Alternative methods of syn-
thesis of hollow nanoparticles, mainly using various template strategies, have been
identified including a method to form hollow nanoparticles of noble metals [15].
In general, such methods do not make direct use of atomic diffusion.

Hollow nanoparticles can be expected to be unstable with respect to shrinkage
via diffusion to a solid nanoparticle in order to reduce the total surface area.
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This has recently been demonstrated experimentally [5]. The possibility of
shrinkage and the resulting loss of longevity in-service of hollow nanoparticles
mean that the shrinkage process needs to be thoroughly understood too.

2.1 Formation of Hollow Nanospheres

In general terms, the formation of hollow nanoparticles is simply a natural result of
the phenomenon of Kirkendall porosity coming by way of the Kirkendall Effect.
During interdiffusion of a bulk diffusion couple, say of two pure metals, the fluxes
of the two opposing atomic components will in general not be equal. As a result,
there will be a net flux of vacancies from the slow diffuser side to the fast diffuser
side. This is known as the Kirkendall Effect and was the outcome of the famous
experiment performed in the late 1940s that proved conclusively that vacancies
were the principal vehicles for atomic diffusion in metals [2].

In an ‘ideal’ interdiffusion situation, vacancies are maintained at equilibrium
everywhere in the diffusion zone. For this to happen, vacancies are created and
annihilated as locally required (1) by the process of dislocation climb (in alloy
systems) and/or (2) at grain boundaries and/or (3) at free surfaces. This requires of
course that such vacancy sources and sinks are sufficiently numerous and efficient
for the purpose. However, on the faster diffuser side, the usual sinks for vacancies
mentioned above may be unable to cope with the influx of vacancies, especially
when the diffusion rates of the two atomic species are very different. On the faster
diffuser side, vacancies above saturation concentrations then start to aggregate into
pores. In effect, the vacancies are forming their own sinks. Pores formed in this
way are collectively referred to as Kirkendall porosity. Over time, these pores can
eventually join together to form large voids. In the joining technology that depends
on diffusion-bonding, the phenomenon of Kirkendall porosity has generally been
viewed as a considerable nuisance because of the significant loss of mechanical
strength that can ensue.

At the nano-scale, the small distances involved in the interdiffusion process and
the absence of many conventional vacancy sinks such as dislocations has meant that
Kirkendall porosity can become especially prominent and in fact turns out to be a
valuable method for fabricating hollow nanoparticles. The recent demonstration by
Yin and co-workers [1] of the formation of a very large void in the centre of a
nanosphere, thus creating a hollow nanosphere, attracted widespread interest because
of the significant potential for new technological applications as mentioned above.

Several papers appeared in 2005 that provided the formal beginning of a theory
of formation of a hollow nanosphere. We will briefly describe them here. Tu and
Gösele [16] considered the role of the Gibbs–Thomson potential on the rate of
change of radius r of the nanosphere to obtain:

dr

dt
� DA

kT
� Dl

rII � rI

� �
ð1Þ
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where

Dl ¼ DGf þ 2X
cII

rII
þ cI

rI

� �

and DGf is the free energy of formation of the product phase, cI, cII are the
interfacial energies at inner and outer surfaces I and II. X is the atomic volume,
DA is the diffusivity of the faster moving component and k and T are the Boltzmann
constant and absolute temperature respectively. Since the interfacial energies are
not generally known, the growth rate cannot be determined from Eq. 1. Within
limits, the driving force will probably not change much in the nano-range. In
principle, for very high values of c and small values of r, the Gibbs–Thomson
potential may be positive, potentially preventing out-diffusion of the high mobility
component and therefore preventing the formation of a hollow nanosphere.

Starting with the Onsager formalism of irreversible thermodynamics, Belova
and Murch [17] sketched an alloy interdiffusion theory for the general case of
interdiffusion of two completely miscible metals A and B to form an isomorphous
alloy but where there are no implied sources and sinks of vacancies (in contrast
with the conventional treatment of bulk interdiffusion of two miscible metals
where the vacancies are assumed to be always at equilibrium [18]). This model
would correspond to the formation of a shell of an alloy AB starting from a core of
metal A (of high mobility) surrounded by a shell of metal B (of low mobility).
Expressions were developed for the fluxes of the components in the Manning
random alloy diffusion kinetics approximation [19]. Kinetic Monte Carlo simu-
lations of interdiffusion for such a model in a constant gradient of vacancies
(and therefore a moving boundary) verified the expressions. The simulations
showed that in principle, at very late times, after the formation of a homogeneous
alloy shell, any continued flux of vacancies should then produce some segregation
of the atomic components. This phenomenon is sometimes referred to as the
Inverse Kirkendall Effect and is known to occur in the net flux of vacancies
occurring during radiation damage annealing of alloys.

Prasad and Paul [20] addressed the rate of appearance of a phase b from an
inner phase a (A-rich) and an outer phase c (B-rich) for the geometry of a nanorod.
At the interface I (between a and b) and identified by the radius rI, A will be
dissociated from the a phase to produce the b phase. Dissociated A will also
diffuse through the b phase to react with the c phase to produce more b phase at the
II interface (identified by rII). The b phase thus grows from both interfaces I and II.
Using Wagner’s suggestion of an integrated diffusion coefficient of a ‘line com-
pound’ Prasad and Paul showed that for a pure element core and shell an integrated
diffusion coefficient of the b phase can be written as:

~Db
int ¼

ðrII � rIÞNb
B 1� Nb

B

� �
DAI=II

r

4ptðr0 � rIÞ
¼ Nb

B 1� Nb
B

� �
kg ð2Þ
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where DAI=II
r is the area between interfaces I and II, NB

b is the average composition of
the b phase and kg is a growth constant. The growth rate of the product phase and the
consumption rate of shell and core should follow parabolic kinetics and could then
be determined in principle. When vacancies are at equilibrium during interdiffusion,
vacancies should be created in the region between rK (the Kirkendall radius)
and rII and annihilated in the region rI to rK. Since few vacancy sinks are available at
the nanolevel, porosity should in fact occur. Prasad and Paul showed that for a pure
element core, porosity should occur only at interface I and a good nanotube will thus
form from a nanorod.

A molecular dynamics (MD) simulation of the formation by diffusion of a
hollow nanosphere has not been performed. It is likely to be computationally
extremely time consuming because of the two requirements of a fairly large dif-
ference in mobility of the two atomic species in order to obtain observable porosity
and a relatively long annealing time.

Kinetic Monte Carlo (KMC) calculations represent a computationally much more
attractive alternative to molecular dynamics to demonstrate the formation of a
hollow nanosphere. However it should be recognized that KMC calculations in
general require at the outset the specification of a basic diffusion mechanism, e.g. the
vacancy mechanism. This might not appear to be a problem since vacancies certainly
provide the principal means for diffusion in bulk metals. However, it has been found
in MD simulations of the shrinkage of very small hollow Pd nanospheres (see further
below) that vacancies do not necessarily provide the only vehicles for atomic
mobility: atoms have been found to move by means of moving Shockley partial
dislocations that form at the surface of the nanosphere.

KMC calculations provide a useful means for visualizing the evolution of
kinetics processes. Furthermore, the inter-site transition rates can be readily scaled
to real time. KMC simulations of the formation (and shrinkage) of a hollow
nanosphere have been performed very recently by the authors [21]. An Ising alloy
model on f.c.c. lattice was employed where the nearest neighbour interactions
between the atoms (A–A, B–B and A–B) were all set equal thus resulting in a
random distribution of the atomic species.

However, the model is not identical to Manning’s well known random alloy
model [19] because there is both a small indirect attraction between neighbouring
vacancies and a definable equilibrium vacancy concentration. In the study, the
values of the interactions /AA = /BB = /AB = -1.5 kT were adjusted so that the
vacancy composition was close to a typical bulk value at diffusion temperatures
ceq

V *1.24 9 10-4. In the simulation, the fast diffuser A (the core) was set to have
an atom-vacancy attempt frequency m0A three orders of magnitude larger than the
slow diffuser B (the shell), m0B. The well-known Metropolis transition probability
was used in the calculations [22]. Although this transition probability is not par-
ticularly realistic for a diffusion process, the number of Monte Carlo jump attempts
scale transparently to real time. Furthermore, in the particular case of a very small
vacancy composition any Monte Carlo transition probability in principle should
generate much the same evolution of configurations.
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In Fig. 1, a sequence of snapshots at various times for a system A0.6B0.4 of 76,429
atoms shows the formation process of a hollow nanosphere of an alloy starting from
two pure metals. The interdiffusion process has not gone to completion in this figure.
There are no internal interfaces in this model: the core (A), the shell (B) and
the formed alloy are all isomorphous. The structure contained no vacancies at
the commencement of the simulation. During interdiffusion, vacancies form at the
surface of this bimetallic nanosphere and diffuse into the interior via a small number
of percolating paths of A through the shell of slow moving atoms (B). Once the
vacancies reach the core they quickly mix with A atoms and lose connections to the
percolating paths to the surface. Since there are no existing vacancy sinks, very
considerable vacancy supersaturation now builds up in the core. This is clearly
shown in Fig. 2 which shows the vacancy concentration in the core and the diffusion
zone as a function of time. (In this figure e ¼ ri=re, where ri is the radius of the void
and re is an external radius of the hollow nanosphere.) As time progresses,
the vacancy composition in both the core and diffusion zone is seen to increase by

Fig. 1 Selected snapshots of
the interdiffusion process in
the initially A-core-B-shell
random alloy nanoparticle
model. Snapshots are taken at
the beginning of the
simulation (a) and after
m0At � 345955 (b), m0At �
449741 (c), m0At � 657314
(d), m0At � 864886 (e),
m0At � 1349220 (f) (m0A is the
effective attempt frequency of
A atoms for exchange with a
vacancy). Only the same
central cross-sections are
shown [21]
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about a factor of thirty (in this case) over the equilibrium vacancy composition value.
The increase is greatest in the core region. The vacancies are in effect kinetically
trapped in the core of the nanoparticle: they cannot return to the surface because there
are insufficient paths to provide the long range diffusion back there.

Supersaturation of the vacancies inside the core results in a steep vacancy
composition gradient in the diffusion zone and in fact, the vacancies actually
diffuse uphill i.e. against their concentration gradient as they enter from the
surface. The increase of the vacancy composition gradient is seen to restrict the
out-flux of A atoms into the shell and hence tends to suppress the entire inter-
diffusion process. After a gestation time, the vacancies nucleate quickly into a
large void forming roughly in the centre of the nanoparticle. The vacancy con-
centration everywhere in the core and diffusion zone thus suddenly collapses,
essentially down to the equilibrium vacancy composition level. It is also seen in
the same figure that at the same time, the average concentration of A in the
diffusion zone increases significantly as the vacancy in-flux now suddenly
increases the rate of mixing of A and B.
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Fig. 2 Time-dependencies
of: a the average vacancy
compositions inside the core
and diffusion zone of the
nanoparticle model as well as
the ratio e3 of the number of
virtual lattice sites within the
void to the total number of
lattice sites inside the whole
of the nanoparticle, and b the
average composition of A
atoms inside the ‘diffusion
zone’ (m0A is the effective
attempt frequency of A atoms
for exchange with a vacancy).
The horizontal dashed line
shows the equilibrium
vacancy composition ceq

V for
this model. The vertical
dashed line indicates the time
at which the void appears to
form [21]
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Furthermore, we have observed that for the initially A-core–B-shell binary
random alloy system at a temperature which provides an equilibrium vacancy
composition *10-4 in pure A and B as well as in the binary AxB1-x random alloy,
void nucleation can be observed if the atomic jump frequency ratio is of the order of
103 and the atomic fraction of the fast diffuser A is within the range 0.6 B x B 0.8.
In contrast to the binary random alloy system with its solely entropy-driven inter-
diffusion, we have observed that the formation of a hollow nanosphere by interdif-
fusion in an initially A-core–B-shell binary alloy system with an A3B ordering
tendency requires a much smaller value of the atomic jump frequency ratio at the
same value of the equilibrium vacancy composition for pure A and B (the equilibrium
vacancy composition for the A–B alloy is even lower). The atomic jump frequency
ratio is of the order of 10 above the order–disorder temperature and can be as small as
2 below the order–disorder temperature. In all our simulations with the nearest
neighbour interactions between atoms that provide the equilibrium vacancy com-
position *10-4 or lower, we have observed only single void formation followed by
its growth (see, as examples, Figs. 1 and 3). However, it is noted that an increase
of the equilibrium vacancy composition in the model (especially for the faster
component in the core) up to 10-3–10-2 results in the formation of multiple pores and
then their later agglomeration into a single void (see, as an example, Fig. 4). This has
occurred because the vacancy composition in the core under supersaturation during
initial stage of interdiffusion is high enough to supply the vacancy clustering and, as a
result, the void nucleation problem is avoided. Then, the vacancy clusters simply
grow owing to the vacancy flux during a further stage of interdiffusion imitating
the formation of multiple pores. The observation is also in accordance with recent
KMC simulation results of Gusak and Zaporozhets [23].

(a) (b)

(d)(c)

Fig. 3 Selected snapshots,
a-d, taken during the
evolution of the interdiffusion
process in the initially
A-core-B-shell nanoparticle
model with an A3B ordering
tendency. The simulation was
done at a temperature which
is just below the order–
disorder temperature. The
pair-interaction energies are
/AA = /BB = -1.5 kT and
/AB = -2.8 kT. The
equilibrium vacancy
composition for the faster
component in the core
is *1.24 9 10-4. The ratio
of the atom-vacancy attempt
frequencies is m0A=m0B=3.
Only the same central
cross-sections are shown
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2.2 Shrinkage of Hollow Nanoparticles

It was noted in [16] that hollow nanospheres should be unstable in principle and,
with time, will have a tendency to shrink into a solid nanosphere. This is because
the resulting reduction in surface area should be more advantageous from an
energy reduction point of view: c r2

i þ r2
e

� �
[ c r2

f (c is the surface energy, ri and re

are the inner and external radii of a hollow nanosphere, rf is the radius of a

Fig. 4 Selected snapshots, a-f, taken during the evolution of the interdiffusion process in the
initially A-core-B-shell nanoparticle model with an A3B ordering tendency. The simulation was
performed at a temperature which is well above the order–disorder temperature. The pair-
interaction energies are /AA = /BB = -0.86 kT and /AB = -1.23 kT. The equilibrium vacancy
composition for the faster component in the core is *6 9 10-3. The ratio of atom-vacancy
attempt frequencies is m0A=m0B ¼ 10. Only the same central cross-sections are shown
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collapsed compact nanosphere). Shrinkage of hollow nanoparticles has recently
been observed in the case of Cu2O [5]. A considerable body of theoretical work
and computer simulations have been published that explore the shrinkage phe-
nomenon. In accordance with [16] the mechanism of shrinking can be considered
as a result of the vacancy flux going from the inner surface to the outer surface.
The driving force for such a flux is the difference between the vacancy
concentrations cV on the inner and external surfaces.

This physical picture of the shrinking of hollow nano-objects seems reasonable
if we make the assumption that the equilibrium vacancy concentration ceq

V in the
bulk of the system does not differ strongly from the equilibrium vacancy con-
centration near a planar surface (ceq

V � c0
V) or if ceq

V \c0
V, and either the external

radius is much larger than the inner radius (so we can consider such a hollow nano-
objects as an infinite bulk system with a spherical void inside) or conversely, when
the nanoshell is so thin, that the equilibrium vacancy composition ceq

V in the bulk is
unreachable.

Starting with a one-component hollow nanosphere, Gusak and colleagues [24]
used Gibbs–Thomson type expressions to describe the vacancy concentrations at the
inner and outer curved surfaces. For a hollow nanosphere with an internal radius ri

and external radius re, the variation of vacancy composition near the surfaces with
the number of vacancies in the void Nvoid

V is given by the Gibbs–Thomson equation:

c�V ¼ ceq
V exp �

oDGS

�
oNvoid

V

kT

� �
; ð3Þ

DGS ¼ c S is the free energy of the spherical surface with a principal radius of
curvature r (r ¼ ri or r ¼ re) and S is the surface area. In the above formula, the
curvature is taken as positive for the inner surface and negative for the external
surface. Since for a spherical geometry, we have that:

oDGS

oNvoid
V

¼ oDGS

or

or

oNvoid
V

¼ 2cX
r
; ð4Þ

Equation 3 reduces to:

c�V ¼ ceq
V exp

b
�r

� �
; ð5Þ

where b ¼ 2c X=kT for a hollow nanosphere and X is the atomic volume.
Assuming steady state for the vacancy concentration and a linear approximation of
the Gibbs–Thomson equation, Gusak et al. [24] found a numerical solution for the
collapse time of a hollow nanosphere by diffusion. Using the same model, Evteev
et al. later derived exact solutions for the collapse time for both one component
hollow nanospheres [25] and nanotubes [26]. KMC calculations have verified their
expressions [27].

MD simulation has been used to study defect formation and distribution in a
hollow Pd nanosphere (76,657 atoms) as well as its stability/shrinkage behaviour [28].
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Interestingly, it was shown that at 1500 K, which is probably the melting point of
the simulated system, the hollow Pd nanosphere does not actually shrink until it is
completely melted. The melting starts from the outside surface.

At 50 degrees below the melting point the results of MD simulation very clearly
demonstrate that the vacancy composition profile across the nanoshell then
develops a minimum [28], see Fig. 5. These results are consistent with the concept
that the free energy of vacancy formation with respect to a planar surface in a
crystal depends on the distance from the surface because of surface and subsurface
relaxation, with the result that Dg0

f þ 2cX=re\Dgeq
f (Dg0

f and Dgeq
f are vacancy

formation free energies near the reference planar surface and in the bulk of the
crystal system, respectively). Furthermore, surface and subsurface relaxation
processes can influence (in varying degrees) the relative changes of Dg0

f and
vacancy formation free energies near the inner (Dgi

f) and external (Dge
f ) surfaces

of the hollow nanoparticle, because of the difference in sign and value of the
curvature of the surfaces. Indeed, because of surface and subsurface relaxation
processes, it can be supposed that the largest relative decrease being to Dge

f

(a negative curvature surface has the highest surface free energy) followed by Dg0
f

and Dgi
f . Thus, unlike a simple treatment (c.f. Eq. 5), we can expect ci

V [ ceq
V \ce

V.
In other words, a vacancy composition profile across a hollow nanoshell can then
have a minimum and a hollow nanosphere should actually be in a state corre-
sponding to a local minimum of the free energy. Accordingly, the growing of the
vacancy composition in the shell should result in the increasing of the free energy
of such a system, namely to an increase of the free energy part responsible for the
volume of the nanoshell. Thus, a free energy barrier should obstruct the transition
of the hollow nanosphere (by the vacancy mechanism) to a state corresponding to
the global minimum of the free energy (shrinkage to a solid nanosphere).

The MD results were obtained just below the melting temperature, where one
should expect the most extensive surface and subsurface relaxation. Unfortunately,
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Fig. 5 MD simulation of the
distribution of vacancies
within a Pd hollow
nanosphere at 1450 K [28]
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at present it is impossible to determine on a MD simulation time-scale the vacancy
composition profile inside a nanoshell at more moderate temperatures. Further-
more, the vacancy formation free energy near a surface in an alloy should be a
function of atomic composition because of surface and subsurface segregation
phenomena. Moreover, for different kinds of hollow nanospheres (pure element,
alloy, compound) with various types of atomic bonds (metallic, covalent, ionic)
the vacancy composition profile across the nanoshell might well have quite
different shapes.

The MD simulations also showed that besides vacancies, which formed on both
surfaces of the hollow nanosphere, other defects such as Shockley partial dislo-
cations, twins and stacking faults nucleated on the external surface as a result of its
significant reconstruction. The density of the defects on the external surface
increased with reduction of nanoshell size. It was shown that for very small hollow
nanospheres a Shockley partial dislocation can transport material from the external
surface to the inner one and lead to its shrinking. It is certainly conceivable that
such mechanisms can account principally for the shrinkage of small hollow
nanospheres without the participation of point defects such as vacancies.

The case of the shrinkage of a binary alloy nanoshell has also been investigated
and is rather more complicated. The vacancy flux from inner to external surface,
caused by the Gibbs–Thomson effect, leads to inward atomic fluxes of the atomic
components of the binary alloy [23, 24, 29, 30]. If diffusion of one species, for
example A, proceeds faster, then A will segregate near the inner surface (another
example of the Inverse Kirkendall Effect). The resulting composition gradient of A
will reduce the vacancy flux and hence will generate a tendency to suppress the
shrinking process [23, 24, 29, 30]. In a phenomenological analysis, Gusak and col-
leagues [24] showed that the shrinkage rate of a hollow nanosphere of an interme-
tallic compound will be controlled by the diffusion of the slower species. In addition,
it was implied [24] that the steady-state approximation for both vacancies and atoms
appears to be a valid one for a hollow nanosphere of an intermetallic compound.

Evteev and colleagues [29] considered diffusion via vacancies in a hollow
binary AB alloy nanosphere under the Gibbs–Thomson effect. They made use of
the Onsager flux equations for the situation where there are no sources and sinks
for vacancies. They found that the controlling parameter D of vacancy motion
within a binary alloy nanoshell (or shrinking rate) can be written in the form:

D ¼ XkT

cV

LAALBB � L2
AB

cALBB � cBLABð Þ JA

JA þ JB

þ cBLAA � cALABð Þ JB

JA þ JB

/V; ð6Þ

where LAA, LBB and LAB are the phenomenological coefficients, cA, cB and cV are
the compositions of species A, B and vacancies respectively, JA and JB are the
atomic fluxes and

/V ¼ 1þ cV

kT

oDgf=orð Þ þ oDgf=ocAð Þ ocA=orð Þ
ocV=orð Þ ð7Þ
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can be regarded as the vacancy thermodynamic factor. This factor should arise if
the vacancy formation free energy, Dgf , depends either on the distance from a
surface due to subsurface relaxation or on atomic composition due to surface and
subsurface segregation phenomena or both. Accordingly, the vacancy thermody-
namic factor may well be important for the analysis of diffusion by vacancies
inside a nano-object because in such a system the fractions of subsurface and bulk
atoms are of comparable magnitude. If it is assumed however that the vacancy
thermodynamic factor is close to unity /V � 1, then a steady-state approximation
for vacancies should be quite reasonable. A range for the collapse time of a hollow
binary alloy nanosphere can then be estimated by making use of the Moleko et al.
[31] diffusion kinetics theory:

ceq
V DVð Þ�1\

12cXtc

kTr3
f sc

\ ceq
V DðSSÞ

� ��1
ð8Þ

where DV is the diffusion coefficient of the vacancies and D(SS) is a controlling
parameter for shrinkage at steady state:

DðSSÞ ¼ XkT

cV

LAALBB � L2
AB

cALBB � cBLABð Þ cA

cA þ cB

þ cBLAA � cALABð Þ cB

cA þ cB

; ð9Þ

and

sc � ln
1� e0ð Þ 1þ e0ð Þ3

1� e3
0

� �4
3

2
6664

3
7775� 2e0

1� e0

1� e3
0

; e0 ¼
ri0

re0

ð10Þ

Here ri0 and re0 are the inner and the external radii of the hollow nanosphere at
the initial point of time t ¼ 0.

KMC calculations of the shrinking process have been performed [23, 29, 30] on
an initially homogeneous equi-atomic hollow nanosphere of a random binary alloy
using a model identical with that described above for the formation of a hollow
nanosphere. It was found that the faster moving species (A) segregates near the
inner surface (Inverse Kirkendall Effect). The appearance of a composition gra-
dient of the component A reduces the vacancy flux and hence generates a tendency
to suppress the shrinking process as had been noted earlier [24]. At the same time,
the increase of the collapse time of the KMC model of the hollow random binary
alloy nanosphere with increasing ratio of the jump frequencies is much smaller
than could be expected at the steady-state approximation for atomic components.
It was found that the collapse time of the KMC model of the hollow random
binary alloy nanosphere is much less than the time required for obtaining steady-
state conditions for the atomic components. KMC calculations of the shrinking
process of a hollow nanosphere of an intermetallic compound have not yet been
performed.
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‘Whole-of-life’ KMC simulations for the formation of a hollow binary alloy
nanosphere and subsequent shrinking have been carried out in [23, 32]. In Fig. 6,
a sequence of snapshots at various times for a system A0.62B0.48 of 16, 757
atoms demonstrate the formation and shrinking processes of a hollow nanosphere
of a random binary alloy starting from two pure metals [32]. In the study, the
pair-interaction energies /AA = /BB = /AB = -1.5 kT were chosen to provide
an equilibrium vacancy composition ceq

V *1.24 9 10-4 in the model, while the

Fig. 6 Selected snapshots of
the ‘whole of life’
interdiffusion process in the
initially A-core-B-shell
nanoparticle model.
Snapshots are taken at the
initial time of the simulation
(a), after about 2.5% of the
final time (b), after about 5%
of the final time (c), after
about 30% of the final time
(maximum volume of the
pore was observed at this
time) (d), after about 55% of
the final time (e), after about
90% of the final time (f), after
about 99.9% of the final time
(g), at the finial time (h)
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ratio of atom-vacancy attempt frequencies was chosen as m0A=m0B ¼ 103. Thus,
apart from the size of the model, all other parameters were similar to ones from
our previous KMC studies [21, 29, 30] of the formation and shrinking of hollow
random binary alloy nanospheres. This simulation starts from the initial bi-
metallic A-core–B-shell configuration of (Fig. 6a), proceeds to the formation
stage of the hollow nanosphere (Fig. 6b–d) as described above and then proceeds
to the final subsequent shrinkage stage to a solid alloy nanosphere (Fig. 6e–h).
At least two important observations can be made from this preliminary ‘whole-
of-life’ KMC simulation. First, it can be seen in (Fig. 6d) that the shrinkage
stage started before complete intermixing had been reached. Second, the
shrinkage time is only about three times longer than the formation time (see
Fig. 7). This result additionally demonstrates that at least for hollow random
binary alloy nanospheres, the shrinkage here is clearly not a steady-state process
and it is not controlled by the slower diffusing species (we recall that in this
KMC model the fast diffuser A was set to have a atom-vacancy exchange rate
three orders of magnitude larger than the slow diffuser B). Qualitatively similar
results at a much high temperature (which provide the equilibrium vacancy
composition ceq

V *5910-3) were obtained in [23] for a binary alloy system
A0.075B0.925 of 82,421 atoms with some tendency to ordering and with the ratio
of atom-vacancy attempt frequencies m0A=m0B=10.

3 Bi-metallic Nanoparticles

In general, at the nanoscale, bimetallic particles can form various kinds of struc-
ture, ranging from the high entropy situation such as a solid solution ‘random
alloy’ to the low entropy structure such as a layered compound or core–shell
structure. Segregation of a component such as a noble metal can be superimposed
on this. In principle, the structure and properties of bimetallic nanoparticles can be
tuned by varying the composition, size and shape and making use of the different
surface energies. All of these make use of diffusion.

It is well-known that Ag and Pd are metals with important existing and potential
applications as catalysts in heterogeneous catalysis. With their very high surface
areas, Ag and Pd nanoparticles are especially efficient catalysts, but there are still
substantial negative economic aspects because of the very high cost of such
metals. Since catalytic reactions occur at the surface of the nanoparticles, a large
fraction of metal in the core of the nanoparticle is of course wasted. Bimetallic
nanoparticles are currently attracting a great deal of interest due to their unique
physical and chemical properties [33]. An interesting bimetallic nanoparticle
alloys involves Ag and Pd with a lower cost and higher surface energy metal such
as Ni [34–40]. It would of course be economically attractive for the precious and
catalytically active Ag and Pd atoms to be allowed to segregate (by diffusion) to
the surface.
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3.1 Interdiffusion in Bimetallic Nanoparticles

Here, we discuss two rather extreme cases of interdiffusion in bi-metallic nano-
particles, both of which lead to segregation. In the first case (Ag–Ni), the two
metals are almost immiscible in the bulk. In the second case (Pd–Ni) the two
metals show complete miscibility in the bulk. It should also be noted that Ni has a
much higher surface energy than Ag and Pd.

3.1.1 Interdiffusion in a Ag–Ni Bi-metallic Nanoparticle

Interdiffusion was simulated by the MD method starting with a diffusion couple
consisting of a core of Ag (959 atoms) covered by a shell of Ni (2,504 atoms) [41].
Representative snapshots from the MD simulation during isothermal annealing at
T = 950 K are shown in Fig. 8. It can be seen that Ag atoms diffuse quite rapidly
through the Ni-shell and begin to accumulate on the surface of the nanosphere. The
first Ag atoms that arrive at the surface of the nanosphere reside preferentially at
edges, vertices and at sites at high energy faces. The later Ag atoms that come to
the surface of the nanoparticle meet the previous Ag atoms on the surface and form
small clusters there. However, this interdiffusion rate soon becomes very slow and
almost stops when the average number of nearest Ag neighbours of the Ag atoms
on the surface reaches two.

Thus, the Ag atoms coming from the core to the surface by diffusion through
the Ni-shell form quite a dispersed single surface layer. On the other hand, a well-
defined Ag core remains to occupy the centre of the nanosphere. In Fig. 9 the
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Fig. 8 Selected snapshots (after static relaxation) of the interdiffusion of a Ag-core-Ni-shell
nanoparticle during annealing at T = 950 K. Snapshots are taken at the beginning of the
simulation a and after *0.03 ls b and *0.3 ls c. The surface and a central cross-section of the
nanoparticle are shown in the top and bottom rows, respectively. Ag and Ni atoms are represented
in gray and black, respectively
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atomic radial distributions of the Ag and Ni atoms illustrates the separation of the
initial Ag-core–Ni-shell structure into a Ag-core–Ni-intermediate shell–Ag-
dispersed surface sub-monolayer. It can be seen in Fig. 9b that only few Ag atoms
exist in the intermediate shell of the nanosphere.

These results agree well with an earlier MD simulation of the growth of Ag–Ni
nanospheres by deposition of Ni atoms onto a Ag core [42], where the final
number of atoms in the system was *400, which is one order of magnitude less.
Thus, it is evident that the phenomenon of segregation of Ag to form a Ag–Ni–Ag
surface–sandwich structure in Ag-core–Ni-shell nanoparticles is quite general and
apparently does not have a strong dependence on size.

3.1.2 Interdiffusion in a Pd–Ni Bi-metallic Nanoparticle

In the Pd–Ni system, in complete contrast with the Ag–Ni system, there is com-
plete miscibility in the bulk. MD simulations of interdiffusion in the bi-metallic
nanoparticle were performed starting from a core of Ni (1088 atoms) surrounded
by a shell of Pd (2132 atoms) [41, 43, 44]. During the first *0.03 ls of MD
annealing at 1000 K, the distorted crystal order of the nanoparticle starts to be
broken at the interface between the core and shell rather quickly. Then the
structure of the whole nanoparticle evolves by interdiffusion to a disordered
Pd-rich solid solution. Monitoring of the structure of the nanoparticle by Voronoi
polyhedron analysis shows a significant increase of icosahedral short-range
ordering during the next stage of annealing up to *0.5 ls. The centres of the
icosahedral cages are almost always the smaller Ni atoms, surrounded by four Ni
and eight Pd atoms (see Fig. 10). The most favourable sites for Ni icosahedra are
in the subsurface shell. Indeed, after *0.5 ls of the annealing, among the 790 Ni

Fig. 10 The most preferred
icosahedral environment of
Ni atoms in the Pd–Ni
nanoparticle model: four Ni
and eight Pd nearest
neighbours (Ni is black, Pd is
white)
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atoms that have gone from the initial core to the shell, the icosahedra fraction
is *78% whilst *52% of the 298 Ni atoms remain in the core (see Figs. 11, 12).

It was established that Ni atoms coming by way of interdiffusion to the shell begin
to accumulate in a layer just below the surface, and then locate themselves in the
centres of interpenetrating icosahedra in order to generate a subsurface layer (shell)
as a Kagomé net (see Fig. 13a), which is almost completely covered by Pd atoms on
both sides. Planar layers of Kagomé nets are the basic structure of the well-known
bulk Frank-Kasper phases of certain intermetallic alloys [45, 46]. This subsurface
Kagomé net shell of Ni atoms efficiently allows the minimization of the nanoparticle
surface energy by increase of the average number of nearest neighbours of Pd
surface atoms in comparison with the close-packed f.c.c. (111) surface. Indeed, the
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Kagomé net layer (K) of Ni is covered from each side by two Pd layers (A0 and A00),
which can be obtained by splitting of a layer A—close packed f.c.c. (111) layer (see
Fig. 13b). The formation of such a five-layer A0A00KA00A0 surface structure results in a
third of the surface Pd atoms having increased their number of nearest neighbours
from 9 (the close packed f.c.c. (111) surface) to 13. The number of Pd atoms in each
couple layers A0 and A00 coincides with the number of Ni atoms in the Kagomé net
layer, therefore, the total atomic fraction involved in the build up of the five-layer
A0A00KA00A0 Pd2Ni ordering surface–sandwich structure in the nanoparticle with
consideration of some imperfection of icosahedral order in Kagomé net layer esti-
mated at *70%. Thus, only *30% atoms are located in the core of nanoparticle
and form there a non-crystalline Pd-rich solid solution with quite strongly developed
icosahedral short-range order. This final arrangement of the nanoparticle is the result
of competition between the shell (*70% atoms) and the core (*30% atoms)
contributions to the excess energy.

Thus, the MD experiments demonstrate that under certain conditions diffusion-
driven segregation phenomena at the nanoscale can be observed in systems with
completely different phase diagrams in the bulk. For the Ag–Ni system, where the
miscibility is very low, it is seen that Ag partially segregates to the surface,
ostensibly to lower the surface energy associated with Ni. For the Ni–Pd system,
where miscibility in the bulk is complete, at the nano-scale, a new type of chemical
ordering occurs.

Pd (A')   Pd (A'')   Ni (K)

(a) (b) 

Fig. 13 a Snapshot of the Ni subsurface shell having a structure of the Kagomé net with
‘sequence faults’ after *0.3 ls of annealing at T = 1000 K. The great majority of Ni atoms of
the subsurface shell are located in the centres of interpenetrating icosahedra and have four Ni and
eight Pd nearest neighbours. For clarity, only a half of the shell and only Ni atoms at centres of
icosahedra are shown on the perspective projection with size and grey-scale graduation.
b Illustration of atomic positions of Pd and Ni atoms on a perfect fragment of surface structure
A0A00KA00A0. Layers A0 and A00 of Pd can be obtained by splitting of a layer A—close packed f.c.c.
(111) layer; layer K of Ni is a Kagomé net layer
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4 Reaction Synthesis of Intermetallic Nanoparticles

Reaction synthesis (sometimes called combustion synthesis) has received considerable
interest as an economic route for the production of certain intermetallic com-
pounds especially nickel aluminide (NiAl) for next generation high-temperature
structural and oxidation-resistant materials [47–52]. The reaction synthesis tech-
nique utilizes exothermic reaction processing, which reduces the time and energy
associated with conventional synthesis methods, e.g. intensive sintering processing
[51]. The advantages of reaction synthesis also include the potential for rapid near-
net shape processing and phase pure products. Furthermore, reaction-synthesized
products have been reported to possess superior mechanical and physical
properties [53].

Reaction synthesis is a process wherein once the reactants are ignited they
spontaneously transform to products in an exothermic reaction in a very short
processing (reaction) time [50]. Experimentally, the self-sustaining reaction can be
started either by igniting the sample at one end (combustion wave propagation
mode) or by heating the whole volume of the sample to the ignition temperature
Tig (simultaneous combustion mode). An important parameter in an experimental
reaction synthesis process is the adiabatic temperature Tad. This temperature
represents the upper limit of the temperatures achieved by self-heating during a
particular exothermic reaction whose rate can be high enough to assume adiabatic
conditions [50]. Therefore, it is assumed that all of the heat of formation raises the
temperature of the reacting system to the adiabatic temperature with zero heat
losses. The ignition and adiabatic temperatures and the reaction time are funda-
mental processing parameters which help to clarify and classify reactions mech-
anisms; they can show the expected physical state of the reactants and product
during a particular reaction [48–52].

In practice, the synthesis of bulk nickel aluminides is usually achieved by using
conventional coarse-grained powders where the grain sizes are of the order of
micrometers [48–52]. However, distinct advantages have been reported by using
nanometer size particles to synthesize NiAl [54]. It has been shown [54] that due to
the physical and chemical characteristics of nanoparticles (especially their high
stored energy and therefore high chemical activity) the reaction mode and mech-
anism are distinctly different from those where conventional coarse-grained
powders are used. In particular, it was demonstrated [54] that using nanoparticles
can dramatically decrease the ignition temperature of the reaction process.
Furthermore, due to the significant brittleness of intermetallic NiAl, a refinement of
the grain size to the nanometer level could be a promising way to overcome a
limitation of applying the material industrially, since enhancement of hardness and
strength can be expected with nano-structures according to the Hall–Petch relation
[55]. Moreover, mixtures of nano-sized reactant nanoparticles of Ni and Al that
undergo an exothermic reaction can be considered as promising nano-energetic
materials for a wide range of advanced applications such as localized heat sources
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for chemical and bio neutralization and disease treatment, environmentally clean
primers and detonators, welding, ultrafast fuses, and smart thermal barriers [56].

4.1 Formation of NiAl Nanoparticles

Recently, MD efforts have started to focus on reaction diffusion of Ni–Al
nanoparticles [57–60]. Delogu [57, 58] performed MD simulations with a tight-
binding potential based on the second-moment approximation to the electronic
density of states to investigate demixing phenomena in NiAl nanoparticles after
melting and the mechanical response of Al-core/Ni-shell nanoparticles on melting
of the Al-core. Henz and coworkers [59, 60] performed MD simulations with an
embedded-atom method potential [61] to investigate the kinetic sintering of sep-
arate [59, 60] and coated [60] liquid Al and solid Ni nanoparticles with an atomic
ratio of Al and Ni equal to unity. It was assumed [59, 60] that the reactions begin
with the reactants at 600 K where Al is liquid while Ni is solid. These authors
showed that under adiabatic conditions for the separate nanoparticle case, a liquid
Al nanoparticle first coats the solid Ni nanoparticle and alloying is only completed
after the Ni nanoparticle has melted. The sintering processes of the Al-coated Ni
nanoparticle and Ni-coated Al nanoparticle are simply the alloying of Ni and Al
atoms during the melting of the Ni core or shell [60]. In all cases investigated, the
final states were completely alloyed liquid Ni–Al nanoparticles. The effect of
nanoparticle size on sintering time, adiabatic temperature and liquid solution
formation were also analyzed.

Levchenko and coworkers [62] made MD simulations with an embedded-atom
method potential [63] to study the alloying reaction in a Al-coated Ni nanoparticle
with equi-atomic fractions and a diameter of *4.5 nm. This system can be con-
sidered as a useful model for a highly compacted mixture of Ni and Al nano-
particles or a powder blend which can be approximated by an ensemble of
identical Ni spherical nanoparticles surrounded by a continuous Al matrix [49].
They found that the alloying reaction in the nanoparticle is accompanied by solid
state amorphization of the Al-shell and Ni-core in the vicinity of the interface
region. The large driving force for alloying of Ni and Al promotes the solid state
amorphization of the nanoparticle because it makes intermixing of the components
more probable compared with the crystalline state. A fraction of Al atoms remain
segregated to the surface of the nanoparticle since Al has a lower surface energy
than Ni. This is followed by the crystallization of the Ni–Al amorphous alloy into
the B2-NiAl ordered crystal structure. This sequence of events is shown in Fig. 14.
The heat of the transformation of the initial Al-coated Ni nanoparticle into the
B2-NiAl ordered nanoparticle can be estimated as *-0.46 eV/at. The B2-NiAl
ordered nanoparticle melts at a temperature of *1500 K. The adiabatic temper-
ature for the alloying reaction in the initial Al-coated Ni nanoparticle can be
estimated to be below the melting temperature of the B2-NiAl ordered nanopar-
ticle. It is shown that very rapid intermixing and Ni–Al amorphous alloy formation
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with a reaction self-heating rate *1 K/ps may occur when the reaction is ignited.
It was proposed that this takes a place before any ordering of the Ni–Al interfacial
layer. In this case, the ignition temperature can be as low as *100 K. The alloying
reaction will be limited by the degree of pre-heating within the system, which if
insufficient, will reduce the interdiffusion rate and hence promote interfacial
ordering. The formation of a thin ordered Ni–Al layer at the interface will produce
a strong interfacial diffusion barrier, slowing the alloying reaction within the
nanoparticle.

Fig. 14 Central cross-sections of the nanoparticle model after static relaxation at different
temperatures in the alloying reaction during isochronal heating with rate *13.3 K/ns of the
initial Al-coated Ni nanoparticle with equi-atomic fractions and diameter of *4.5 nm: a 100 K,
b 200 K, c 300 K, d 400 K, e 500 K, f 600 K, g 700 K, h 800 K, i 900 K, j 1000 K, k 1100 K,
l 1200 K, m 1300 K and n 1400 K. Ni and Al atoms are shown as dark and light grey spheres,
respectively. For better elucidation of B2-NiAl crystalline ordering size of the snapshots of the
nanoparticle model is increased and sizes of Ni and Al atoms are decreased (i–n)
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Furthermore, preliminary MD simulations of the alloying reaction in a Al-coated
Ni nanoparticle with equi-atomic fractions and a diameter of *9.5 nm (which is
more than two times longer compared with the earlier study [62]) demonstrate the
possibility of the formation of a hollow B2-NiAl nanoparticle. In this case,
the following stages of the transformation can be observed (see Fig. 15): intermixing
between the f.c.c. Al-shell and f.c.c. Ni-core (Fig. 15a); amorphization of the shell
and then intermixing between the amorphous Al-rich shell and f.c.c. Ni-core
(Fig. 15b); crystallization (in the shell) of the Al-rich amorphous alloy into an
Al-rich B2-NiAl and then intermixing between Al-rich B2-NiAl shell and f.c.c.
Ni-core (Fig. 15c). Taking into account that B2-NiAl is a triple-defect compound
[64, 65], it was verified that deviation from the exact stoichiometric composition
toward the Al-rich composition in the B2-NiAl shell of the nanoparticle is pre-
dominantly accommodated by vacancies on the Ni sublattice. Therefore, under
certain conditions, interdiffusion between an Al-rich B2-NiAl shell and a f.c.c.
Ni-core in such a nanoparticle may result in a flux of the vacancies from the shell into
the core and then eventually to form a hollow B2-NiAl nanoparticle.

Fig. 15 Central cross-
sections of the nanoparticle
model after static relaxation
at different temperatures in
the alloying reaction during
isochronal heating with
rate *66.7 K/ns of the initial
Al-coated Ni nanoparticle
with equi-atomic fractions
and diameter of *9.5 nm:
a 700 K, b 900 K, c 1100 K.
Ni and Al atoms are shown as
dark and light grey spheres,
respectively
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In a related MD study with the same embedded-atom method potential [63]
Evteev and coworkers [66] investigated the alloying reaction in a nickel coated
aluminum nanoparticle with equi-atomic fractions and a diameter of *4.5 nm
(see Fig. 16). It was found that the large driving force for the alloying of Ni and Al
provokes solid state amorphization of the nanoparticle with the formation of a
Ni50Al50 amorphous alloy. Amorphization makes intermixing of the components
much easier compared with the crystalline state. The average rate of penetration of
Ni atoms can be estimated to be about two times higher than Al atoms, whilst the
total rate of inter-penetration can be estimated to be of the order of 10-2 m/s. The
heat of the intermixing can be estimated at *-0.34 eV/at. Next, the crystalliza-
tion of the Ni50Al50 amorphous alloy into B2-NiAl ordered crystal structure is
observed. The heat of the crystallization can be estimated as *-0.08 eV/at. Then,
the B2-NiAl ordered nanoparticle melts at a temperature of *1500 K. The
adiabatic temperature for the reaction of the initial Ni-coated Al nanoparticle was
estimated to be below the melting temperature of the nanoparticle with the
B2-NiAl ordered structure.

Fig. 16 Central cross-
sections of the nanoparticle
model after static relaxation
at different temperatures in
the alloying reaction during
isochronal heating with
rate *13.3 K/ns of the initial
Ni-coated Al nanoparticle
with equi-atomic fractions
and diameter of *4.5 nm:
a 500 K, b 600 K, c 700 K,
d 800 K, e 900 K and
f 1400 K. Ni and Al atoms
are shown as dark and light
grey spheres, respectively
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5 Outlook

This chapter highlighted progress that has been made in atomistic computer
simulation of diffusion and reaction in metallic nanoparticles over recent years.
We would like to conclude the chapter by discussing some important challenges
and promising directions of future research.

In recent years, continuous progress in the field of development of reliable semi-
empirical interatomic potentials [67] has already opened possibilities for molecular
dynamics simulation of reactive diffusion in nanoparticle with solid-state phase
transformations. An example of such a reaction is described in this chapter for Ni–
Al nanoparticles. Furthermore, the simulation demonstrates that the time of the
reaction can be short enough to precisely describe the whole process on the time
scale of molecular dynamics calculations. Thus, molecular dynamics simulation in
conjunction with reliable semi-empirical interatomic potentials is likely to become
the major modeling technique to describe interdiffusion in nanoparticles. For this
reason, the development of new interatomic potentials is critical for expanding
molecular dynamics simulations to other classes of nanoparticles. In particular, the
first qualitative understanding of hollow nanoparticle formation by interdiffusion
gained by applying on-lattice kinetic Monte-Carlo modeling could be extended in
the future using molecular dynamics simulation of oxidation of metal nanoparticles
in direct parallel with experimental fabrication of hollow nanoparticles. Such
molecular dynamics simulations would need to be carried out with a semi-empirical
interatomic potential which includes variable charge transfer between anions and
cations [68].

In the field of stability of hollow, segregated and core–shell nanoparticles,
molecular dynamics and off-lattice Monte-Carlo calculations should be employed
to study the surface and interface properties and their interactions with point
defects. The influence of the surface/interface properties on the stability of the
nanoparticles appears to be very important because in such systems the fraction of
atoms at the surface/interface and in the bulk are of comparable magnitudes. In the
future, the behaviour of the surface/interface stress and energy with radius, sign of
curvature and temperature of the nanoparticles should be explored.
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Controlled Synthesis of Gold Nanorods
via Seeded Growth Approach

Teoh Poay Ling, Khairunisak Abdul Razak, Azlan Abdul Aziz
and Rahmah Noordin

Abstract This work describes the synthesis of gold nanorods (AuNRs) produced
using the seeded growth method. The properties of AuNRs with varying synthesis
parameters such as amount of cetyltrimethylammonium bromide (CTAB), con-
centration of ascorbic acid, volume of seed solution and amount of HNO3 were
studied. Sufficient CTAB amount is important in order to obtain AuNRs. Below
0.2 M CTAB, aspect ratio of AuNRs (length divide by width) was low because the
AuNRs formed were short and thick. Insufficient CTAB amount could not form
micelles that blocked the seed in a certain direction for growth of AuNRs. The
aspect ratio of AuNRs increased up to 0.2 M CTAB, beyond which the spherical
shaped Au nanoparticles were formed. The addition of ascorbic acid up to 0.08 M
increased the aspect ratio of AuNRs. However, further increase in ascorbic acid
concentration caused the aspect ratio to decrease due to fast reduction of Au ions.
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The aspect ratio of AuNRs rose with increasing the volume of seed solution of up
to 50 ll, beyond which the aspect ratio decreased. The addition of HNO3 was
beneficial to increase the aspect ratio of AuNRs up to 300 ll due to slower Au ions
reduction. However, further addition of HNO3 formed shorter and unstable AuNRs
colloids.

1 Introduction

Gold nanoparticles (AuNPs) are noble metal nanoparticles that have strong surface
plasmon resonance absorption and scattering, do not react with oxygen at atmo-
spheric and chemical environment, facile synthesis and are non-toxic [1, 2].
Among the AuNPs, gold nanorods (AuNRs) are of interest owing to their unique
properties such as strong light absorption and scattering at their longitudinal
plasmon resonance, easy resonance tunability, chemically inert and biologically
compatible. AuNRs have two plasmon resonances as oscillation of the conduction
electrons corresponding to the transverse surface plasmon band (TSP)*520 nm and
longitudinal surface plasmon band (LSP) at 700–1300 nm. TSP normally represents
diameter, while LSP represents length of AuNRs. By varying the aspect ratio of
AuNRs, the plasmon resonance can be tuned close to the near-infrared region (NIR),
where absorbance by cells and tissue is minimal [3]. This unique property makes
AuNRs extremely attractive in various applications such as contrast agents for
optical imaging techniques, photothermal therapy, and biosensing [4, 5].

AuNRs have been synthesized using various methods including templating
method, photochemical (UV-irradiation) and electrochemical synthesis. However,
most methods have several drawbacks such as low processing yield, long reaction
time, and tedious synthesis steps. Therefore, the seed mediated growth method has
been used to overcome these problems. The seed mediated growth method is
capable to produce high yield AuNRs with simple setup at shorter reaction time
[6, 7]. Moreover, the seed mediated growth method also can produce monodi-
spersed nanoparticles with predetermined size [8]. The seed-mediated growth
method can eliminate nucleation and promote growth of AuNRs.

Jana et al. [9] used a stepwise citrate seed-mediated method whereby low yield
of AuNRs was formed. Subsequently, Sau and Murphy [8] modified their approach
with replacement of the citrate with cetyltrimethylammonium bromide (CTAB)
molecules in the seed formation step. The yield of AuNRs was improved but short
AuNRs were produced with a certain amount of bone-shaped Au. Nikoobakht and
El-Sayed [10] have successfully used CTAB capped seed mediated growth method
to synthesis high yield AuNRs. However, it is difficult to control the orientation of
AuNRs in their method. Meanwhile, Wu et al. [11] and Bai et al. [12] used a three
steps CTAB capped seed-mediated growth method in the presence of nitric acid
(HNO3). Their method managed to improve the aspect ratio and growth direction of
AuNRs. Moreover, three-step growth is time consuming and requires more

62 T. P. Ling et al.



chemicals to synthesise AuNRs. In order to improve the aspect ratio and orientation
of AuNRs in this work, the procedure by Nikoobakht and El-Sayed [10] was
modified using nitric acid.

In this work AuNRs were produced using a one-step CTAB capped seed-
mediated method in the presence of HNO3. Four synthesis parameters were sys-
tematically studied; CTAB concentration, ascorbic acid concentration, volume of
seed solution and volume of nitric acid.

2 Experimental Details

The seed solution was prepared by mixing a solution of 5 ml various concentra-
tions of CTAB (0.10, 0.15, 0.20, and 0.30 M) with 5.0 ml of 0.0005 M HAuCl4.
The prepared solution was stirred for 15 min. After that, 0.60 ml of ice-cold
0.01 M NaBH4 was added into the prepared solution that formed a brownish
solution. The solution was continuously stirred for 2 min and kept at 25�C.

The growth solution was prepared by combining 150 ll of 0.0040 M AgNO3

solution into 5 ml of various concentrations of CTAB solution (0.10, 0.15, 0.20, and
0.30 M). Then, 5.0 ml of 0.0010 M HAuCl4 was added into the prepared solution.
After that, 70 ll ascorbic acid with varying concentrations (0.07, 0.08, 0.09, and
0.10 M) and 100–400 ll HNO3 were added into the prepared solution. The ascorbic
acid was used as a mild reducing agent that changed the growth solution from dark
yellow to colorless. After 2 h, (10, 30, 50, or 70) ll of the seed solution was added
into the growth solution. For varying CTAB concentration study, the ascorbic acid
concentration and seed solution were fixed to 0.08 M and 50 ll, respectively. For the
study on ascorbic acid concentration, the CTAB concentration was fixed to 0.20 M
and 50 ll seed solution was used. The effect of seed solution volume was performed
by fixing the CTAB concentration to 0.20 M and ascorbic acid concentration to
0.08 M. The effect of the HNO3 volume was carried out by fixing the CTAB con-
centration to 0.20 M, ascorbic acid concentration to 0.08 M, and 50 ll seed solution.

The samples were centrifuged at 14000 rpm for 45 min and re-dispersed in 3 ml
deionised water. The transverse surface plasmon (TSP) and longitudinal surface
plasmon (LSP) of the solution were characterized using UV–visible NIR spectro-
photometer (UV-3600, Shimadzu). Size and shape of the AuNRs were observed using
transmission electron microscopy (TEM) (Philips CM12, Version 3.2). The dimension
and size distribution of AuNRs was carried out by using the Image J software.

3 Results and Discussion

The size and shape of AuNRs produced were highly dependent on the initial
precursors such as concentration of CTAB, concentration of ascorbic acid, volume
of seed solution and volume of nitric acid. The transverse surface plasmon (TSP)
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and longitudinal surface plasmon (LSP) of AuNRs synthesized with varying
CTAB concentrations of 0.10, 0.15, 0.20 and 0.30 M are shown in Fig. 1. The
absorbance values in the spectra represent the yield of AuNRs. The increase of
CTAB concentration from 0.1 to 0.2 M caused increasing yield of AuNRs, which
could be seen from decreasing of TSP absorbance intensity and the increasing of
LSP absorbance intensity. TSP of AuNRs slightly decreased from 524 to 513 nm
up to 0.2 M, while LSP absorbance increased from 710 to 757 nm. However,
further increased of CTAB concentration to 0.3 M, the TSP position increased, and
the LSP position of AuNRs dropped significantly (Table 1).

The results from UV–Vis spectra were further proven by TEM analysis as
shown in Fig. 2 and summarized in Table 1. With increasing CTAB concentration,
AuNRs grew longer and became thinner (Fig. 2a–c). Further increased of CTAB
concentration until 0.3 M, the diameter of AuNRs became thicker and slower
growth in length (Fig. 2d). Figure 2c shows a TEM image of the sample by adding
0.2 M CTAB. The increase of CTAB concentration increased the CTAB adsorp-
tion on the particles surface mainly on {110} facet. The adsorptions of CTAB
molecules (monomers) on the AuNRs surface disturbed the equilibrium of the
monomers and decomposed the unbound monomers. The diffusivity rate of
the monomer was directly proportional to CTAB concentration. As a result, the
monomers diffused and more efficiently adsorbed on {110} facet of growing
AuNRs [13]. Therefore, the high yields of AuNRs were produced with increasing
CTAB concentration of up to 0.2 M. However, when high concentration of CTAB
was used (0.3 M), viscosity and viscoelasticity of the solution increased. Hence,
CTAB blocked diffusion of Au ions and formed Au nanoparticles. As a result, the
yield of AuNRs decreased.

The aspect ratio of AuNRs can also be tuned by varying the ascorbic acid
concentration; 0.07, 0.08, 0.09 and 0.10 M. The ascorbic acid plays the role of a
weak reducing agent in the seed-mediated growth method. The reduction process
of gold (Au) ions by ascorbic acid is shown in Eqs. 1–3. Equation 1 represents
confined Au ions in the metallomicelles. In the growth solution, the ascorbic acid
reduced Au ions (Au3+) to intermediate Au (Au1+) in the presence of CTAB.
Whilst Eq. 2 occurred after the addition of seed solution into the growth solution.

Fig. 1 UV-Vis NIR spectra
of the AuNRs solution with
varying CTAB concentration
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The unconsumed ascorbic acid reduced intermediate Au (Au1+) to Au atoms (Au0).
Meanwhile, Eq. 3 represents the overall reaction.

First reduction: Au3þ ! Au1þ

CTA� AuBr4 + C6H8O6 ! AuBr2 + C6H6O6 + 2Hþ + 2Br
� ð1Þ

Second reduction: Au1þ ! Au0

2CTA� AuBr2 + C6H8O6 ! 2Au + C6H6O6 + 2CTAþ + 2Hþ + 4Br� ð2Þ

Overall reaction:

2CTA� AuBr4 þ 3C6H8O6 ! 2Au þ 3C6H6O6 þ 2CTAþ þ 6Hþ þ 8Br�

ð3Þ

Table 1 Physical properties of AuNRs with varying CTAB concentration; transverse surface
plasmon (TSP), longitudinal surface plasmon (LSP) position, length, diameter and aspect ratio

CTAB concentration
(M)

TSP
(nm)

LSP
(nm)

Length, L (nm) Diameter, D
(nm)

Aspect
ratio
(L/D)

0.10 524 710 26 9 2.8
0.15 515 715 27 8 3.3
0.20 513 757 29 8 3.6
0.30 528 697 30 13 2.3

Fig. 2 TEM images of AuNRs synthesized using different CTAB concentrations; a 0.10 M,
b 0.15 M, c 0.20 M, and d 0.30 M
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Figure 3 shows the UV–Vis spectra of AuNRs with varying ascorbic acid
concentration; 0.07, 0.08, 0.09 and 0.10 M. AuNRs have spherocylinder for all
ascorbic acid concentration as shown in Fig. 4. The edge of the AuNRs has a flat
end with tapered side. Increasing the ascorbic acid concentration from 0.07 to
0.08 M, the aspect ratio increased from 2.6 to 3.6 (Fig. 4a–b). This was due to the
decrease in diameter and increase in length of AuNRs as summarised in Table 2.
At the same time, the LSP shifted to longer region. The reduction rate of Au ions
was dependent on the ascorbic acid concentration. Low concentration of ascorbic
acid caused slower reduction kinetic, hence allows slow diffusion of Au ions on the
Au seeds particles surface. As a result, longer AuNRs were produced. The ascorbic
acid reduced Au3+ to Au1+ in the growth solution, and unconsumed ascorbic acid
reduced Au1+ to Au0 with the presence of seed solution [14]. However, excess
ascorbic acid caused forced reduction, resulted in the decrease of AuNRs aspect
ratio from 3.6 to 2.5 (Fig. 4c–d).

In the seed-mediated growth method, the seed particles acted as active sites for
crystals to grow. Then, gold atoms (Au0) suspended in the solution and grew on the
surface of seed particles. Therefore, varying the volume of seed solution was
important in determining the size and shape of AuNRs. Figure 5 shows the UV–Vis
spectra of the AuNRs obtained by varying the volume of seed solution; 10, 30, 50, and
70 ll. LSP position was directly proportional to the aspect ratio of AuNRs because
the aspect ratio of AuNRs was linearly dependent on the oscillation of free electron
along the long axis. The increase in aspect ratio caused the LSP position shifted to a
higher wavelength region [15]. The obtained results demonstrated that when the
volume of the seed solution was increased from 10 to 50 ll, the LSP position shifted
from 643 to 760 nm as their aspect ratios increased from 2.6 to 3.6 (Table 3). When
the volume of seed solution increased, the ratio of Au ions to seed particles in the
growth solution decreased. Therefore, lesser Au ions were available in the growth
solution and the seed particles were in more stable condition. Also, it may control the
sudden formation of much Au nuclei, thus inhibiting the uncontrollable growth of
AuNRs. Then, the seed particles induced of nucleation of Au crystals. As a result,
more AuNRs were grown following the CTAB direction [8, 16].

Fig. 3 UV-Vis-NIR spectra
of the AuNRs solution with
varying ascorbic acid
concentration
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Fig. 4 TEM images of the gold nanorods with varying ascorbic acid concentrations; a 0.07 M,
b 0.08 M, c 0.09 M, and d 0.10 M

Table 2 Physical properties of AuNRs with varying ascorbic acid concentration; transverse
surface plasmon (TSP), longitudinal surface plasmon (LSP) position, length, diameter and aspect
ratio

Ascorbic acid concentration
(M)

TSP
(nm)

LSP
(nm)

Length, L
(nm)

Diameter, D
(nm)

Aspect
ratio
(L/D)

0.07 515 734 26 10 2.6
0.08 516 756 29 8 3.6
0.09 514 713 32 12 2.7
0.10 528 695 25 10 2.5

Fig. 5 UV-Vis NIR spectra
of the NRs solution with
adding 10 until 70 ll of seed
solution
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TEM images (Fig. 6a–d) analysis clearly show the change of length and
diameter of AuNRs with varying the volume of seed solution. When 50 ll of seed
solution was added, a large quantity of AuNRs was formed. The diameter of the
AuNRs decreased with increasing the volume of seed solution. The length of
AuNRs synthesized using 10 ll seed solution was the longest, but the diameter of
AuNRs was thicker compared to other volumes of seed solution. In addition, the
length of the AuNRs produced using 30 and 50 ll seed solution did not change
much (Table 3). However, when the volume of seed solution was increased to
70 ll, the length and aspect ratio of AuNRs clearly decreased. When more seeds
were added into the growth solution, lesser gold ions per nuclei were available for
growth to take place. Thus, the length and aspect ratio of AuNRs became smaller.
Besides, when a high volume of seed solution was added into the growth solution,
CTAB formed smaller micelles to cover seeds. Then, the growth of AuNRs was
terminated by the accumulation of multilayers of CTAB on the surface growing
particles that blocked the access of Au ions to the growing AuNRs [17]. As a
result, the growth process of AuNRs became slower.

In seed-mediated synthesis, HNO3 acted as an additive to improve the yield of
high aspect ratio AuNRs. Nitric acid (HNO3) is a highly reactive oxidizing agent.
The influence of pH on the redox potential of Au is important because Au3+ ions
are involved in the reduction process. The driving force for the reaction is the
difference between the redox potentials (DE) of the two half cell reactions
(reduction of Au ion and oxidation of reducing agent). The oxidation–reduction
reaction slowed upon decreasing the value of DE. During growth process, the Au
ions reduced from AuCl4

- to AuCl2
- by ascorbate (with donor an electron).

In this seed-mediated synthesis of AuNRs, the kinetics of reaction is directly
proportionally to the pH of react solution. When the pH of solution is low (volume
of HNO3 increasing), the value of the DE decreased. This is because the reduction
ability of ascorbic acid becomes slower. This condition leads to decreasing the
redox potential of Au ions as well. Since the growth was slow, the CTAB can
effectively grow in the AuNRs growing direction. Therefore, the Au ions from the
growth solution diffused on the seed surface after capping by CTAB. Besides,
decreasing the DE (at low ionic strength or low pH), it increased the solution
stability. This is because the electrostatic interaction reduced between NO3 ions
and CTAB bilayer on AuNRs. So, agglomeration decreased. At the same time,
nitrate ions absorbed on {110} facet of AuNRs and stabilized the NRs structure

Table 3 Physical properties of AuNRs with varying volume of seed solution; transverse surface
plasmon (TSP), longitudinal surface plasmon (LSP) position, length, diameter and aspect ratio

Volume of seed solution
(ll)

TSP
(nm)

LSP
(nm)

Length, L
(nm)

Diameter, D
(nm)

Aspect
ratio
(L/D)

10 518 643 41 16 2.6
30 518 731 30 9 3.3
50 514 760 29 8 3.6
70 527 724 21 7 3.0
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and assisted the growth of AuNRs along the [100] direction. As a result, high
aspect ratio of AuNRs was produced after the addition of HNO3.

Figure 7 and Table 4 show that the longitudinal plasmon wavelength and the
aspect ratio AuNRs increase up to 4.9 as the pH of the solution decreases (volume
of HNO3 increase up to 300 ll). However, further addition beyond 300 ll HNO3

(at high ionic strength), the longitudinal plasmon wavelength decreased. From
Fig. 8a–c and Table 4, whereby the length of AuNRs grew gradually longer with
the increase of HNO3 up to 300 ll HNO3. Excess HNO3 (more than 300 ll)
formed the shorter AuNRs (Fig. 8d). Low pH of the growth solution caused

Fig. 6 TEM images of AuNRs with varying volume of seed solution; a 10 ll, b 30 ll, c 50 ll,
and d 70 ll

Fig. 7 UV-Vis NIR spectra
of the solution with varying
volume of HNO3
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weaker electrostatic repulsion among nanoparticles. Therefore, the surface
charge of dispersed nanoparticles was different and lead to an instability of the
solution. As a result, shorter AuNRs were formed. Similar result was observed by
Lee et al. [18].

4 Conclusion

A modified CTAB-capped seed-mediated growth method was successfully used to
produce high aspect ratio of AuNRs. The length and diameter of AuNRs were
highly dependent on initial precursors; CTAB concentration, ascorbic acid

Table 4 Physical properties of AuNRs with varying volume of nitric acid; transverse surface
plasmon (TSP), longitudinal surface plasmon (LSP) position, length, diameter and aspect ratio

Volume of HNO3 (ll) TSP (nm) LSP (nm) Length, L (nm) Diameter, D (nm) Aspect ratio
(L/D)

100 518 793 31 8 3.9
200 518 794 33 8 4.1
300 520 799 39 8 4.9
400 514 796 35 8 4.4

Fig. 8 TEM images of AuNRs synthesized using different volume of HNO3; a 100 ll, b 200 ll,
c 300 ll, d 400 ll
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concentration, volume of seed solution and volume of nitric acid. Optimum syn-
thesis parameters to produce AuNRs were 0.2 M CTAB, 0.08 M ascorbic acid,
50 ll seed solution and 300 ll HNO3.
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Calculation of Surface Enhanced Raman
Scattering in Metal Nanoparticles
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Abstract Theoretical studies on the interactions of rhodamine 6G (R6G) with
silver nanoparticles have been carried out. R6G exhibits Surface Enhanced Raman
Scattering (SERS) effect on most sensors and has been extensively studied
experimentally, so it is a suitable benchmark. By means of density functional
quantum chemical calculations by the B3LYP method at the DGDZVP or
LANL2DZ level, the chemical enhancement was studied. Shape and enhancement
of Raman spectra dependent on nanoparticle system size was investigated sys-
tematically in two-dimensional metal clusters and it was found that for 4, 6, and 8
silver atoms no substantial changes in the chemically enhanced magnification
occurs. To complement this study, infrared spectra were also calculated. The
spectra compare generally well with experimental results. Finally, the influence of
the metal was tested within the copper group: in order of increasing chemical
enhancement, the metals rank gold, copper, and silver, but the increase is very
moderate.
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1 Introduction

Raman scattering is a very inefficient spectroscopic process and, in spite of the
valuable structural information obtained by Raman spectroscopy, its use for
detection purposes is limited by its low sensitivity. Nonetheless, when a molecule
is located in the vicinity of a metal nanoparticle the Raman cross section can
be amplified dramatically, and the intensity of the Raman signals is amplified by
factors as high as 1014–1015 [1–3]. This enhancement effect is known as Surface
Enhanced Raman Scattering (SERS).

The SERS effect is generally recognized to be due to the contribution of two
mechanisms, the Electromagnetic Mechanism (EM) and the Chemical Mechanism
(CM) [4]. The EM is a consequence of the local enhancement of electric fields in
the surroundings of the metal nanoparticles, due to the surface plasmon excitation.
This enhancement leads to more intense electronic transitions in molecules placed
in the vicinity of the nanoparticle, and enhanced Raman scattering [5]. The CM
results from changes in the polarizability of the molecule, owing to charge transfer
interaction between electronic states of the molecule and the metal nanoparticle
surface, which leads to increased Raman signals [6]. Therefore, the CM depends
on properties of the molecule whereas the EM only depends on optical properties
of the metal nanoparticle.

The largest Raman scattering enhancements have been found in increasing
order for copper, gold, and silver nanostructures, respectively. Indeed, the
SERS effect on silver achieves detection limits as low as a single molecule
[1, 7, 8]. According to the latest findings, Raman spectroscopy can be consid-
ered as one of the most powerful techniques now available for sensing appli-
cations [9–18].

Rhodamine 6G (R6G) is a quite rigid molecule composed basically of a
xanthene ring, an ethoxycarbonylphenyl group, and two ethylamino groups. R6G
exhibits SERS effect on most sensors and has been extensively studied experi-
mentally, so it represents a suitable benchmark. Specifically, it has been shown to
exhibit SERS effect on the type of nanoparticles prepared in this work [18].
Additionally, it has been proven that both the electromagnetic and chemical
mechanism contribute to the enhancement [19]. Some studies have focused on the
vibrational analysis of the R6G cation [20–22].

The SERS effect on silver nanoparticles has been studied computationally
by several authors in order to characterize the HOMO and LUMO states [23], the
effect of geometry on SERS of minimal silver clusters [24], or the spectroscopic
states involved in the transition in resonance Raman [25].

The aim of this work is to characterize the effect of silver, gold and copper
clusters on the Raman spectrum of rhodamine 6G (R6G), and to ascertain the
dependence of silver cluster size on the chemical enhancement mechanism.

74 C. Caro et al.



2 Materials and Methods

2.1 Materials

All the chemicals are of reagent grade and have been used without further puri-
fication: tetraethylrhodamine hydrochloride (Rhodamine 6G) from Sigma Aldrich,
silver nitrate and hydroxylamine hydrochloride from Panreac. Water was purified
using a Milli-Q (18.2 MX) reagent grade water system from Millipore.

2.2 Synthesis of Silver Nanoparticles

Aqueous colloidal suspensions of SNPs were obtained by reduction of silver
nitrate with hydroxylamine in aqueous media, following the method described by
Leopold et al. [26]. Immediately before immobilization of SNPs on glass sub-
strates, silver nanoparticles are aggregated by treating the suspension with KNO3

to a final concentration of 10-2 mol/L.

2.3 Immobilization of Silver Nanoparticles on Glass Substrates

Standard microscopy glass slides were immersed in a freshly prepared aqua regia
solution for 10 min, thoroughly rinsed with water and dried at room temperature.
The so prepared substrates were used to deposit the aqueous colloidal suspension
of SNPs and/or R6G as follows: 100 lL of the aqueous colloidal suspension of
SNPs or R6G (10-3 M aqueous solution) are dropped on the glass slide and
allowed to dry at room temperature. The obtained substrates will be called further
on SNP-substrate and R6G-substrate, respectively. Mixed substrates were also
prepared by sequential depositions, by dropping 100 lL of R6G (10-3 M aqueous
solution) over a SNP-substrate. The Raman spectra were recorded upon these
substrates.

2.4 Raman Spectroscopy

Raman spectra were measured on a Bruker Senterra Confocal Raman Microscope
equipped with a 785 nm Ne laser and a DU420A-OE-152 detector. We make use
of the 509 objective for all the measurements, the slit aperture is fixed to 50 lm
and the integration time is 100 s with a laser power of 10 mW. All the spectra are
recorded with a 3–5 cm-1 resolution.
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2.5 Fourier Transform Infrared Spectroscopy

Infrared spectra were recorded on a Bruker IFS 66/s spectrometer equipped with a
DTGS detector. We averaged 150 scans with a scan frequency of 2.5 Hz and
1 cm-1 resolution.

2.6 Computational Methods

The Density functional theory (DFT) calculations have been performed with the
Gaussian 2009 program [27], using B3LYP exchange and correlation functionals as a
well established and robust method along with either the DGDZVP or the LANL2DZ
basis sets. Structure optimizations of the R6G molecule, of the metal/R6G complex
have been carried out in vacuum with a very tight convergence criterion. All the
presented spectra lack imaginary frequencies, indicating that the minimization yielded
indeed true (at least local) minima. The spectra were broadened by a 5 cm-1 convo-
lution to facilitate comparison with experimental spectra. No shifting or scaling of
wavenumbers was performed in any of the represented spectra. Raman spectra were
obtained according to the methodology known from the literature [23, 28]. Spectra
were calculated at room temperature and for a 785 nm wavelength. The basis set
DGDZVP has been applied to the silver-R6G adsorbates. For calculations that aimed at
comparing the three noble metals Cu/Ag/Au, the basis set LANL2DZ has been used
due to the lack of parametrization of gold in DGDZVP. DGDZVP, as a full electron
basis set, provides roughly 50% more basis functions than LANL2DZ (that, on the
other hand, incorporates a relativistic effective core potential) and the spectra obtained
were found to compare more favourably in preliminary calculations. This has also been
reported for related systems [29, 30]. However, the convergence of calculations was
also found to be less robust with the bigger basis set. For this reason, the preliminary
search for stable silver clusters was conducted at the LANL2DZ level. The scaling of
wavenumbers required for reproduction of the IR and Raman spectra is 0.975 both with
DGDZVP and LANL2DZ. This scaling must be applied for the fine tuning of the
spectra due to limitations of the basis set and anharmonicities.

3 Results and Discussion

Pure solid rhodamine 6G crystals, R6G on SNP-substrates, and the computed R6G
adsorbed on a nanoparticle (made up of 6 silver atoms) have very similar spectra, as can
be seen in Fig. 1. The intensities of the spectra have been scaled so as to be comparable.
R6G on SNP-substrates provides a low-noise Raman spectrum due to SERS effect,
whereas at the same R6G concentration conditions, no measurable signal was obtained
on glass substrate. Experimentally, the similarity of the spectra (a and b in Fig. 1) is
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useful for the identification of the adsorbed compound. The computational spectrum
shows similarities to both experimental condensed phase spectra.

Small two-dimensional silver clusters of 2, 4, 6, and 8 atoms were constructed.
The most stable clusters found were two-dimensional up to order 6, in accordance
with results reported by most other authors [31, 32]. This situation is unmodified
when R6G is added. Given that R6G is a singly charged cation and deposited silver
was assumed to be neutral, our aggregates bear a charge of +1 |e|. Surprisingly,
R6G interacts with silver nanoparticles through the amino group, and not as may
perhaps have been expected, through the stacking of aromatic rings (no minimum
found) or the interaction with the carbonyl of the ester group. The final structure of
the most stable optimization of the six silver atoms cluster is shown in Fig. 2 and
will be referred to as R6G-Ag6 further on.

The Infrared (IR) spectra of R6G (experimental and computed) and the com-
puted spectrum R6G-Ag6 are compared in Table 1. The two computed spectra are
very similar and reproduce the splitting observed in the experimental spectrum at
1502/1529 cm-1, provided the wavenumbers of the computed spectra are scaled
by a factor 0.975 as mentioned previously.

The effect of ‘‘switching on’’ the intermolecular interactions of R6G to the
silver nanoparticle obtained by comparing the theoretical R6G and R6G-Ag6

spectra has consequences mainly in the increase in intensities of a few bands, as a
result of the chemical enhancement being strongly localized. A thorough analysis
of the Raman spectra in Fig. 3, their comparison with the experimental spectra in
Fig. 1 lead to the following observations: one of the most intense experimental
lines is found at 1509 cm-1. It corresponds to a C–C stretching vibration of the

Fig. 1 Raman spectra of experimental R6G (a), experimental R6G evaporated upon silver
nanoparticles (b), computed R6G adsorbed on Ag6 (c)
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fused rings that is also IR active (Table 1). In the computed spectra, vibrations are
found at slightly higher wavenumbers due to the aforementioned scaling factor. In
this case, it corresponds to vibrations in the computed spectra at 1544 cm-1. In the
R6G-Ag6 cluster, this line roughly doubles its intensity with respect to the free
R6G molecule, that is separated in position by only 4 cm-1 from the IR active
vibration (this vibration, after scaling, is found at 1503 cm-1 in Table 1).

The other salient features of the experimental spectra of Fig. 1 are the intense
lines at 1363 and 1308 cm-1. In both calculated spectra, these lines are present,
although at the 5 cm-1 resolution they are split at the lower of these wavenumbers.
In the calculated spectra of Fig. 3, these lines are also enhanced. A closer attention
to the details of the vibrations helps us rationalize this observation. The
involvement of nitrogen, through which the R6G molecule interacts with silver,
plays a role in the increase of absorption intensities.

Fig. 2 R6G adsorbed on Ag6

model silver nanoparticle
surface

Table 1 Main absorption
bands of infrared spectra of
experimental rhodamine
crystals, computed R6G and
R6G-Ag6

Experimental
R6G, m/cm-1

R6G, m/cm-1 Int R6G-Ag6,
m/cm-1

Int

1649 1654 350 1654 330
1608 1617 1170 1616 1420
1570 1558 470 1558 570
1529 1530 560 1527 820
1502 1503 690 1503 770
1321 1316 1300 1316 1420
1307 1303 670 1316 1410
1273 1275 720 1269 580
1188 1225 320 1195 80

Wavenumbers of computed spectra were scaled by a factor
0.975. Intensities are arbitrary, but comparable between both
computed spectra
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On the other side, the vibration at around 1195 cm-1 (scaled frequency) is only
moderately increased. According to Watanabe et al. [20], the contribution of this
group to the Raman intensity in the free R6G is 10%. The same happens at 770 cm-1,
a vibration that is not noticeably enhanced (it is mainly concerned with in plane
vibration of the phenyl C–H and out of plane of the xanthenes C–H). From the
vibrations at 610/620 cm-1, the lower is being enhanced, and the other not. This is
consistent with the contribution of the N-ethyl group to the vibration at the lower of
these wavenumbers. In the experimental spectra of Fig. 1, only the absorption line
due to the lower vibration has an appreciable intensity in the R6G on NP.

This idea can be extended more systematically to study the influence of growing
system sizes. In Fig. 4, spectra at increasing number of silver atoms have been
studied. It is striking to notice how fast the spectra apparently converge, denoting that
the chemical enhancement due to charge transfer is strongly localized. The chemical
enhancement is virtually the same at four, six and eight silver atoms.

The study was extended to the other noble metals of the copper group, namely
copper and gold. Their spectra, computed using the LANL2DZ basis set, are
shown in Fig. 5 for the R6G-M6 cluster (M being either Cu, Ag, or Au). This
cluster size was chosen because at that size, the chemical enhancement effect was
big in silver. The most stable metal clusters of six atoms formed by gold and
copper have a geometry similar to the one shown in Fig. 2, while at bigger cluster
sizes than 6, copper forms three-dimensional clusters [31]. The chemical
enhancement was found to be very similar in all cases, as shown in Fig. 5. It is
highest in silver, followed by copper and then gold.

The R6G-Ag6 spectra shown in Fig. 5 and, for example, in Fig. 4 differ only in the
basis set employed. As a result, the optimized geometry is almost unaffected (not
shown), although distances within the silver cluster contract by around 3% and

Fig. 3 Computed Raman spectra for R6G (blue line) and R6G-Ag6 (black line). The inset shows
a magnification of the 1400–1000 cm-1 region
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distances from the N to the closest metal atoms by around 1%. The LANL2DZ basis
reproduces the splitting in the 1360/1310 cm-1 region of the Raman spectrum,
although it underestimates the 1310 cm-1 while overestimating vibrations at around
1410 cm-1 (after wavenumber scaling), distorting the general appearance of the

Fig. 4 Computed Raman spectra at different cluster sizes: R6G-Ag8 (a), R6G-Ag6 (b), R6G-Ag4

(c) and R6G-Ag2 (d)

Fig. 5 Computed Raman spectra for R6G adsorbed on six silver (a), six copper (b) and six gold
atoms (c)

80 C. Caro et al.



spectrum. Taking this into account helps to validate the spectra of the other noble
metals: due to the similarity between them, we may conclude that the 1410 cm-1 line
is overestimated in all of them.

4 Conclusions

Raman and IR spectra of R6G, both isolated and adsorbed on a silver nanoparticle
were computed with the B3LYP method using the DGDZVP basis set. The
reproduction of the spectra compare generally well with the experimental ones,
undertaken with our nanoparticles at our lab.

According to the calculations, R6G links to the nanoparticle through the amino
group. The R6G adsorbed on up to eight silver atoms produces chemical
enhancement due to charge transfer of several lines of a factor two in Raman while
the enhancement in IR is limited to 30%. It must be noted however that these
conclusions are limited to single metal layers.

Finally, copper and gold were also investigated. The chemical enhancement
was found to be very similar in all of them. The metals, in order of increasing
chemical enhancement, are gold, copper, and silver, unlike the SERS effect, which
is known to be copper, gold, and silver.
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Inorganic–Organic Hybrid Nanoparticles
for Medical Applications

Cristina I. Olariu, Humphrey H. P. Yiu and Laurent Bouffier

Abstract Recent advancement in the synthesis of inorganic nanoparticles provides
scientists a wide range of nanomaterials for their research. Biomedical applications
of inorganic nanoparticles have received much attention because of their potential to
carry out specific tasks inside our body. To make these small particles compatible
and functional inside a human body, designed organic groups are usually attached
onto the surface of these particles. In this chapter, we focus on three most commonly
used functional inorganic nanoparticles (gold, iron oxides, and quantum dots) for
biomedical applications. Gold nanoparticles can be used as a contrast agent for CT
scans. Iron oxides nanoparticles have already been used in clinical trials as a contrast
agent for MRI scans. Quantum dots can provide strong luminescence for labeling
cells and other biological species. Synthesis, functionalization and applications of
these inorganic nanoparticles will be discussed.

1 Introduction

Particles with a diameter less than 100 nm are classified as nanoparticles. On the
other hand, the identity of particles with diameter between 100 nm and 1 lm is
somehow debatable. In biological terms, the major difference between these two
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types of particles is on their ability to penetrate the cell membranes. Particles of
size smaller than 150 nm are thought to be internalized into cells via endocytosis
processes. Therefore, nanoparticles should have no size problem while internali-
zation of larger ‘‘sub-micron’’ particles may not be so straightforward.

Due to their small size, which is hundred or thousand times smaller than red blood
cells, nanoparticles can travel through our circulation system and access many organs.
Such property in penetration across our body makes them possible to carry out some
specific tasks. This can well be developed into advanced therapy for the next gener-
ation, in particular to those diseases with ineffective treatment at the moment.

Recently, nanoparticles have been on the spotlight of scientific community.
With the advancement in nanotechnology, nanoparticles of many materials, in
particular inorganic nanoparticles, have been successfully prepared with various
methodologies. This made inorganic nanoparticles widely available for scientists
to choose for their research interests.

However, for medical applications, use of inorganic nanoparticles still has many
obstacles. One major issue is their biocompatibility and toxicity. This is especially
important when the final products are to be used in vivo. Therefore, not many inorganic
nanomaterials are suitable for medical use. In order to improve their biocompatibility,
inorganic nanoparticles are usually coated with protective coating. The coating material
needs to be non-toxic in nature. Natural polymer (carbohydrate, peptides), synthetic
polymer [polyethylene glycol (PEG), polyvinyl alcohol (PVA), and polyglycolic acid
(PGA)], gold and silica are commonly used for coating nanoparticles because these
materials are found to be non-toxic and relatively inert inside human body. Such
protective coating is only unnecessary if the core material is non-toxic, such as gold
nanoparticles. Also, biospecific entities are normally tagged onto the surface of these
coated nanoparticles in order to provide specific targeting towards certain tissues, or
certain cell types, or even particular compartments inside a cell. Figure 1 illustrates a
typical design of a functionalized inorganic nanoparticle for biomedical applications.

Nonetheless, inorganic nanoparticles exhibit some physical properties that their
organic counterparts lack. In this chapter, we focus on three types of inorganic

Fig. 1 A typical design of an
inorganic nanoparticles
functionalized with
biomolecules for biomedical
applications
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nanoparticles: gold, iron oxides and quantum dots. This includes their preparation
procedures, physical and chemical properties, coating and functionalization
methodologies, and their applications in advanced medicine.

2 Gold (Au)

2.1 Introduction

Gold is the most fascinating metal and has attracted constant attention from
mankind since its very first discovery. Nowadays, gold is still playing a central role
in art, jewellery and particularly in the finance world as a strong value indicator
[1, 2]. It is also interesting to stress that the price of gold has never been as high as
today and gradually increased new records were set up during the autumn 2009
with an all-time high above $1,217 an ounce on the 2nd of December 2009 (gold is
traditionally weighed in Troy ounces, i.e. 31.1035 g).

Chemically, gold is extraordinary stable. It does neither tarnish nor oxidize on
exposure to the atmosphere and retains its shiny bright aspect over very long time.
But the strong stability of gold does result in a proportional lack of reactivity as a
bulk metal. And this is essentially why gold had not attracted the attention of
chemist until recently simply because it belongs to the family of noble metals which
implies that it is very inert under normal pressure and temperature conditions.

This state of fact has changed in the 1980s with the discovery of Haruta that
small aggregates of gold atoms can generate a fantastic catalytically activity [3–6].
Indeed this major breakthrough has opened a new era for modern gold chemistry at
the nanoscale. Since that reports, gold is a hot topic of research in almost all fields
from chemistry, biology, physics and engineering. This new nanochemistry of gold
has found highly useful applications in synthetic chemistry thanks to the catalytic
activity [7–10] but also in biology and medicine because these tiny clusters of gold
could be employing as smart addressable scaffolds to promote multiple applica-
tions like for examples: drug delivery, specific targeting, local in vitro or in vivo
imaging [11, 12]. It is noteworthy that all these applications in biology or medicine
have raised issues about gold nanoparticles toxicity but non-relevant harmful effect
to human cells has been noticed by Wyatt and co-workers with 4, 12 and 18 nm in
diameter particles [13].

2.2 Synthesis of Gold Nanoparticles

The preparation of monodisperse nanoparticles with controlled size and shape is a
key challenge in the area of biotechnology. Realistic applications in that field of
research require a fairly good colloidal stability over hours or days and indeed the
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smaller nanoparticles have a strong tendency to aggregate and settle down in order
to minimize the free energy of the system. The most common strategy developed
to overcome that thermodynamic constraint consists in coating the surface of the
corresponding particles to increase inter-particles repulsion and stabilize the
dispersion within an adequate solvent.

2.2.1 Thiolate-Capped Gold Nanoparticles

The most effective way to make noble metal nanoparticles is the so-called bottom-
up approach based on the chemical reduction of metal ions under conditions that
allow the control of both nucleation and growing thanks to protective capping
ligands. The resulting nanoparticles size distribution is directly determined and
controlled by the molar ratio between the metal ions and the coating agent.

A real breakthrough synthesis has been reported in 1994 by Brust et al. at the
University of Liverpool [14]. This work which has more than 2200 citations on
SciFinder (December 2009) 15 years after its initial publication is summarized in
Fig. 2. HAuCl4 salt initially dissolved in an aqueous phase is transfer into an
organic solvent by using tetraoctylammonium bromide as a phase transfer agent
while the addition of a thiol R-SH (with R = Me, Ph, Fc) and the subsequent
reduction with an excess of sodium borohydride leads to the perfectly controlled
growth of thiolate-protected gold nanoparticles. The so-called Brust–Schiffrin

Fig. 2 Scheme for Au nanoparticle synthesis by the Brust–Schiffrin two-phase approach.
Reprinted with permission from Ref. [16]. Copyright 2009 American Chemical Society
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method has been thoroughly studied by several groups and in particular the
versatility of this approach has been highlighted by Murray and colleagues [15].

The main advantage of this methodology arises from the precise control of the
average size of the Au nanoparticles by the reduction condition as well as the
stoichiometry of the available gold salt with respect to the concentration of
capping thiol molecules.

2.2.2 Dendrimer-Protected Gold Nanoparticles

Several years after the design of thiolate-protected particles, dendrimer molecules
have also been reported to thermodynamically stabilize Au nanoparticles [17]. In
2005, Crooks and co-authors rationalized the improved stabilization of the nano-
particles within the dendrimer matrix and therefore opened the door to substantial
new applications. Their work reported in details the preparation of alloy as well as
core/shell particles by applying three different strategies (co-complexation
method, sequential method and partial displacement method according to their
own terminology). This innovative approach is now a relevant alternative to
prepare Au nanoparticles thanks to several inerrant advantages. First, the dendri-
mer architecture strongly protects the resulting nanoparticles from aggregation
(site isolation). Secondly, the functionality of the dendrimers on the periphery of
the structure can be adjusted in order to tune the solubility or colloidal stability of
the nanoparticles in an organic or aqueous medium depending on the targeted
application.

On the other hand, extremely small gold clusters (Au8 nanodots) have been
stabilized in hydroxyl-terminated dendrimers earlier in 2003 [18] and the resulting
material exhibited highly tunable fluorescent properties that correlate with the size
of the Au nanoparticles. This unprecedented radiative emission at short wave-
lengths (blue emission at 450 nm with excitation at 384 nm) was not observed
with thiolate-protected nanoparticles which do emit at near-infrared wavelengths.

2.2.3 Immobilization Through Monolayer Films

Immobilization of these capped-nanoparticles has been intensively investigated thanks to
a major significance at the fundamental level as well as potential applications in synthetic
chemistry (supported heterogeneous catalysis) or nanotechnology (optical or electro-
chemical biosensors). In that context, the first report of citrate and alkanethiol-stabilized
gold colloid monolayers electrophoretically deposited onto carbon-coated copper grids
was published in 1993 by Mulvaney [19]. This approach could be applied to the specific
modification of electrodes for generating electrochemical sensors and Murray extensively
reviewed the state-of-the-art in a recent issue of Chemical Reviews [20].

More complexity and potential sensitivity has been reached with the formation
of multilayers of thiolate-protected nanoparticles instead of a monolayer. Several
strategies could be identified such as non-specific electrostatic interactions,
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coupling via dithiol linker or controlled covalent grafting using either amide or
ester chemical bonding. Multilayer films of organic compounds deposited on solid
surfaces have been studied for many years. An alternative approach to classical
Langmuir–Blodgett technique or chemisorption consists in the fabrication of
multilayers by consecutive adsorption of polyanions and polycations [21]. The
ligand shell of the capped-Au nanoparticles which could be either cationic or
anionic acts as a polyelectrolyte and drives the layer by layer deposition. This
latter approach allows precise fabrication of multilayer architectures by precisely
controlling the number of layers and the subsequent properties of the polyelec-
trolyte film.

Stellacci and co-workers at the Massachusetts Institute of Technology described
an original control of the Au-nanoparticle shell by preparing mixed self-assembled
monolayers from a binary mixture of 1-nonanethiol and 4-methylbenzenethiol
[22]. The strong disparities between both molecules generate a phase separation at
the surface of the nanoparticles which appeared under the form of striped surface
ordering in highly contrasted STM imaging. This interesting work was shown in
August 2009 during the 42nd IUPAC congress in Glasgow (Adaptive Nanoma-
terials symposium).

2.2.4 Post-modification of Gold Nanoparticles

The capping ligand plays a central role in the control of the average size and the
colloidal stability of the Au nanoparticles but could also increase the functionality
level after a post-modification step. This has been done either by exchanging the
coated molecules of the shell with another capping ligand (so-called ligand
exchange) or by direct reaction on the initial ligand when bearing a reactive
functional group (post-functionalisation) [23, 24].

The most popular example is the exchange of the weakly attached citrate ligand
against a thiolate. One can assume that this fairly simple exchange reaction pro-
cedure drives a complete ligands exchange as the thiolate exhibits a stronger
binding to gold atoms than citrate ligands. This strategy was successfully used by
Mirkin and co-workers in 1996 to functionalize 13 nm in diameter Au nanopar-
ticles with a single-stranded synthetic DNA. The self-assembly of a 12-mer
oligonucleotide with its complementary strand via specific hybridization through
Watson–Crick base-pairing interactions controls the resulting assembly (Fig. 3)
[25]. More recently, the same group also highlighted how this initial work on DNA
and the fundamental understanding of the aggregation versus colloidal stability
process had successful applications in the area of bioanalysis with the objective of
improving both sensitivity and speed (Fig. 4) [26].

The exchange of thiolate ligands on Au-nanoparticles is also possible but
matrix dissolution rather than full exchange tends to take place. One should keep
in mind than the whole exchange mechanism is still subject to discussion. First of
all, the capping of thiol on gold substrate is still being investigated and the direct
evidence that hydrogen release occurs during the binding was only reported
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recently [27]. Murray and Mulvaney discussed the mechanism and kinetics of the
exchange in a perspective article published in Langmuir [16]. The exchange of a
molecule of thiol ligand by another could be described as a serial process and the
number of exchanged ligands on an individual nanoparticle was found to vary
statistically following a Poisson distribution.

Fig. 3 Scheme illustrating
the DNA-based colloidal
nanoparticle assembly
strategy (the hybridized
12-base pair portion of the
linking duplex is represented
by ladder). Reprinted with
permission from Ref. [25].
Copyright 1996 Nature
Publishing Group

Fig. 4 Optical processes
resulting from the interaction
of the light with a gold
nanoparticle. Reprinted with
permission from Ref. [30].
Copyright 2007 Future
Medicine Limited

Inorganic–Organic Hybrid Nanoparticles for Medical Applications 91



Moreover, the kinetics of the ligand exchange has been investigated in details by
the same group and others [28, 29]. While Murray and co-workers reported a second-
order kinetics during the early stages of the exchange with average constant rates
between 1.6 9 10-3 and 1.01 9 10-2 M-1 s-1 depending on the nature of the in-
coming ligand; Lennox et al. fitted long time reaction data to Langmuir diffusion
kinetics. It is noteworthy that these apparently contradictory results are in fact
compatible as in the latter case; the system reached the thermodynamic equilibrium.
The reaction was then described by a single rate constant of 1.37 9 10-2 s-1/2 which
was independent in incoming ligand concentration (i.e. zero-order kinetics).

2.3 Gold Nanoparticles for Bioimaging

2.3.1 Interaction with Light and Surface Plasmon Resonance

Au nanoparticles are offering a significant contribution in the field of labeling and
biomedical visualization. Essentially, the particles are used as passive markers which
concentration could be either naturally or artificially enriched within the region of
interest. In that case, the inerrant physical properties of Au-nanoparticles are used to
carry out and/or enhance the imaging by using a large variety of techniques.

Gold particles strongly absorb and scatter visible light and therefore most of the
detection methods are based on the interaction between gold particles and light [30].
When Au particles are illuminated, the light energy excites the free electrons of the
metal which generates an electromagnetic surface oscillation (surface plasmon) [31]. At
the resonance frequency, the excited electron plasmon relaxes thermally by transferring
the energy to the crystal lattice of the gold atoms which leads to heating of the particles.

20 nm in diameter gold nanoparticles modified with nuclear localization peptides
were imaged by several techniques and their subcellular distribution in cells eval-
uated by enhanced differential interference contrast microscopy and transmission
electron microscopy [32]. Pasqualini and colleagues reported an approach for fab-
rication of spontaneous, biologically active molecular networks consisting of bac-
teriophage directly assembled with larger Au nanoparticles (44 ± 9 nm). The
spontaneous organization of these targeted networks has been manipulated further by
post-functionalization with an imidazole moiety, which induces changes in near-
infrared optical properties. The resulting networks were successfully used as labels
for enhanced fluorescence and dark-field microscopy, surface-enhanced Raman
scattering detection, and near-infrared photon-to-heat conversion [33].

2.3.2 Photothermal Imaging and Luminescence

As previously mentioned, absorbed light eventually leads to heating of the parti-
cles which tend to transfer this energy to the surrounding environment. The
spatially localized heating can be directly exploit for imaging as reported in 2002
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by Lounis and co-workers from the University of Bordeaux [34]. They demon-
strated that photothermal method that combines high-frequency modulation and
polarization interference contrast allows far-field optical detection of gold colloids
down to diameters of 2.5 nm.

This method has been also used to give a dynamic picture of the movement of
receptors selectively labeled with 5 nm Au nanoparticles [35]. Small gold particles
(size \ 2 nm) with high surface to volume ratio do emit fluorescence upon photo-
excitation and thus can be potentially visualized with fluorescence microscopy.
Murray and co-workers reported visible-near-IR luminescence in the range from
700 to 1300 nm depending on the nature of the protecting monolayer and claimed
that the emission results from localized electronic surface states [36].

One can note that these aforementioned methods involving photoexcitation
(interference contrast microscopy, dark field microscopy, photothermal imaging,
or fluorescence microscopy) are now sensitive enough to detect and image mater at
the single particle level. As an example, 20–30 nm in diameter Au nanoparticles
that scattered light individually can be visualized with high-resolution dark field
microscopy [37].

2.3.3 Contrast Agent in X-ray Imaging

The intrinsic physical properties of gold and notably the high atomic weight
provide high contrast in transmission electron microscopy (TEM), on the other
hand gold nanoparticles scatter X-rays very efficiently and thus provides oppor-
tunities in X-ray imaging.

Current computed tomography contrast agents such as iodine-based compounds
have several limitations, including short imaging times due to rapid renal clear-
ance, renal toxicity, and vascular permeation. In that context, new contrast agents
based on 30 nm gold nanoparticles that overcome these limitations were described
in 2007 by Jon and co-workers [38]. Measurement of the X-ray absorption coef-
ficient in vitro revealed that the attenuation of PEG-coated Au nanoparticles is 5.7
times higher than that of the current iodine-based contrast agent. Furthermore,
colloidal gold nanoparticles are likely to cause less cytotoxic damage than the last
generation iodine-based agents.

2.4 Local Heat Induced by Gold Nanoparticles

Parak and co-workers published a state-of-the-art review entitled ‘‘Biological
applications of gold nanoparticles’’ in the special issue of Chemical Society
Review dedicated to gold (guest editors: Hutchings, Brust and Schmidbaur) [2, 12].
The authors focused on gold nanoparticles as a heat source in a whole section of
this extensive review.
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As mentioned previously, the heat from the gold particles which results from
the localized electronic excitation (Plasmon) is dissipated into the surrounding
media. And this can not only be useful for imaging techniques, but also for anti-
cancer therapy (hyperthermia).

2.4.1 Hyperthermia

Cells are extremely sensitive to changes in temperature because this affects
metabolism kinetics as well as adhesion properties. Even temperature rises of only
a few degrees can be lethal to cells.

The general idea here is to deliver colloidal nanoparticles to the cancerous
tissue. This can be achieving for instance by functionalizing the particle surface
with targeted molecules (such as specific ligands or monoclonal antibody) that are
specifically recognized by receptors over-expressed at the surface of cancer cells
and could therefore locally concentrate/accumulate close to tumor cells. One
possible strategy here is to take advantage of the specific binding between the
ubiquitous triad sequence Arg-Gly-Asp (RGD) and avb3 integrin receptor [39, 40].

If the particles can be heated up by an external stimulus; then the cells in the
vicinity of the particles can be selectively killed thanks to a local raised in
temperature. Wei and co-workers demonstrated that gold nanorods coated with a
cationic surfactant (cetyltrimethylammonium bromide) can be internalized within
hours into KB cells by a non-specific pathway [41]. The nanorods render the tumor
cells highly susceptible to photothermal damage when irradiated, generating
extensive blending of the cell membrane at laser intensity as low as 30 J/cm2.

Xia and co-workers prepared 45 nm in edge length gold nanocages which can
achieve strong absorption in the near-infrared (NIR) region for photothermal
cancer treatment [42]. Numerical calculations show that the nanocages have a
large absorption cross section, facilitating conversion of NIR irradiation into heat.
The gold nanocages were successfully conjugated with monoclonal antibodies
(anti-HER2) to target epidermal growth factor receptors (EGFR) that are over-
expressed on the surface of breast cancer cells (SK-BR-3).

2.4.2 Heat-Induced Molecular Motion and Delivery

Photo-induced heating of Au particles can also be used for the cleavage of weak
chemical and for the opening of synthetic vehicles or macromolecular ‘‘cargo’’
designed to specific targeting.

Puntes and co-workers shown that the local heat delivered by Au nanoparticles
(10 nm in diameter) capped with hexa-peptide (Cys-Leu-Pro-Phe-Phe-Asp) can be
used as a molecular surgery to safely remove toxic aggregates [43]. This strategy
was applied to protein aggregates [amyloid beta (Ab) protein] involved in
Alzheimer’s disease. The authors reported the possibility to redissolve the protein
deposits and to interfere with their growth, using the local heat generated with a
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low gigahertz range electromagnetic field and subsequently dissipated by gold
nanoparticles selectively attached to the aggregates. A letter to Nature published in
2002 by Jacobson and co-workers demonstrated remote electronic control over the
hybridization of DNA molecules, by inductive coupling of a radio-frequency
magnetic field to a 1.4 nm gold nanocrystal covalently linked to a 15-mer oligo-
nucleotide [44]. Inductive coupling to the gold-based assembly increases the local
temperature of the bound DNA, triggering efficient thermal denaturation. This is a
clear example of specific control of hybridization and biological function at the
nanoscale; and moreover, the switch is fully reversible thanks to the extremely fast
heat dissipation (*50 ps timescale).

More recently but based on the same principle, Feldmann and colleagues reported
that double-stranded DNA assembly that melts (i.e. denatures) within microseconds
could induces the irreversible desaggregation of gold nanoparticle on a millisecond
timescale [45]. This concept was exploited to distinguish a single point-mutated
DNA from a perfectly matching sequence even in a 1 to 1 mixture of both targets.

The work of Caruso and co-workers published in 2005 did report the preparation
and characterization of light-responsive delivery microcapsules composed of mul-
tiple polyelectrolyte layers and Au nanoparticles assembly [46]. Further encapsu-
lated material was released from the nanostructured capsule on demand upon
irradiation with 10 ns laser pulses in the near-infrared region (1064 nm). Finally, the
release of encapsulated material from polyelectrolyte-multilayer capsules has been
demonstrated inside living cells [47]. Metal nanoparticles were incorporated inside
the walls of the capsules, and served as energy absorbing centers for illumination by
laser light. Even if this was done with larger than 20 nm Ag nanoparticles, this
strategy could clearly be extended to Au-based nanomaterials.

2.5 Gold Nanoparticles-Assisted Drug Delivery

Inorganic/organic hybrid nanomaterials exhibit a wide range of attributes that make
them highly promising candidates for successful drug delivery. The inorganic moiety
which is generally the centre core of these materials provides unique and tunable
properties to the resulting assembly. Moreover, the surface of the inorganic-based
structures also generates scaffolds for the controlled presentation or encapsulation
within an addressable vehicle of drugs, imaging or contrast agents.

Gold nanoparticles are not only capable of delivering small drugs but also much
larger biomolecules like synthetic peptides, natural or modified proteins, and nucleic
acids (i.e. DNA for gene delivery or RNA in case of RNA interference strategy).

2.5.1 Small Drugs Delivery

In the context of photodynamic therapy of cancer, Au nanoparticles could be
employed in localized delivery of diatomic therapeutic agents like nitrogen
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monoxide (NO) or singlet oxygen (1O2) that are cytotoxic because they generate
oxidative stress and/or triggered oxidative chain reactions. Moreover, nitric
oxide plays a key regulating role in several cellular processes like angiogenesis or
immune system response. The therapeutic opportunities and the potential applica-
tion in cancer biology have been reviewed in 2007 by Mocellin and colleagues [48].

Russell et al. stabilized Au nanoparticles (2–4 nm in diameter) with zinc
porphyrine-like phthalocyanine photosensitizer elongated with a –SH terminated
spacer [49]. Energy-dispersive X-ray analysis confirmed the presence of the drug
and the resulting nanocomposite was shown to generate singlet oxygen with
enhanced quantum yields from 45 to 65% as compared to the free phthalocyanine.
The group of Schoenfisch reported that NO can be reversibly immobilized at the
surface of gold nanoparticles by covalent linking with a polyamine-based
anchoring group via formation of N-diazeniumdiolate [50]. They demonstrated
efficient and controlled acido-labile release of nitric oxide at pH * 3 which
highlight the feasibility of realistic applications thanks to slightly acidic media
localized in lysosomes or endosomes.

Another advantage of engineering delivery systems is to improve the intrinsic
properties of the ‘‘free’’ drug (solubility and in vivo stability or even biodistri-
bution). The control of the drug loading combines to efficient vectorization and
release of the active form of a prodrug could result in decreasing the side-effect.

Zubarev and co-workers described in 2007 the first example of gold nanopar-
ticles covalently functionalized with paclitaxel which is one of the most effective
chemotherapeutic drug against a large range of cancers [51]. The immobilization
method involves the attachment of a short flexible polyethylene glycol linker on
the paclitaxel pharmacophore followed by conjugation to 2 nm in diameter gold
nanocrystals under mild esterification conditions. Thermogravimetric analysis
(TGA) evidenced a high content of organic shell (67 weight percents) which
corresponds to a well-defined number of molecules of paclitaxel (73 ± 4 per
nanoparticle).

Another step toward a greater control of the release of the drug has been
achieved with glutathione (GSH)-mediated process. GSH is the most abundant
thiol in the cytoplasm and the major reducing agent in biochemical processes,
providing a potential in situ releasing source in living cells [52]. This methodology
relies on the significant difference in intracellular GSH concentration (1–10 mM)
versus extracellular levels (2 lM in blood plasma). Methods are based on disulfide
linkages between the drugs and the carriers that can be displaced in presence of the
competitive GSH thiol (see Ref. [53] for review). But an uncontrolled parameter in
the release process as well as bioavailability relies on thiol–disulfide exchange
which can occur with cysteine residues exposed at the surface of blood proteins.
In that context, Rotello and co-workers published a proof of principle when
reporting in 2006 the cellular delivery and subsequent GSH-mediated release of a
thiolated dye (BODIPY) mimicking hydrophobic drugs [54]. Au nanoparticles
with a core dimension of about 2 nm were functionalised with short PEG cationic
ligand and fluorophore via SAM methodology. The authors explained that the
cationic nature of the shell facilitates the crossing of cell membrane barrier
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whereas the steric shielding of the gold–thiol interface enhances the resistance to
exchange with competitive proteins.

2.5.2 Gold Nanoparticles for Biomolecules Delivery

For gene therapy and therefore DNA delivery, two different strategies can be
distinguished; involving either non-covalent or covalent (but usually cleavable)
binding between the nanoparticle and the DNA material.

Viral vectors are generally used in gene therapy because they provide highly
efficient biocompatible carrier. In that case, the corrective genes have been
packaged into modified retroviruses, which can incorporate themselves into a host
cell’s DNA. Yet, viruses have already raised many health and safety issues
concerning non-predictable toxicity and/or unexpected immune responses. The
biomedical correspondent of Nature reported a tragic case in 2002 when a French
gene therapy patient had unfortunately developed a form of cancer while being
treated for severe combined immune deficiency [55].

Therefore, non-viral gene delivery using inorganic-based nanocarriers presents
a promising and relevant alternative to the aforementioned side-effect. Yet, a
remaining problem that should be addressed concerns limitations in both trans-
fection efficiency and associated pharmacokinetics.

In 2003, Klibanov and Thomas did report an enhance transfection while using
polycation-mediated DNA delivery with gold nanoparticles [56, 57]. For this
approach, 2 kDa branched polyethylenimine (PEI) chains have been covalently
attached to gold nanoparticles (between 2.3 and 4.1 nm in size), and the authors
evaluated the potency of the resulting conjugates as vectors for the delivery of plasmid
DNA into kidney cells. The transfection efficiency was found to vary as a function of
the PEI to gold molar ratio with the best candidate being about 12 times more potent
than the unmodified polycation. Moreover, the intracellular trafficking of the DNA
complexes of these vectors, monitored by transmission electron microscopy (TEM)
was detected in the nucleus within 1 h timescale after transfection.

Rotello and co-workers investigated a mixed monolayer protected gold clusters
functionalized with quaternary ammonium chains for transfection in mammalian cell
cultures [58]. The success of these method assemblies depended on several variables,
including the ratio of DNA to nanoparticle during the incubation period, the number
of charged substituents in the monolayer core (several candidates with cationic
coverage percentage found between 58 and 100%), and the hydrophobic packing
surrounding these amines. The most efficient nanoparticle studied was eight fold
more effective than 60 kDa PEI used as a positive control transfection agent. Later in
2006, the same group reported another positively charged gold nanocarrier bearing a
photoactive ester linkage, which allows temporal and spatial release of DNA by light.
These cationic photocleavable nanoparticles are initially associated with DNA
through electrostatic interaction [59]. Irradiation at k = 350 nm cleaves the
o-nitrobenzyl linkage, releasing the DNA from the nanoparticle, and resulting in a
high level of recovery of in vitro DNA transcription. Furthermore, effective DNA
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delivery and release in living cells with significant nuclear localization of the DNA
were obtained with this system, thus providing the first proof of concept for the
development of light-regulated drug-delivery systems.

Mirkin and co-workers described in 2006 the use of Au nanoparticle/oligonu-
cleotide assemblies as intracellular gene regulation agents for the control of
protein expression in cells (Fig. 5) [60]. These highly tunable gene transporters
(with precise control of the DNA loading) are less susceptible to degradation by
nuclease activity and exhibit as high as 99% cellular uptake. This was a significant
breakthrough to introduce oligonucleotides at a higher effective concentration than
conventional transfection agents. The following year, the same group demon-
strated the whole mechanism of cellular uptake of these DNA/nanoparticles
conjugates by endocytosis process which is initiated by adsorption of serum
proteins onto the surface of the particles [61].

Fig. 5 Preparation of antisense citrate-stabilized gold nanoparticles with tether or single alkyl-
thiol anchoring groups respectively. Reprinted with permission from Ref. [60]. Copyright 2006
Science Magazine
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To conclude this section and to demonstrate that gold nanoparticles can also carry
larger biomolecules (i.e. proteins), a recent study by Pokharkar et al. has reported func-
tionalized gold nanoparticles as carriers of insulin [62]. Their strategy relies on the loading
of gold nanoparticles with chitosan, a widely available biocompatible polymer. As
expected, chitosan improved the surface properties for binding of biomolecules and zeta
potential measurements have shown an increase from +4.23 to +62.7 mV depending on
the chitosan loading (study between 0.01 and 1%). Finally, the pharmacodynamic activity
was also improved after oral and nasal administration of insulin loaded samples.

2.5.3 In Vivo Limitations and Targeting

Efficient in vivo applications where the inorganic/organic delivery system is
directed to his target following administration into circulatory system is the next
step to achieve. For that, two approaches for targeting have been developed:
passive and active targeting [63–65].

To summarize, passive targeting tries to take advantage of differential properties of
specific unhealthy tissues or hyper-vascularized cells while active targeting relies on
presenting ligands on the nanocarrier surface for at least selective but possibly specific
recognition by cell surface receptors. The ligands could be short peptidic sequences for
vectorization, proteins or specific substrates. Potentially, the combination of both types
of targeting will further improve the properties of an optimized carrier for in vivo
delivery. Nanocarriers efficiency is limited by non-specific uptake and potential deg-
radation in macrophages (immune response). Therefore, proper targeting is essential
for maximizing drug efficacy but others physical parameters of the inorganic moiety
need to be considered such as average size, monodispersity, morphology and shape
anisotropy. In recent works, Chan and colleagues investigated both size and shape
dependence of Au nanoparticles on mammalian cell uptake. They showed that kinetics
and saturation concentrations are highly dependent upon the physical dimensions of
the nanoparticles by measuring uptake half-life of 14, 50, and 74 nm nanoparticles (2 h
06 min, 1 h 54 min and 2 h 15 min respectively at a rate of 622, 1,294, and 417
nanoparticles per hour respectively) [66]. They have also elucidated the mechanism by
which transferrin-coated gold nanoparticles of different sizes and shapes entered
mammalian cells via clathrin-mediated endocytosis pathway. The nanoparticles
exocytosis process was also found to correlate linearly with size which was a different
conclusion from their previous work on cell uptake [67]. Furthermore, they developed
a model to predict the relationship of size versus exocytosis for different cell lines
which has major implications in determining nanotoxicity.

2.6 Gold Nanoparticles-Based Biosensors

The function of a biosensor is to detect target molecules (or analytes) and to
generate a recordable signal which will possibly allow a fully-quantitative
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measurement [68]. Two main aspects are governing the efficiency of such sensors:
the molecular recognition step which plays a major role in the selectivity/speci-
ficity and the transduction process responsible for the sensitivity. Researches in
nanotechnology are growing exponentially since the past 10 years and the inte-
gration of biosensoring systems is still a key stake. At the nanoscale level, gold
nanoparticle-based biosensors could therefore have a significant impact in modern
diagnostics due to their small adaptative size and high degree of functionality.

2.6.1 Nanoscale Surface Plasmon

The intrinsic Plasmon resonance frequency in gold nanoparticles (diameter up to
40 nm) offers a typical ‘‘signature’’ with wavelengths centered around 520 nm and
that can be directly exploited for sensing applications. Indeed, the interaction and/
or binding of molecules to the particle surface can be responsible for shift in the
Plasmon resonance frequency. Raschke and co-workers reported a method for
biomolecular recognition using light scattering of a single gold nanocrystal
functionalized with biotin [69]. Addition of streptavidin and subsequent specific
binding events modify the dielectric properties at the interface between the
nanoparticle and the surrounding environment, resulting in a spectral shift of the
particle Plasmon resonance.

By analogy to the well-known H and J aggregation in organic chromophores,
El-Sayed et al. observed that nanorods exhibiting shape anisotropy can be
assembled in two distinct orientational modes (i.e., end-to-end versus side-by-side)
[70]. A red-shift of the longitudinal Plasmon band for the end-to-end linkage of
nanorods resulting from the Plasmon coupling between neighboring nanoparticles
was already reported. But here, the authors did observe a blue-shift of the longi-
tudinal Plasmon band of side-by-side linkage with a concomitant red-shift of the
transverse Plasmon band.

The pioneering work by Mirkin and co-workers used Plasmon coupling shift to
design colorimetric assay method which is nowadays probably the most cited
example of a gold-based sensor [25, 71]. In the original assay developed for DNA
sensoring, Au nanoparticles and oligonucleotides that are complementary to the
specific target sequence are conjugated. The colloidal solution initially appears red
because the nanoparticles are well-dispersed without the specific target sequence
in solution. Then, the presence of the DNA complementary strands drives the
molecular recognition process (hybridization) which results in the formation of
small aggregates of Au nanoparticles. The subsequent violet/blue coloration
originates from a change in the Plasmon resonance. Several DNA assays are based
on this concept and the perfecting of this method has allowed quantitative
detection of DNA sequences of concentrations as low as 5 fM [72].

The same concept was eventually extended to non-DNA analytes. Brust and
colleagues reported the use of specifically designed, peptide-stabilized gold
nanoparticles as artificial substrates for kinases [73, 74]. A very simple colori-
metric protocol for the evaluation of kinase activity and inhibition was then
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developed by using aptamers-based strategy (i.e. nucleic acid or peptide sequences
that change their conformation upon specific binding). The inter-particle distance
which is the key parameter is modulated and thus the color of the gold colloids
changes from red to violet/blue. Lu and Liu demonstrated in a work published in
Chemical Communication the possibility of designing nanoparticle-based colori-
metric sensors using Cu2+-dependent DNAzyme catalyzed ligation reactions [75].
Compared to DNA or RNA cleaving enzymes, ligation enzymes are intrinsically
more sensitive due to the lack of non-specific background.

Interestingly, Li and co-workers investigated the effect of the aptamer folding on
the colloidal stability of two different aptamers-tethered Au nanoparticles (adeno-
sine and K+-dependent aptamers). After the folding process, the particles were in
fact found to be more stable toward salt induced aggregation than those tethered to
unfolded aptamers. The local conformation adopted on the surface appears to be a
key factor that determines the relative stability of the nanoparticles. Finally, on the
basis of this unique phenomenon, colorimetric biosensors have been developed for
the detection of adenosine, K+, adenosine deaminase, and its inhibitors [76].

2.6.2 Surface-Enhanced Raman Scattering (SERS)

Most of molecules can be detected by Raman scattering and unequivocally identified
by their characteristic spectra. Theory of Raman scattering are well-known and basi-
cally, the inelastic scattering process could statistically happen either at lower (Stokes)
or higher (anti-Stokes) energy than those of the incident light. However, typical Raman
signals are very weak and as a consequence, high surface concentration of the analyte is
compulsory in order to provide a recordable signal. SERS provides an efficient cir-
cumventing of this limitation by taking advantage of the enhance response when the
molecules are close enough to a gold surface with very high curvature, such as
nanoscale Au particles [77, 78]. As a result, a much higher scatter probability is
achieved and the Raman-scattered light intensity that is detected increases dramati-
cally by several orders of magnitude. The use of SERS allows a major breakthrough in
sensitivity and spectroscopic detection of single molecules and single nanoparticles
have since been achieved. For single rhodamine 6G molecules adsorbed on the selected
nanoparticles, the intrinsic Raman enhancement factors were on the order of 1014 to
1015 much larger than the ensemble-averaged values derived from conventional
measurements. This enormous enhancement leads to vibrational Raman signals that
are even more intense and more stable than single-molecule fluorescence [79, 80].

Mirkin et al. performed the multiplexed detection of oligonucleotide targets
with labeled Au nanoparticle probes. The gold particles facilitate the formation of
a silver coating that acts as a surface enhanced Raman scattering promoter for the
dye-labeled particles that have been immobilized onto an underlying chip in
microarray format. The strategy provides equally-high sensitivity and selectivity
and adds multiplexing capability because a very large number of probes can be
addressed based on the concept of using a Raman spectroscopic fingerprint [81].
The current unoptimized detection limit of this method is 20 fM.
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Kneipp and colleagues improved further more this concept by the mean of
surface-enhanced hyper-Raman scattering (SEHRS) which exploits the incoherent
inelastic scattering of two photons on the vibrational quantum states [82]. The
authors reported effective two-photon cross-sections for SEHRS on the order of
10-46 to 10-45 cm4/s which made the method an extremely promising spectro-
scopic tool for ultrasensitive bioanalytical applications.

2.6.3 Fluorescence Quenching

Most of fluorophores are quenched when they are close enough to gold surfaces.
This phenomenon was evidenced with lissamine dye molecules chemically
attached to different size gold nanoparticles [83]. A pronounced fluorescence
quenching was observed already for nanoparticles as small as 1 nm radius.
The quenching is caused by an increased nonradiative rate as well as a drastic
decrease in the dye’s radiative rate. Assuming resonant energy transfer to be
responsible for the nonradiative decay channel, the experimental finding was
compared with theoretical results derived from the Gersten–Nitzan model. This
effect can be used for several sensor strategies and the most common example
relies on competitive displacement assay which have been formalized by Mc Ghee
and von Hippel [84]. For that, gold particles are conjugated with ligands that
specifically bind to the targeted analyte. The binding sites of the ligands should be
fully blocked by saturating them with analyte-like molecules modified with fluo-
rophores. As the fluorophores are in close proximity to the Au particles they do not
emit light (quenching). Then, if these particles are now immersed in a solution
containing the specific analyte molecules, they will progressively displace the
fluorophore-labeled competitor and therefore enhance the light emission. For
thermodynamic reason, the corresponding luminescence correlates to the
concentration of analyte molecules in solution and a calibration curve allows a
quantitative sensoring.

Kim and co-workers reported in 2005 an inhibition assay method based on the
modulation in FRET efficiency between quantum dots (QDs) and gold nanopar-
ticles conjugated with biomolecules [85]. In their strategy, QDs are conjugated
with streptavidin (rod shape with a length of 10–15 nm and a diameter of 5 nm)
while Au particles are coupled with biotin (spherical shape with 2–3 nm in
diameter). By employing the most popular molecular recognition process as a
model system, this sensing system allows determining the avidin concentration in
sample solution by direct monitoring of the changes in the photoluminescence
quenching. Parak and colleagues measured the fluorescence quantum yield of Cy5
dyes attached to gold nanoparticles via modulated single-stranded DNA spacers
[86]. The distance between the core particle and Cy5 was tuned from 2 to 16 nm.
The change in both radiative and nonradiative molecular decay rates with distance
was determined using time-resolved photoluminescence spectroscopy. Remark-
ably, the distance dependent quantum efficiency was almost exclusively governed
by the radiative rate.
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Brust and co-workers developed ‘‘The Peptide Route to Multifunctional Gold
Nanoparticles’’ which used cysteine-containing peptides as capping agents [87].
Based on the fluorescence quenching principle, they designed highly stable
peptide-capped gold nanoparticles functionalized with two different biomolecular
recognition motifs and measured their binding to DNA and protein microarrays.

2.6.4 Electrochemical Sensors

Joseph Wang authored a review in Electroanalysis in 2007 about nanoparticle-
based electrochemical bioassays of proteins in order to emphasize the input of
electrochemistry in recent sensoring progresses [88]. This work pointed out a
variety of new nanoparticle/biomolecule assemblies for advanced electrical
detection of proteins. Thanks to electrochemical transduction, ultrasensitive
monitoring of biomolecular interactions particularly in the field of DNA can be
achieved without any time-consuming PCR-like amplification step.

A pioneering contribution from Mirkin et al. reported a DNA array detection
method in which the binding of oligonucleotides functionalized with gold nano-
particles leads to conductivity changes associated with target-probe binding events
[89]. Silver deposition improved measurable conductivity changes and an unusual
salt concentration-dependent hybridization behavior associated with these nano-
composite probes was exploited to achieve high selectivity. 50 fM in DNA
detection was achieved with this method, with a point mutation selectivity factor
of 1 9 105 to 1. The very next year, Willner and co-workers described the
reconstitution of potent apo-proteins on a functionalized 1.4-nm Au nanocrystal
integrated into a conductive film [90]. This construction (Fig. 6) yields to a bio-
electrocatalytic system with a turnover rate of *5000 per second, which is seven
times faster to the corresponding rate at which the natural co-substrate accepts
electrons. The gold nanoparticle acts as an electron relay or ‘‘electrical nanoplug’’
for the alignment of the enzyme on the conductive support and for the electrical
wiring of its redox-active center.

In parallel, Caruso reported another electrochemical sensors based on
4-(dimethylamino)pyridine-stabilized gold nanoparticle hybrid films prepared by
infiltration into polyelectrolyte multilayers preassembled on indium tin oxide
(ITO) electrodes [91]. Quartz crystal microgravimetry (QCM) and UV–Vis
spectroscopy showed that composite films achieved high density. Electrochemical
experiments revealed that the presence of gold nanoparticles in the multilayers
significantly improves the electron-transfer characteristics of the films, which
showed high electrocatalytic activity to the oxidation of nitric oxide (NO). The
sensitivity of the composite films for measuring NO could be eventually further
tailored by controlling the gold nanoparticle loading within the film.

More recently, Holzinger and co-authors at the University of Grenoble devel-
oped a concept of three-dimensional biostructures immobilized on electrode
surface via affinity reactions [92]. The 3D architectures based on single-walled
carbon nanotubes (SWCNTs) frameworks interconnected with gold nanoparticles
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relays were applied to glucose sensoring via glucose oxidase (GOx) anchoring.
This electrocatalytical model process was used as a proof of principle and the
authors highlighted a combined synergetic effect of SWCNTs and gold nanopar-
ticles that provides a higher amount of immobilized enzyme as well as improved
electrochemical performances.

3 Iron Oxides (FeOx)

3.1 Introduction

Magnetic nanoparticles have long been of technological and scientific interest as
they behave like small magnets having either ferromagnetic or superparamagnetic
character which makes them attractive for a broad range of applications like
electronic devices, information storage, catalysis, magnetic inks, etc. [93, 94].
Furthermore, magnetic nanoparticles have also attracted much attention in bio-
medicine in applications such as magnetic drug delivery, biosensing, magnetic
hyperthermia, regenerative medicine and magnetic resonance imaging (MRI) as
contrast enhancers [95–97]. Each of these applications requires that the magnetic
nanoparticles have specific properties. For example, the most important properties

Fig. 6 a Fabrication of a GOx electrode by the reconstitution of apo-enzyme on a FAD-
functionalized gold nanoparticle and b plot of the current developed by the reconstituted GOx
electrode in the presence of different concentrations of glucose. c Electrical detection of DNA
based on the ‘‘sandwich’’ hybridization with DNA-functionalized AuNPs followed by silver
deposition. Reprinted with permission from Ref. [11]. Copyright 2008 Wiley-VCH
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required for biomedical use are: biocompatibility, superparamagnetic character at
room temperature (no magnetic remanence), stable at physiological pH and
salinity, long blood half-life and efficient internalisation [98, 99]. Colloidal
properties of the magnetic fluid are also essential and depend firstly on the
particles dimensions and secondly on surface chemistry and charge.

3.2 Synthesis Methods for Magnetic Nanoparticles

Considering the wide range of possible applications for this type of nanoparticles,
it is no surprise that there are numerous chemical methods for synthesis: copre-
cipitation [100, 101], microemulsion [102], high temperature decomposition of
precursors [103], polyol methods [104], sonolysis [105].

3.2.1 Coprecipitation Methods

The precipitation from iron salts is probably the most extensively utilized route of
preparation. Typically, iron oxides are prepared by addition of a basic solution to a
mixture of ferric and ferrous salts. Generally the reaction for the formation of
Fe3O4 can be written as:

Fe2þþ2Fe3þ þ 8OH� ! Fe3O4 þ 4H2O

This reaction is taking place at a pH ranging between 8 and 14 and in an oxygen
free environment [106], otherwise the formed magnetite is not very stable and it
undergoes oxidation into Fe2O3:

4Fe3O4 þ O2 ! 6Fe2O3

The process of coprecipitation is characterized by a nucleation phase followed
by a growth phase which is responsible for the particle’s shape, size and dispersity.
To produce monodisperse nanoparticles, the two phases must be separated as
shown in the LaMer diagram in Fig. 7 [107].

Other parameters which can influence the size, shape, magnetic properties are
pH, temperature, oxygen presence, nature of salts (chlorides, sulfates, nitrates) or
Fe2+/Fe3+ratio [109].

Massart was the first who synthesized superparamagnetic iron oxide nanopar-
ticles using alkaline precipitation of ferric and ferrous chloride [110]. The original
method was varied by many groups to achieve smaller size particles (from 8 to
3 nm) or to allow coating with different groups like hydroxyacids (citric, gluconic
acids), dimercaptosuccinic acid, silica [111–113]. Several researchers have studied
the influence of mixing rate upon particle size and showed that increasing this
parameter the size and polydispersity decreases [110]. Other investigations show
that rising the temperature of the reaction reduces the nanoparticles formation
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[109]. This method offers the advantage that it is easy to follow and produces large
quantities of nanoparticles.

3.2.2 Microemulsion Method

The water-in-oil (W/O) microemulsions (inverse micelles) are systems of fine
nanodroplets of aqueous phase trapped by surfactant molecules dispersed in an oil
phase. This method can also be used for the preparation of iron oxide nanoparticles
as illustrated in Fig. 8. Compared with coprecipitation this method has certain
advantages due to the presence of surfactant stabilized cavities which act as a
constraining environment for the particles growth and agglomeration [114, 115].

W/O microemulsion method offers the opportunity to modulate the size of the
nanoparticles by varying the size of the nanodroplets, which is the major advan-
tage. Lee et al. have prepared nanoparticles with an adjustable diameter between 2
and 10 nm by varying the solvent, surfactant or concentration of iron salt [117].
Also this method was used by Carpenter to synthesize thin layer gold-coated iron
oxide particles. Gold protects the core from oxidation, providing biocompatibility
and functionality at the same time [118].

Vidal-Vidal et al. reported a one-pot microemulsion preparation for coated and
uncoated monodisperse magnetic nanoparticles [119]. Numerous types of surfac-
tants can be employed in the preparation procedure like ionic or non-ionic
surfactants. The main disadvantage of using the ionic ones is that the produced
nanoparticles are less crystalline [120] than the ones formed in the presence of non-
ionic surfactants [121]. However, this technique has major drawbacks as it is very
difficult to be scaled up and the surfactant molecules adhered to the nanoparticles are
hard to be removed. The surfactant traces on the surface are an impediment to be used
in biological applications.

Fig. 7 Schematic representation of proposed mechanisms of formation of uniform particles:
curve I. Single nucleation and uniform growth: curve II. Nucleation, growth and aggregation of
small particles: curve III. Multiple nucleation events. Adapted with permission from Ref. [108]
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3.2.3 High Thermal Decomposition

This method is based on the decomposition of different types of iron precursors
like iron oleate, iron acetylacetonate [Fe(acac)3] or iron pentacarbonyl [Fe(CO)5],
at a high temperature in the presence of organic solvents and stabilizing molecules
like oleic acid, oleylamine or steric acids. The presence of surfactants clearly
improves size control, narrow size distribution and crystallinity of the individual
iron oxide nanoparticles. For example, highly monodispersed maghemite nano-
particles were produced by Hyeon et al. at 100�C by thermally decomposing
Fe(CO)5 in the presence of oleic acid, followed by a second step consisting in
aging the iron oleic acid complexes at 300�C. With this procedure particles with
controllable sizes between 4 and 16 nm were prepared [122]. More recently Sun
et al. have reported the preparation of monodisperse iron oxide nanoparticles with
sizes from 4 to 20 nm using the high temperature decomposition reaction of
Fe(acac)3 in phenyl ether in presence of stabilizing oleic acid and oleylamine

Fig. 8 Schematic representation of formation of magnetite nanoparticles using W/O micro-
emulsion. Adapted with permission from Ref. [116]
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[103]. To obtain nanoparticles with diameters up to 20 nm a seed-mediated growth
method was necessary. The parameters which can be varied during the process to
produce different size particles are reaction time, nature of solvents, stabilizing
agents, addition of seeds, precursors. However, this method produces hydrophobic
magnetic nanoparticles and following reactions to transform them into hydrophilic
ones are required. For instance, after the thermal decomposition of Fe(acac)3 in
high boiling point solvent the oleic acid nanoparticles have been coated with
dimercaptosuccinic acid using a ligand exchange reaction to disperse the nano-
particles in water without aggregation [123]. Another example of successful phase
transfer from hydrophobic to hydrophilic character was reported using the Pluronic
block copolymer on oleic acid capped magnetite particles [96]. Also Li and
co-workers recently reported that thermal decomposition of ferric triacetylaceto-
nate in 2-pyrrolidone in presence of mPEG-COOH could produce crystalline
PEGylated nanoparticles [124].

3.2.4 Synthesis Using Liquid Polyols

The polyol process is a chemical method of nanoparticle synthesis which uses the
liquid polyol to reduce the metal precursors to particles with improved properties,
crystallinity, monodispersity, higher magnetization [125, 126]. The polyols (for
example, polyethylene glycol) act as solvents which are able to dissolve the
inorganic compounds and at the same time are stabilizing the in situ formed
nanoparticles. Cai and Wan [104] have reported a facile route of preparing directly
non-aggregated superparamagnetic magnetite nanoparticles via polyol reaction.
They investigated the influence of four types of polyol (mono-, di-, tri-, and
tetraethylene glycol) in the direct reaction with Fe(acac)3 and the results showed
that only triethylene glycol produces non-aggregated nanoparticles due to suitable
number of coordinating groups of the polymer with the particles surface. In
comparison with the precipitation method, this route has the advantage to produce
much narrower particle sizes and the surface will be coated with the hydrophilic
polyol ligands.

3.3 Surface Modification of Iron Oxide Nanoparticles

Although there has been important progress regarding synthesis methods for
magnetic nanoparticles, maintaining their stability for a long period of time
without aggregation or precipitation is still an issue [127]. The agglomeration of
nanoparticles may cause problems when they are to be used for in vivo applica-
tions because of the possibility of causing capillary blockage. As a result, it is very
important to coat the surface of the magnetic nanoparticles with inorganic or
organic layers and to form stable colloids. Also the protective coating may not
only be used against degradation but also for further functionalization with drugs,
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targeting molecules, or other functional groups. The coating is also a key factor for
the biocompatibility properties of the nanoparticles. The colloidal stability can be
achieved either by electrostatic or by steric repulsion as exemplified in Fig. 9.

The key parameter to generate good magnetic colloids is to control the strength
of these two forces. The steric repulsion can be controlled by using polymers and it
depends mostly on the molecular weight and density of the polymer [129].
The electrostatic repulsion can be generated with charged molecules bound to the
surface of nanoparticles [130, 131]. The surface of iron oxide is rather inactive
compared to other kind of nanoparticles (quantum dots, gold) and there is only
limited number of functional groups that are able to anchor on it. It is known that
carboxylates and phosphates are functional groups that bind to the surface of
magnetite [132]. Citric acid is a one type of stabilizing agent which is commonly
used to make magnetite surface negatively charged and hydrophilic at the same
time. It has been used by many groups during the coprecipitation process to control
the growth phase and magnetic properties of nanoparticles and because of these
characteristics, citric acid stabilized iron oxide nanoparticles (VSOP C184) are
now under clinical trials [133, 134]. Cheon and co-workers were able to prepare
water-dispersible iron oxide nanoparticles using 2,3-dimercaptosuccinic acid,
which has a bidentate carboxyl group [123]. Alkanephosphonic acids are also
suitable ligands for magnetite stabilization and coating. Yee et al. reported that
phosphonate ions are able to anchor on iron oxide surface through bidentate or
monodentate bonding [135].

Silica is the most used inorganic coating for iron oxide nanoparticles.
Generally, the silica shell prevents the aggregation phenomenon of magnetite
nanoparticles and improves their chemical stability [136]. Although the toxicity of
silica shells is still uncertain, there have been promising reports on the use of silica
encapsulated nanoparticles for in vitro and in vivo use [137]. Ying and co-workers
reported on silica-protected iron oxide nanoparticles synthesized using an inverse
microemulsion method. The thickness of the silica layer can be varied from 2 to
100 nm depending on the synthesis method and the concentration of precursors
used [138].

Functional organosilane compounds also form strong interactions with the
metal oxide and for this reason can be successfully used as stabilization materials
and at the same time to give functionality to the magnetic nanoparticles [139, 140].

Gold is another inorganic type of coating material which can be used in case of
iron oxide nanoparticles because it offers functionality for the surface of magnetic
particles and also improves their stability in aqueous dispersions. Superparamag-
netic nanoparticles with a gold nanoshell have been reported only recently by Kim
et al. [141].

Polymers have as well been used for magnetic nanoparticles surface modification
on their own or in conjunction with other elements. The polymer encapsulation can
be achieved during the particles formation or post-synthesis. Various natural and
synthetic polymers have been used as a coating for iron oxide nanoparticles but the
most common ones are dextran, carboxymethyl dextran, polyethylene glycol (PEG),
polyvinyl alcohol (PVA), starch and chitosan.
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Dextran is a natural polysaccharide and has been used for coating iron oxide
particles due to its biocompatibility properties. For example, Feridex, Resovist and
Combidex are all MRI contrast agents based on dextran-coated iron oxide nano-
particles. These particles show a long blood resistance time which allows their
uptake by the macrophages in kidney, brain, osteoarticular tissues. A detailed
structural and magnetic study on iron oxide formed in presence of dextran
(MW = 40,000) has been elaborated by Pardoe et al. Their results show that
dextran has an important role in particle size [142]. Dextran-coated magnetic
nanoparticles based on physical absorption are unstable as dextran tends to
dissociate from the magnetic cores [116]. The usual method to avoid desorption is
to use a cross-linking agent such as epichlorhydrin which makes tighter association
with the superparamagnetic iron oxide nanoparticles (commonly termed as
SPIONs) [143]. Covalently bound dextran-SPIONs can be prepared using func-
tional aminopropyl silane to modify the surface of the particles and then covalently
conjugate them with partially oxidized dextran [144].

Polyvinyl alcohol (PVA)-coated magnetic nanoparticles are also of great
interest as PVA prevents nanoparticles from aggregation. Recently Lin et al. have
synthesized PVA encapsulated iron oxide particles according to the Massart
method of coprecipitation [145]. The results showed that the polymer restricts the
growth in size of the particle and that it binds irreversibly to the surface.

Polyethylene glycol (PEG) is a representative synthetic, hydrophilic, biocom-
patible polymer. The surface coverage with PEG minimizes the protein absorption
onto magnetic nanoparticles surface increasing the blood time circulation. The
unique property of PEG of non-specific absorption events is still in debate but is
believed to be related with the large hydration volume, osmotic repulsion by the
PEG chains and its unique interaction with water [146]. PEG-coated magnetic
nanoparticles are prepared using different surface anchoring materials like
phospholipids, copolymers, and silica because PEG itself is very inert. LaConte
et al. reported the preparation of water-dispersible PEG-phospholipids block-
copolymers magnetic nanoparticles which are based on the hydrophobic interac-
tion between the hydrophobic tail group of surfactants and phospholipids parts
[147]. Functional silane coupling agents such as 3-aminopropyltriethoxysilane are

Fig. 9 Stabilisation techniques for magnetic nanoparticles: a electrostatic stabilisation; b steric
stabilisation. Adapted with permission from Ref. [128]
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commonly employed to immobilize PEG onto the SPIONs surface. Because PEG
molecules have only a hydroxyl at the end, the polymer was further modified to
generate amine or carboxyl groups [139].

Chitosan with its biodegradable, bioadhesive and biocompatible properties has
been used in the pharmaceutical industry for a long time and nowadays have
started to attract attention as a coating material for iron oxide nanoparticles.
Chitosan-coated SPIONs prepared by a sonochemical method have been reported
to have superior properties as contrast agents for MRI [148]. Other examples of
polymers which have been employed in the stabilization of magnetic nanoparticles
include poly(caprolactone), poly(lactic)acid, poly(acrylic acid), arabinogalactan or
polyethyleneimine [149–151].

3.4 Biomedical Applications of Magnetic Nanoparticles

3.4.1 Magnetic Nanoparticles as Contrast Agents in MRI

At present MRI (magnetic resonance imaging) is one of the most powerful
imaging techniques in medicine but often the difference in the relaxation times
between abnormal and normal tissue times is very small and the image might
provide a false diagnostic. To allow a better interpretation of the MRI image,
contrast agents like iron oxide nanoparticles or gadolinium chelates have been
introduced. Since their first use as MRI contrasting agents 20 years ago, nanoscale
iron oxides have received enormous attention due to their ability to shorten T2

relaxation time in liver, spleen, bone marrow because of their selective uptake by
the cells of the reticuloendothelial system (RES). The mechanism for contrast in
MRI is quite complicated and it mostly results from the dipolar interactions
between the water proton spins and the magnetic moment of the iron oxide
nanoparticles (Fig. 10) [152].

Several different formulations are currently used clinically for MRI and are
based on superparamagnetic cores and a polymeric coating (dextran). Table 1
summarizes these types of contrast agents.

These types of contrast agents can be applied only for imaging the mentioned
organs based on the biological distribution of nanoparticles. Recently iron oxide
nanoparticles have attracted interest for targeted molecular imaging because of
their large surface area to which targeting probes can be coupled. These include
aptamers, oligonucleotides, peptides, antibodies, small molecules (folic acid) or
other imaging molecules for improving the detectability of nanoparticles. At the
beginning, monoclonal antibodies (mAbs) were the first to be used for targeting
the magnetic nanoparticles. For example, Suzuki et al. have prepared an MRI
contrast agent based on the covalent bonding between polyethylene glycol-coated
iron oxide and a surface antibody specific for human glioma [153]. Recently,
research is focused on using only fragments of the antibody which are still
functional to direct the magnetic nanoparticles to the area of interest [154].
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Sun et al. have developed an imaging/drug delivery dual system that include PEG-
coated SPIONs with chlorotoxin (peptide which binds to brain cancer cells) and
methotrexate (a chemotherapeutic drug). This system has demonstrated promising
results for in vivo applications [155]. There is no doubt that the current advances in
the area of multifunctional magnetic nanoparticles will improve the sensitivity and
quality of MRI.

3.4.2 Magnetic Hyperthermia

Hyperthermia, which is based on the fact that cancerous cells are more sensitive to
temperature than normal cells, is a very promising treatment for cancer. The major
technical difficulty with the application of hyperthermia is to heat only abnormal
cells without affecting the normal surrounding tissue. Magnetic nanoparticles are
good candidates for an effective treatment since they can be directed to and
concentrated at the tumor site (due to the leaky hypervasculature) and can generate
heat reaching 42–45�C under an applied alternating magnetic field [156]. The key
qualities of SPIONs as mediators of hyperthermia are: (1) higher specific
absorption rate and (2) the high cellular selectivity via surface functionalisation.
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Fig. 10 Longitudinal and transverse magnetization mechanism (above); T1 and T2 relaxation
time curves (below). Adapted with permission from Ref. [152]
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Recent reports have highlighted that 10–30 nm magnetic nanoparticles have been
effectively heated on human breast cancer models, but the control of the distri-
bution of nanoparticles is still an issue [157]. A clear progress in hyperthermia
research is the start of human clinical trials of magnetic hyperthermia treatment for
brain and prostate cancer conducted by Jordan and co-workers at the Charité
Hospital in Berlin. Preliminary results are encouraging because of the direct
injection in multiple sites in the tumor rather than the use of targeted magnetic
nanoparticles [158].

3.4.3 Magnetic Drug Targeting (MDT)

Conventional chemotherapy and radiotherapy are the current options for treating
the majority of cancers but side effects are a common consequence of the systemic
delivery of drugs. The principle of magnetic drug delivery is based on the use of an
external magnetic field targeting and accumulating the magnetic carriers loaded
with drugs at a specific location in the body (solid tumour). Afterwards the drug is
released from the magnetic complexes via enzymatic cleavage, change in pH or
temperature [116]. For instance, Alexiou et al. have reported the use of magnetic
ferrofluids loaded with mitoxantrone for treatment of squamous cells carcinoma in
rabbits [159]. Recently, a new MDT technique has begun to be the focus of the
research community. This new technique is based on two steps: first, intravenous
injection of the magnetic drug carriers and second, localization of the magnetic
nanoparticles at the target site using an implanted magnetizable stent [160].
Although the MDT results are promising on animal models, the human trials still
remain as a challenge.

3.4.4 Stem Cell Tracking

In recent years, magnetic nanoparticles have also been emerging as an attractive
system for labeling and tracking stem cells in vivo. Magnetic nanoparticles
offer the possibility to non-invasively monitor the stem cells migration and

Table 1 Iron oxide-based MRI contrast agents

Name Formulation Particle size
(NM)

Target organs

Feridex
�
/Endorem

�

(Ferumoxide)
SPION/dextran 160 Liver

Spleen
Resovist

�

(Ferucarbotran)
SPION/carboxydextran 60 Liver

Spleen
Combidex

�
/Sinerem

�

(Ferumoxtran)
SPION/dextran 20–40 Lymph nodes

Lumirem
�
/Gastromark

�

(Ferumoxsil)
SPION/silane 300 Bowel marker
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differentiation after transplantation using MRI. There are an increasing number of
stem cell tracking studies using magnetic nanoparticles with MRI, particularly in
the area of brain and spinal cord regenerative medicine [161]. Sometimes the MRI
results can be confirmed by using fluorescence imaging of the animal which means
that bifunctional magnetic nanoparticles are needed to label the stem cells. The
study reported by Frank et al. shows how is possible to follow the migration of
neuronal restricted precursors labeled with superparamagnetic iron oxide contrast
agents such as Feridex� using ex vivo MRI and histological methods [162].
Although many research studies demonstrate the advantages of using such sys-
tems, there are still many challenges that need more focus such as the lack of a
rapid cell delivery system that does not use a toxic transfecting agent or suitable
coating materials for the magnetic nanoparticles to enable the survival of these in
the cellular environment.

3.4.5 In Vitro Separation and Purification of Targets

Another important type of application of the magnetic nanoparticles is the func-
tionalization for in vitro separation of cells and proteins. In this procedure the iron
oxide nanoparticles are added to the solution or suspension which contains the
cells/proteins of interest. The cell or the protein reacts with the specifically tagged
magnetic nanoparticles and then is separated from the mixture using a magnetic
separator. This approach offers clear advantage over classical chromatography
methods: simplicity, time efficiency and possibility to be carried out in a small
scale. Commercially available products can be found for a variety of applications
such as DNA, RNA or protein separation and purification [163, 164]. Interesting
results have been reported in this area by Xu et al. who used dopamine func-
tionalized magnetic nanoparticles to separate histidine-tagged proteins from a cell
lysate with high efficiency. Another good example is the immobilization of
vancomycin to the magnetic cores using the amino group of the antibiotic. This
system was able to capture vancomycin-resistant enterococci or Gram-positive
bacteria even at low concentration [165].

4 Quantum Dots (QDs)

Quantum dots (QDs) are inorganic colloidal semiconductors with a nanocrystal
structure. These inorganic nanoparticles are luminescent at a particular range of
wavelength. The first report for preparing these semiconducting nanocrystals was
published in 1993 [166]. In 1994, Alivasatos reported a material with CdSe
particles dispersed in a conducting polymer and a fluorescent blue color was
observed [167]. This paper has been widely regarded as the major breakthrough in
the research of quantum dots and rapid development has been observed in the next
15 years.
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Generally, when the crystal size of a semiconductor material decreases to a
level of several hundreds to several thousands of atoms, the quantum-confinement
effect becomes observable. Such an effect is defined by an increase in band gap
together with the quantization of energy levels to discrete values. This effect is
usually observed with semiconductor particles of size around a few nanometers
and the extent of this effect is directly related to the size of the particle. The
wavelength of their emission radiation increases as their particle size increases.
For example, CdSe nanoparticles of 2.6 nm in diameter emit greenish-blue color
(510 nm) while a red color (610 nm) is emitted from larger particles of 4.8 nm
[168]. However, the equation governs this luminescent property is rather
complicated and varies from one semiconducting material to another. It is rather
impossible to predict the emission wavelength of a new quantum dots material.

There are many nanosized semiconducting materials show such quantum-
confinement effects. Commonly used materials include ZnS, ZnSe, CdS, CdSe
(types II–VI), GaN, GaP, InN, InP (types III–V) and PbS (types IV–VI). These
materials all have their characteristic emission spectrum (see Fig. 11). Among all
these semiconducting materials, CdSe covers the widest range of color or wave-
length in the visible spectrum. For biomedical labeling, visual effect is important
and, therefore, CdSe quantum dots are the most popular choice for biologists.

Although use of organic fluorescent molecules (e.g. fluorescein) for labeling
biological species has been well documented, scientists continue to find new
materials to replace these organic molecules. This is because organic fluorescent
molecules usually have problems of bleaching, i.e. losing fluorescent intensity over
long exposure to light, which may temporarily alter their structure. In contrast to
fluorescent molecules, the emission wavelength of quantum dots is not only
determined by their chemical formulation, but also their particle size. Also,
bleaching is much less likely to quantum dots, due to their inorganic nature.
Quantum dots present scientists a new opportunity to be used as an alternative for
fluorescent labeling in biology.

However, the problem of using quantum dots for labeling biological samples is
not associated with their optical property. Many semiconducting materials are highly
toxic with notorious elements such as Cd, Se and Te [169]. Hence, the primary task
for scientists to develop quantum dots for in vivo use is to protect them from exposure
directly to our body system and a very robust coating is undoubtedly essential.

Fig. 11 Emission spectra of common quantum dots
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4.1 Preparation of QDs

Quantum dots are now commercially available but they are not difficult to
synthesize in a standard laboratory with equipments for synthetic chemistry. Similar
to nanoparticles of inorganic oxides, quantum dots are usually prepared with
decomposition of organometallic precursors at high temperature (usually about
250–300�C) in the presence of ligands. The combination of trioctylphosphine and
trioctylphosphine oxide (TOP/TOPO) as a high temperature solvent and ligand has
been widely used in the preparation of CdSe quantum dots. In the original paper,
trioctylphosphineselenide (C8H17)3PSe and dimethylcadmium Cd(CH3)2 were used
as precursors [166]. Since then, there are many modifications of this method were
reported including the use of a single precursor diselenocarbamates and CdSe
quantum dots of high crystallinity was prepared with this precursor [170]. Other
ligands used for preparing quantum dots include hexadecylamine C16H33NH2,
replacing the highly toxic phosphine [171].

One of the tricky parts of the synthesis of quantum dots is the transfer of nano-
particles from the oil phase to an aqueous medium. Since the quantum dots were
prepared in these ‘‘oily’’ ligands and they are stabilizing the quantum dots by assem-
bling a hydrophobic shell, as-prepared quantum dots are only oil-soluble. This is
particular troublesome to many biomedical applications, especially in vivo, as the
reagents for such applications have to be water soluble or dispersible in aqueous phase.
One relatively simple way on tackling this problem is to coat these ligand-stabilized
quantum dots with amphiphilic polymers with both hydrophobic and hydrophilic
segments. In such these multilayered quantum dots will have a hydrophilic surface
(usually PEG or –COOH) and be readily transferable to an aqueous phase [172].

4.2 Coating the QDs

As mentioned previously, most of the materials for quantum dots are highly toxic.
In order to use in biomedicines, particularly for in vivo applications, these
quantum dots have to be sealed with an inert and robust coating. Because of their
similarity in crystal structure, ZnO and ZnS are popular choices for coating CdSe
quantum dots. In the first report on these core–shell quantum dots, a ZnS shell was
coated over CdSe quantum dots [173]. It was found that such a ZnS shell not only
protected the core materials from chemical reactions but also stabilized it against
photobleaching.

At the beginning, precursors for preparing the ZnS shell are dimethylzinc and
hexamethyldisilanthiane. However, these compounds are difficult to handle and
scaling up becomes problematic. Zinc carboxylates and elemental sulfur then
become the preferred precursors. Also, monomolecular precursor (both Zn and S
in one compound) such as zinc xanthates and zinc dithiocarbamates are also used
for coating CdSe quantum dots [174].
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There are a number of methods for coating quantum dots but the two-step method
(synthesis of CdSe core, purification, and coating with ZnS) is usually the preferred
procedure. In general, up to five monolayers of the ZnS are coated onto the cores in
order to preserve the optical property of the core material. To avoid nucleation
between cores, the temperature of coating needs to be lower than that during the
synthesis of cores. Slow addition, possibly aided by an automatic syringe, is
required to ensure homogeneous coating. Controlling the thickness of coating is
simply carried out by stoichiometric calculation of the core and shell materials.
Detailed experimental procedures are widely available in the literature [175].

4.3 Surface Modification of QDs

As discussed previously, CdSe coated with ZnS or ZnO are the most commonly
used quantum dots for biomedical applications due to their optical property.
Therefore, we focus on the surface functionalization based on the ZnS shell. There
are many different routes for functionalization but we can group them into several
mechanisms according to the chemical interaction between the quantum dots and
the designed functional molecules.

4.3.1 Thiols

Thiol groups are not only suitable for functionalizing gold surface, several other
transition metals such as Cd, Pt, Pd and Hg also interact strongly with thiol groups.
Besides, thiol also forms –S–S– interaction with the sulfur atoms on the ZnS
coating. With a ZnS shell, quantum dots can be functionalized in a similar way as
gold nanoparticles.

One of the early examples of using thiol as a functionalization agent for quantum
dots was demonstrated by Chan et al. [176]. In this report, the thiol-carboxylic acid
analogue has been used to functionalize CdSe/ZnS quantum dots (Fig. 12a). With the
thiol groups strongly bound to the ZnS shell, the carboxylic acid groups become
available for further functionalization, through ester or amide linkage. The carbox-
ylic acid groups also make the quantum dots water soluble, which is essential for
most of the biomedical applications. Coupling of carboxylic acids on nanoparticle
surface with the amine groups on a protein molecules using coupling agents such as
EDC, 1-ethyl-3-(3-dimethylamino-propyl)carbodiimide is commonly used in
binding proteins onto nanoparticles. This protocol is easily applicable to –COOH
functionalized quantum dots. In fact, this method is used to manufacture streptavi-
din-tagged quantum dots. This material has about 20 streptavidin molecules per
particle and retains its high quantum yield. With streptavidin on the surface, these
quantum dots bind biotinylated species, including antibodies and proteins, and the
product can be used in targeted imaging [177]. Using the same principle, alkylthiol
terminated DNA has also been tagged onto CdSe/ZnS quantum dots [178].
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Similar to gold, ZnS-coated quantum dots has strong affinity to cysteine due to its –SH
group. Therefore, these quantum dots can be functionalized by binding peptides with
cysteine in the amino acid sequence. Logically, the more cystine units are in the sequence,
the stronger its interaction to the ZnS coating (Fig. 12b). For example, Pinaud et al. used
Biotin-GCECGGCECG-Cha-C2H4-Cha-Cmd (C = cysteine, Cha = 3-cyclohexylal-
amine, Cmd = carboxamide) and other similar sequences to functionalize quantum dots
for efficiently binding to streptavidin and are specifically targeted to GPI-anchored avidin-
CD14 chimeric proteins expressed on the membranes of live HeLa cells [179].

4.3.2 Phosphine and Phosphine Oxide

The success of preparation of CdSe quantum dots was due to the discovery of strong
interactions of Cd–O=P and Se–P. These specific interactions can also be used in
surface functionalization. However, it would still be better to use a ZnS-coated CdSe
in order to minimize any concern about toxicity of CdSe. Fortunately, the equivalent
Zn–O=P and S–P interactions are just as strong and exploitable for surface func-
tionalization (see Fig. 13). Oligomeric phosphines with carboxylic acids on branches
have been used to functionalize CdSe/ZnS quantum dots and the material was used
for binding streptavidin and these quantum dots were shown to be able to conjugate
with biotinlyated quantum dots [180]. However, the main concern regarding use of
phosphine or phosphine oxide to functionalize quantum dots is that these are toxic
chemical and leaching can cause serious health issues. Unlike thiol, there is no
natural analogue to substitutes for either phosphine or phosphine oxide.

4.3.3 Histidine

Histidine is an amino acid with an imidazole group. When two histidines adjacent
to each other in a peptide sequence, a strongly chelating site to transition metals

Fig. 12 Schematic showing the –S–S– interaction between a thiol group and the ZnS surface.
a A carboxylic acid group is hence attached onto the quantum dot, and b a peptide with a cysteine
unit in the amino acid sequence can bind to a ZnS-coated quantum dot with the same interaction
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is created. Such chemistry has been exploited in biochemistry. For example,
supported Ni2+–NTA groups (a Ni organometallic complex) have been wildly used
to chelate dihistidine unit of peptides as such interaction is measured to be a lot
stronger than that of antibody binding [181]. Dihistidine has been found to chelate
several transition metals strongly, including Ni, Zn, Fe, Cu, Co, and Mn. As a
result, peptides with dihistidine group can be used to functionalize the CdSe/ZnS
quantum dots by binding directly onto the ZnS shell (see Fig. 14).

Despite their harmless nature, use of dihistine to functionalize is still relatively rare.
This is because not many natural peptides have a dihistidine unit in their sequence and
many of these dihistidine ligands are synthetic or genetically engineered. As a result,
the cost of using dihistidine ligands is high. Another difficulty of using dihistidine
ligands for functionalizing quantum dots is the drawback of their own harmless nature.
Because these ligands are mainly peptides, it is difficult to bind functional units other
than amino acids or peptides onto the ligands. For example, binding a carbohydrate
molecule onto a dihistidine ligand may not be straightforward.

4.3.4 Aliphatic Chains

Use of aliphatic chains to functionalize quantum dots is different from using other
ligands because there is no direct interaction with these ligands to the quantum dot
surface. Instead, they interact with the phosphine/phosphine oxide shell with strong
hydrophobic interaction. And because of such hydrophobic interaction, unlike other
mechanism, this functionalization retained the phosphine/phosphine oxide shell.
In other words, this is an indirect method to functionalize quantum dots. The
advantage about this strategy is that a hydrophobic shell is self-assembled round

Fig. 13 Interaction between
ZnS-coated quantum dots and
a phosphine, or b phosphine
oxide ligands

Fig. 14 Binding of
dihistidine to Zn on
ZnS-coated quantum dots
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the quantum dot and this can serve as an extra protecting layer against any hydro-
philic reactants (see Fig. 15).

Several examples have been reported using this functionalization mechanism.
For example, modified acrylic acid polymer has been coated onto quantum dot
surface by hydrophobic interaction with the TOP/TOPO shell [182]. These poly-
mer-coated particles have been used in imaging in vivo [183]. Other examples
using this mechanism include quantum dots coated with amphiphilic triblock
copolymer [184] and amphiphilic saccharides [185].

4.4 Medical Applications of Surface Functionalized QDs

4.4.1 Bioassays Using QDs

Bioassays using labeled quantum dots can detect specific DNA, proteins and other bio-
molecules. For example, DNA-labeled quantum dots have been used as probes for human
chromosomes, single-nucleotide and multi-allele DNA detections [186]. Usually, this is
carried out using a specific single-stranded DNA labeled quantum dots for binding their
complement DNA molecules. Because of their high quantum yield, these DNA-labeled
quantum dots show a high sensitivity compared with fluorescent molecules.

In addition to DNA, antibody-tagged quantum dots have been used to detect
specific proteins. The principle is similar to those detecting DNA. A multi-colored
system using antibody-tagged quantum dots have shown to be able to analyze
biomolecules including toxins [187]. Because these bioassays are all ex vivo
analysis, there is no problem associated with the toxicity of quantum dots.

4.4.2 Cell Labeling Using QDs

Recently, rapid development has been seen on using quantum dots to label cells,
thanks to the improvement in controlling their cytotoxicity and internalizing
into cells. Use of quantum dots for cell labeling has experienced significant

Fig. 15 Self-assembly of
functional molecules with a
hydrophobic, aliphatic tail
onto the phosphine shell of
quantum dots
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advancement in the past few years. One of the major areas of development was on
a multicolor labeling system for cells [188]. The advantages of using quantum dots
over traditional fluorophores have been discussed earlier.

Quantum dots can be used to label both live and fixed cells. Labeling fixed cells
are relatively straightforward because these cells are dead and can withstand rather
harsh conditions. To label live cells, a certain amount of functionalized quantum
dots are needed to be internalized into the cells unless the specific receptors are on
the cell membrane. There are several strategies for the internalization of quantum
dots into cells for internal labeling.

1. Endocytosis. Functionalized quantum dots are being taken up by the cells non-
specifically through endocytosis and the quantum dots are normally localized in
the cytoplasm initially.

2. Transfection. Similar to endocytosis, functionalized quantum dots are being
non-specifically internalized but with the assistance of a transfecting reagent,
e.g. DOTAP or lipofectamine. These reagents are normally used for gene
delivery but can be used for transporting other negatively charged species.
A much higher uptake efficiency is usually observed using commercial trans-
fecting reagent than uptake through normal endocytosis.

3. Microinjection. Functionalized quantum dots are being injected into the cells
using micro-needles. This method only allows a small number of cells to be
labeled.

4. Electroporation. In this method, functionalized quantum dots are delivered into
the cells using charge. By applying an external electrical field, the electrical
conductivity of the cell membrane is increased, hence its permeability. Quan-
tum dots can therefore be internalized easily. This method has also been used in
gene delivery.

After internalization, these functionalized quantum dots need to find their way
to the target compartments of the cell. Usually specific peptides or antibody will be
tagged onto these quantum dots for this purpose. There are many examples of
using targeting peptides and antibody for labeling particles. For example, Wu et al.
tagged monoclonal anti-Her2 antibody onto CdSe/ZnS core–shell QDs (both green
QD-535 and red QD-630) and successfully labeled the Her2 receptors on the
surface of breast cancer SK-BR-3 cells [189]. In contrast, unlabelled quantum dots
were scattered around the cells.

4.4.3 In Vivo Imaging Using QDs

For in vivo tissue imaging, quantum dots emitting near-infrared (NIR) radiations
(e.g. 840 nm) have been used to map lymph nodes for cancer surgery in an animal
model [190]. Use of NIR quantum dots can avoid the problem of auto-fluorescence
from tissues. Compared with the use of NIR dyes, emissions from quantum dots
can be detected from deeper locations. For example, lymph nodes in 1 cm deep in
tissue have been imaged with the associated lymphatic vessels clearly seen.
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Moreover, the fluorescence of quantum dots in tissues can still be detectable in
vivo after 4 months. This provides an advantageous possibility for using quantum
dots for a long-term experiments or monitoring. Such observation can also be used
in tumor imaging as tumors normally have a poor lymphatic drainage system and
quantum dots tend to accumulate inside.

Tumor imaging can also be achieved by active targeting using quantum dots
tagged with specific antibodies. For example, prostate-specific membrane antigen
(PSMA) has been tagged onto quantum dots as a marker for diagnosis of prostate
cancer in a mouse model [191].

The major drawback in using quantum dots for in vivo diagnosis is, without a
doubt, their toxicity. As discussed earlier, scientists have been making progress in
this area by coating the CdSe core with less toxic ZnS shell [192]. However, this is
still not enough to prevent the release of highly toxic Cd2+ ions into the body.
In particular, these quantum dots are highly toxic to cells under UV radiation for
an extended period of time because Cd2+ ions were thought to be released during
photolysis under UV. Unfortunately, many of the in vivo imaging experiments
using quantum dots require UV or visible radiation of high energy for excitation.
Therefore, there is an urgent need for a robust coating for quantum dots. Many
studies showed polymer-coated quantum dots are non-toxic in vitro. Nonetheless,
these are only short-term studies on cultured cell lines. The long-term cytotoxicity
effect of these polymer-coated quantum dots is still to be tested in vivo. Under an
extended time period, the polymer coating is likely to disintegrate due to enzy-
matic digestion and the cores of quantum dots become exposed to the body fluid. It
is still unknown if such an effect can be eliminated completely. As a result, use of
quantum dots in vivo still needs detailed studies on their long-term effects in
animal bodies.

5 Bimodal Core–Shell Nanoparticles

There are a lot of concerns about the accuracy of diagnosis using one single
imaging technique. Hence, a combination of more than one imaging techniques
was developed in order to enhance the resolution of scans. For example, the
combined CT–MRI scans have been regarded as a diagnostic technique with much
improved results. Whilst physicists and engineers are trying to develop the latest
machines for combined imaging and mathematicians are working out the digital
merging of these images, chemists are given the task to assemble a single contrast
reagent for this combined technique. Unfortunately, there is no such a universal
compound as a contrast agent for multiple imaging. As a result, scientists have
been working hard in developing bimodal contrast agents. A core/shell nano-
structure of two compounds would be the ideal materials for this task.

For example, gold-coated iron oxide nanoparticles can be used as a contrast
agent for a combined CT–MRI scan [193]. With the gold coating, simple modi-
fication using a thiolated compound, such as thiolated PEG, can be carried out for
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biocompatibility and biospecificity. However, a homogeneous gold coating on
iron oxide particles is still difficult to achieve. Silver is another possible coating
material and has some similar chemical property as gold. Silver-coated iron oxide
nanoparticles has also been developed recently [194] but their biomedical appli-
cations are still to be explored. Platinum, despite its high cost, is another possible
coating material for such use.

On the other hand, bimodal core–shell nanoparticles with quantum dots are rear.
This is mainly because the fluorescence property of quantum dots is sensitive to
coatings. Therefore, it is likely that the semiconducting materials are to be the
coating rather than the core. In spite of this limitation, gold–CdS nanocomposite
material has been reported [195]. This material was constructed using silica-coated
CdS quantum dots coupling with Au nanoparticles. Again, their applications are not
yet studied. Recently, a layer-by-layer (LbL) method was published for preparing
iron oxide nanoparticles coated with Au nanoparticles or CdTe quantum dots [196].
A silica layer is also used as an intermediate for coupling these materials together.
Nonetheless, in-depth investigation on their medical applications are still needed,
particularly their cytotoxicity.

6 Future Developments

Development of inorganic nanoparticles with delicate structures has experienced
significant advancement in the past decade. Nowadays, nanoparticles of a wide range
of sizes can be prepared and sometimes at a large scale. Preparation of bimodal and
multimodal nanoparticles is still a challenge but, for medical applications, the major
concerns are on their localization and their specification. Although we have seen
many reports on nanoparticles targeting certain cell types with antibodies or specific
ligands, many of these research works are still carried out in vitro or ex vivo. In vivo
studies are still limited and less successful. This is due to the complexity of the cell
systems. A precise, robust, reliable targeting system is still to be developed.

In addition, multifunctional nanoparticles are also very much in the agenda.
A small body capable of multi-tasking, including imaging, diagnosis, and therapy,
will be the holy grail for the medical community. So far, magnetic nanoparticles
with drug storage and delivery capability have been reported and the delivery of
anticancer agents has also been tested [197]. Another area to be developed is a
multiple targeting system for the precise delivery of drugs. A designed nanoporous
iron oxide–silica composite material tagged with antibody has been developed for
drug storage and delivery [198]. Such a complex material opens up a research
direction for magnetic-antibody dual targeting drug delivery. The iron oxide
particles in the composite can also act as a contrast agent for MRI scans. Multiple
targeting systems for localization of particles with a high accuracy may well be
available soon. Clinical trials of these complex nanomaterials are yet to be carried
out but an entirely new therapeutic system based on nanoparticles may be
commonly used in medicine in a few decades time.
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Transport Processes of Nanoparticles
in Gases and Liquids

V. Ya. Rudyak and A. A. Belkin

Abstract This review is devoted to the transport processes in nanofluids. The
mechanisms of transport processes in nanofluids are discussed. The kinetic theory
of transport processes in gas nano-suspensions is described. The base of this theory
is the special potential of interaction of nanoparticle with carrier medium mole-
cule. The results of the kinetic theory are compared with the experimental data.
Transport processes of nanoparticles in dense gases and liquids are simulated by
the molecular dynamics method. It is shown that in general case the transport
processes of nanoparticles in fluids are not described by the classical relations for
Brownian particles. In particular the transport coefficients depend on density of
nanoparticles.

1 Introduction

Nanofluids are two-phase systems consisting of a carrier medium (gas or liquid) and
nanoparticles. Nanoparticles are the particles whose typical size is from 1 to 100 nm,
they can generally be solid, liquid, or gaseous. Typical carriers are water and organic
liquids (ethylene–glycol, oil and other lubricants, bio-fluids), polymer solutions, etc.
Typical solid nanoparticles are usually particles of chemically resistant metals or
metal oxides. The smallest nanoparticle is likely to be a fullerene with a diameter of
about 1 nm; viruses, whose typical sizes are several tens of nanometers, are in the
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middle of the range. Nanofluids based on nanotubes are also of great interest.
A special feature of the latter is that their diameter varies from one to several
nanometers while their length can reach tens, hundreds, and even thousands of
microns, so that their length can be quite macroscopic. Such fluids are different from
conventional nanofluids and are, at least structurally, similar to polymer fluids.

Three criteria should be used to classify nanofluids (see [44]). First, according to
the state of aggregation, nanofluids can be divided into gas nanosuspensions
(gas ? solid nanoparticles), nanosols (gas ? liquid nanoparticles), nanosuspensions
(liquid ? solid nanoparticles), nanoemulsions (liquid ? liquid nanoparticles), and
liquids with nanobubbles. Second, these media should be differentiated according to
the volume fraction of nanoparticles /. Here it is possible to distinguish rarefied
nanofluids in which / B 10-3, moderately rarefied nanofluids with 10-3 B /
B 10-1, and dense ones, 10-1 \/ B 4 9 10-1. In the case of even higher nano-
particle volume fraction, we deal with nanopowders. Finally, nanofluids should also
be classified according to the ratios of the internal structural elements: sizes of
nanoparticles and carrier molecules, mean free paths of nanoparticles and carrier
molecules, etc. This is especially important for gas nanosuspensions, in which the
carrier fluid density can vary widely. As a result, the mean free path of a carrier gas l
can be larger or smaller than the nanoparticle radius R.

The term ‘‘nanofluids’’ is fairly new although colloid chemistry has been
studying colloid solutions for several recent decades and nanofluids are, of course,
colloid solution. Colloid chemistry, however, has focused primarily on various
surface phenomena. Moreover, nanofluids per se, i.e. fluids with nanoparticles as
the dispersed phase, have not been studied. Research on the physics of nanofluids
and especially their transport properties has started recently and has been motivated
by their various applications. The small size of nanoparticles is responsible for their
special properties, which differ greatly from those of macroparticles. Nanofluids are
also characterized by special transport properties; unlike coarse dispersed particles,
they do not undergo sedimentation or cause erosion in channels in which they
move. For these and some other reasons, nanoparticles have been successfully used:

• in various chemical processes, including catalysis;
• for cooling various devices;
• in designing new systems for transportation and heat generation;
• in biomechanical and microelectromechanical systems and nanotechnologies for

various applications;
• for developing new drugs and cosmetics;
• for delivery of drugs, nanosensors, and nanoactivators;
• in designing systems for identifying contamination of various natures, including

biological and viral ones;
• in designing systems for air and water cleaning;
• in developing new lubricants;
• in designing new lacquers and paints.

This list can be continued, but in all cases the transport processes in nanofluids and
the nature of their flows play a key role. In addition to their practical value, the
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transport properties of nanofluids are of great theoretical interest as even a qual-
itative understanding of these processes is not available, let alone a consistent
physical theory.

The purpose of the present paper is to review the results accumulated in this
area over recent decades. We will consider nanoparticle diffusion in gases and
liquids and the effective viscosity and thermal conductivity of nanofluids, with
particular emphasis placed on the mechanisms of transport processes in nanofluids.

2 Interaction Potential between a Nanoparticle
and a Molecule

For a long time it has been assumed that nanoparticle transport processes can be
described in the same way as similar process for Brownian particles or even
molecules. This point of view is maintained even today. Until recently, many
researchers believed that the Einstein–Stokes diffusion model with the drag force
acting on a particle treated as a hydrodynamic force is suitable for describing
diffusion up to molecular diffusion. Of course, the kinetic theory of gases dis-
proves this view. Nor is it consistent with experimental data on diffusion of
molecules [6, 7, 14, 22] and fullerenes [4, 25, 66] in organic solvents.

The diffusion of aerosol particles in rarefied gases is usually described by the
Einstein formula with the Millikan correction, or the so-called Cunningham–
Millikan–Davies (CMD) correlation. In fact, some methods of measuring the size
of aerosol nanoparticles and their diffusion coefficient have this CMD correlation
built in the hardware (see, for example [28]). However, this correlation was
obtained by processing experimental data on the diffusion of Brownian particles
with a characteristic size of 240 nm or larger.

In order to understand what relations should be used to describe transport pro-
cesses in nanofluids, one should of course understand the mechanisms which
determine these processes. These mechanisms, in turn, are related to nanoparticle–
molecule and nanoparticle–nanoparticle interactions. When the nanoparticle vol-
ume fraction is low, which is typical of nanofluids, nanoparticle–molecule inter-
action plays a dominant role. This interaction has not been studied experimentally
for several reasons. First, it depends on too many factors (nanoparticle size, material,
shape, temperature). Secondly, nanoparticles are fairly large objects consisting of
many atoms or molecules that are mobile themselves. Suffice to say that many of
these can diffuse along the surface. Furthermore, this interaction is collective. A
carrier-fluid molecule colliding with a nanoparticle interacts simultaneously with
most of (or even all) the atoms (molecules) constituting the nanoparticle.

The simplest model describing this interaction is the hard-sphere potential

UðrÞ ¼ 1; if r�ðDþ dÞ=2
0; if r [ ðDþ dÞ=2

�
; ð1Þ
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where r is the distance between the centers of the particle and the molecule and d
and D are the diameters of the carrier-fluid molecule and nanoparticle, respec-
tively. This potential is widely used to calculate transport coefficients in both
rarefied gases and liquids, but it has the drawback that it does not include the
temperature dependence of the transport coefficients.

In the literature, this dependence is considered by using the WCA potential [69]

UðrÞ ¼ 4eij rij=r
� �12� rij=r

� �6
h i

þ eij; if r� 21=6rij

0; if r [ 21=6rij

(
; ð2Þ

where eij, rij are parameters of the intermolecular Lennard-Jones potential. The
WCA potential does not take into account the potential energy well and in fact
specifies only repulsive forces. In addition, potential (2) assumes that a nanopar-
ticle is simply a large molecule whose interaction with a carrier-gas molecule is
described by the Lennard-Jones potential. Because, as noted above, a nanoparticle
consists of a large number of molecules, the potential (1) is more realistic than
potential (2).

In a paper [54] (see also Ref. [47]), a special potential was developed. A solid
dispersed particle was modeled as a set of solid-state atoms (molecules) enclosed
in a sphere of diameter D. The interaction potential between a carrier-gas molecule
and a nanoparticle atom i is described by the pair potential Uðjq� rijÞ; where q, ri

are the radius vectors of the molecule and atom i of the nanoparticle, respectively.
Assuming the interaction potential to be additive, we can express it as

UðrÞ ¼
XN

i¼1

Uðjq� rijÞ; ð3Þ

where N is the number of atoms (molecules) of the particle. It is impossible to
perform the summation of series (3) analytically, but it can be integrated. Physi-
cally, this means that the solid is approximated by a continuum model, which is
quite realistic. Using the Lennard-Jones potential 6–12 as the interaction potential
between an incident molecule and the particle atoms, we arrive at the following
formula for the particle–molecule potential

UðrÞ ¼U9ðrÞ�U3ðrÞ;

UiðrÞ ¼Ci ðr�RÞ�i�ðrþRÞ�i� �
� ai ðr�RÞ�ði�1Þ � ðrþRÞ�ði�1Þ

h in o
; i¼ 9;3;

ð4Þ

where C9 ¼ 4peijr12
ij =ð45VÞ;C3 ¼ 2peijr6

ij=ð3VÞ; a9 ¼ 9=8r; a3 ¼ 3=2r;V ¼ v=ðqpNAÞ
is the effective volume per molecule of the dispersed particle; R is the nanoparticle
radius, v is the molecular weight of the nanoparticle molecules, qp is the nanoparticle
material density, and NA is the Avogadro number.

Potential (4) differs significantly from both the hard-sphere potential (1) and the
WCA potential (2) in that it has a potential energy well. It also differs radically
from the Lennard-Jones potential: its radius of influence far exceeds rij and the
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depth of the potential energy well greatly exceeds eij. As an example, Fig. 1 shows
the Lennard-Jones potential for Li and Ar molecules and potential (4) for an Ar
molecule and a 2-nm diameter Li nanoparticle. As the nanoparticle size increases,
the interaction radius and the depth of the potential well also increase.

The type of nanoparticle–molecule interaction potential determines the relax-
ation characteristics of the nanoparticle in a molecular medium. If the carrier gas is
rarefied, the main relaxation mechanism is the kinetic mechanism due to individual
collisions of the nanoparticle with gas molecules. However, the time of interaction
between the molecules and the nanoparticle may then be comparable to or even
larger than the mean free path time of the particle with respect to the molecules. As
a result, even in a rarefied gas, multiple collisions can contribute to relaxation
processes (see Refs. [18, 19, 46]).

If the carrier medium is a liquid or a dense gas, the existence of a deep and
extended area of influence of attractive forces and a cage effect around a
nanoparticle results in the formation of a ‘‘cloud’’ of carrier fluid molecules
around the nanoparticle, with the velocities of the molecules being correlated
with the nanoparticle velocity. Thus, an additional relaxation mechanism appears
due to the interaction between the nanoparticle and this cloud. It should be noted
that this mechanism should also be observed in hard-sphere systems, due to the
cage effect.

3 Kinetic Theory of Rarefied Gas Nano-suspensions

The difficulty of developing a consistent theory of transport processes in nanofl-
uids is related to several factors. First, the thermodynamics and rheology of
nanofluids have not been adequately studied experimentally. There is no

Fig. 1 Comparison of the
Lennard-Jones interaction
potentials for Li and Ar
molecules (dotted curve) and
potential (4) for an Ar
molecule and a Li
nanoparticle of 2 nm
diameter (solid curve)
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information on the forces acting on nanoparticles in gases and liquids. This
hampers the development of nanofluid thermodynamics. On the other hand, the
characteristic nanoparticle size is of the order of the hydrodynamic infinitesimal
scale for the carrier fluid [46]. For this reason, nanoparticles are material points in
the metric of a continuous carrier medium and, hence, the interaction between
these particles and the carrier medium cannot be described using hydrodynamic
methods, as is done for typical dispersed fluids.

An alternative to the ordinary phenomenological description of the transport
processes is a description based on nonequilibrium statistical mechanics and
kinetic theory. Through the use of potential (4) one can hope to bring all the
implications of this theory up to a number, calculating, in particular, the transport
coefficients. However, the practical implementation of this approach involves a
number of systematic difficulties. It has been shown [18, 19, 43, 45, 46] that
rigorous kinetic equations for the single-particle distribution function can be
derived only for the so-called rarefied finely dispersed gas suspensions. When the
carrier medium is a liquid or a dense gas, one should use general methods of
nonequilibrium statistical mechanics. However, in all cases, the calculation of the
transport properties involves solving the multi-particle scattering problem, which
is only possible using molecular dynamics methods (see, for example, [42]). All
these approaches are used below. In this section, we consider nanoparticle sus-
pensions in rarefied gases. Here and below, by a rarefied gas is meant a gas in
which only binary collisions between its molecules take place. The dynamics of
this gas is described by the Boltzmann equation or a more general Klimontovich
equation (see [27]). However, the pressures (densities) of such gases can vary over
a wide range, from normal pressure to free molecular flow in which molecular
collisions are absent.

3.1 Diffusion of Nanoparticles in Rarefied Gases

There is no consensus in the literature on how to describe nanoparticle diffusion.
On the one hand, some authors argue that it can be described in the same way as
Brownian particle diffusion, i.e., using the Einstein diffusion coefficient [11]

DE ¼ kT=cS; cS ¼ 6pgR; ð5Þ

where R is the particle radius, g is the viscosity of the carrier medium, and T is the
temperature of the carrier medium. The drag coefficient involved in formula (5) cS

is the drag coefficient that corresponds to the Stokes drag force acting on a
spherical particle in an incompressible fluid. Diffusion of dispersed particles in a
rarefied gas is described using the CMD correlation mentioned above [17]

DCMD ¼ kT=cCMD

cCMD ¼ 6pgR 1þ 1; 257 KnR þ 0; 4 KnR expð�1; 1=KnRÞ½ ��1¼ cS=C;
ð6Þ
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where KnR = lg/R is the Knudsen number for the carrier gas molecules based on
the particle radius. As mentioned earlier, correlation (6) is widely used in various
applications.

On the other hand, there have been attempts to describe nanoparticle diffusion
by means of the kinetic theory of gases, treating nanoparticles as molecules. The
first formula for the diffusion coefficient of aerosol particles was obtained by
Epstein [14], see also a review by Mädler and Friedlender [35] for the case of large
Knudsen numbers. Later, an approximate solution for the drag force acting on a
small particle in a gas was obtained by Phillips [41]. Using the Einstein equation
(5), one can obtain the corresponding diffusion coefficient. However, all these
formulae are semi-empirical because they contain accommodation coefficients.
The latter are not the universal constants; they depend on the nanoparticle mate-
rial, the type of carrier gas, temperature, and even the shape of the particles and
their surface layer condition, the energy of the incident particles, etc. Sufficiently
full information on the values of these coefficients is not available.

As mentioned above, the dynamics of rarefied gas nanosuspensions can be
described using the Boltzmann kinetic equations. Solving these equations by
conventional methods, we arrive at the following diffusion coefficient of
nanoparticles in a rarefied gas [52, 53]

D12 ¼
3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kTðmþMÞ

p
16n

ffiffiffiffiffiffiffiffiffiffiffi
pmM
p

R2Xð1;1Þ�12 ðT�; r12=RÞ
; ð7Þ

where T* = T/e12, m, M are the molecular weights of the carrier gas and nanopar-

ticle, respectively, and Xð1;1Þ�12 are the so-called reduced X-integrals (see Ref. [5]).
A major characteristic of the nanoparticle diffusion coefficient is its dependence on
the nanoparticle radius. For Brownian particles, this dependence is defined by the
Einstein formula (5) DE * R-1. In the free molecular limit where R � lg, DE is
proportional to R-2 [14]. In formula (7), this dependence is much more complex
because the value of the X-integral also depends on the radius of the dispersed
particle, and this dependence can be written as follows [53]

D12�
1

R2
1þ a1ffiffiffi

R
p þ a2

R

� 	
:

Figure 2 shows curves of the diffusion coefficient versus radius for Zn nano-
particles in neon at a temperature T = 300 K and atmospheric pressure. The CMD
correlation is in good agreement with our data in most of the range considered.
However, in the range of small particle sizes, there is a great discrepancy between
the CMD correlation and kinetic theory.

To evaluate the adequacy of kinetic theory and the CMD correlation for small
particle radii, we performed measurement of particle sizes and diffusion
coefficients [63]. Particle sizes were measured using a differential electrical
mobility analyzer (DMA) and transmission electron microscopy (TEM) to ensure
objective experimental data. Next, based on the experimentally measured
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electromobility and sizes of the particles, the corresponding diffusion coefficients
were determined. The diffusion coefficients DK were obtained from particle sizes
measured using DMA and diffusion coefficients De were determined from sizes
measured by TEM. The experimental data obtained in this manner were compared
with theoretical results. In the experiment, diffusion of copper oxide nanoparticles,
Cu2O, was studied. Pure nitrogen was used as the carrier gas. As it turned out, in
the range of small particle diameters, the particle size distributions obtained by the
two methods differ by 20 – 30%. Consequently, the measured nanoparticle
diffusion coefficient DK differs greatly from the true value De. The obtained Cu2O
particle diffusion coefficients are shown in Fig. 3. The dashed curve corresponds
to DK, and squares to De. In the range of small particle diameters, the values of

Fig. 2 Diffusion coefficient
D (cm2/s) versus radius (nm)
for Zn nanoparticles in Ne.
The solid curve is the
diffusion coefficient obtained
with kinetic theory (7), the
dashed curve corresponds to
the Einstein formula (5), and
the dotted curve to the
experimental CMD
correlation (6)

Fig. 3 Comparison between
the kinetic theory results and
experimental data on the
dependence of the diffusion
coefficient D (cm2/s) on the
nanoparticle diameter (nm).
The dashed curve
corresponds to DK, the solid
curve to diffusion coefficient
obtained using kinetic theory
and squares to De
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these coefficients differ greatly. The dependence of the diffusion coefficient on the
nanoparticle diameter obtained using kinetic theory is shown by a solid curve in
Fig. 3. The theoretical curve agrees well with the TEM-based experimental data up
to a particle size of 1 nm. As the particle diameter decreases, the CMD correlation
differs more and more from both the calculation using kinetic theory and the
experimental data. For small particle diameters, the CMD correlation (6) yields
inflated values of the diffusion coefficient. For example, according to Eq. 6, par-
ticles with a characteristic size of about 2 nm have a diffusion coefficient which is
more than twice the TEM experimental value and the kinetic theory result.

3.2 Temperature Dependence of Nanoparticle Diffusivity

The diffusion coefficients, or diffusivities, of both nanoparticles and molecules
depend strongly on temperature. It has been shown [56] that the CMD correlation
(6) incorrectly describes the dependences of the diffusivity of dispersed particles
on temperature. Furthermore, this is true not only for nanoparticles but also for
macroscopic particles. This result could have been expected because the constants
in the CMD correlation were determined by Millikan (and later, by other authors)
in a very narrow temperature range (19–24�C). Particle diffusivity relations
obtained using the CMD correlation agree with kinetic theory with an accuracy of
15% or better only in a temperature range from 100 to 300 K. A number of
experiments have been performed to study these relations [61, 62]. The experi-
ments were performed for WOx nanoparticles (mostly WO3 particles with a small
fraction of WO2), NaCl, and Pt. The particle diameter was varied from 3 to
100 nm, and temperature from 295 to 650 K. These measurements were per-
formed using diffusion batteries. A comparison between the experimental data and
CMD correlation (6) is presented in Figs. 4 and 5. Figure 4 gives experimental
diffusivities for 3.5 nm diameter nanoparticles of WO3 and data obtained using the

Fig. 4 Measured
temperature dependence of
the WO3 particle diffusivity
in air (filled circles) in
comparison with the data
obtained using the CMD
correlation (open circles) and
the correlation of [2] (filled
squares)
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CMD correlation (6) and the correlation given in Baron and Willeke [2]. Figure 5
compares the experimental temperature dependence of the diffusivity of NaCl
particles in air and the same correlations. The nanoparticle diameter is 84 nm.
Both correlations prove inapplicable at temperatures over 350 K.

The fact that the CMD correlation (6) has been widely and successfully used
can be explained by two factors. First, it has the Einstein formula (5) as the basis,
and second, it agrees well with the free molecular asymptotic value of the drag
force applicable at Kn 	 1. However, its parameters were determined within a
narrow temperature range, and thus, it is valid only in a very narrow domain.

On the other hand, the CMD correlation is designed quite sensibly and, as
shown above, fits several limiting asymptotic values. For this reason, it could be
used to develop a more general correlation, applicable within a wide temperature
range. In order to make correlation (6) applicable within a wide temperature range,
it has been modified as follows [62]

Dk ¼ kT=ck; ck ¼ 6pgR 1þ A�Knþ Q�Kn expð�b=KnÞ½ ��1

so that its parameters become functions of temperature

A� ¼ A T=295ð Þ j; Q� ¼ Q T=295ð Þ j;

where the j parameter is given by the following correlation

j ¼ 1:03þ 0:57½1þ 10ð2:703dp�10:45Þ��1:

Here dp is the nanoparticle diameter in nanometers.

3.3 Thermodiffusion

Thermodiffusion is one of the most interesting and subtle transport processes.
Usually, the thermodiffusion coefficient is much smaller than the concentration

Fig. 5 Measured
temperature dependence of
the NaCl particle diffusivity
in air (filled circles) in
comparison with the data
obtained using the CMD
correlation (open circles) and
the correlation of [2] (filled
squares)
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diffusion coefficient. However, thermodiffusion has practical applications. It is
used to separate components of gas mixtures, especially isotopes, and is a valuable
tool for studying intermolecular forces. Thermodiffusion may prove to be an
additional factor of mixing processes in microchannels.

Thermodiffusion of nanoparticles is often confused with thermophoresis, a
process typical of larger aerosol particles (e.g., see a review by Mädler and
Friedlender [35]). Strictly speaking, thermophoresis is the motion due to a
nonuniformly of heated particle surface. However, the nanoparticle size is of the
order of the hydrodynamic infinitesimal scale of the carrier gas (if the gas is not
too rarefied); i.e., it can be considered a material point in the metric of the carrier
gas, and, hence, it makes no sense to speak of nonuniform heating. For the same
reason, this nonuniformity cannot arise for physically reasonable temperature
gradients. Thus, nanoparticle motion in a nonuniform temperature field is nothing
thermophoresis but thermodiffusion.

A rigorous expression for the thermodiffusion coefficient can be derived from
kinetic theory based on the Boltzmann equations for gas mixtures. In particular, for
a binary mixture, the thermodiffusion coefficient DT is linked to the diffusion
coefficient D by the thermodiffusion relation kT: DT = kTD [16], where kT is
determined by the mole fractions xi of components 1 and 2 and by the so-called
thermodiffusion factor aT: kT = aTx1x2, which is given by

aT ¼ 6C�12 � 5
� � S1x1 � S2x2

Q1x2
1 þ Q2x2

2 þ Q12x1x2
; ð8Þ

S1 ¼
m1 þ m2

2m2

k12
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� 15

4A�12
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;

A�ij ¼
Xð2;2Þ�ij

Xð1;1Þ�ij

; B�ij ¼
5Xð1;2Þ�ij � 4Xð1;3Þ�ij

Xð1;1Þ�ij
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2pmijkT
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3
16

1
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1

r2
ijX
ð1;1Þ�
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ffiffiffiffiffiffiffiffiffi
2kT

pmij

s
;

where mi is the mass of the i-th molecule, mij = mimj/(mi ? mj) is the reduced

mass, and Xðk;lÞ�ij are the X-integrals.
The sign of the thermodiffusion factor aT and the direction of thermodiffusion are

determined mainly by the factors S and Q in Eq. 8, which, in turn, depend on the
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mass ratio of the molecules and their effective scattering cross sections ðr2
ijX
ð1;sÞ�
ij Þ:

The following typical cases can be distinguished. For not too low temperatures, the
factor 6C�12 � 5

� �
in formula (8) is positive, and the nature of thermodiffusion is

determined by the mass ratio and size ratio of the molecules. If the molecular masses
are different, e.g., m1 [ m2, then aT [ 0, and heavier molecules tend to migrate to
cooler areas. If the molecular masses are similar, larger molecules tend to migrate to
cooler areas. If the heavier-gas molecules are larger than the lighter-gas molecules,
the thermodiffusion factor increases only slightly or even decreases. Moreover, in
such cases, the thermodiffusion factor can become negative.

Typically, textbooks and reference books on kinetic theory (e.g., [16]) state that
the thermodiffusion factor depends weakly on the mixture composition. Generally,
this is not so. Indeed, in the case of a mixture of heavy isotopes, the thermodif-
fusion factor is almost independent on the concentration of the components. For
instance, for a U238F6–U235F6 mixture, the thermodiffusion factor changes by 0.4%
as the mole fraction of U238F6 varies from 0.01 to 0.99. The same is observed for
the dependence of the thermodiffusion factor on the mole fraction of Xe132 in a
Xe132–Xe129 mixture. This is also true for the thermodiffusion factor of a H2–He
mixture.

On the other hand, the thermodiffusion ratio for rarefied gas mixtures with
significantly different masses of molecules is very sensitive to the mole fractions of
components. As an example, Fig. 6 shows the thermodiffusion factor of a Xe–Ne
mixture as a function of the mole fraction of Xe [56]. As one can see, the ther-
modiffusion factor varies by more than a factor of two. A similar situation is
observed for a Ar–He mixture. Here the thermodiffusion factor of the mixture is
positive and increases by almost a factor of three with increasing mole fraction of
the lighter gas.

Although the dependence of the thermodiffusion factor on the mixture com-
position seems too complex and non-universal, the reciprocal of the thermodif-
fusion factor aT

-1 for so-called ‘‘normal’’ systems was found to be linear [31]. Its
linearity has been confirmed by experiments, as reported by several authors.

Fig. 6 Thermodiffusion
factor aT of a rarefied Xe–Ne
gas mixture versus the mole
fraction x1 of Xe. T = 300 K
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Exceptions are the so-called anomalous systems in which the sign of aT varies as a
function of the mole fraction of one of the components. This phenomenon is called
the temperature inversion of the thermodiffusion factor. Detection of temperature
inversion in computations depends strongly on the intermolecular potential used.
Such a subtle dependence of the thermodiffusion factor on the parameters of the
potential is a useful tool for determining whether these parameters are obtained
correctly. For instance, the hard-sphere potential does not describe this tempera-
ture inversion.

This inversion has been confirmed by experiments. Studies of mixtures of inert
gases and nitrogen [20] have shown that the observed dependences of aT agree
with those computed using the Lennard-Jones 6–12 potential or the exp-6
potential, both qualitatively and quantitatively.

A characteristic feature of nanoparticle thermodiffusion by which it differs from
thermodiffusion of gas molecules is the dependence of the thermodiffusion coef-
ficient and other parameters on the nanoparticle size. Naturally, the thermodiffu-
sion coefficient decreases with increasing nanoparticle size. In addition, the
thermodiffusion coefficient (just as the thermodiffusion ratio kT) depends strongly
on the nature of nanoparticles and carrier gas. As an example, Fig. 7 shows the
thermodiffusion coefficients for Zn, Li, and U nanoparticles in Ne as functions of
their radius for a fixed volume fraction of nanoparticles / = 0.001. Small particles
have significantly different values of the thermodiffusion coefficient. At the same
time, even for particle sizes larger than 3 nm, these values are almost identical.

Another important feature that distinguishes thermodiffusion of molecules from
that of nanoparticles is the absence of inversion of the thermodiffusion factor.
Finally, the thermodiffusion coefficient of nanoparticles and other parameters
depend on the volume concentration of nanoparticles. Figure 8 shows typical
curves of the thermodiffusion factor versus volume fraction of nanoparticles (or
molecules of a heavier component) at a fixed temperature T = 300 K for U–Ne
gas nanosuspensions (R = 20 nm and R = 1 nm), and Xe–Ne gas mixtures [56].
One can see that the thermodiffusion factors of different media differ by several

Fig. 7 Thermodiffusion
coefficient DT (cm2/s) of
various nanoparticles in Ne
versus their radius R (nm).
The solid, dash, and dot-and-
dash curves correspond to U,
Li, and Zn nanoparticles,
respectively, T = 300 K
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orders of magnitude, increasing with increasing ratios of the masses and radii of
the heavy and light components.

3.4 Effective Viscosity of Gas Nano-suspensions

The effective viscosity of rarefied nanosuspensions was first calculated by Einstein
[12], who took into account the influence of the particles on the hydrodynamic
field of the carrier-fluid velocity and, consequently, on the stress tensor and vis-
cosity. It has been found that the effective viscosity of suspension

g ¼ g0 1þ ð5=2Þ/½ � ð9Þ

is always greater than the carrier-fluid viscosity g0. Here / is the volume con-
centration of dispersed particles. Subsequent experiments have shown that the
Einstein formula is valid only for / B 10-3. Many attempts have been made to
extend the Einstein theory to the case of higher volume concentrations. Tradi-
tionally, research can be divided according to three approaches. First, there are
studies in which corrections to the velocity and pressure fields of the carrier fluid
due to the interaction of dispersed particles have been determined [3]. The second
approach is concerned with the use of methods of nonequilibrium statistical
mechanics (see, for example, [68]). Finally, in the third approach, the velocity and
pressure fields are simulated using some stochastic laws [15]. All these approaches
yield relations of the form

gð/Þ ¼ g0 1þ 2:5/þ k/2� �
; ð10Þ

where the coefficient k varies from 5.92 to 6.25 in different studies (see also the
Sect. 5.1).

In practice, a typical carrier medium is a rarefied gas. What is the effective
viscosity of rarefied gas suspensions and how it depends on the dispersed particle

Fig. 8 Thermodiffusion
factor aT as a function of the
volume fraction / of
nanoparticles for U–Ne gas
nanosuspensions, R = 20 nm
(curve 1) and R = 1 nm
(curve 2) and Xe–Ne gas
mixtures (curve 3)
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concentration? At present, there are no answers to these questions. To calculate the
effective viscosity of gas nanosuspension, we will use the same approach as for
nanoparticle diffusion, i.e., the Boltzmann kinetic theory for the binary system
with the interaction potential (4). At present, a reliable interaction potential (or
interaction model) for dispersed particles is not available. Therefore, in the present
paper, particle-to-particle interaction is modeled using the hard-sphere potential. In
the first approximation of the Sonine polynomial expansion, the viscosity of a
rarefied gas nanosuspension is described by the following formula [24]:

g ¼ 1þ Zð Þ= X þ Yð Þ ð11Þ

where
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Here x1, x2 are the mole fractions of components 1 and 2, l = m1/m2, m1, m2 are
the masses of the carrier-gas molecule and nanoparticle, respectively (subscript 2

refers to nanoparticles, unless stated otherwise), m12 = m1m2/(m1 ? m2). A�12 ¼
Xð2;2Þ�12 =Xð1;1Þ�12 ; r22 ¼ 2R; and R is the nanoparticle radius.

The Boltzmann kinetic theory is applicable to gas nanosuspensions only if the
volume fraction of dispersed particles is small or, more precisely, if the corre-
sponding Van der Waals parameter is small: n2R3 � 1. In the first approximation
with respect to x2, the viscosity equation (11) becomes

g ¼ g1 1þ x2

ð1þ 0:6A�12lÞ
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where q* is the density of the nanoparticle material, so that the parameter a has the
physical meaning of the ratio of the density of the nanoparticle material to
the density of the carrier-gas molecules. The parameter x2 can be related to the
nanoparticle volume concentration / = x2vpp/kT, where vp is the volume of a
nanoparticle and p is the gas nanosuspension pressure. Then, formula (12) takes a
form similar to the Einstein formula (9), but there is an important difference.
Function (12) depends strongly on the mass ratio, l, and effective diameters, s, of
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the molecules and nanoparticles, temperature, and the parameters of potential (4).
In particular, for certain values of these parameters, the term in square brackets in
(12) can change sign. This means that when we add small volume fractions of solid
dispersed particles to a pure gas, the effective viscosity of the medium can both
increase and decrease.

Systematic calculations [54, 55] have shown that it is indeed the case. A decrease
in the effective viscosity with respect to the pure gas viscosity can be expected for
relatively small values of the parameter a. As an example, Fig. 9 shows the
dependence of the effective viscosity of a U–H2 gas nanosuspension on the volume
concentration of nanoparticles of radius R = 0.5 nm at various temperatures. Here
curve 1 corresponds to a temperature T = 200 K, curve 2 to T = 300 K, 3 to
T = 500 K, 4 to T = 800 K, and 5 to T = 1,000 K. This gas nanosuspension has the
largest parameter a. Thus, at low U particle concentrations, the effective viscosity of
this gas nanosuspension is higher than that of the carrier gas. As the temperature
increases, this effect is increased too. At concentrations of about 2 9 10-4 and room
temperature, the viscosity of the gas nanosuspension is higher than that of the carrier
gas by about 90%. This effect depends strongly on temperature, and at T = 1,000 K
the ratio g/g1 * 2.3 for the same concentrations.

On the other hand, the effective viscosity depends strongly on the nanoparticle
size. According to formula (12), adding fairly large particles to the suspension can
lead to a drop in viscosity compared to the pure hydrogen viscosity. This is indeed
observed for a U–H2 gas nanosuspension, a relevant example is given in a paper
[54]. For a gas nanosuspension of U particles of R = 70 nm at T = 300 K the
effective viscosity turns out to be lower than the viscosity of hydrogen by about
1% for a U particle concentration of 2 9 10-4.

Figure 10 presents calculations of the viscosity of a Zn–Ne gas nanosuspension.
The viscosity of the gas nanosuspension is always lower than that of the carrier
gas. At room temperature and nanoparticle volume fraction of 2 9 10-4, the

Fig. 9 Effective viscosity
(poise) of a U–H2 gas
nanosuspension versus
volume fraction of
nanoparticles. Curve 1
corresponds to a temperature
T = 200 K, curve 2 to
T = 300 K, curve 3 to
T = 500 K, curve 4 to
T = 800 K, and curve 5 to
T = 1,000 K
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effective viscosity of this gas nanosuspension is about 15% lower than that of pure
neon, and this effect is enhanced with increasing temperature.

The main conclusion that can be drawn from these data is that the viscosity of
gas nanosuspensions, unlike that of conventional suspensions, can be both higher
and lower than the carrier-gas viscosity. The factors determining whether the
viscosity of such gas nanosuspensions increases or decreases with respect to the
carrier-gas density depends primarily on the nanoparticle radius and the density
ratio of the nanoparticle material to the carrier gas. The effect of increase or
decrease in the viscosity of gas nanosuspensions is considerably enhanced with
decreasing nanoparticle radius. Increasing the gas nanosuspension temperature
also enhances this effect.

4 Mechanisms of Nanoparticles Transport Processes
in Gases and Liquids

4.1 Rarefied and Moderately Dense Gas Nanosuspensions

As was noted in the previous section, the dynamics of rarefied gas nanosuspen-
sions can be described by the set of the Boltzmann equations. It can be shown [48]
that this description is valid only if the following conditions hold

eg ¼ ngr3
0 � 1; ep ¼ npR3 � 1; ngR3

0 ¼ egðR0=r0Þ3 � 1; ð13Þ

where ng and np are the number densities of molecules and nanoparticles in the gas
nanosuspension, respectively, whereas r0 and R are the characteristic radii of the
molecules and nanoparticles, respectively. In this case, the only mechanism
involved in nanoparticle transport is the kinetic one. Nanoparticle transport is
related to binary collisions between carrier-gas molecules and nanoparticles and
binary collisions between nanoparticles, with the contribution of the latter to the

Fig. 10 Viscosity (poise) of
Zn nanoparticles suspended
in Ne versus their volume
fraction. Curve 1 corresponds
to a temperature T = 200 K,
curve 2 to T = 300 K, curve
3 to T = 500 K, curve 2 to
T = 800 K, and curve 5 to
T = 1,000 K
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transport coefficients being small. Indeed, in this case, the virial parameter of the
nanoparticle pseudo-gas should be such that ep � np/ng, which implies that real
particle concentrations are low and their collisions are unlikely.

Equations (13) are true when the dispersed particle size is small, unless the
carrier gas is highly rarefied. Thus, the Boltzmann equations are applicable to gas
nanosuspensions only in the case of ultra-dispersed systems. As the nanoparticle
size increases, or as the carrier gas becomes moderately rarefied, one should
employ more general kinetic equations for single-particle distribution functions of
gas molecules Fg and nanoparticles Fp [18, 19]

oFg=ot þ L1gFg ¼ Jgg
B þ Jgp

B þ Jgp
1 ; oFp=ot þ L1pFp ¼ Jpg

B þ Jpg
1 : ð14Þ

Here L1g and L1p are the single-particle Liouville operators for molecules and
nanoparticles, respectively; Jgg

B ; Jgp
B ; Jpg

B are the Boltzmann integrals for collisions
between carrier-gas molecules and between carrier-gas molecules and nanoparti-
cles, respectively. Compared to the Boltzmann equations for ultra-dispersed gas
nanosuspensions, Eq. 14 contain integrals of triple collisions which include certain
sequences of correlated binary collisions; examples are shown in Fig. 11. Here, the
large circle shows a particle, and molecule trajectories are marked by arrows.

If the particle concentration is increasing but still low, interactions between
nanoparticles also begin to affect transport processes. However, their direct
interactions can still be neglected because the main contribution comes from their
indirect interaction through the medium. This specific exchange interaction
between two particles via exchange of a molecule is illustrated in Fig. 12.

Thus, in rarefied gas nanosuspensions [i.e., suspensions satisfying the first two
conditions in (13)], all transport processes are of kinetic nature and are due to
individual collisions of nanoparticles with carrier-gas molecules. To understand
how these collisions are related to and determine transport processes, it is nec-
essary to define these processes.

Fig. 11 Examples of triple
collisions including
sequences of correlated
binary collisions between
carrier-gas molecules and
nanoparticles that determine
the integrals Jpg

1 ; Jgp
1

Fig. 12 Exchange
interaction between two
particles via exchange of a
molecule
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Transport processes are processes of smoothing certain macroscopic parameters
of a system, such as density, momentum, or energy. Because any system consists
of molecules, local microfluctuations in density, momentum, or energy do take
place. Under equilibrium conditions, these fluctuations are inversely proportional
to the square root of the number of particles in the system: N-1/2. Therefore, in
equilibrium macroscopic systems with N 	 1, macroscopically observed fluctu-
ations are absent. In nonequilibrium systems, fluctuations are observed on scales
much larger than molecular dimensions. Hence, reaching equilibrium means
eliminating large-scale fluctuations, and transport processes are processes that
eliminate large-scale fluctuations. Mathematically, this statement is formulated as
the so-called fluctuation–dissipation theorems, which establish relations between
the transport coefficient li and the corresponding correlation function vi

li ¼
Z1

0

viðtÞdt:

These relations can be derived from the first principles using methods of non-
equilibrium statistical mechanics (e.g., see [47, 74] and are known as the Green–
Kubo formulas. Diffusion, one of the key transport processes, is given by

D ¼ 1
3

Z1

0

dtv0vv; ð15Þ

where v0vv ¼ hvð0Þ � vðtÞi is the velocity autocorrelation function and the angular
brackets denote averaging over a statistical ensemble. When the diffusion of rar-
efied gas molecules is considered, this is the molecular velocity autocorrelation
function

v0vvðtÞ ¼
3kT

m
exp � kT

D
t

� 	
¼ 3kT

m
exp � t

sr

� 	
; ð16Þ

where D is the molecular diffusion coefficient and sr is the molecular-velocity
relaxation time, which is of the same order of magnitude as the mean free path
time of molecules. The existence of a single relaxation time1 is due to the single
relaxation mechanism involving individual molecular collisions.

Nanoparticle relaxation in a rarefied gas can also be described by an autocor-
relation function of the form (16) but with the nanoparticle diffusion coefficient in
accordance to (7).

1 Strictly speaking, the relaxation processes for density, momentum, or kinetic energy in rarefied
gas are characterized by different relaxation times, but still, all these times are of the order of the
mean free path time of the molecules.
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4.2 Brownian Particles

The dynamics of a Brownian particle in a liquid is described by the Langevin
equation

M _V ¼ �csVþ f;

where M is the mass of the Brownian particle, f is the stochastic force acting on the
particle due to its individual collisions with carrier molecules, V is the velocity of the
center of mass of the Brownian particle, and cs is the Stokes drag coefficient (5).
It is easy to show that the Brownian-particle velocity autocorrelation function equals

v0vvðt; t þ sÞ ¼ hV2ðtÞie�s=sB ¼ ð3kT=MÞe�s=sB ; ð17Þ

where the particle velocity relaxation time is determined by the systematic Stokes
drag force acting on the particle

sB ¼ M=cs ¼ M=6pgR: ð18Þ

Substituting function (17) into Eq. 15 and integrating the result, we arrive at the
Einstein formula for the Brownian particle diffusion coefficient

D ¼ kT=ð6pgRÞ: ð19Þ

Historically, that was the first example of the fluctuation–dissipation theorem.

4.3 Liquids and Dense Gases

Even though formulae (16) and (17) look very similar, they describe different
relaxation mechanisms. The former describes the kinetic mechanism due to
individual molecular collisions. The latter describes relaxation due to collective
effects. Because the mass of a Brownian particle is much greater than that of the
molecule, M 	 m, individual collisions with molecules have little effect on the
particle. On the other hand, during the time of collision between a molecule and a
Brownian particle, i.e., s0B * 10-10s, many such collisions occur (108 – 1010).
Even at this short time, the effect of multiple impacts of a great number of mol-
ecules on one particle takes place. Thus, along with the kinetic mechanism of
relaxation, there is a collective mechanism involving the correlated behavior of a
large number of molecules. The correlated state of a large number of molecules
means the occurrence of large-scale, macroscopic fluctuations in the system.
Therefore, Brownian-particle velocity relaxation is due to interactions with the
fluctuations occurring in the carrier medium and their subsequent evolution.

It has been mentioned above that only microfluctuations occur in rarefied gases.
They arise and decay during molecular collisions. Having collided at a particular
moment, molecules fly apart to never meet again. In liquid and dense gases,
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the situation is different. Due to the high density of the medium, long-time cor-
relations coexist with short-lived ones. As a result, the molecular velocity auto-
correlation function has a power law asymptotic behavior v0vv� t�3=2 [1]. Fairly
accurate molecular dynamic simulations for hard-sphere systems have shown that,
starting at certain times t [ s, this long-time tail is well described by the following
function [58]

vvvð0; tÞ ¼
3kT

m
exp �t=sð Þ þ B t � t�ð Þ�

3
2

h i
ð20Þ

whose parameters B and t* depend on the density of the medium. The presence of
the second term in (20) means, in particular, that the diffusion of liquid molecules
does not follow the classical Einstein law hR2(t)i = 6Dt, where hR2(t)i is the mean
square distance traveled by the Brownian particle. For liquids, the following
equation is valid: hR2(t 	 s)i = 6Dt(1 - 4Bt-1/2), i.e., a superposition of ordinary
classical diffusion and subdiffusion takes place [50, 58].

4.4 Nano-suspensions

Nanoparticles are intermediate in size between molecules and Brownian particles.
The smallest nanoparticles are only two or three times larger than molecules;
therefore, they certainly experience individual collisions with carrier-fluid mole-
cules and a kinetic relaxation mechanism should be typical of these particles. On
the other hand, large nanoparticles are closer in size to Brownian particles, and
interactions with microfluctuations in the carrier medium should also be typical of
them. Finally, as was shown in Sect. 2, the interaction potential between nano-
particles and carrier molecules is long-range and is characterized by a deep
potential well (see Fig. 1). This means that, in a fairly dense carrier medium, a
cloud of molecules appears around a nanoparticle, and velocities of these mole-
cules correlate with the nanoparticle velocity. It is at this microfluctuation that the
nanoparticle begins to relax. This effect should also take place in the case of hard-
sphere liquids due to the so-called cage effect, where carrier molecules remain near
a nanoparticle for a long time after collision. Thus, there are at least two different
nanoparticle relaxation mechanisms, each of which is characterized by its own
relaxation time: s1 and s2. Therefore, the nanoparticle velocity autocorrelation
function can be represented as

v0vvð0; tÞ ¼ a1 expð�t=s1Þ þ a2 expð�t=s2Þ; ð21Þ

where the parameters a1, a2, s1, s2 depend on the size and mass ratios of the
nanoparticle to the carrier molecule. This nanoparticle velocity autocorrelation
function has been determined using molecular dynamics methods [64, 65]. The
contribution of each exponent changes with changes in the above-mentioned size
and mass ratios; as the nanoparticle size increases, the contribution of the first term
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decreases and that of the second, increases. As the nanoparticle mass decreases,
the relaxation time s1 tends to the nanoparticle mean free time with respect to the
carrier-gas molecules. On the other hand, as the nanoparticle size and mass
increase, the time s2 tends to the Brownian particle relaxation time (18). The
coefficient a2 decreases as well. It should be noted, however, that structure (21) is
characteristic of the velocity autocorrelation function of even very small nano-
particles. The occurrence of microfluctuations around nanoparticles and interac-
tions between microfluctuations and nanoparticles are characteristic features of
nanoparticle dynamics.

The structure of density and momentum microfluctuations of carrier molecules
has been systematically studied and simulated using the molecular dynamics
method in our papers [50, 59].

Microfluctuations that arise around a nanoparticle are characterized primarily
by local changes in carrier-molecule concentration. As an example, Fig. 13 shows
the dimensionless (normalized by the mean concentration) concentration of car-
rier-fluid molecules g2(r

0
/r, h, t) (radial distribution function) around a nanoparticle

for a fixed time t = 2s at M/m = 100, R/r = 3. Here r0 is the shortest distance
between the surfaces of the particle and molecule, h is the angle between the line
connecting their centers and the initial velocity direction of the nanoparticle, and s
is the mean free time of the molecule. At the initial time when the nanoparticle
loses equilibrium, the function g2(r

0
/r, h, t) is isotropic and then it becomes

anisotropic, as shown in Fig. 13. The first maximum in the forefront (at h B 40�)

Fig. 13 Radial distribution
function of carrier-fluid
molecules around a
nanoparticle

156 V. Ya. Rudyak and A. A. Belkin



increases by 30 – 50%, compared to the equilibrium value, and it is 3 – 5 times
greater than the mean concentration, which equals unity. Behind the particle, a
highly rarefied region is formed. Therefore, nanoparticle velocity relaxation in a
dense medium (liquid and dense gas) is accompanied by an increase in density in
the region to which the particle moves.

In addition to density fluctuations, local fluctuations of the carrier-fluid
momentum play an important role because the efficiency of nanoparticle velocity
relaxation depends on momentum microfluctuations. Correlations for the mean
carrier velocity and mean particle velocity in the forefront are the highest in the
range of the maximal concentrations.

The velocity field of the carrier medium around a nanoparticle changes during
nanoparticle relaxation. Figure 14 shows a fragment of the velocity field of the
carrier medium for t = 10s (M/m = 25, R/r = 2). Arrows show the directions and
values of the carrier-fluid velocity. The nanoparticle velocity is directed to the
right; the arch shows part of the nanoparticle boundary. Near the particle surface
one can see a vortical structure. It has a toroidal shape and is located in the plane
through the center of the particle and perpendicular to the velocity direction. For
the given parameters of the system, the time of formation of this structure is about
10 molecular mean free times. The diameter of the vortex is comparable to the
nanoparticle size. The mean velocity of the carrier-fluid molecules below the
center of the vortex is directed along the particle motion direction. It is in this
region that the carrier-fluid velocity is the highest.

The microfluctuation, i.e., the vortex ‘‘pushes’’ the particle and thus slows down
the relaxation process. This is responsible for the appearance of the second
relaxation time s2.

Due to the complex nature of the nanoparticle velocity relaxation, the force
exerted on the nanoparticle by the carrier is unsteady [60]. As an example, Fig. 15
shows simulation results for the drag coefficient lðtÞ ¼ ~lðtÞ=6pgR (normalized by
the Stokes drag coefficient) for a nanoparticle with a radius R = 4r and mass ratios

Fig. 14 Carrier-fluid
velocity field around a
moving nanoparticle
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M/m = 200, 100, 50 in a liquid. The relaxation zone is fairly extended, about 30
molecular mean free times. At the beginning, the drag force acting on the particle
is two or three times greater than the Stokes force. With time, the drag coefficient
decreases and reaches a certain steady-state value l? which is smaller than the
corresponding Stokes force. The value of l? increases with increasing nanopar-
ticle mass, and for large particles, it reaches the Stokes coefficient. The relaxation
of the drag force can be described by the correlation

~lðtÞ ¼ M a1 expð�t=s1Þ=s1 þ a2 expð�t=s2Þ=s2½ �
a1 expð�t=s1Þ þ a2 expð�t=s2Þ

; ð22Þ

whose parameters are determined by the parameters of function (21).

5 Transport Coefficients for Nanosuspensions

Recently, there has been a revolutionary advance in micro heat exchangers. They
have proven to be much more energy efficient than macroscopic heat exchanges.
The heat fluxes removed by micro heat exchangers exceed 1,000 W/cm2. Two-
phase flows in channels of small cross section are used in membrane fuel cells and
evaporation–condensation systems of spacecraft thermal control. Tiny thermal
pipes are used and developed for cooling the microelectronic equipment, micro
and mini channels with single-phase and two-phase flows.

Along with the miniaturization of heat exchangers and other power devices,
there has been rapid progress in studies of the use of nanofluids in them. There is a
hope that such devices will be far superior in efficiency to devices based on
conventional heat-transfer media. In addition, the use of nanofluids allows heat

Fig. 15 Time dependence of
the drag coefficient of the
force acting upon the
nanoparticle in liquid for a
nanoparticle with a radius
R = 4r and mass ratios M/
m = 200 (curve 1), 100
(curve 2), 50 (curve 3).
Crosses show the simulation
results; the time is in
molecular mean free times
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removal at room temperature of the coolant, unlike with traditional low-temper-
ature coolants. The thermal conductivity of currently existing nanofluids of various
compositions with a small volume fraction of metal nanoparticles can exceed the
thermal conductivity of pure fluids by tens of percent. Even greater success can be
expected at use carbon nanotubes, which are known to have high strength and
elasticity and whose thermal conductivity along the tube is several orders of
magnitude higher than the thermal conductivity of pure fluids. At the same time,
the practical application of nanofluids and control of their properties requires an
understanding of the dependence of their transfer properties on the concentration
and characteristics of nanoparticles. This section gives an overview of current
research on the effective viscosity of nanofluids and their thermal conductivity.

5.1 Effective Viscosity of Nanofluids

The approaches to the description of the effective viscosity of coarse-dispersed
fluids were discussed in Sect. 3.4. Correlation (10) adequately describes experi-
mental data to concentrations of approximately / * 0.3. Recently, attempts have
been made to obtain more general relations. For example, Verberg et al. [68]
derived the formula

gð/Þ ¼ g1ð/Þ þ gdð/;x ¼ 0Þ ¼ g0g2
1þ 1:44/2g2

2

1� 0:1241/þ 10:46/2

� 	
; ð23Þ

which is claimed by the authors to be valid to concentrations / * 0.5, including
for nanofluids (g2 is the pair radial distribution function). In studies of nanofluids,
it is also common to use relations (9) and (10).

Although the viscosity of nanofluids is an extremely important factor in the
transfer processes occurring in them, experimental data on the effective viscosity
of nanosuspensions are few in number and contradictory. Thus, the viscosity of
cyclohexane–SiO2 nanofluids with a particle diameter of 28, 46, and 76 nm was
measured in Van der Werff et al. [67]. The authors of Ref. [68] argue that results of
these measurements are well described by the formula (23). At the same time, the
experimental data of [30] obtained for an ethylene glycol–CuO suspension with an
average particle diameter of 12 nm do not fit this theory.

Dependences of the effective viscosity coefficient on the volume fraction for
two nanofluids: ethylene glycol–Al2O3 and water–Al2O3 with an average particle
size of about 28 nm were obtained in Ref. [69]. The results cited above,
however, are so different that it is not possible to establish any correlation
among them.

The viscosity of water ? Al2O3 nanoparticle nanofluids was studied by Pak and
Cho [39], who showed that the viscosity of nanosuspensions was three times
higher viscosity of water at low particle concentrations. Masoumi et al. [32],
investigating the dependence of the viscosity coefficient of the same nanofluid on
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the volume concentration of nanoparticles of diameter 13, 28, and 36 nm, found
that the effect of the particles increased with decreasing particle size. Thus, for a
volume fraction / = 2%, an increase in viscosity is about 12% for d = 36 nm and
about 100% for d = 13 nm.

Attempts to describe the experimental data with any theoretical formulas such
as (10) have been unsuccessful. This is due to several factors. First, in experiments,
it is not possible, in principle, to obtain a monodisperse nanofluid. There is always
a certain particle size distribution which cannot be controlled in practice.
Furthermore, the nanofluid rheology can change with increasing nanoparticle
concentration. For example, in a study [30] of the viscosity of an ethylene glycol
suspension with CuO particles with sizes of 10–30 nm, a sharp increase in the
effective viscosity coefficient was observed beginning at a volume fraction of
about 0.002, which is obviously not described by a formula of the type (10).
It should be noted again, however, that in those experiments, the nanoparticle size
varied over a wide range.

Finally, a recent study [8] of the effect of nanoparticle shape on effective
viscosity gave a fairly reasonable result: Al2O3 nanorods increased the viscosity to
a greater extent than spherical particles at the same volume fraction.

In the absence of reliable experimental data, molecular dynamics simulation
methods have become an extremely important tool for studying viscosity. These
methods make possible an ideal experiment with controllable nanoparticle size,
concentration, etc. However, there are few studies in this direction. The reason
for this is the extreme complexity of the corresponding calculations. Simulation
of the viscosity of real nanofluids even with small particles requires tens and
even hundreds of thousands of molecules. In addition, such calculations are very
time consuming since we deal with a system with very different relaxation times.
The kinetic theory of gas nanosuspensions, briefly considered in the second
section of this paper, and available experimental data show that the transfer
properties of nanofluids depend significantly not only on the volume concen-
tration of particles but also on their size, mass, and possibly other parameters.
This is also indirectly supported by the results of MD simulations of molecular
mixtures with markedly different masses (see Ref. [36]). In our work (Rudyak,
Belkin and Egorov 2008), we showed that, for a fixed volume concentration and
size of nanoparticles, the viscosity of nanofluids is the higher the greater the
nanoparticle mass. This is illustrated in Fig. 16, which gives the dependence of
the normalized viscosity coefficient of a nanofluid on the volume concentration
of nanoparticles of size D/d = 3 at various ratios of the nanoparticle mass M and
to the molecule’s mass m.

An important fact is that Einstein’s theory does not describe the behavior of the
effective viscosity of nanosuspensions even at low concentrations of nanoparticles.
The dotted line in Fig. 16 corresponds to the formula (23). It is coincided with
molecular dynamics data only for this single value of the mass ratio. The data
presented in Fig. 17 provide an understanding of the nature of the dependence of
the viscosity coefficient on the nanoparticle diameter. The figure gives the
viscosity coefficients for various diameter ratios D/d. At low nanoparticle
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concentrations, the increase in the viscosity coefficient is almost independent of
the particle size. However, as the volume concentration of nanoparticles is
increased, the viscosity coefficient of nanosuspensions with smaller particles
becomes much higher than that of nanosuspensions with large particles. Thus, for
example, at a 2% volume concentration of particles, the viscosity coefficients of
nanosuspensions with D/d = 2 and 4 differ by almost 40%.

The dependence of the viscosity coefficient on the volume fraction of nano-
particles is described by a quadratic function of the form

g ¼ g0 1þ k1ðR;MÞ/þ k2ðR;MÞ/2� �
; ð24Þ

if only these volume fractions are not too great. The coefficients of this correlation
are functions of both size and mass of nanoparticles. Thus, an important criterion
determining the increase in the effective viscosity coefficient of nanosuspensions is
the mass density of the nanoparticle material qp. At least, for not too large par-
ticles, this dependence is linear. Therefore, the following correlation can be pro-
posed by Rudyak et al. [57]

Fig. 16 Viscosity coefficient
of suspensions versus
nanoparticle volume fraction.
Curves 1, 2, 3, 4, 5, 6, and 7
correspond to mass ratios M/
m = 500, 300, 150, 100, 50,
10, and 0.5, respectively.
Labels correspond to
simulation data, the dashed
curve is the approximation
(23)

Fig. 17 Viscosity coefficient
versus volume fraction of
nanoparticles of various
diameters. Curves 1, 2, 3
correspond to diameter ratios
D/d = 2, 3, and 4,
respectively. Labels
correspond to simulation data
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gð/Þ ¼ g0 að/Þ þ bð/Þ~q½ �;
að/Þ ¼ 1þ 1:25/þ 2:1/2; bð/Þ ¼ 0:32/þ 7:2/2;

ð25Þ

where ~q ¼ qp=q:
In contrast to formula (24), correlation (25) depends on the volume fraction of

nanoparticles and their material density. Therefore, it can be used to predict the
viscosity of nanofluids with any size of nanoparticles. As an example, Fig. 18
gives a comparison of the experimental data obtained by Van der Werff et al. [67]
(filled circles, ~q ¼ 1:85) and Papir and Krieger [40] (open circle, ~q ¼ 0:77) and the
results obtained using formula (25). The agreement between the experimental and
MD data is not poor, but the accuracy of correlation (25) can be improved by
increasing the number of calculations. In addition, the accuracy of determination
of the viscosity coefficient by correlation (25) depends on the accuracy of the
density ratio ~q (in particular, the accuracy of the molecule density determination).

5.2 Effective Thermal Conductivity of Nanofluids

Interest in the effective thermal conductivity of nanofluids arose about two decades
years ago, stimulated by the need to considerably increase the thermal conductivity
of fluids in the microchannels used to cool computer boards, various thermal
microcells, and other microelectromechanical systems (MEMS). It was clear that
the addition of relatively large (with characteristic sizes of the order of microns)
metal particles would be impossible because of their sedimentation and extreme
erosion susceptibility. On the other hand, miniaturization and use of nanofluids
facilitates the problem of heat transfer and removal. In microsystems, the surface
area to volume ratio is increased, nanoparticles do not produce obstructions to
flow, and use of nanofluids allows heat to be removed at room temperature of the
coolant.

The first experimental studies of heat transfer in nanofluids [9, 10, 33, 70]
showed that the thermal conductivity of suspensions with nanoparticles of metals

Fig. 18 Comparison of the
experimental data of [67]
(filled circles) and [40] (open
circles) with correlation (25).
The solid and dashed curves
correspond to ~q ¼ 1:85 and
~q ¼ 0:77; respectively
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and their oxides in water and ethylene glycol exceeded the thermal conductivity of
pure fluids by tens of percent at a volume concentration of particles of the order of
several percent. There have been attempts to compare experimental results with
available theoretical models for coarse disperse fluids, first of all, with Maxwell
theory [34], which predicts the following relation between the effective thermal
conductivity of a suspension k and the volume concentration of particles /

k ¼ k0 1þ 3ð1� -Þ/
1þ 2-� /ð1� -Þ


 �
; ð26Þ

where - ¼ k0=kp k0; kp are the thermal conductivities of the fluid and dispersed
particles. Formula (26) was obtained for spherical particles using a hydrodynamic
approximation. Later, it was extended to the case of nonspherical particles [21].
The formation of chains of particles is taken into account by Hashin and Shtrikman
theory [23], which gives the following inequality for the effective thermal
conductivity

k0 1þ 3ð1� -Þ/
1þ 2-� /ð1� -Þ

� 	
� k� kp 1� 3ð1� /Þð1� -Þ

3� ð1� -Þ/


 �
: ð27Þ

Heat losses on the nanoparticle surface can also be taken into account [38]. The
correlations obtained by the above-mentioned authors extend the range of appli-
cability of the Maxwell formula. Do they describe nanofluids? The authors of a
recently published review [26] believe that most of available experimental data fall
in the range given by inequality (27). However, it should be borne in mind that the
theory of Hashin and Shtrikman hardly applies directly to nanofluids. Of course, in
usual nanofluids, there is always a certain particle size distribution, but particles of
different sizes cannot be modeled by chains of small particles. Coagulation pro-
motes the formation of coupled states that can be modeled by chains, but this is
only one of realizable opportunities. In addition, chains of particles considerably
increase the thermal conductivity if they are oriented in a particular manner. In
nanofluids, however, their orientation is random, and this should lead to a certain
decrease in the integral effect.

Available experimental data are contradictory. There are data that obviously do
fit (27) (see, for example, [37, 72, 73]. Data on increased thermal conductivity of
nanofluids with gold particles cannot be described by relations (26) and (27)
because at very low concentrations of nanoparticles (about 0.1%), the increase in
thermal conductivity reached 10% (see Ref. [26]).

Next, experimental data show (though not systematically) that the effective
viscosity of a nanofluid depends greatly on the nanoparticle size and material
(which is completely ignored in theories (26), (27)) and the temperature of the
carrier fluid. There are data [29, 30, 33, 71] indicating that the smaller the
nanoparticle diameter, the greater the increase in thermal conductivity. Depen-
dences of thermal conductivity on the material and temperature of the carrier fluid
are of course included in the indicated formulas, but they do not describe exper-
imental findings.
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As in the case of the viscosity of nanofluids, obtaining objective information on
their thermal conductivity requires systematic molecular dynamic simulations,
along with further experimental studies. Here it is also necessary to investigate the
effect of nanoparticle size and the ratio of the nanoparticle mass to the mass of a
carrier-fluid molecule.

The first results obtained in our studies indicate that, for a fixed nanoparticle
size, the thermal conductivity of a nanofluid, similarly to the viscosity coefficient,
depends significantly on the ratio of the nanoparticle mass to the mass of a mol-
ecule of the carrier fluid. This dependence is nonlinear and is illustrated in Fig. 19,
which gives calculation results for three volume concentrations of nanoparticles;
curves 173 correspond to the same concentration and were obtained by square-
law approximation of calculated data.

Here nd3 = 0.707, D/d = 3. Each curve in Fig. 19 is constructed for a fixed
radius, and these dependences can therefore be reduced to dependences on
material density. In contrast to the viscosity coefficient, which increases linearly
with increasing density, the thermal conductivity of nanofluids increases in pro-
portion to the square of the density ratio: (k - k0)/k0 * (qp/q)2. That high
increase in the thermal conductivity of suspensions even at u B 1% is due to the
high density of the particle material. This, however, is in agreement with the
results of experiments, in which the material density was also high [29].

6 Conclusions

Wide application of nanofluids in various applications requires the development of
appropriate theory. The present review of research on the transfer processes
highlights the possible paths for optimization of the efforts involved. Today it can
be argued that the kinetic theory of rarefied gas nanosuspensions has been
generally constructed. There is a need for systematic studies of the thermal
conductivity of such media. Success in the construction of the kinetic theory is

Fig. 19 Effective thermal
conductivity versus mass
ratio. Curves 1, 2, 3
correspond to / = 0.12, 0.24,
and 0.48%, respectively
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related, in particular, to the use of the potential (4). Of course, a nanoparticle is a
complex object and its interaction with a molecule can generally be inelastic. Here
the situation is similar to molecular interaction, which is usually also inelastic.
During molecular collision, internal degrees of freedom are excited and the energy
of translation is redistributed over all possible channels. Nevertheless, by using the
intermolecular potential, it is possible to calculate the transfer coefficients and
describe the corresponding processes. In some cases, it is necessary to introduce
some corrections to take into account the contribution of rotational degrees of
freedom, etc. It is possible that something like that will be required for systems
with the potential (4). Nevertheless, this potential can be treated as an effective
four-parameter potential with constants Ci, ai [see formula (4)], which should be
determined from experimental data. This is what is done for molecular systems. In
this case, at least, part of inelastic processes will be taken into account.

Diffusion of nanoparticles in dense gases and liquids is adequately modeled by
molecular dynamics methods. There are several ways, using nonequilibrium sta-
tistical mechanics, to construct theory that leads to the autocorrelation velocity
function (21) of nanoparticles. However, in the interpretation of experimental data,
the Einstein–Stokes formula (5) or its analogs taking into account slip, nonsphe-
ricity, etc. should be used with care. Generally, this formula does not describe
nanoparticle diffusion.

In the interpretation of experimentally measured effective viscosity of nano-
suspensions, particular attention should be paid to determining the size and
characteristics of nanoparticles. In practice, of course, it is not possible to produce
a monodisperse nanofluid. This is not a big problem per se. However, the correct
interpretation of data requires information on the nanoparticle size distribution. In
addition, it should be born in mind that the use of various surfactants to prevent the
coagulation of nanoparticles significantly changes their characteristics. This is
especially important for small nanoparticles. In this case, the surfactant film
thickness is comparable to the particle radius, and this film considerably changes
the characteristics of the particle, for example, its density.
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1 Introduction and Definitions

The idea of the limiting size scale of a miniaturized technology is fundamentally
interesting appealing for several reasons. As sizes are limited to the atomic scale,
the relevant physical laws change from the classical to the quantum-mechanical
laws of nano physics [1].

A clear distinction between nanostructures and microstructures is given here
arbitrarily using length measurements. Nanostructures are defined according to
their geometrical dimensions. This definition addresses technical dimensions,
induced by external shaping processes; with the key feature of shaping process, the
orientation and the positioning is known in accordance an external reference
system, such as the geometry of a substrate. This is of less importance, whether
this process uses geometrical tools, media or other instruments [2].

A narrow definition of nanostructures is that they include structures with at least
two dimensions below 100 nm. An extended definition also suggests structures
with one dimension below 100 nm and a second dimension below 1 lm.
Following this definition, ultra thin layers with lateral sub-micrometer structure
sizes are also considered as nanostructures [2].

Interactions between atoms, groups of atoms, ions and molecules can vary
widely with respect to their intrinsic character and their strength. In order to
differentiate these interactions, they were divided into classes known as bond
types. These classes are well suited for a description of bonds. In contrast to
classical synthetic chemistry where strong bonds are important, often the medium
and weak bonds are of particular importance in nanotechnology [2].

There are two ways of approaching the properties of nanoscale objects: the
bottom-up approach and the top-down approach. According to the bottom-up
approach, it consists of assembling of atoms and molecules into objects whose
properties vary discretely with the number of constituent entities, and then
increases the size of the object until this discretisation gives way in the limit to
continuous variation. The relevant parameter becomes the size rather than the
exact number of atoms contained in the object [3].

In the latter case, it considers the evolution of the properties of a sample as its
size is whittled down from macroscopic toward nanometric lengths. We will
examine this approach here, whilst mentioning zones of overlap and exclusion
between the two approaches [3].

Considering a homogeneous solid material of compact shape and macroscopic
dimensions, most of its properties will be related to its chemical composition and
crystal structure. This is the case that is studied in the physics and chemistry of
solids. For an object in this size, the surface atoms comprise a negligible
proportion of the total number of atoms and will therefore play a negligible role in
the bulk properties of the materials. Note that, however, the surface atoms will
nevertheless play a predominant role in properties involving exchanges at the
interface between the object and the surrounding medium [3].
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The specific surface energy c (J/m2) could be presented as the energy produced
by cleaving a crystal which causes division of the surface area thereby created.
More generally, the specific surface energy can be defined as follows. In order to
increase the surface area of an object by the amount ‘‘dA’’, e.g. through changing
the shape of the object, the amount of work required to do this will be measured
by: dW = cdA. Here c is the specific surface energy. In this case, the area of the
object is increased by displacing atoms from the bulk to the surface. However, one
could also increase the area by stretching it, i.e., keeping constant the number of
surface atoms [3].

The physical properties of conventional materials may change with the size of
the grains as their constituent units even becoming totally different from what is
observed in the bulk solid system. Now, in case of grain size dependence, this
dependence can be categorized into two related effects:

• Size effect or confinement effects:

The nanograin behaves like a kind of box, within which a specific property may
or may not exist. Below a certain critical size, characteristics of the property
directly and strictly depend on the grain size. This is called the size or confinement
effect. The way these characteristics vary as a function of size, is often
non-monotonic.

• A surface or interface effect:

Through nanograin, the contribution of layers close to the surface occupies a
more considerable and substantial role in the overall behavior of the material as the
grain size decreases. The surface energy gradually becomes the dominating
contributor to the total energy of the material. Such a property will evolve
monotonically with size and can be treated within the framework of thermody-
namics [3].

There are many examples of phase transitions occurring while the characteristic
dimensions of a material go beyond a certain critical value. More interestingly,
such transitions are not restricted to any particular type of material.

The grain size dependence of a phase transition in a ceramic can be normally
illustrated by the monoclinic–tetragonal transition occurring in zirconia. This
property has been known and exploited for a long period of time. At standard
atmospheric pressure and room temperature, zirconia crystallizes in a monoclinic
(low temperature) structure, whereas at high temperature, above 1100–1150 �C, its
crystal structure tends to be tetragonal. If ZrO2 crystallizes in the form of ‘crystals’
with order of 10 nm, it is a tetragonal form that is stable at room temperature. The
transition temperature, somewhere between 1100 and 1150 �C for micrometric
crystals becomes lower as the dimensions of the nanocrystals decrease [3].

Another situation where the grain size dependence has been established is in the
case of the Verwey transition, first observed in 1939 by the discontinuous change
in conductivity it causes. This transition occurs in magnetite Fe3O4, with the
so-called spinel crystal structure. Experiments have also demonstrated a remark-
able difference between the temperature predicted for large grains and that
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observed for nanometric grains (a difference of more than 70 K). It would thus
reveal that the Verwey transition proves another example of grain-size-dependent
phase transitions [3].

An example of a grain-size-dependent phase transition in metals is evident in
case of Nickel. In the bulk solid, the structure of the element is face centered cubic
(FCC). However, recent experiments have brought about to prove a grain size
dependent phase transition of small Ni nanoparticles, chemically synthesized in
solution. Indeed for diameters less than 4 nm, the structure still remains crystal-
line, but it becomes hexagonal close packed (HCP) rather than FCC. In the bulk
materials, an HCP structure is metastable, although it can be obtained in thin films
in certain conditions. It should also be noted that the melting temperature of
various metals are known to be dependent on the grain size [3].

2 Nanomaterials

2.1 Introduction

During the last decades, not only nanotechnology has evolved from an imaginary
concept into a promising and fast-growing field of science, but has found its way
into our everyday life [4]. You have undoubtedly heard of sunscreens or refriger-
ators featuring some tiny particles which though can’t be seen, but are supposed to
improve your state of health or the quality of the product. That is true; at the heart of
nanotechnology, lie so vast and versatile, nanomaterials. These are no new class of
materials, but the same ones used for so many years by humans, manipulated at the
finest levels by means of nanotechnology. Today, we can engineer the finest
building blocks of materials, i.e., to move single atoms and molecules and place
them in the desired locations, to achieve an improved quality in one or more
characteristic properties of that material and create the so called ‘‘Nanostructured
materials’’ [5]. Nanostructured materials include atomic clusters, layered (lamellar)
films, filamentary structures, and bulk nanostructured materials.

More precisely, nanostructured materials are materials with at least one
dimension in range of 1–100 nm. They consist of atoms of elements or clusters of
mixed elements, all packed together to form a nanoparticle or at a larger scale, a
bulk nanostructured material with nanosized crystallites [4].

The type of atoms and their arrangement, i.e., composition and structure, are the
key elements which determine the properties of a material. However, when the
dimensions become smaller than a certain size, then the size effects also influence
the material properties. As discussed above, here, the size of nanoparticle or the
crystallite size is equal or smaller than a characteristic length concerning a certain
property. The other reason for extraordinary properties of nanostructured materials
is the high surface to volume ratio (A/V); that is, the presence of a large fraction of
atoms at surfaces or interfaces. This factor indicates that the inter-atomic forces
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and chemical bonds play an important role in the behavior of material. In poly-
crystalline nanostructures, for example, more than half of the atoms could be
located in grain boundaries [5].

2.2 Metals

There are many routes and techniques introduced, developed and applied for
fabricating and synthesizing nanostructured metals, elemental or alloying systems.
Metals, as their solid physics interestingly proves, due to their special bodings,
exhibit specific attributes such as high thermal and electrical conductivity. So most
of the daily affairs are directly connected with application of metallic and alloying
materials, hence myriads of attempts have been always dedicated to improve and
develop the properties of them. For this goal, nanostructured metals and alloys
and, metal matrix nanocomposites, nanofilms, nanolayers, nanorods and nanotubes
of metals have been synthesized. Here, two methods for fabrication and synthe-
sizing nanostructured and nanoparticle metallic materials are introduced [5].

2.2.1 Photo Lithography

Typical photolithographic process consists of producing a mask carrying the
requisite pattern information and subsequently transferring that pattern, using
some optical technique into a photoactive polymer or photo resist (or simply
resist). There are two basic photolithographic approaches: (i) shadow printing,
which can be rather divided into contact printing (or contact-mode printing), and
proximity printing, and (ii) projection printing. The terms ‘‘printing’’ and ‘‘pho-
tolithography’’ are used interchangeably in the literature. Figure 1 outlines the
basic steps of the photolithographic process, in which the resist material is applied
as a thin coating over some base and subsequently exposed in an image-wise
fashion through a mask, such that light strikes selected areas of the resist material.
The exposed resist is then subjected to a development step. Depending on the
chemical nature of the resist material, the exposed areas may be rendered more
soluble in some developing solvent than the unexposed areas, thereby producing a
positive tone image of the mask. Conversely, the exposed areas may be rendered
less soluble, producing a negative tone image of the mask. The effect of this
process is to produce a three-dimensional relief image in the resist material that is
a replication of the opaque and transparent areas of the mask. The areas of resist
that remain following the imaging and developing processes are used to mask the
underlying substrate for subsequent etching or other image transfer steps. The
resist material resists the etchant and prevents it from attacking the underlying
substrate in those areas where it remains in place after development. Following the
etching process, the resist is removed by stripping to produce a positive or negative
tone relief image in the underlying substrate. Diffraction sets the limit of the
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maximum resolution or the minimum size of the individual elements by
photolithography, which can be obtained [6].

2.2.2 Synthesis of Metallic Nanoparticles

Reduction of metal complexes in dilute solutions is the general method in the
synthesis of metal colloidal dispersions, and a variety of methods have been
developed to initiate and control the reduction reactions. The formation of mono-
sized metallic nanoparticles is achieved in most cases by a combination of a low
concentration of solute and polymeric monolayer adhered onto the growth surfaces.
Both a low concentration and a polymeric monolayer would hinder the diffusion of
growth species from the surrounding solution to the growth surfaces, so that the
diffusion process is likely to be the rate limiting step of subsequent growth of initial
nuclei, resulting in the formation of uniformly sized nanoparticles. In the synthesis

Fig. 1 Schematic representation of the photolithographic process sequences, in which images in
the mask are transferred to the underlying substrate surface [6]
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of metallic nanoparticles, or more specifically speaking, metallic colloidal disper-
sion, various types of precursors, reduction Reagents, other chemicals, and methods
were used to promote or control the reduction reactions, the initial nucleation and the
subsequent growth of initial nuclei. The precursors include: elemental metals,
inorganic salts and metal complexes, such as, Ni, Co, HAuCl4, H, PtCl, RhCl and
PdCI2. Reduction reagents includes: sodium citrate, hydrogen peroxide, hydroxyl-
amine hydrochloride, citric acid, carbon monoxide, phosphorus, hydrogen, form-
aldehyde, aqueous methanol, sodium carbonate and sodium hydroxide. Examples of
polymeric stabilizers include polyvinyl alcohol (PVA) and sodium polyacrylate.
Colloidal gold has been studied extensively for a long time. In 1857 Faraday pub-
lished a comprehensive study on the preparation and properties of colloidal gold. A
variety of methods have been developed for the synthesis of gold nanoparticles, and
among them, sodium citrate reduction of chlorauric acid at 100 �C was developed
more than 50 years ago and remains the most commonly used method. The classical
(or standard) experimental conditions are as follows. Chlorauric acid dissolves into
water to make 20 ml very dilute solution of *2.5 9 104 M. Then 1 ml 0.5 %
sodium citrate is added into the boiling solution. The mixture is kept at 100 �C till
color changes, while maintaining the overall volume of the solution by adding water.
Such prepared colloidal sol has excellent stability and uniform particle size of 20 nm
in diameter. It has been demonstrated that a large number of initial nuclei formed in
the nucleation stage would result in a larger number of nanoparticles with smaller
size and narrower size distribution. Figure 2 compares the size and size distribution
of gold nanoparticles and the nucleation rates when the colloidal gold was prepared
at different concentrations [6].

Fig. 2 a Particle size distribution curves of gold sol prepared at different concentrations.
b Nucleation rate curves for gold sols prepared at different concentrations [6]
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2.3 Ceramics

Currently considerable interest in nanocrystalline oxide materials exists owing to
their unusual properties. Decreasing particle size results in some remarkable
phenomenon. It has been found as particle becomes smaller it leads to:

• Higher catalytic activity (Pt/Al2O3).
• Higher mechanical reinforcement (carbon black in rubber).
• Higher electrical conductivity of ceramics (CeO2).
• Lower the electrical conductivity of metals (not in general but: Cu, Ni, Fe, Co,

and Cu alloys).
• Higher photocatalytic activity (TiO2).
• Higher luminescence of semiconductors.
• Higher blue-shift of optical spectra of quantum dots.
• Higher hardness and strength of metals and alloys.
• Superparamagnetic behavior of magnetic oxides.

Unusual optical and electrical properties in nanostructured materials take place
due to a phenomenon known as quantum confinement. The large surface area to
volume ratio of nanomaterials leads to their use as catalysts. Excellent sintering
characteristics of these fine powders are also useful in ceramics and composites.
Dispersion of minute amounts of ceramic particles in various fluids causes the
production of corrosion resistant coatings and thin films [7].

The impetus and the ultimate goal in processing of ceramic and oxide materials
is to control physical and chemical variability by the assemblage of uniquely
homogeneous structures, nanosized second phases, controlled surface composi-
tional gradients, and unique combinations of dissimilar materials to achieve desired
properties. Significant improvements in environmental stability and performance
should be obtained from such nanoscale or molecular design of materials.

Oxide materials are usually prepared by solid-state reactions, i.e., either by the
high temperature method or by precipitation from solution and subsequent
decomposition. A variety of metal oxides, with simple or complex compositions are
prepared by the conventional ceramic methods. This involves the mixing of con-
stituent metal oxides, carbonates and etc., and their repeated heating and grinding.
These methods are used in both laboratory and industrial scale. However, there is an
increasing demand for alternate routes of the synthesis of oxide materials that give
superior properties when compared with those available from conventional meth-
ods. It should not be construed that conventional methods are substandard in any
way; they are still used in the industrial production of several oxide materials [7].

Nonuniform powder compositions make reproducible component fabrication
difficult because of chemical inhomogeneity and voids in microstructure. Greater
purity and homogeneity from novel methods can lead to improved physical prop-
erties. Soft chemical routes are now increasingly becoming important to prepare a
variety of oxides including nanocrystalline oxide materials. These approaches make
it possible the use of simple chemical reactions like co-precipitation, sol–gel, ion
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exchange, hydrolysis, acid leaching, and so on, at considerably low temperatures
compared to the conventional ceramic methods. Use of precursors, intercalation
reactions, electrochemical methods, hydrothermal process, and self-propagating
high temperature synthesis (SHS) are some of the other contemporary methods.
Although SHS has been successfully used to make non-oxide materials, its appli-
cation for synthesis of oxide materials was delayed due to economic reasons.
Furthermore, it is being a solid-state method, phase purity and particle size control
is not possible. Combustion process is different from pyrolysis since once ignited it
does not require external heating. In the synthesis of nanomaterials by soft routes
there are two approaches: (i) breaking-down and (ii) building-up processes. Solu-
tion combustion synthesis of nanocrystalline oxide materials while appearing to be
a breaking-down process is in fact an integrated approach, as the desired oxide
products nucleate and grow from the combustion residue [7].

2.4 Semiconductors

Semiconductors as most important materials for MEMs and NEMs are being used
vastly in electronic devices, as these devices are becoming smaller. The crucial
role of nanotechnology in fabricating nanosemiconductors becomes clear. Here,
there are some approaches to manufacture nanosemicondutors, but the most
applicable one is nanolithography which is developing fast nowadays.

Some examples of this methodology are described below. Very narrow struc-
tures have been fabricated through a combination of electron beam lithography
with reactive ion etching and ion beam etching or lift-off techniques, yielding, for
example, GaAs lines of 10 nm. Silicon structures with high aspect ratios (up to 7)
were fabricated by masking Si surfaces with gold nanoparticles and subsequent
reactive ion etching in SiC, and plasma. Using 15 nm diameter particles, Si
column with a height of up to 100 nm could be achieved. Particles as small as
2 nm were still efficient etching masks [2].

Si needles with extremely high aspect ratios and very small tip diameters were
fabricated by a combination of the so-called vapor liquid solid (VU) techniques
with ion beam etching. Initially, silicon needles several micrometers in length but
only a few micrometers in diameter were created by catalytic deposition on Si
from a SiCl/H2 gas mixture. In a second step, these needles were sharpened using
Ar or N ions at 30 keV, resulting in tip radii as low as 2 nm. Comparable values
were realized by deposition of gold particles on single silicon crystals prior to
silicon wafer growth.

Silicon has been subjected to a variety of scanning probe nanolithography
experiments. The preferred approach was the oxidation of Si–H surfaces or the
direct oxidation of Si into the oxide for local structure fabrication. Another
approach applies the direct extraction or deposition of silicon atoms. The width of
STM-based, anodically oxidizedlines in silicon increases with voltage, tip current
or exposure time. Similar to metals, nanostructured semiconductor materials are of
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great interest for the fabrication of single electron tunneling devices. Thus free-
standing nanobars of highly-doped silicon with a length of 800 nm and a cross-
section of 24 9 80 nm have been fabricated. These dimensions are of great
interest to single electron memory devices at room temperature [2].

2.5 Carbon

Carbon is a unique material, and can be a good metallic conductor in the form of
graphite, a wide band gap semiconductor in the form of diamond, or a polymer
when reacted with hydrogen. Carbon provides examples of materials showing the
entire range of intrinsic nanometer scaled structures from fullerenes, which are
zero-dimensional nanoparticles, to carbon nanotubes, one-dimensional nanowires
to graphite, a two-dimensional layered anisotropic material, to fullerene solids,
three-dimensional bulk materials with the fullerene molecules as the fundamental
building block of the crystalline phase. In this section, we will briefly discuss the
synthesis and some properties of fullerenes, fullerene crystals and carbon nano-
tubes. For more general research information about carbon science or detailed
information on carbon fullerenes and carbon nanotubes, the readers are referred to
excellent review articles and books, such as that by Dresselhaus and references
therein [8].

Nano-objects of carbon are of particular interest in nanotechnology. They
include Buckminster-fullerenes and carbon nanotubes. While the regular, spherical
Buckminster fullerenes (e.g., CbOe) exhibit properties of individual single mole-
cules with dimensions in the lower nanometer range, the carbon nanotubes rep-
resent a class of nanoobjects that combine properties of molecules with those of
solid substrates, and cover a range of dimensions from several micrometers
(length) down to a few nanometers (diameter). Therefore, carbon nanotubes
exhibit properties of both the mesoscopic world, such as controlled single electron
transport, with access to manipulations typical for micro objects. The fabrication
of larger quantities of carbon nanotubes has been demonstrated [2, 9].

Carbon nanotubes are often complex structures. Multi-walled tubes reach
diameters above 100 nm with hierarchies of several orders of helical structures.
Beside continuous walls, spiral cross-sections are also observed. Such tubes with a
certain rigidity and length are interesting objects for nanomechanics. One appli-
cation is their use as ultra thin tips for scanning force microscopy that can be
enhanced by subsequent chemical modification for chemical affinity scanning
force microscopy. Fullerenes are not only interesting as individual nanoobjects,
but also as material for structures in the medium nanometer range. Regular
structures in this dimension can be realized by a self-organization process during
the thermal activation of fullerene crystals. Single crystals of CG0 exhibit a
photon-induced surface reconstruction that leads to periodic structures with
dimensions of 30–40 nm [2, 10].
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Carbon nanotubes, long thin cylinders of carbon, were discovered in 1991.
These are large macromolecules that are unique for their size, shape, and
remarkable physical properties. They can be thought of as a sheet of graphene
(a hexagonal lattice of carbon) rolled into a cylinder. These intriguing structures
have sparked much excitement in recent years and a large amount of research has
been dedicated to their properties. Currently, the physical properties are still being
discovered and disputed. Carbon nanotubes, (Figs. 3, 4) exist as a macromolecule
of carbon, analogous to a sheet of graphite (the pure, brittle form of carbon in your
pencil lead) rolled into a cylinder. Graphite looks like a sheet of chicken wire, a
tessellation of hexagonal rings of carbon. Sheets of graphite in your pencil lay
stacked on top on one another, but they slide past each other and can be separated
easily, which is how the graphite is used for writing [11].

However, when coiled, the carbon arrangement becomes special and bonding
becomes very strong. In fact, nanotubes have been known to be up to 100 times as
strong as steel. These nanotubes have a hemispherical ‘‘cap’’ at each end of the
cylinder. They are light, flexible, thermally stable, and are chemically inert.
They have the ability to be either metallic or semi-conducting depending on the
‘‘twist’’ of the tube. Carbon nanotubes can be found in both single-walled
(SWCNT) and multiwalled forms (MWCNT). Determining the elastic properties
of SWNTs has been one of the most hotly disputed areas of nanotube study in
recent years. On the whole, SWNTs are stronger than metallic glasses and have a
much larger elastic limit than steels, and are resistant to damage from physical
forces. Pressing on the tip of the nanotube will cause it to bend without damage to
the tip or the whole CNT. When the force is removed, the tip of the nanotube will
recover to its original state. Quantizing these effects, however, is rather difficult

Fig. 3 Carbon nanotubes
[11]
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and an exact numerical value cannot be agreed upon. The value of Young’s
modulus (elastic modulus) for SWNTs lies close to 1 TPa. The maximum tensile
strength is close to 30 GPa [11].

2.6 Coatings and Thin Films

Coatings and thin films are applied to structural bulk materials in order to improve
the desired properties of the surface, such as wear resistance, friction, corrosion
resistance and keeping the bulk properties of the material unchanged. A typical
example is nitriding and carbonitriding of steel parts for engines and other surface
applications at relatively low temperatures of about 500 �C in order to increase the
hardness of the surface and reduce the wear rate [11].

Modern nanostructured coatings and thin films for structural and functional
applications, which were developed during the past decades, are used mainly for
wear protection of machining tools and for the reduction of friction in sliding parts
and matting surfaces. One distinguishes between nanolayered coatings, where a
few nanometers thin layers of two different materials are deposited subsequently,
and nanocomposites, which are, in the optimum case, isotropic. The superhard
nanocomposites, such as nc-(Ti1 - xAlx)N/a-Si3N4 (nc- and a- stand for nano-
crystalline and X-ray amorphous, respectively), show superior cutting performance
as compared with conventional, state-of-the art hard coatings (Ti1 - xAlx)N that
presently dominate the applications for dry machining. The costs of their

Fig. 4 Schematic models for
single-wall carbon nanotubes
a an armchair nanotube;
b a zigzag nanotube;
and c a chiral nanotube [8]
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large-scale industrial production are comparable with those of the conventional
coatings. Also, the heterostructures and multilayer coatings are successfully
applied on industrial scale. Low-friction nanostructured coatings consisting of a
hard transition-metal carbide or nitride in combination with a solid lubricant, such
as diamond-like carbon (DLC), MoSi2, WS2 and others that combines with a high
hardness and low friction. They are applied in a variety of bearings and sliding
parts operating without liquid lubricants, which is an important advantage
particularly in a hostile environment, and when the movable parts have to stop and
go very frequently, e.g. in the textile industry. The recent development of nano-
composites consisting of a hard transition-metal nitride or carbide in combination
with soft and ductile metal is likely to find numerous applications in a variety of
machine parts. The hardness of these coatings varies between about 13 and 30 GPa
depending on the composition. When deposited under energetic ion bombardment
and temperatures below about 350 �C, an enhancement of the hardness up to about
50 GPa was found, in a similar way as for hard transition-metal nitrides (e.g.
100 GPa for TiAlVN and 80 GPa for TiN). However, this hardness enhancement
is of a little use because, upon annealing to C500 �C, these coatings soften.
Unfortunately, these nanocomposites were often confused with the thermally
highly stable superhard nanocomposites prepared according to the generic design
principle [11].

2.7 Mesoporous Materials

According to the classification made by IUPAC, porous solids can be grouped into
three categories, depending on their pore diameter: microporous (d \ 2 nm),
mesoporous (2 nm \ d \ 50 nm), and macroporous (d [ 50 nm) materials.
Almost all of zeolites and their derivatives are microporous, whereas surfactant
template mesoporous materials and most xerogels and aerogels are mesoporous
materials. In this section, we will briefly introduce these mesoporous materials and
their respective synthesis techniques. This field has been extensively covered with
excellent review articles [12, 13].

Though periodic mesoporous silica had been discovered in 1990, or even much
earlier, this type of materials did not attract much attention until 1992, upon the
publication of two groundbreaking papers by a group of Mobil’s scientists
describing the so-called M41S family of mesoporous silicas. Since then, research
in this topic has grown so dramatically that it has developed into a separate field.
Well over 3000 papers dealing with such materials have been published and a
number of international meetings were also devoted to mesoporous materials [14].

Currently, periodic mesoporous silicas may bereadily prepared under an
extremely wide range of conditions. Figure 5 shows schematically, the structural
parameters that have been explored in the design and synthesis of periodic
mesoporous materials. In addition to cationic alkyltrimethylammonium surfac-
tants, a large variety of amphiphile molecules including cationic, anionic, neutral,
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zwitterionic, bolaamphiphile, gemini anddivalent surfactants as well as many
commercially available oligomers and triblockcopolymers and appropriate
mixtures were found to be suitable for the preparation of periodic mesoporous
silicas. The pH and temperature conditions ranged from extremely acidic to highly
basic and from sub ambient to ca. 170 �C, respectively [14].

Furthermore, silica mesophases were in turn used as templates for the synthesis
of a variety of other materials such as nanoporous carbons and polymers, as well as
metallic and semiconductor nanowires. This extensive effort in the area of
synthesis was paralleled by the development of innovative applications not only
inconventional fields such as adsorption, separation and catalysis, but also in the
area of advanced materials based on their often unique electronic, magnetic and
optical properties, or as hosts for quantum dots and sensing species [14].

Since the discovery of the M41S family of silica mesophases, the supramo-
lecular templating technique became a powerful method for the synthesis of
mesostructured materials with narrow pore size distributions. Figure 5 lists the
main experimental parameters that have been explored in the design and synthesis
of such materials [14].

Fig. 5 Structural parameters for the design of mesostructured materials [14]
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On average, every 2 years since 1992, a new and exciting development in this
field occurs. As far as the synthesis of mesostructured materials is concerned, the
most important milestones are (i) generalization of synthesis strategies,
(ii) framework and surface modified silicas, (iii) non-silica mesostructured mate-
rials, (iv) mesoporous organosilicates, and (v) assembly of zeolite seeds into
mesoporous structures [14].

Parallel to this remarkable progress in synthesis, a wide variety of potential
applications were also investigated. Surface and framework modified mesoporous
silicates were tested in a wide range of catalytic processes. The recent discovery
that zeolite seeds can be assembled in the presence of amphiphilic molecules into
hydrothermally stable mesoporous structures will undoubtedly provide a new
impetus to research in acid, redox and photo-catalytic applications using such
materials. Moreover, mesoporous silicates were used as molds or nanoreactores
for the synthesis of other advanced materials such as metallic or semiconducting
nanowires and nanoparticles, as well as nanoporous carbons, metals and
polymers [14].

Many mesostructured non-silica oxides and transition metal chalcogenides
showed promising applications based on their unique electronic, magnetic or
optical properties. The area of synthesis having reached a high level of maturity, it
is anticipated that in the future, more attention will be focused on developing
innovative applications using mesostructured materials. Figure 6 illustrates neutral
templating mechanism [14].

Fig. 6 Neutral templating mechanism [14]
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2.8 Nano Crystalline Alloys and Magnetic Materials

A wide variety of nanocrystalline metallic alloys have been developed in recent
years, manufactured by rapid solidification from the liquid, condensation from the
vapor, electrodeposition and heat treatment of an amorphous precursor. These
nanocrystalline alloys have produced considerable scientific interest in
understanding the relationships between processing methods and circumstances,
structure and properties, and considerable technological interest in use of the
resulting products with a wide variety of novel mechanical, magnetic and other
properties [15].

High resolution electron microscopy (HREM) has been applied to the under-
stand structure of amorphous alloys, which are strongly dependent on their
quenching history in forming the amorphous structure. Atomic medium range order
(MRO) in which atomic correlation extends more than several atomic distances
often exists in amorphous alloys formed by rapid-quenching and sputter-deposition.
The structures of these medium range order regions can be estimated by high-
resolution electron microscopy and image simulation when the medium range order
sizes are as large as 1–2 nm on the basis of local lattice-fringe spacing and cross-
angles of fringes. In amorphous Fe84B16 body centered cubic medium range
ordered structures were identified, while in amorphous Pd77:5Cu6Si16:5 and
Pd82Si18 face centered cubic medium range ordered structures were identified in
the as-formed states by high-resolution electron microscopy. The high-resolution
electron microscopy identification of the structure, however, becomes uncertain
when the atomic arrangements of medium range order become complex. In such
cases, a nanoelectron probe with a probe size of 0.5–2 nm in a field-emission
transmission electron microscope (FE-TEM) helps to produce electron diffraction
structure analysis of the medium range order [15].

High-strength Al- and Mg-based bulk alloys consisting of novel nanoscale
non-equilibrium phases have been produced by rapid solidification and powder
metallurgy techniques in Al-Ln-LTM, Al-ETM-LTM and Al-(V,Cr,Mn)-LTM
(Ln�lanthanide metal, LTM�VII and VIII group transition metals, ETM�IV to
VI group transition metals) alloys with high Al contents of 92–95 % as well as in
Mg-Zn-Y alloys with high Mg contents of 96–97 %. Excellent mechanical prop-
erties have been obtained by controlling the composition, clustered atomic con-
figuration and stability of the super cooled liquid. The non-equilibrium structures
are composed of amorphous, icosahedral quasicrystalline or long periodic hexag-
onal phases [15].

2.9 Quantum Dots

Nanotechnology is providing an ever increasing number of devices and structures
having one, or more than one, dimension less than or equal to about 100 angstroms.
The question naturally arises as to the effect of dimensional confinement on the
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properties on the phonons in such nanostructures as well as the properties of the
phonon interactions in nanostructures. Phonon interactions are altered unavoidably
by the effects of dimensional confinement of the phonon modes in nanostructures.
These effects exhibit some similarities to those for an electron confined in a quantum
dot [16].

Nanoscale materials frequently show behavior which is intermediate between
that of a macroscopic solid and that of an atomic or molecular system. Consider,
for instance, the case of an inorganic crystal composed of few atoms. Its properties
will be different from those of a single atom, but we cannot imagine that they will
be the same as those of a bulk solid. The number of atoms on the surface of crystal,
for instance, is a significant fraction of the total number of atoms (as discussed
above), and therefore will have a large influence on the overall properties of the
crystal. We can easily imagine that this crystal might have a higher chemical
reactivity than the corresponding bulk solid and that it will probably melt at lower
temperatures. A fundamental aspect of quantum mechanics is the particle-wave
duality, introduced by De Broglie, according to which any particle can be asso-
ciated with a matter wave whose wavelength is inversely proportional to the
particle’s linear momentum. Whenever the size of a physical system becomes
comparable to the wavelength of the particles that interact with such a system, the
behavior of the particles is best described by the rules of quantum mechanics.
The solutions of the Schrodinger equation in such case are standing waves con-
fined in the potential well, and the energies associated with two distinct wave
functions are, in general, different and discontinuous. This means that the particle
energies cannot take on any arbitrary value, and the system exhibits a discrete
energy level spectrum. Transitions between any two levels are seen as discrete
peaks in the optical spectra, for instance. The system is then also referred to as
‘‘quantum confined’’. If all the dimensions of a semiconductor crystal shrink down
to a few nanometers, the resulting system is called a ‘‘quantum dot’’ [17].

Quantum dots are the ultimate example of a solid in which all dimensions
shrink down to a few nanometers. Moreover, semiconductor quantum dots are
probably the most studied nanoscale systems. When charge carriers and excitations
are confined in all three dimensions, the system is called a ‘‘quantum dot’’. The
division is somewhat arbitrary, since, for instance, clusters made of very few
atoms are not necessarily considered as quantum dots. Although clusters are
smaller than the De Broglie wavelength, their properties depend critically on their
exact number of atoms. Large clusters have a well-defined lattice and their
properties no longer depend critically on their exact number of atoms. The ultimate
technique for the fabrication of quantum dots should be able to produce significant
amounts of sample, with such a high control of quantum dot size, shape and
monodispersity that single-particle properties are not averaged by sample inho-
mogeneity. So far, ensembles of quantum dots produced by the best available
techniques still show behavior deriving from a distribution of sizes, but this field is
evolving very rapidly. Various techniques lead to different typologies of quantum
dots. The confinement can be obtained in several different ways, and in addition
the quantum dot itself can have a peculiar arrangement with respect to its
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surrounding: it can be embedded into a matrix or grown onto a substrate, or it can
be a ‘‘free’’ nanoparticle. Each of these cases is strictly related to the preparative
approach chosen [17].

2.10 Nanostructured Biological Materials

Several billion years of evolution have led to the generation of an astonishing
variety of biological organisms. These organisms vary in many ways, but their
fundamental building blocks remain the chemical structures of nucleic acids,
proteins, and lipids that make life possible. The hierarchical assembly of these
fundamental building blocks into working biochemical machinery is the founda-
tion of cellular function. Many of these assembly processes, however, occur at a
size regime in which visualization and characterization are difficult. Detailed
structural characterization is an essential goal, not only for understanding these
processes, but also for harnessing this technology for later technological
application [18].

Each of the biological materials mentioned (nucleic acids, proteins, and lipids)
is nanostructured in different ways. Nucleic acids, through base stacking and
specific hydrogen bond base pairing, are the informational media for the genetic
code. Furthermore, nucleic acids can fold into complex structures that are chem-
ically active. The structure of biological materials is a result of both their chemical
composition and their environment. Chemical composition, such as the polypep-
tide sequence of a protein or the sequence of bases in a nucleic acid strand, is a key
determinant of structure. Environment affects the structure of these materials in
much more subtle and deterministic ways than most man-made materials. The
components found in an aqueous solution, as well as their concentrations, will
determine the detailed structure of a bimolecular system. The behavior of these
biomaterials varies and often goes beyond a simple assessment of their function.
For example, although an enzyme’s duty may be converting a substrate into a
product, its behavior in a given system may involve not only that catalytic process,
but also such processes as diffusive motions, regulatory controls, conformational
changes, and environmental factors. These behaviors are important, for they
dictate what is actually occurring with the enzyme in the broadest sense; they are
not limited, for example, to a simple chemical transformation. As biological
systems are utilized more and more for technological applications, their behavior
in particular, nonphysiological environments becomes more critical.

Manipulation of these biomolecular assemblies and the nanomaterials they are
used in involves engineering and control at the nanometer-scale. This often means
ordering a material by crystallization or confining it to nanometer scale regions
through the use of patterning or lithography. The ability to change a system at the
nanometer scale to construct new, scientifically interesting systems or to suit new
design requirements is one of the most exciting aspects of this field and is broadly
termed nanostructured materials research [18].
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3 Nanocomposites

3.1 Introduction

The field of nanocomposite materials has been under close attention, imagination,
and close scrutiny of scientists and engineers in recent years. This scrutiny results
from the simple premise that using building blocks with dimensions in the
nanosize range makes it possible to design and create new materials with
unprecedented flexibility and improvements in their physical properties.

Nanocomposites and nanograined materials have been studied extensively
mainly for improved physical properties [19] Nanocomposites refer to materials
consisting of at least two phases with one dispersed in another that is called matrix
and forms a three-dimensional network, whereas nanograined materials are
generally multi-grained single phase polycrystalline materials. A reduced particle
size would definitely promote the densification of composites and polycrystalline
materials, due to the large surface area and short diffusion distance [6].

The ability to tailor composites by using nanosize building blocks of hetero-
geneous chemical species has been demonstrated in several interdisciplinary fields.
The most convincing examples of such designs are naturally occurring structures
such as bone, which a hierarchical nanocomposite is built from ceramic tablets and
organic binders. Because the constituents of a nanocomposite have different
structures and compositions and hence properties, they serve various functions.
Thus, the materials built from them can be multifunctional. Taking some clues
from nature and based on the demands that emerging technologies put on building
new materials that can satisfy several functions at the same time for many
applications, which scientists have been devising synthetic strategies for producing
nanocomposites. These strategies have clear advantages over those used to
produce homogeneous large-grained materials. Behind the push for nanocom-
posites is the fact that they offer useful new properties compared to conventional
materials [20].

Nanocomposites can be considered solid structures with nanometer-scale
dimensional repeat distances between the different phases that constitute the
structure. These materials typically consist of an inorganic (host) solid containing
an organic component or vice versa. Or they can consist of two or more inorganic/
organic phases in some combinatorial form with the constraint that at least one of
the phases or features is in the nanosize [20].

Many efforts are under way to develop high-performance ceramics that have
promising properties for engineering applications such as highly efficient gas
turbines, aerospace materials, automobiles, etc. Even the best processed ceramic
materials used in applications pose many unsolved problems; among them, rela-
tively low fracture toughness and strength, degradation of mechanical properties at
high temperatures, and poor resistance to creep, fatigue, and thermal shock.
Attempts to solve these problems have involved incorporating second phases such
as particulates, platelets, whiskers, and fibers in the micron-size range at the matrix
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grain boundaries. However, results have been generally disappointing when
micron-size fillers are used to achieve these goals. Recently the concept of
nanocomposites has been considered, which is based on passive control of the
microstructures by incorporating nanometer-size second-phase dispersions into
ceramic matrices [20]. Dispersing metallic second-phase particles into ceramics
improves their mechanical properties (e.g., fracture toughness). A wide variety of
properties, including magnetic, electric, and optical properties, can also be,
tailored in the composites due to the size effect of nanosized metal dispersions.
Conventional powder metallurgical methods and solution chemical processes like
sol–gel and co-precipitation methods have been used to prepare composite pow-
ders for ceramic/metal nanocomposites such as Al2O3/W, Mo, Ni, Cu, Co, Fe,
ZrO2/Ni, Mo, MgO/Fe, Co, Ni; and so on [20].

Nanocomposite technology is also applicable to functional ceramics such as
ferroelectric, piezoelectric, varistor, and ion-conducting materials. Incorporating a
small amount of ceramic or metallic nanoparticles into BaTiO3, ZnO, or cubic
ZrO2 can significantly improve their mechanical strength, hardness, and toughness,
which are very important in creating highly reliable electric devices operating in
severe environmental conditions [20].

Advanced bulk ceramic materials that can withstand high temperatures
([1500 �C) without degradation or oxidation are needed for applications such as
structural parts of motor engines, gas turbines, catalytic heat exchangers, and
combustion systems. Such hard, high-temperature stable, oxidation-resistant
ceramic composites and coatings are also in demand for aircraft and spacecraft
applications [20].

Considerable attention has been devoted to ‘‘functionally graded nanocom-
posite materials’’, for which gradually varying the dispersion (nanoparticles) to
matrix ratio in chosen directions continuously changes the material. An example of
such a material is SiC dispersions in a C (pyrolytic graphite) matrix, which has
served well as thermal barriers on the space shuttle due to its excellent resistance
to oxidation and thermal shock [20].

Thin-film nanocomposites are films consisting of more than one phase, in which
the dimensions of at least one of the phases are in the nanometer range. These
nanocomposite films can be categorized as multilayer films, in which the phases
are separated along the thickness of the film, or granular films, in which the
different phases are distributed within each plane of the film. Multilayered thin-
film nanocomposites consist of alternating layers of different phases and have a
characteristic thickness on the order of nanometers. These films are usually used
for their enhanced hardness, elastic moduli, and wear properties [20].

Improved wear resistance, good high-temperature stability, and improved
friction properties are important characteristics of good coatings for use in
applications such as cutting tools. Most widely used coatings are made from TiN,
TiC, TiAlN, CrN, diamond-like carbon (DLC), WC/C, MoS2, Al2O3, etc. For
improved coatings in which lower friction, increased life time, increased tough-
ness, higher thermal stability, and in some cases, environmental (biomedical, for
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example) compatibility are needed, new types of materials are being considered,
including nanocomposite materials.

The mechanical behavior of carbon nanotubes is exciting, since nanotubes are
seen as the ultimate carbon fiber ever made. The most important application of
nanotubes, based on their mechanical properties, will be as reinforcements in
composite materials. The nanotube reinforcements promise to increase the fracture
toughness of the composites by absorbing energy through their highly flexible
elastic behavior during deformation, which will be especially important for
nanotube-based ceramic matrix composites. Possible applications are in light-
weight armor or conductive durable ceramic coatings [20].

Polymer composites are important commercial materials with applications that
include filled elastomers for damping, electrical insulators, thermal conductors,
and high-performance composites for use in aircraft. Materials with synergistic
properties are chosen to create composites with tailored properties; for example,
high-modulus but brittle carbon fibers are added to low-modulus polymers to
create a stiff, lightweight composite with some degree of toughness. Recently, a
large window of opportunity has opened to overcome the limitations of traditional
micrometer-scale polymer composites–nanoscale filled polymer composites in
which the filler is \100 nm in at least one dimension. Although some nanofilled
composites (carbon black and fumed silica filled polymers) have been used for
more than a century, research and development of nanofilled polymers has greatly
increased in recent years, for several reasons. The small size of nanofillers can also
lead to unique properties of the particles themselves [20].

For example, single-walled nanotubes are essentially molecules, free from
defects, and have a modulus as high as 1 TPa and strengths that may be as high as
500 GPa. In addition to the effect of size on particle properties, the small size of
the fillers leads to an exceptionally large interfacial area in the composites. The
interface controls the degree of interaction between the filler and the polymer and
thus controls the properties. Therefore, the greatest challenge in developing
polymer nanocomposites may be learning to control the interface. Thus, it seems
relevant to define the interfacial region and discuss its properties [20].

Nanocomposites and nanograined materials are not necessarily limited to the
bulk materials made by sintering nanosized powders. Deposition of a solid inside a
porous substrate, by vapor chemical reactions, is one established technique,
referred to as chemical vapor infiltration, for the synthesis of composite [21].
Nanocomposites of polymers and metals or polymers and semiconductors are
reviewed by Caseri [22]. Extensive research on various carbon nanotube com-
posites were reviewed by others. A variety of nanostructured materials that have
been discussed in previous chapters including this one can be perfectly grouped as
nanocomposites or nanograined materials. For example, class I organic–inorganic
hybrids can be considered as an organic–inorganic nanocomposite, anodic alumina
membrane filled with metal nanowires is metal-ceramic composite.
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3.2 Ceramic Nanocomposites

In the past few years, considerable attention has been paid to the development of
nanocrystalline ceramics with improved mechanical strength and stiffness, and
enhanced wear resistance. Decreasing the grain size of ceramics to the submi-
crometer/nanometer scale leads to a marked increase in hardness and fracture
strength. However, nanocrystalline ceramics generally display worse fracture
toughness than their microcrystalline counterparts. The toughness of nanoceramics
can be enhanced by adding second phase reinforcements. Grain size refinement in
ceramics and their composites can yield superplasticity at high strain rates.
Superplasticity is a flow process in which crystalline materials exhibit very high
tensile ductility or elongation prior to final failure at high temperatures. Super-
plastic deformation is of great technological interest because it leads to lower
processing temperature and time, and enables near net shape forming of ceramic
products. The ability to prevent premature failure of ceramics at high strain rates
can have a large impact on the production processes. The development of
advanced technologies in the aeronautics, space and energy sectors requires high
performance materials with excellent mechanical properties, high thermal
conductivity and good wear resistance. Metallic composites can meet these
requirements but they suffer from corrosion and oxidation upon exposure to severe
aggressive environments [23].

Ceramic-based materials such as zirconia (ZrO2), alumina (Al2O3), silicon
carbide (SiC), silicon nitride (Si3N4) and titanium carbide (TiC) have been used in
industrial sectors at high temperatures due to their intrinsic thermal stability, good
corrosion resistance, high temperature mechanical strength and low density.
However, ceramics are known to exhibit low fracture toughness since plastic
deformation in ceramics is very limited. Several approaches have been adopted to
improve the fracture toughness of ceramics. Transformation toughening involves
the occurrence of phase transformation in zirconia-based ceramics to arrest the
propagation of cracks. Pure zirconia exhibits three different crystalline structures:
monoclinic (room temperature to 1170 �C), tetragonal (1170–2370 �C) and cubic
([2370 �C). Several stabilizers or dopants are known to stabilize the tetragonal
and cubic phases at room temperature in the metastable state. Partial stabilization
enables retention of the metastable tetragonal phase of zirconia at ambient
temperature by adding appropriate dopants such as MgO, CaO and Y2O3 [23].

Fracture toughness of ceramics can also be improved by the addition of ceramic
reinforcements in the forms of particulates, whiskers, and fibers to form ceramic
matrix composites (CMCs). The reinforcing effect of fibers is much higher that of
particulates and whiskers. Continuous silicon carbide and carbon fibers have been
widely used to reinforce ceramics. The toughening mechanisms of fiber-reinforced
CMCs are mainly attributed to the crack deflection at the fiber-matrix interface,
crack bridging and fiber pull-out. It has been demonstrated that weak fiber-matrix
interfacial bonding facilitates the fiber pull-out toughening mechanism to operate.
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This is due to strong interfacial bonding which allows the crack to propagate
straight through the fibers, resulting in low fracture toughness [23].

3.3 Carbon Nanotube Reinforced Ceramic Nanocomposites

Carbon nanotubes (CNTs) with high aspect ratio, extraordinary mechanical
strength and stiffness, excellent thermal and electrical conductivity (as briefly
discussed above in previous sections) are attractive nanofillers which produce
high-performance ceramic composites with multifunctional properties. The rein-
forcing effect of CNTs with high aspect ratio is considered to be analogous to that
of continuous or short-fiber-reinforcement. The superior flexibility of CNTs is very
effective in improving the fracture toughness of brittle ceramics. This is accom-
plished by means of crack deflection at the CNT-matrix interface, crack-bridging
and CNT pull-out mechanisms. Recently, Huang et al. reported that SWNTs
exhibit super plastic deformation with an apparent elongation of 280 % at high
temperatures. This finding shows the potential application of CNTs as reinforcing
fillers for CMCs with improved ductility. Thus, such ceramic-CNT nanocomposite
could possess superplastic deformability. Peigney et al. investigated the extruding
characteristics of metal oxide-CNT nanocomposites at high temperatures. They
indicated that superplastic forming of nanocomposites will become easier through
addition of CNTs. All these attractive and unique properties of CNTs enable
materials scientists to create novel strong and tough ceramic and metallic nano-
composites. Moreover, the electrical and thermal conductivities of ceramics can be
improved markedly by adding nanotubes. The electrical conductivity of alumina-
CNT composites can reach up to twelve orders of magnitude higher than their
monolithic counterpart. Recent study has shown that the thermal conductivity of
alumina-CNT nanocomposites exhibits anisotropic behavior. The nanocomposites
conduct heat in one direction, along the alignment of the nanotube axial direction,
but reflect heat at right angles to the nanotubes. This anisotropic thermal behavior
makes alumina-CNT nanocomposites potential materials for application as thermal
barrier layers in microelectronic devices, microwave devices, solid fuel cells,
chemical sensors, and so on [23].

3.4 Preparation of Carbon Nanotube Reinforced Ceramic
Nanocomposites

Despite the fact that the CNTs exhibit remarkable mechanical properties, the
reinforcing effect of CNTs in ceramics is far below our expectation. The problems
arise from inhomogeneous dispersion of CNTs within the ceramic matrix, inade-
quate densification of the composites and poor wetting behavior between CNTs
and the matrix. All these issues are closely related to the fabrication processes for
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making ceramic-CNT nanocomposites. As recognized, CNTs are hard to disperse
in ceramics. They tend to form clusters caused by van der Waals force interactions.
Such clustering produces a negative effect on the physical and mechanical prop-
erties of the resulting composites. Individual nanotubes within clusters may slide
against each other during mechanical deformation, thereby decreasing the load
transfer efficiency. Furthermore, toughening of the ceramic matrix is difficult to
achieve if the CNTs agglomerate into clusters. Carbon nanotube clusters minimize
crack bridging and pull-out effects greatly. Therefore, homogeneous dispersion of
CNTs in the ceramic matrix is a prerequisite of achieving the desired mechanical
properties [23].

Spark plasma sintering (SPS) is recognized as an effective process for achieving
higher densification of ceramics at a relatively lower temperature with short
holding time. Accordingly, several researchers have used the SPS method to
consolidate ceramic-CNT nanocomposites. For instance, Balazsi et al. compared
the effects of HIP and SPS treatments on the microstructural and mechanical
properties of Si3N4/MWNT nanocomposites. Large differences in the properties of
composites prepared by these two sintering techniques have been found. Fully
dense nanocomposites with improved mechanical properties can be achieved using
the SPS method. In contrast, HIP-treated composites exhibit a partially dense
structure with coarse grains [23].

One possible approach to improve the wettability between CNTs and inorganic
ceramic host is to coat CNT surfaces with proper surfactants. However, surfactants
may introduce undesirable impurities that can affect the sintering process and
resulting ceramic-CNT composite properties. It has been reported that molecular
level mixing, aqueous colloid and polymer-derived ceramics processes can yield
homogeneous dispersion of CNTs and strong interfacial strength in the ceramic-
CNT nanocomposites. For example, Fan et al. reported that the fracture toughness
of the alumina/SWNT nanocomposites is twice that of monolithic alumina. They
attributed this to the strong interfacial CNT-alumina bonding obtained by
heterocoagulation [23].

3.5 Oxide-Based Ceramic Nanocomposites

For most Al2O3/CNT nanocomposites, CNTs were synthesized independently, and
then introduced into micro- or nano alumina powders under sonication to form
nanocomposites. This may lead to poor dispersion of nanotubes in the alumina
matrix. A growing interest has been directed toward the synthesis of Al2O3/CNT
nanocomposites by the in situ reaction method. This can be achieved by exposing
transition metal/metal oxide catalysts to reactive gases at high temperatures. The
advantage of this technique is that the CNTs formed in situ are directly incorpo-
rated into the alumina matrix during the synthetic process. For instance, Peigney
et al. used a catalysis method for the in situ production of composite powders [23].
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Silica-based ceramics are attractive materials for use in optical devices but their
brittleness limits their applications. The incorporation of CNTs into silica can
improve its mechanical performance markedly. Since CNTs have unique linear
and nonlinear optical properties, silica-CNT nanocomposites show promise for
photonic applications including optical switching, optical waveguides, and optical
limiting devices and so on. The nanocomposites also exhibit excellent low
dielectric constant and electromagnetic shielding characteristics. Silica-CNT
nanocomposites can be produced by direct powder mixing, sol–gel and electro-
phoretic deposition (EPD) processes. Among them, sol–gel is often used to make
silica-CNT nanocomposites with better dispersion of CNTs in silica [23].

Titania (TiO2) is a semiconducting oxide with high photocatalytic ability.
It finds application in many technological areas such as microelectronics,
photocatalysis and sensors. Titania is also an important bioceramic coating
material for metal implants due to its excellent biocompatibility. Incorporating
CNTs into titania can lead to the development of novel composite materials with
advanced functional properties for photocatalytic, microelectronic and biomedical
applications. The techniques used for forming titania-CNT nanocomposites
include heterocoagulation, sol–gel and hydrothermal treatment [23].

Zirconia-based ceramics are well recognized for their excellent mechanical,
electrical, thermal and optical properties. They find a broad range of industrial
applications including oxygen sensors, solid oxide fuel cells and ceramic mem-
branes. The physical and mechanical properties of zirconia can be further enhanced
by adding low loading level of CNTs. Zirconia-CNT nanocomposites can be fab-
ricated by hot-pressing, heterocoagulation and hydrothermal crystallization [23].

3.6 Non Oxide-Based Ceramic Nanocomposites

Non-oxide ceramics such as silicon carbide, boron carbide and silicon nitride are
attractive structural materials for high temperature applications because of their low
density, super hardness, and excellent thermal and chemical stability. Despite these
advantages they are susceptible to fast fracture during mechanical loading due to
their inherently brittle nature. The incorporation of metal nanoparticles into such
ceramics can mitigate the problems associated with brittleness. Carbon nanotubes
with high aspect ratios are excellent reinforcing and toughening materials for
improving the toughness of non-oxide ceramics. Silicon carbide exhibits different
crystalline structures from hexagonal (a-SiC), cubic (b-SiC) to rhombohedral. The
cubic b-SiC is particularly important due to its higher bending strength, hardness,
stiffness and fracture toughness when compared with a-SiC. Because of the high
melting point of silicon carbide, the M-method becomes the primary processing
technique for making ceramic products. Further, silicon carbide exhibits poor
sinterability due to its strong covalent bonding and high melting point. Thus,
sintering aids must be added to obtain dense ceramic specimens. SiC-CNT
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nanocomposites have been fabricated by spray pyrolysis, conventional powder
mixing followed by hot pressing or by SPS, microwave synthesis and preceramic
polymer precursor methods. Spark plasma sintering with very short processing time
is an alternative consolidation route for SiC-CNT nanocomposites. However, SPS of
SiC-based materials must be carried out at 1800 �C due to the strong covalent
bonding of ceramics. Hirota et al. studied the effect of SPS temperature on the
microstructure of monolithic SiC and its composites reinforced with carbon
nanofibers. Monolithic SiC and its composites were prepared by direct mixing of
powder constituents in methyl alcohol followed by ball milling and SPS [23].

It is recognized that silicon nitride is difficult to sinter and consolidate into a
dense material using conventional sintering processes. The incorporation of CNTs
into silicon nitride would further impair its sinterability. Balazsi et al. fabricated
the Si3N4/1 % MWNT nanocomposite using hot isostatic pressing and SPS.
For the hipping process, ball-milled composite powder mixtures were sintered at
1700 �C under a pressure of 20 MPa for 3 h, and under 2 MPa for 1 h, respec-
tively. In the case of SPS, ball-milled composite powder mixtures were consoli-
dated at 1500 �C under 100 MPa for 3 min, and at 1650 �C under 50 MPa for
3 min, respectively [23].

4 Properties

When interpreting the experimental results, obtained for bulk nanomaterials, it is
important to be able to distinguish grain boundary (associated with interfaces) from
volume (associated with small grain size) effects. This problem is far beyond being
solved because till now, investigations of bulk nanomaterials are in the stage of
collecting experimental results. For this reason, the level of understanding of the
structure and properties of the bulk nanocrystalline materials is considerably lower
in comparison with isolated nanoparticles. The properties of bulk nanomaterials are
significantly related to the particle size and the state of the grain boundaries [24].

4.1 Magnetic Properties

Three main phenomena that characterize magnetism in matter are:

• The formation of the magnetic moment on the atomic scale,
• The occurrence of magnetic order, resulting from the strong interactions existing

between atomic moments,
• The alignment of moments along some favored crystallographic axis, leading to

the phenomenon of magnetic anisotropy.

Iron, cobalt and nickel belong to the first series of magnetic elements, the 3rd
series, whilst the second series comprises the 14 rare earth elements. A moving
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electric charge is the source of a magnetic field and a magnetic moment can be
associated with it. On the atomic scale, magnetism results from electron motion [3].

The main interactions between electrons in matter are due to electrostatic
repulsion. In quantum mechanics, the Hamiltonian describing them contains the
so-called exchange term, resulting from the in distinguish ability of electrons. As
Heisenberg showed, magnetism then arises naturally as soon as the Pauli Exclu-
sion Principle is taken into account. This states that two electrons cannot occupy
the same quantum state defined by the space and spin variables, and thus requires
the wave function for the electron ensemble to be antisymmetric in those variables.
This in turn means that the interaction energy between electrons depends on their
spin states. As mentioned above, it is the exchange interactions that cause the
atomic magnetic moment. Then, insofar as the electrons in different atomic sites
affect one another by exchange interactions, a magnetic coupling exists between
the atomic moments of different atoms, and this is the source of magnetic order in
a material [3].

Ferromagnetic particles become unstable when the particle size reduces below a
certain size, since the surface energy provides a sufficient energy for domains to
spontaneously switch polarization directions. As a result, ferromagnetics become
paramagnetics. However, nanometer sized Ferro-magnetic turned to paramagnetic
behaves differently from the conventional paramagnetic and is referred to as
superparamagnetics. Nanometer sized ferromagnetic particles of up to N = 105

atoms ferro- magnetically coupled by exchange forces, form a single domain [25],
with a large single magnetic moment p with up to l05 Bohr magnetons, lB. Beam
and Livingston demonstrated that these clusters or particles at elevated tempera-
tures can be analogously described as paramagnetic atoms or molecules, however
with much larger magnetic moments [6]. The magnetization behavior of single
domain particles in thermodynamic equilibrium at all fields is identical with that of
atomic paramagnetism, except that an extremely large moment is involved, and
thus large susceptibilities are involved. An operational definition of super para-
magnetism would include at least two requirements. First, the magnetization curve
must show no hysteresis, since that is not a thermal equilibrium property. Second,
the magnetization curve for an isotropic sample must be temperature dependent to
the extent that curves taken at different temperatures must approximately super-
impose when plotted against H/T after correction for the temperature dependence
of the spontaneous magnetization. Superparamagnetism was first predicted to exist
in small ferromagnetic particles below a critical size by Frankel and Dorfman [26].
This critical size was estimated to be 15 nm in radius for a spherical sample of the
common ferromagnetic materials [27]. The first example of superparamagnetic
property was reported in the literature as early as 1954 on nickel particles dis-
persed in silica matrix [28]. Figure 7 shows the typical magnetization. Below some
real experiments are described in measuring the magnetization potential of
materials [29].

In nanoparticles of transition metal oxides, measurements reveal a reduction in
the average magnetization. This happens for maghemite nanoparticles (c-Fe2O3), a
collinear ferrimagnetic material in the bulk. For an insulating system, such a
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reduction in magnetization cannot be attributed to a lower iron moment, since the
latter does not depend on the size of the system. In fact, Mossbauer spectroscopy
on the Fe57 nucleus reveals non-collinear arrangements of the moments. Such
arrangements are characteristic of atoms located in a low-symmetry environment
and subject to magnetic interactions of various signs. Numerical simulation
confirms the highly non-collinear nature of the calculated arrangements whenever
the reduced symmetry of the environment of surface atoms is taken into account
[3]. Non-collinear arrangements of the same origin also occur in nanoparticles of
systems that are antiferromagnetic in the bulk state, such as NiO. There is no
reason why the moments should cancel one another exactly. The result is that
antiferromagnetic nanoparticles carry a small magnetic moment.

4.2 Electrical Properties

The ability to transport charge (electric current), spin (magnetic current), and
energy (heat, sound) through nanostructures is of great importance in both
scientific studies and technological applications. The quantum nature of matter on
the nanometer scale leads to new transport phenomena and necessitates the
development of new theoretical descriptions. The electrons that flow through the
nanostructure are supplied from macroscopic metal contacts. The energy and
electron number of the large reservoirs are not affected by the presence of the
nanostructure. It is thus natural to denote the metal contacts as electron reservoirs

Fig. 7 Typical magnetization curves of 2.2 nm iron particles suspended in mercury at various
temperatures and the approximate H/T superposition observed for their 77 and 200 K data [29]
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[30]. To become more specific on nanomaterials electrical conductivity, there is
some explanation as follow:

The effects of size on electrical conductivity of nanostructures and nanomate-
rials are complex, since they are based on distinct mechanisms. These mechanisms
can be generally grouped into four categories: surface scattering including grain
boundary scattering, quantized conduction including ballistic conduction, Coulomb
charging and tunneling, and widening and discrete of band gap, and change of
microstructures. In addition, increased perfection, such as reduced impurity,
structural defects and dislocations, would affect the electrical conductivity of
nanostructures and nanomaterials [6]. Below a critical size, properties become more
likely to change in the bulk itself, thereby affecting the cluster as a whole. On the
structural level, the icosahedral transition is well known. Size-dependent transitions
also occur for the electronic structure. This can be exemplified by the metal–
insulator transition in clusters of divalent metals, induced by the separation of the
‘‘s’’ and ‘‘p’’ energy bands at small sizes. When the number of atoms or constituents
is decreased further, one ends up in a regime where properties are reconstructed at
each new size. At this point, a discrete form of behavior is superposed on the laws of
scaling. This is the size range characterized by finite size effects. These are partially
due to the discrete nature of the atomic structure, which must now be taken into
account explicitly and partly to the quantum nature of the electrons participating in
the chemical binding. In covalent systems, binding is ensured by electron delo-
calization among several atoms. This delocalization may sometimes be more
extensive, as in the p systems, even extending to the whole cluster, as in the case of
delocalized electrons in metals. At small sizes, electronic and geometrical prop-
erties can become highly interdependent. Ionization or addition of an electron is
likely to have repercussions for the structure. An external perturbation in the form
of an electric or magnetic field, or some specific type of environment, e.g., solvent,
matrix, can also strongly perturb or even determine the properties of such a system.
Another feature here is that classical concepts as simple as volume or area can no
longer be clearly defined, owing to the spatial extension of the electron wave
function in quantum mechanics. This spatial extension also leads to the tunneling
effect, which is significantly in near-field microscopy and manipulation techniques
which have underscored the rise of nanoscience. In addition to all this, the energy
levels, which are grouped into bands in periodic solids, become discrete in confined
systems. Hence, small metallic clusters always exhibit a finite gap between the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) [3].

Stability of clusters involving certain well defined numbers of electrons indi-
cates a structuring of the electron shells and establishes an analogy with the
properties of super atoms or the shell structure of atomic nuclei. In this context,
electronic properties are determined by the quantum nature of a system of fermions
confined within a spherical potential well. This novel electronic structure plays a
key role in the stability, fragmentation, optical properties, or reactivity of metallic
particles [3].
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Theory and simulation are of the utmost importance, especially when it comes to
electronic structure. Joint progress in computing, theory and calculation techniques
mean that electronic structure can be determined ab initio (from the beginning), i.e.,
from first principles, for an ever wider range of increasingly complex systems, by
directly solving the equations of quantum mechanics without introducing empirical
parameters. This approach has been the source of many computational codes for
electronic structure, developed by solid-state physicists and quantum chemists.
Although not specifically designed to deal with nanoparticles, certain codes can
now be used to tackle non-periodic systems containing more than a hundred atoms
(at least for calculating the electronic structure in a given geometric configuration).
Certain versions are also integrated into dynamical codes. The advantage with
‘‘ab initio’’ calculations is not only quantitative. When it used to analyze data
concerning small or periodic systems, they often provide a way of building
appropriate approximate models which make calculation and simulation possible
in size ranges that cannot be tackled directly. In the field of electronic structure and
molecular simulation, numerical experimentation has become an indispensable
complement to laboratory experimentation using real systems [3].

As shown in Fig. 8, a reduction in characteristic dimension below a critical size,
i.e. the electron de Broglie wavelength, would result in a change of electronic
structure, leading to widening and discrete band gap. Effects of such a change of
band gap on the optical properties has been extensively studied and discussed in the
previous section. Such a change generally would also result in a reduced electrical
conductivity. Some metal nanowires may undergo a transition to become semi-
conducting as their diameters are reduced below certain values, and semiconductor
nanowires may become insulators. Such a change can be partially attributed to the
quantum size effects, i.e. increased electronic energy levels when the dimensions of
materials are below a certain size as discussed in the previous section. For example,
single crystalline Bi nanowires undergo a metal-to-semiconductor transition at a
diameter of *52 nm [31] and the electrical resistance of Bi nanowires of *40 nm

Fig. 8 Mass spectrum of
sodium clusters in a
molecular beam [3]
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was reported to decrease with decreasing temperature. GaN nanowires of 17.6 nm
in diameter were found to be still semiconducting, however, Si nanowires
of *15 nm became insulating [32].

4.3 Thermal Properties

The theoretical analysis and calorimetric investigations show that in the
temperature range 10 K B T B hD the heat capacity of nanopowders is from 1.2 to
2 times higher than that of the coarse-grained bulk materials. The increased heat
capacity of the nanopowders is determined both by the size effect and by the very
large surface area, which introduces an additional contribution to heat capacity.
In contrast to the nanoparticles, investigations of the heat capacity of nanocrys-
talline bulk materials are limited to several studies [24].

The heat capacity Cp of nanocrystalline compacted specimens of nc-Pd
(D = 60 nm) and nc-Cu (D = 8 nm), prepared by compacting nanoclusters, was
measured in the temperature range from 150 to 300 K. The relative density of the
nc-Pd specimens was equal to 80 % and that of the nc-Cu specimens was equal to
90 % of the density of pore-free polycrystalline coarse-grained palladium Pd and
copper Cu. Measurements revealed that the Cp of nc-Pd and nc-Cu specimens are
29–53 % and 9–11 % higher than the heat capacity of conventional polycrystalline
Pd and Cu, respectively (Fig. 9). When nc-Pd was heated at T = 350 K, an
exothermic effect was observed but the grain size remained constant or increased
up to 10 nm. The heat capacity of nc-Pd heated to 350 K, was found to exceed the
heat capacity of coarse-grained palladium by 5 %. It is assumed that the observed
elevated heat capacity is caused by the ‘looser’ structure of the interfaces. This
explanation is not plausible because it has been established on the structure of the
grain boundaries in the compacted nanomaterials containing free volumes with the

Fig. 9 Effect of the
nanostructured state on the
temperature dependence of
heat capacity Cp(T) of copper
and palladium [24]
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size of monovacancy or deviancy. It though the effect of this frees volumes is not
large enough in order to explain excess of heat capacity. One of the explanations of
excess could be about the impurities in palladium [24].

4.4 Optical Properties

Novel optical properties arise in nanoparticles, due to resonance in the absorption
spectrum of the nanoparticles, the surface plasmon resonance. Its characteristics,
such as spectral width and position, and sensitivity to light polarization, depend not
only on the intrinsic properties of the nano-objects (composition, structure, size,
shape), but also on their environment. In the case of noble metals, it occurs in the
visible region of the spectrum, in the blue somewhere near 400 nm and in the
green around 520 nm for small silver and gold spheres, respectively, and it
produces yellow and red coloring, respectively, of the material in which they are
included [3].

Apart from such decorative applications, this possibility of modifying the
optical properties of nanomaterials and may be even controlling them in such a
way as to achieve specific functions, by adjusting their characteristics or those of
their surroundings, has generated a good deal of interest recently. The impact of
these novel materials in the field of photonics has already made itself felt, and it is
only in its early stages, extending to a wide range of different areas, e.g., linear and
nonlinear optics, polarisers, solar cells, chemical and biosensors, nano-optical
devices, optical switches, local electromagnetic field enhancement, and molecular
labeling in biology. In addition, their optical response provides a way of studying
the characteristics of nano-objects and hence constitutes a powerful tool for
analyzing their fundamental properties [3].

In contrast to semiconducting nanoparticles or quantum dots, the optical
properties arising with size reduction in metallic media are due to a classical
enhancement effect on the electric field, often called dielectric confinement.
The discretisation of electronic states (quantum confinement) which underlies the
optical properties of quantum dots only leads to small corrections to the observed
responses down to nanometric sizes. Actually, this difference results from the very
high electron density in metals (5 9 1022 cm-3) compared with typical values in
semiconductors (1018 cm-3). In metallic media of nanometric size, electronic
properties stem from high energy quantized states, close to the Fermi level.
The separations between these energy levels are very small compared with their
widths and the thermal energy (at room temperature).

For the nanoparticle sizes considered here, greater than one nanometer, these
states can therefore be modeled to a first approximation by a quasi-continuum of
states similar to what is observed in the bulk metal [3].
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4.5 Mechanical Properties

The growing interest in nanomaterials over the past decade or so can be put down
to their unique structure, characterized by grains with nanometric dimensions and
by a rather high density of crystal defects, which will undoubtedly lead to quite
exceptional properties. In particular, extrapolating the constitutive laws of large-
grained materials down to the nanoscale leads one to expect interesting mechanical
behavior for nanomaterials. Materials can be produced with high levels of hard-
ness, ductility, and sometimes superplasticity at relatively low temperatures. These
characteristics lead to remarkable mechanical performance and machining
possibilities, by virtue of which such nanomaterials have immediate scope for
technological innovation.

The elastic limit of a material (the stress beyond which a permanent plastic
strain is observed) is intimately related to its elastic constants. Indeed, a plastic
strain only occurs in order to reduce the energy associated with the elastic strain of
the material. The elastic constants reflect the nature and density of atomic bonds.
In nanomaterials, the high densities of structural defects and grain boundaries have
an effect on the elastic constants [3].

The first measurements of Young’s modulus revealed a significant difference
between nanostructured materials and the corresponding large-grained materials.
In some cases the modulus was much higher, as for superlattices, and in others
much lower, as for materials produced by sintering. However, it was subsequently
demonstrated that these early results were due to experimental artifacts and often
to the presence of defects, such as fractures and high porosity, introduced during
fabrication and not properly taken into account when interpreting the observations.
More recent results obtained on dense materials have finally shown that the
Young’s modulus gradually falls off only for grain sizes below 10 nm, i.e., when
the fraction of atoms associated with grain boundary and triple junctions becomes
very high [3].

The nanoindentation technique is a mechanical test derived from the standard
hardness test. The idea is to sink a hard tip of known geometry into the material
under investigation and monitor the depth of penetration as a function of the
applied load. By carrying out a loading–unloading cycle, a characteristic force-
penetration curve is obtained. By analyzing the unloading curve and modeling the
material as an elastic and isotropic continuous medium, one can deduce the
relevant parameter here, which is the true contact area between the indenter and
the material under maximal load. One can then deduce not only the hardness, but
also the Young’s modulus of the material. The applied forces range from a few
tenths to several hundred millinewtons, and the depths of penetration from a few
nanometers to several microns [3].

Extrapolating this law to grains of around ten nanometers, very high values of
the hardness are predicted, the only limit being the theoretical limiting stress of a
perfect crystal, generally taken as G/10, where G is the transverse shear modulus.
However, although the hardness does indeed increase at small grain sizes, the
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observed effects are generally much smaller than would be predicted in this way,
and at very small grain sizes, or for very small periods in the case of multilayer
films, the opposite trend to the Hall–Petch relation is sometimes observed, i.e.,
a reduction in hardness with reduced grain size (or period). This ‘negative’ Hall–
Petch effect has nevertheless been explained for nanocrystalline materials that
have undergone thermal treatment, by invoking densification or phase transfor-
mation phenomena [3, 24].

4.6 Superplasticity

The fabrication of dense fine-grained materials is certainly the most delicate stage
in the lead-up to a forming process based on superplasticity. In order to develop
new alloys with grain sizes of a few tens of nanometers, metallurgists have turned
to cold working processes by severe plastic deformation, torsion straining (TS),
and forced shear obtained by extrusion through a channel bent through an angle of
as much as 90� (equal channel angular extrusion ECAE). These processes have led
to a certain degree of success, especially for light alloys, and are able to obtain
submicron grain sizes. However, they cannot produce large solid items. Today,
aluminum, zinc and titanium alloys (e.g., Al–Mg, Al–Zn and Ti–Al) are the main
metal alloys used in superplastic forming processes [3].

Superplasticity provides a rapid way of obtaining items with complex geometry
in a single forming operation and with relatively low flow stresses. It is thus easy
to understand the growing interest shown by the world of industry for this property
and the superplastic forming (SPF) and diffusion bonding (DB) processes it makes
possible, which reduce the required quantities of matter and fabrication costs.
However, industrial applications are still restricted mainly to the aeronautic
industry and on the whole concern light aluminum and titanium alloys. Titanium
alloys are the most widely used today because these were the superplastic alloys
first developed industrially, with TA6 V being the main representative. Super-
plastic forming can be used to obtain in a single operation an element that would
otherwise have required the assembly of several parts by riveting. Assembly times
are thereby greatly reduced and, by avoiding extra thickness due to assembly,
superplastic forming can also make lighter elements. Although superplasticity has
been demonstrated in fine-grained ceramics, and in particular in stabilized
tetragonal phase zirconia (Y-TZP), the fabrication of ceramic items using this
property remains a laboratory curiosity that has barely entered the research and
development stage. There are nevertheless several remarkable examples: the
fabrication of missile nozzles and axially symmetric elements by the US group
Lockheed, and the forming of parabolic sheaths to protect the leading edges of
helicopter rotor blades at the National Industrial Research Institute of Nagoya
(NIRIN, Japan) [3].
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4.7 Thermodynamics of Nanocrystalline Materials

Materials termed nanocrystalline may display very different structures. A first type
is entirely made of small crystals produced by techniques for atom condensation
and eventual compaction. A second type consists of ensembles of particles
deposited on top of a substrate to form a film or a coating. The material may be
nanostructured due to the thickness of the film and/or because the film contains
fine particles. A third type is represented by bulk solids processed by thermal and/
or mechanical means so that crystal sizes are in the nanometer range. There is no
unique thermodynamic description for all categories. It is usually stated that
materials composed fully or partially of nanocrystals are not in stable equilibrium
since they retain a large amount of excess free energy [15].

Nanocrystalline substances are prepared by means of various techniques such as
vapor condensation, ball milling and electro deposition. The particles constituting
these materials are usually of sizes as small as a few nanometers; therefore it is
legitimate to question whether they possess special thermodynamic properties.
However, it can be clearly stated that nanocrystals of the elements display bulk
properties in many respects. It was shown in the early 1980s that clusters of some
100–150 atoms exhibit photoelectron spectra characteristic of the bulk metals so
their internal energies should have corresponding values. However, materials
prepared by means of the techniques mentioned above are unstable in the
as-prepared state mostly because their interfaces are not equilibrated and need to
relax to structural states of lower energy. As an example consider high purity
elements processed by heavy deformation. Careful thermal analysis shows that
recovery may occur even at room temperature, whereas recrystallization takes
place at higher temperature. Therefore the material is unstable at room temperature
with respect to defect recovery [15].

In order to evaluate the free energy trend, consider pure elements: nanocrys-
talline Cu obtained by deformation or deposition. The free energy will be easily
taken, neglecting second order contributions due to specific heat differences. As
for the enthalpy difference, high purity Cu, heavily deformed by rolling, gives a
single DSC peak of 55 J/mol due to recrystallization at 500 K when heated at
30 K/min. If transition elements (e.g. Mn) are added in amounts of parts per
million, the recrystallization peak is shifted to higher temperatures (above 673 K)
and anew peak appears, due to recovery, at temperatures below 473 K. Extrapo-
lating this behavior to pure Cu, it can be envisaged that recovery of defects should
occur dynamically during both deformation and the storage of samples. Therefore,
deformed Cu is unstable at room temperature with respect to defect concentration.
Once recovery occurs, it will remain in a metastable state up to the temperature of
start of recrystallization [15].

Nanocrystalline Cu, prepared as a powder by vapor deposition and compacted,
behaves similarly. It releases 300 J/mol around 430 K when analyzed immediately
after compaction and 53 J/mol around 450 K when analyzed 5 days after prepa-
ration. Such values of enthalpy release have been confirmed by a study on
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nanocrystalline Cu prepared by electro deposition and cold rolled to variable
amounts. On the other hand, nanocrystalline Cu films obtained by sputtering release
1200–1700 J/mol starting at 450 K and powders prepared by ball milling release
5 kJ/mol. The enthalpy release occurs over a broad temperature range. From these
values it was deduced that the interfacial enthalpy may exceed 1 J/m2. Comparison
of all data shows that these materials are far from equilibrium soon after prepa-
ration, not only because they contain a large amount of interfaces but also because
these interfaces are not equilibrated. Their thermodynamic state is defined and a
series of metastable states may be attained after suitable annealing [15].

5 Synthesis

5.1 Gas Phase Synthesis

Isolated nanoparticles are usually produced by evaporation of metal, alloy or
semiconductor at a controlled temperature in the atmosphere of a low-pressure
inert gas with subsequent condensation of the vapor in the vicinity or on the cold
surface. This is the simplest method of producing nanocrystalline powders. In
contrast to vacuum evaporation, the atoms of the substance, evaporated in a
rarefied inert atmosphere, lose their kinetic energy more rapidly as a result of
collisions with gas atoms and form segregations. The nanocrystalline particles with
a size of B20 nm, produced by evaporation and condensation, are spherical, and
large particles may be faceted [24].

The systems using the principle of evaporation and condensation, differ in the
method of input of evaporated material; the method of supplying energy for
evaporation; the working medium; setup of the condensation process; the system
for collecting the produced powder [24].

5.2 Plasma Chemical Technique

One of the most widely used chemical methods of producing highly dispersed
powders of nitride, carbides, borides and oxides is plasma chemical synthesis. The
main conditions of producing highly dispersed powders by this method is the
occurrence of a reaction away from equilibrium and the higher rate of formation of
nuclei of a new phase at a low growth rate of this phase. In the real conditions of
plasma chemical synthesis, the formation of nanoparticles can be carried
efficiently [24].

By increasing the cooling rate of the plasma flow in which condensation from
the gas phase takes place; this decreases the size of particles and also suppresses
the growth of particles by their coalescence during collisions. Plasma chemical
synthesis is carried out with the use of low temperature (4000–8000 K) nitrogen,
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ammonia, hydrocarbon plasma, argon plasma of arc, glow, high frequency or
microwave discharges. Starting materials are represented by elements, halides and
other compounds. The characteristics of the produced powders depend on the
starting materials used, synthesis technology and the type of reactor. The particles
of plasma chemical powders are single crystals and their size varies from 10 to
100–200 nm or larger [24].

5.3 Thermal Spraying

Thermal spraying is a coating process used to produce metallic, non-metallic and
ceramic coatings in which a spray of molten or semi-molten solid particles
generated from a thermal source are deposited onto substrate by mechanical
bonding. The microstructure of the coating results from rapid solidification of the
particulates. In principle, powders, rods, and wires which do not sublimate or
decompose at temperatures close to their melting points can be used as spraying
materials. Metals and alloys in the form of rods or wires are commonly used in arc
spraying (AS) and flame spraying (FS). Powders of metals, alloys, ceramic oxides,
cermets, and carbides are often used in thermal spraying to produce a homogeneous
microstructure in the resulting coating. In most cases, the sprayed surface should be
degreased, masked, and roughened prior to spraying to maximize the bonding
strength between the coating and the sprayed material. Today, flame spraying (FS),
atmospheric plasma spraying (APS), arc spraying (AS), detonation gun (D-gun)
spraying, high-velocity oxy-fuel spraying (HVOF), vacuum plasma spraying (VPS),
and controlled atmosphere plasma spraying (CAPS) are widely used to produce
various coatings for various industrial applications. In general, the heat source for
thermal spraying processes may be generated by an electrical or a chemical
(combustion) source [33].

5.4 Precipitation from Colloidal Solution

Precipitation from colloid solutions is evidently the first method of producing
nanoparticles. The conventional method of producing nanoparticles from colloid
solutions is based on a chemical reaction between the components of the solution
and interrupting the reaction at a specific moment in time. Subsequently, the
dispersed system is transferred from the liquid colloidal state to the nanocrystalline
solid state. Nanoparticles can also be produced by means of ultrasound treatment
of colloid solutions, containing large particles. Precipitation from colloid solutions
makes it possible to synthesize nanoparticles of a mixed composition, i.e. nano-
crystalline heterostructures [24].

In the group of all the methods of producing isolated nanoparticles and other
powders, the method of precipitation from colloid solutions is characterized
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by high selectivity and makes it possible to produce stabilized nanoclusters with
a narrow size distribution which is very important for the application of
nanoparticles as catalysts or in nanoelectronic devices. The main problem of
precipitation from colloid solutions is how to avoid coalescence of the produced
nanoparticles [24].

5.5 Thermal Decomposition and Reduction

Thermal decomposition is usually carried out using complex element-organic and
organometallic compounds, hydroxides, carbonyls, formiates, nitrates, oxalates,
amides and imides of metals which at a specific temperature decompose with the
formation of a synthesized substance and generation of the gas phase. A combi-
nation of thermal decomposition and condensation is the supersonic discharge of
gases from a chamber, in which increased constant pressure and temperature is
maintained, through a nozzle into vacuum. In this case, the thermal energy of gas
molecules is transformed into the kinetic energy of the supersonic flow [24].

The highly dispersed powders of silicon carbide and nitride are produced by
pyrolysis of polycarbosilanes, polycarbosiloxanes and polysilazanes. Initial heat-
ing is carried out by a means of low temperature plasma or laser radiation and the
products of pyrolysis are subsequently annealed at a temperature of *1600 K to
stabilize the structure and composition [24].

5.6 Milling and Mechanical Alloying

The basis of mechanical alloying is the mechanical treatment of solid mixtures
leading to refining and plastic deformation of substances, acceleration of mass
transfer and mixing of the components of the mixture on the atomic level, together
with the activation of chemical reaction of the solid reagent A stress field forms in
the near-contact regions of the solid substance as a result of the mechanical
treatment. A relaxation of the stress field may take place by the generation of heat,
formation of a new surface, formation of different defects in crystals, excitation of
chemical reactions in the solid phase [15].

Non-equilibrium processing of materials has attracted the attention of a number
of scientists and engineers due to the possibility of producing better and improved
materials than is possible by conventional methods [34]. Rapid solidification pro-
cessing (RSP) and mechanical alloying (MA) are two such processing methods with
somewhat similar capabilities. RSP has started as an academic curiosity in 1960 and
matured into an industrially accepted technology with its use for the production of
amorphous ferromagnetic sheets for transformer core applications by Allied Signal.
On the other hand, MA started as an industrial necessity in 1966 to produce oxide
dispersion strengthened (ODS) nickel- and iron-based super alloys for applications

208 H. R. Rezaie et al.



in the aerospace industry and it is only recently that the science of this ‘‘apparently’’
simple processing technology has begun to be investigated. While the scientific
basis underlying RSP was investigated in detail from the beginning, applications for
the products of RSP were slow to come about mostly because of the limitations on
the size and shape of the RSP materials. Thus, invention of the melt spinning
technique to produce long and continuous ribbons and of the planar flow casting
method to produce wide ribbons accelerated the applications of RSP alloys. Even
today use in transformer core laminations remains the major (and most voluminous)
application of the RSP alloys. The developments in the science of RSP and the
applications of RSP products can be found in several monographs and proceedings
of the RQ conferences (see, e.g., [34]). In contrast, the technique of MA was used
for industrial applications from the beginning and the basic understanding and
mechanism of the process is beginning to be understood only now. There have been
several reviews and conference proceedings on this technique too, but the present
status of MA has been most recently reviewed by Suryanarayana [35]. The MA
literature available up to 1994 has been collected together in an annotated bibli-
ography [35].

Mechanical milling is the most productive method of producing large quantities
of nanocrystalline powders of different materials: metals, alloys, intermetallics,
ceramics, and composites. Mechanical milling and mechanical alloying may lead
to the complete solubility in the solid state of elements characterized by very low
mutual solubility in the equilibrium condition [15].

In recent years, nanostructures of brittle ceramics, polymer blends and metal-
ceramic nanocomposites have been investigated, which demonstrates the high
flexibility of this process.

Figure 10a shows a high energy ball mill machine and Fig. 10b a schematic
representation of the movements of grinding medium in the container [4]. The
process starts by mixing powders of different elements with the desired proportion
and particle size of 1–200 lm. Then, the mixture along with the grinding medium
is loaded into a sealed container which, depending upon the type of milling
equipment employed, the container is moved or agitated. Collision of the charge
and the balls, delivers a high energy to the powder, and the material undergoes a
severe plastic deformation. The powder deforms plastically and the rest of energy

Fig. 10 a A High Energy
Ball mill machine b A
schematic representation of
the movements of grinding
medium in the container [4]
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is converted into heat and stored in the metal, raising its internal energy. Plastic
deformation at high strain rates within particles refines the grain size to nanoscale
after prolonged milling. The grain refinement mechanism by the ball milling
process has been proposed by Fecht [4], and includes three basic stages:

• Initially, the deformation is localized in shear bands consisting of an array of
dislocations with high density.

• At a certain strain level, these dislocations annihilate and recombine to small
angle grain boundaries separating the individual grains. The subgrains formed
via this route are already in the nanometer size range (about 20–30 nm).

• The orientations of the single-crystalline grains with respect to their neighboring
grains become completely random, and the high-angle grain boundaries replace
low-angle grain boundaries.

Basically, there are two types of this process. The first one is mechanical
milling in which a high energy ball mill is used to crush and refine powders.

The second type is reaction milling which involves in situ solid state chemical
reactions between different powders during mixing and milling. Like any other
method, mechanical alloying has its own advantages and drawbacks. Advantages
include simplicity, relatively inexpensive equipment, versatility in production of a
wide range of materials and possibility of producing large quantities, that can be
scaled up to several tons. A serious problem, concerning mechanical alloying is the
surface contamination from the milling media (balls and vial) and/or atmosphere.
Though it is not possible to completely overcome this problem, evacuating the
container or using inert gas atmospheres, may help. It should be noted that the degree
of contamination depends on a number of factors like mechanical properties of the
powder and its chemical affinity for milling media. Other drawbacks of mechanical
alloying include rough structures of produced powder, non-homogeneity in particle
size and inhomogeneous chemical composition. In order to improve the roughness
of the final structure, Cryomilling, in which the milling operation is carried out at
cryogenic (very low) temperatures and/or milling of materials is done in cryogenic
media such as liquid nitrogen, can be employed to modify the deformation behavior
of materials, i.e., increasing the brittleness. This could also help in reducing the
degree of contamination. By adjusting the energy received by the powder through a
number of variables like ball-powder ratio (BPR), and the milling time, homoge-
neity of particle size and chemical composition should be improved. As already
indicated, this method can be used to produce amorphous or nanocrystalline
structures, whether in pure elements or equilibrium and nonequilibrium alloys.
Nanocrystalline structure of a large number of elements has been investigated, and
crystallite size of the final nanostructure has been determined by standard X-ray
analysis methods. The minimum grain size achieved is, however, dependent upon a
number of variables as well as the properties of the element, alloy, or compound
being milled. The minimum grain size obtainable by milling, dmin, has been
attributed to a balance between the defect/dislocation structure introduced by the
plastic deformation of milling and its recovery by thermal processes. It has been
found that the minimum grain size induced by milling scales inversely with the
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melting temperature of a group of face-centered cubic (FCC) structure metals
studied [36]. These data are plotted in Fig. 11 along with data for other metallic
elements and carbon (graphite) [37]. For these data, only the lower-melting-point
metals show a clear inverse dependence of minimum grain size on melting tem-
perature. Recent progress in chemical engineering for elements with higher melting
temperatures ([Tm for Ni), exhibit essentially constant values with melting tem-
perature for given crystal structure classes. For these elements it appears that dmin is
in the order: FCC \ BCC \ HCP [4]. Equilibrium and nonequilibrium solid solu-
tions with nanocrystalline structures are in Ti, Al, Cu and Fe [4].

Systems along with many others have been successfully produced via
mechanical alloying and the solid solution formation mechanisms, structure–
property relationship and many other facts have been investigated.

Figure 11 shows minimum grain size vs. melting temperature. The metal
powders (Ti, Fe, V, Zr, W, Hf, Mo, etc.) transform to a nanocrystalline nitride by
high-energy ball milling under nitrogen gas flow. Nanostructured materials in the
solid-state interdiffusion reaction during reactive ball milling is triggered by
fragmentation of the starting powder, thus creating new surfaces. These freshly
created surfaces react with the flowing nitrogen gas to form a nitride surface layer
over the unreacted core particle. With further milling, this reaction continues and a
homogeneous nitride phase is formed and the unreacted core of metal disappears
resulting in a nanostructured (often metastable) metal-nitride with a typical grain
size of 5 nm. Mechanical alloying is a complex process and hence involves
optimization of a number of variables to achieve the desired product phase and/or
microstructure [4]. Some of the important parameters that have an effect on the
final constitution of the powder are:

• Type of mill,
• Milling container,
• Milling speed,
• Milling time,

Fig. 11 Minimum grain size
versus melting temperature
[4]
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• Type, size, and size distribution of the grinding medium,
• Ball-to-powder weight ratio,
• Extent of filling the vial,
• Milling atmosphere,
• Process control agent, and
• Temperature of milling.

All these process variables are not completely independent. For example, the
optimum milling time depends on the type of mill, size of the grinding medium,
temperature of milling, ball-to-powder ratio, etc. [4].

Reviewing a number of investigations by our research teams, some examples of
different applications, underlying mechanisms in formation of nanocrystalline
structures and the effects of a number of process variables are studied [4].

5.7 Self-Propagation High-Temperature Synthesis

The self-propagating high-temperature synthesis (SHS) represents a rapid process
of solid combustion of reagents (a metal and carbon for carbides or a metal in
nitrogen for nitrides) at a temperature from 2500 to 3000 K. Usually carbides are
synthesized in a vacuum or an inert atmosphere (argon). The mean size of grains in
carbides produced by the SHS method is 10–20 mm, while the size of nitride
grains usually is smaller and they are in the range of 5–10 mm. SHS synthesized
carbides and nitrides of group IV and V transition metals have, as a rule, an
inhomogeneous composition and require additional grinding and annealing for
homogenization. To decrease the grain size in synthesized carbides or nitrides, the
starting mixture is diluted with the final product (for example, up to 20 mass% TiC
is added to the Ti ? C mixture). For the same purpose, some carbon in the mixture
is replaced by polymers (polystyrene, polyvinylchloride) during synthesis of
carbides. As a result, carbides and nitrides with grains 1–5 mm in size on the mean
can be synthesized [24].

5.8 Sol Gel Synthesis

The top-down approach corresponds essentially to the research of miniaturization
process in electronics. Clearly, chemistry is not really involved in this approach. In
contrast, the bottom up approach which aims to prepare materials with well
defined optical, magnetic, mechanical, chemical, etc. corresponds perfectly to the
chemists, know-how. In this approach, chemistry is needed on the one hand for the
synthesis of the nano-objects, and on the other hand, for the assembling and
organizing of these nano-objects into nanomaterials [38, 39].
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A very active area of research especially in the ceramics field involves using the
sol gel route to fabricate crystalline and amorphous products which may be dense
or porous bulk solids, fibers, thin films, or powders. The term of sol gel includes
products made from both inorganic colloidal particles suspended in aqueous
solutions (particulate systems) and via alkoxides which can be partially hydrolyzed
and then polymerized into a gel (polymeric systems) where a classical sol never
existed [40, 41].

A colloid is a suspension in which the dispersed phase is so small (1–1000 nm)
that gravitational forces are negligible and interactions are dominated by short
range forces, such as van der Waals attraction and surface charge. The inertia of
the dispersed phase is small enough that is exhibit Brownian motion, a random
walk driven by momentum imparted by collision with molecules of the suspension
medium. A sol is colloidal suspension of solid particles in liquid [42].

The resultant force on molecules varies with time because of the movement of
the molecules; the molecules at the surface will be pointed downward into the bulk
phase. The nearer the molecule is to the surface, the greater the magnitude of the
force due to asymmetry. The region of asymmetry plays a very important role.
Thus, when the surface area of a liquid is increased, some molecules must move
from the interior of the continuous phase to the interface. The surface of a liquid
can thus be regarded as the plane of potential energy. Colloids are an important
class of materials, intermediate between bulk and molecularly dispersed systems.
The colloid particles may be spherical, but in some cases one dimension can be
much larger than the other two (as in a needle shape). The size of particles also
determines whether they can be seen by the naked eye [43].

The development of sol–gel technology has at very early step put forward a
request on development of precursor compounds-chemical substances that have
high solubility in organic solvents, are easily transformed into chemically reactive
forms of hydrated oxides on hydrolysis. They should display considerable stability
in solution to guarantee the reproducibility of the materials preparation and, last
but not the least, be easy to be purified to provide sufficient chemical quality of the
final products. Metal alkoxides, are derivatives of alcohols, ROH, which are
usually easily accessible and inexpensive organic compounds, and are extremely
weak as acids, easily removable via hydrolysis and thermal treatment, leaving high
purity hydrated oxides. This circumstance made metal alkoxides the most common
candidates for the role of molecular precursors [44].

The works in this field during the last 20 years, including both the studies of the
molecular and crystal structure and the reactivity of these compounds, have
considerably changed their image in the eyes of both chemists and the materials
scientists. It turned out that sometimes the compounds that are the most stable
products in the reactions of synthesis of metal alkoxides and that were earlier
considered to be M(OR)n are in fact oxo alkoxides [44].

In many cases, especially for the preparation of complex solutions, including
derivatives of several metals, it turned out impossible to use only the derivatives of
aliphatic alcohols, because of their poor solubility, stability or reactivity. This gave
rise to development of two new types of alkoxide precursors—derivatives of
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functional alcohols (alkoxyalcohols and aminoalkohols), on one hand, and
heteroleptic alkoxides including other ligands (such as carboxylate and amino-
alkoxide ones) in addition to common aliphatic alkoxide groups, on the other. The
complexity of situation has been increased even more by the rise of a still quite
small but quickly growing family of alkoholates highly soluble complexes of metal
carboxylates or with functional alcohols. The latter do not contain formally the
alkoxide ligands but are related to metal alkoxides in many of their properties and
find the increasing application in sol–gel technology [44].

The sol–gel dip process is almost exclusively applied for the fabrication of
transparent layers, primarily for the deposition of oxide films on float glass as a
transparent substrate with a high degree of planarity and surface quality. Other
substrates are possible, provided they can withstand the required curing temper-
ature of about 500 �C. Film thicknesses up to 1 lm can be deposited, preferred are
well defined thicknesses within the wavelength range of visible light. Several
additive layers can be superimposed. The chemical reaction involved is based on
metal compounds in alcoholic solutions which can be readily hydrolyzed. The
oxides are formed through polycondensation at about 500 �C [45].

In the sol–gel technique, fibrous gels are drawn from the sols around room
temperature, and then are converted to glass or ceramic fibers by heating at several
hundred to one thousand degrees centigrade. Recently, various kinds of glassy
fibers, such as silica, alumina-silica and zirconia-silica fibers, and ceramic fibers,
such as SiC, zirconia, alumina and titania fibers, have been prepared by this type of
sol gel technique, that is, the method based on the conversions sol to gel fiber and
then to glass or ceramic fiber [45].

By a careful control of sol preparation and processing, monodispersed nano-
particles of various oxides, including complex oxides,organic- inorganic hybrids,
and biomaterials, can be synthesized. The key issue is to promote temporal
nucleation followed by diffusion-controlled subsequent growth. The particle size
can be varied by changing the concentration and aging time. In a typical sol,
nanoclusters formed by hydrolysis and condensation reactions commonly have a
size ranging from 1 to 100 nm [6]. Sol–gel and other techniques can be used for
preparation of different nanomaterials and nano composites.

5.8.1 Sol Gel Synthesis and Characterization of Al2O3–SiC Nanocomposite

a-alumina is the harder and more dense the other forms of alumina, which is
commonly formed by heating of other forms of alumina to high temperature in the
range of 1100–1200 �C or even higher. One of the main purposes of introducing the
second phase particles into alumina was to enhance the inherent mechanical
properties by deflecting the cracks on the grain boundaries into the matrix grains. In
addition, the properties of the composites can be tailored by controlling parameters
such as reinforcement particle distribution, size, volume fraction, orientation, and
matrix microstructure. Silicon carbide (SiC) powder is an excellent reinforcement
for ceramic composites because of its high hardness, high strength, chemical
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inertness and oxidation resistance. Since the coefficient of thermal expansion of
alumina is much higher than that of silicon carbide, the residual stress states in
alumina–silicon carbide composites are such that the second phase particles are in
approximately hydrostatic compression, and there are tensile hoop stresses in the
surrounding matrix. The tensile stresses in the alumina matrix can promote crack
propagating and so reduce its toughness. Simultaneously, the counter forces
(compressive stresses of the second phase particles) can be passed to the grain
boundaries and consequently resulting in toughening. The change of grain and grain
boundary toughness can dramatically change the fracture behavior of the com-
posites. There are several common synthesizing methods of ceramic nanopowders
such as mechanical synthesis, vapor phase reaction, precipitation, combustion and
sol–gel methods. But among them sol–gel method because of homogeneous mixing
condition in liquid phase is the most promising one. Homogeneous mixing cause
accelerating reaction rate and lower reaction temperature and consequently pro-
ducing finer powders. Nanocomposites usually have been densified by using hot
pressing. But hot pressing is costly, and also puts restrictions on the sample
geometry. Pressureless sintering generally gives rise to lower density nanocom-
posites because the driving force for grain boundary movement is lower. As result
work has been done by using sintering aids [46].

In this research the fabrication process for high dense pressureless sintered
Al2O3-5 vol% SiC nanocomposites were investigated. The precursor solutions for
Al2O3 nano powder were prepared by sol–gel method using AlCl3 anhydrous,
distilled water and NH4OH. At first, the aluminum chloride was mixed with
distilled water. The solution was stirred using a magnetic stirrer at 25 �C for 1 h to
obtain a transparent solution. Then NH4OH was gradually added to the solution.
The amount of base in the mixture must be precisely controlled. The obtained gel
was dried at 80 �C for 24 h. The dried gel was then ground and calcined in a
furnace at 1000, 1100 and 1200 �C with the heating rate and soaking time of
10 �C/min and 2 h correspondingly [46].

The chemical reagents used for preparing saccharose-SiO2 gel as b-SiC pre-
cursors were tetraethoxysilicate (TEOS, (C2H5)4SiO4) and saccharose (C12H22O11)
as silicon and carbon source respectively. Ethanol and distilled water were
solvents and also oxalic acid and ammonia were catalysts. Firstly, tetraethylor-
thosilicate and ethanol were added into saccharose solution with the molar ratio of
C:Si = 4:1. During the process of stirring for homogeneity, the pH value of the
mixture was kept at 2–3 by using oxalic acid. After 4 h of stirring at room
temperature ammonia was added and raised the pH up to 4.

The prepared dark brown gel was placed in drying oven at 100 �C for 24 h. The
xerogel was ground and poured into a graphite crucible inside a sintering furnace
and then fired at 1500 �C for 1 h in 0.1 MPa argon atmosphere for carbothermal
reduction reactions with the heating rate of 10 �C/min. Because of the existence of
some residual carbon in obtained powders and probability of no desirable effect on
final product the prepared powders were fired at 700 �C in air atmosphere for 1 h
to remove the extra carbon [46].
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A powder mixture of nano a-Al2O3 and 4.1 wt% nano SiC was prepared by
agate. Doped samples were also prepared by adding TiO2 (0.5–2 %wt with respect
to the Al2O3 content). The TiO2 powder, which is a standard material in the field of
photocatalytic reactions, contains anatase and rutile phases in a ratio of about 3:1.
To help green pallets formation 2 wt% polyvinyl alcohol (PVA) was added. The
mixed powders were uniaxially hand pressed at 137 MPa by using a small mold
(r = 1 cm, h = 1 cm). The green pallets were placed in an Al2O3 protective
powder bed in an alumina crucible and pressureless sintered in nitrogen atmo-
sphere with a flow rate of 5 l/min at 1600 and 1630 �C. The heating rate of the
furnace was 10 �C/min and cooling at the same rate. The densities of the sintered
samples were determined by using a technique based on Archimedes principle
with distilled water [46].

Aluminum chloride anhydrous was hydrolyzed in distilled water to produce the
sol. The initial pH of the sol should be fixed at 3–3.5. The hydroxides groups that
were produced in this step finally linked together to form the gel at pH = 9. The
appearance of sol would be opaque or translucent when the ratio of NH4OH/H2O
was lower than 0.2. Adding more base than this ratio would result in a decrease of
the gelation time which may be attributed to the catalytic effect. Generally the
gelation time decreases by increasing aluminum chloride powder due to increasing
the rate of hydrolysis and condensation reactions. However, increasing the amount
of aluminum content in the sol decreases transparency due to inadequate solubility
of aluminum chloride in the sol. It seems that 2 is an optimum ratio of NH4OH/H2O.
As can be seen in Fig. 12 the first peaks of a-Al2O3 phase are detected in the gel
heat treated at 1000 �C. By raising the temperature to 1100 �C, the intensity of their
corresponding peaks increases. Usually transformation of the metastable phases of
alumina to the final stable a-alumina start at about 1100 �C but in this investigation
a-Al2O3 was appeared at 1000 �C and completely crystallizes at 1200 �C [46].

Fig. 12 The XRD pattern of alumina xerogel and powders heat treated at various temperatures
for 2 h [46]
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As shown in Fig. 13 most of the particles heat treated at 1200 �C are in the
range of 100–200 nm and spherical in shape. The crystallite size calculations were
done by using Scherrer’s equation resulted in 30–90 nm [46].

In the gel formation from TEOS, at first hydrolysis of Si-OC2H5 groups pro-
duced Si–OH groups. Then condensation between two Si–OH groups or between a
Si–OH group and a Si-OC2H5 formed Si–O-Si chains. At the end the chains cross-
link and/or entangle with each other in the whole liquid to form the gel. It is
proved that hydrolysis and condensation rates of TEOS were greatly dependent
upon the catalyst and the pH value. Typically when pH was below 7 hydrolysis
rate increased with decreasing pH, but condensation rate decreased and reached its
lowest point at pH = 2, the isoelectric point of silica. The dark brown dried gel
should be reduced to form the SiC powder. The gas–solid reactions of SiC
formation proceed in these two steps (Eqs. 1, 2):

SiO2ðsÞ þ CðsÞ ! SiOðgÞ þ COðgÞ ð1Þ

CðsÞ þ SiOðgÞ ! SiCðsÞ þ COðgÞ ð2Þ

But there are some intermediate reactions between these two steps. The first
step begins with the reduction of SiO2 by carbon to form SiO gas according to
reaction Eq. (1). Once carbon monoxide (CO) is formed, SiO can also be produced
according to this reaction:

SiO2ðsÞ þ COðgÞ ! SiOðgÞ þ CO2ðgÞ ð3Þ

Any CO2 produced will be consumed shortly by the surrounding carbon par-
ticles to form CO gas (Eq. 4):

CO2 gð Þ þ CðsÞ ! 2COðgÞ ð4Þ

Fig. 13 SEM images of a-Al2O3 in two magnitudes a 6000, b 3000 [46]
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The gaseous silicon monoxide (SiO) following reacts with C and CO according
to reactions Eqs. (5) and (6):

SiOðgÞ þ CðsÞ ! SiCðsÞ þ COðgÞ ð5Þ

SiOðgÞ þ COðgÞ ! SiOðgÞ þ CO2ðgÞ ð6Þ

The reaction Eq. (6) is followed by reaction Eq. (4) to synthesize CO, which in
turn reacts with SiO according to reaction Eq. (3) and SiO according to reaction
Eq. (6), and to continue the cycle. Silicon carbide can be formed by continuing the
cycle. Silicon carbide can be formed by heterogeneous nucleation according to
reaction Eq. (5) [46].

XRD analysis in Fig. 14 shows that b-SiC is formed, and no other crystalline
phases such as silica, carbon or other impurities are detected. This SiC has a well
crystalline structure. The widths and intensities of the diffraction peaks in the XRD
patterns are related to the average crystallite size, and they are often used to
estimate the particle size. According to Scherer’s equation it was calculated that
the crystallite size were mainly between 30–70 nm. There was an interesting effect
of small TiO2 additions on densification at 1600 �C and 1630 �C (Table 1) [46].

Sample 2 that doped with TiO2 reached 93.9 and 94.2 % of full density at
1600 �C and 1630 �C respectively, while the undopped material (sample 1)
reached almost the same result at the same temperature. By increasing the per-
centage of TiO2 densities were raised but these intensifies are not as high as the
desired result. Effect of TiO2 additions on density was more pronounced at the
higher sintering temperature 1630 �C. The smallest grain size is belonged to
sample 4. Its grain boundaries and triple grain junctions were shown in Fig. 15. In
this sample the highest density and hardness were achieved [46].

Comparing samples 4 and 5 resulted that there is an optimum amount of sin-
tering aid and adding more TiO2 at high temperature had a converse result. This is
because more TiO2 than optimum value with attendant of SiC at higher

Fig. 14 The XRD patterns of SiO2-saccharose xerogel and b-SiC powder heat treated at 1500 �C
for 1 h [46]
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temperature would prepare the situation for oxidation of more SiC and producing
of more SiO2 and this causes more grain growth and lower density.

Vickers hardness of the doped materials increased with density (Table 1). The
material without the addition of TiO2 had the lowest hardness of 14.1 GPa and
13.3 GPa respectively at 1600 and 1630 �C and the addition of 1.5 %wt TiO2

resulted in a hardness of 16.5 GPa. The samples hardness that sintered at 1630 �C
varied between 14.8 and 16.5 GPa (Table 1) [46].

It is well substantiated that a small addition (a few hundred ppm) of MgO is an
effective densification aid during sintering of Al2O3 ceramics at temperatures in
the range of 1600–1900 �C. In this work for the first time the effect of TiO2 was
investigated. Small additions of TiO2 have controlled the Al2O3 grain size by
repressing excessive grain growth according to Zener pinning. Zener pinning is the
influence of a dispersion of fine particles on the movement of low and high angle
grain boundaries through a polycrystalline material. Small particles act to prevent
the motion of such boundaries by exerting a pinning pressure which counteracts
the driving force pushing the boundaries. Zener pinning is very important in
materials processing as it has a strong influence on recovery, recrystallization and
grain growth. The small additions of TiO2 in the samples in the present

Table 1 Experimental samples [46]

Samples
name

TiO2 (%wt) Sintering temperature (�C) Density (%) Hardness
(GPa)

Grain size
(lm)

1 – 1600/1630 93.9–94.1 14.1–13.3 0.7
2 0.5 1600/1630 93.9–94.2 14.8 1.5
3 1 1600/1630 95.1–6 15.2 1.9
4 1.5 1600/1630 97–97.3 16.5 2
5 2 1600/1630 96.5–97 16.3 2.3

Fig. 15 Triple grain
junctions in sample 4 [46]
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investigation did not have any obvious effect on matrix grain size during sintering
at a particular temperature (Table 1) and only a limited number of larger matrix
grain section areas were present. This exhibits that local abnormal grain growth
did occur under the applied sintering conditions and it didn’t related to the exis-
tence of TiO2. Also TiO2 may promote a more homogeneous grain size distri-
bution by solute pinning of grain boundaries. Other mechanisms that may operate
in the presence of a glassy/liquid phase include modification of liquid–solid
interfacial energies and glass viscosity. Also by adding these sintering aids to this
nanocomposite the significant segregation of Si and Ti in the grain boundaries
would be occurred. Whether this causes a glassy grain boundary layer and in
continues the segregation simply forms a boundary with a high diffusivity grain
boundary layer. The much increased segregation in this material is apparently
related to some interaction between SiC and TiO2. Such an interaction has pre-
viously been reported by Ding et al. They found a much greater rate of oxidation of
SiC in the presence of MgO and Al2O3 than they did when just Al2O3 was present.
They associated this with the lower eutectic temperature of SiO2–Al2O3–MgO
glass compared to SiO2–Al2O3 glass. With the same words by adding TiO2 the
glassy phases of Al2O3–TiO2–SiO2 with the eutectic temperature of 1470 �C,
would be formed. This phenomenon would be affected on process in two different
ways. First is that by reaching this temperature with different percentage of
components the sintering temperature would be decreased. And the second is the
greater oxidation of SiC will release more SiO2 which can contribute to the grain
boundary glass or segregated layer, either of which may allow faster grain
boundary diffusion [46].

5.8.2 Synthesis of Biodegradable Nanocomposite Scaffold for Bone
Tissue Engineering

Over the past decade, tissue engineering has been widely inspected as a promising
approach towards regeneration of bone tissue. Biomaterials are necessary in tissue
engineering strategies for the manufacture of scaffolds where pertinent cells attach,
grow, proliferate and differentiate. Thus, as the main target, bone tissue engineering
has applied developed biodegradable materials as bone graft substitutes for filling
large bone defects. In bone tissue engineering, scaffold serves as the matrices of
tissue formation and plays a pivotal role. Thus, the choice of the most appreciated
material to produce a scaffold is an indispensably important step in the construction
of a tissue-engineered product, since its characteristics will identify the properties
of the scaffold Polyhydroxyalkanoates (PHAs) are a class of biodegradable
polyesters that have been used in combination or alone for biomedical applications
such as sutures, repair devices, repair patches, slings, cardiovascular patches,
orthopedic pins, adhesion barriers, stents, guided tissue repair/regeneration devices,
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articular cartilage repair devices, nerve guides, tendon repair devices, bone marrow
scaffolds, and wound dressings. Poly (3-hydroxybutyrate), as a member of the
polyhydroxyalkanoates family, known as PHB, has attracted much attention for a
variety of medical applications because of its biodegradation which exhibits a much
longer degradation time than polymers of the poly (a-hydroxyacid) group (e.g. PLA
or PLGA) and its excellent biocompatibility which has a good degree with various
cell lines Several composites of PHB and bioactive inorganic phases, like
hydroxyapatite, wollastonite and bioglass, have been produced to give strength and
bioactivity to the composites. Inorganic phases can be augmented to the polymer
matrix in their micro or nanosize. However, for PHB composites, mainly micro-
particles have been investigated. Recently, nanotechnology and its production have
been utilized in a wide variety of medical engineering applications. Nanoscience is
particularly useful in tissue engineering since the interactions between cells and
biomaterials occur in nanoscale and the components of biological tissues are
nanomaterials. Nanoscales of hydroxyapatite, tricalcium phosphate, bioactive
glass, titanium oxide, carbon nanotubes and diamonds, for example, have been
prepared and used as reinforcement materials in biopolymer matrix composites.
The greater specific surface area of the nanoparticles should lead to higher interface
effects and also cause improved bioactivity and mechanical properties when
compared to micro size particles. In addition, their utilization in a polymeric matrix
closely mimics the structure of a natural bone. PHB/bioglass nanocomposite
scaffold was prepared using a combination of published salt-leaching tech-
niques. Briefly, 2 g PHB and 0.2 g nano bioglass were dissolved in chloroform
with 6 %w/v and refluxed at 60 �C for 6 h. Then, they were sonicated for 30 min
using a sonicating probe, and subsequently, the solution was poured into a bed of
sieved sodium chloride particles 250–300 nm and the sodium chloride: polymer
weight ratio was 90:10. The scaffold was placed under vacuum in a desiccator for
24 h for the solvent to evaporate completely. Then it was rinsed with distilled water
for leaching the salt. After the salt leaching process, the microporous polymer
scaffold was obtained and then vacuum dried. The microstructure of nanocomposite
scaffold containing 10 wt% nano bioglass particles is shown in Fig. 16a–c. The
SEM images demonstrated uniform porosities of 250–300 nm pore size that is
suitable for osteoblast migration [47].

Also there have been many other experiences by the author in the fields of
nanomaterials and nano technology in order to develop new methods for synthesis
of advanced nano materials, new characterization techniques, phase and micro-
structural evolution. Some of these works including synthesis and characterization
of ceramic nano composites [48–50], nano ceramic synthesis [51–53], nano bio-
materials [54–58], nano coatings [59], sol–gel synthesis [60], mechanochemical
synthesis [61–65], nano structured metallic alloys [66–68], nano polymer-silicate
composites [69].
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6 Applications

6.1 Introduction

The early application of nanomaterials and nanocompositesare utilized in systems
that nanopowders are used in their free form, without consolidation or blending.
For a simple example, nanoscale titanium dioxide and zinc oxide powders are now
commonly used by cosmetics manufacturers for facial base creams and sunscreen
lotions for UV protection. Nanoscale iron oxide powder is now being used as a
base material for rouge and lipstick. Paints with reflective properties are also
being manufactured using nanoscale titanium dioxide particles. Nanostructured
wear-resistant coatings for cutting tools and engineering components have used for
several years. Nanostructured cemented carbide coatings are used on some Navy
ships for their increased durability. Recently, more sophisticated applications of
nanoscale materials have been realized. Nanostructured materials are in wide use
in the area of information technology, integrated into complex products such as the
hard disk drives that provide faster communication in today’s world [11].

Many uses of nanoscale particles have already appeared in specialty markets,
such as defense applications, and in markets for scientific and technical equip-
ments. Producers of optical materials and electronics substrates such as silicon and
gallium arsenide have embraced the use of nanosize particles for chemomechan-
ical polishing of these substrates for chip manufacturing. Nanosize particles of
silicon carbide, diamond, and boron carbide are used as lapping compounds to
reduce the waviness of finished surfaces from corner to corner and produce surface

Fig. 16 a The SEM of nanocomposite scaffold’s surface with 509 magnification. b The SEM of
nanocomposite scaffold’s cross section with 509 magnification. c The SEM of nanocomposite
scaffold’s cross section with 909 magnification [47]
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finishes to 1–2 nm smoothness. The ability to produce such high-quality compo-
nents is significant for scientific applications and could become even more
important as electronic devices and optical communications systems become a
larger part of the nation’s communications infrastructure [11].

6.2 Ceramic Nanocomposites for Load-Bearing Applications

Researchers have observed unusual behavior, in the form of high contact-damage
resistance with no corresponding improvement in toughness, in Al2O3/nanotube
composites. Researchers from the University of Connecticut and the National
Institute for Materials Science in Tsukuba, Japan, used the spark-plasma sintering
(SPS) method to produce the Al2O3/single-walled nanotube (SWNT) composites
and observed their behavior under Vickers (sharp) and Hertzian (blunt) indentation
tests. These composites are not tough in the classical sense, but are resistant to
indentation (contact) damage. Such a combination is uncommon in ceramics.
The researchers observed similar behavior in Al2O3/graphite composites.
The reason for this is the unique way in which SWNTs go to the grain boundaries
in alumina and provide shear weakness under indentation [11].

6.3 Nanotechnology in Automotive Applications

Diesel particulate-based filters for cars are being developed using a nanotech-
nology approach. Nano Pt-CeOx particles are improved to optimize the contact
between the particle and diesel soot. Because of the lower particle size a relatively
lower filter regeneration temperature is achieved (less than 450 �C). Nanocom-
posites are currently used in Toyota or GM cars instead of regular plastic.
In addition to being stronger and longer-lasting than conventional plastics,
nanocomposites also have a significant advantage: they are lighter. It is important
for a car to be as light as possible. Lighter cars use less fuel, which means that they
are less expensive for people to own [11].

6.4 Nanoclay-Polymer Composites for Structural Applications

Emerging nanotechnologies offer the potential for revolutionary new polymer
materials with enhanced physical features: reduced thermal-expansion coefficients,
increased stiffness and strength, barrier properties, and heat resistance, without loss
of impact strength. Nanocomposites, which contain nanometer-scale particles that
are homogeneously dispersed throughout traditional polymers, can provide stiff-
ness and strength approaching that of metals, but with significant reductions in
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weight. While the most cost-effective nanosized reinforcing particles are clays,
they require surface modification with surfactants to achieve homogeneous dis-
persion at the nanoscale. Even at a cost of $3–7/lb, commercially available
nanoclays are only truly compatible with polar polymers like nylon. The proper
design of surfactant coatings used to make nanoclays remains a critical technical/
economic obstacle to the commercial production of engineered plastics for high-
volume applications like automobile body panels [11].

Researchers at Argonne National Laboratory have focused on the improvement
of an integrated approach to achieve good exfoliation of nanosized clays in a broad
range of polymers, including polyolefins. The Argonne approach begins with a
patented clay purification process that selectively separates and recovers exfoliated
nanoclays. The surface modification of the mineral surface begins during the early
stages of the purification process and uses a range of unique surface chemistries
with enhanced thermal stability and unusually high affinity for nonpolar polymers
like polypropylene [11].

6.5 Metal Matrix Nanocomposites for Structural Applications

Metal matrix composites (MMCs) such as continuous carbon or boron fiber
reinforced aluminum and magnesium, and silicon carbide reinforced aluminum,
have been used for aerospace applications owing to their lightweight and tailorable
properties. There is much interest in producing metal matrix nanocomposites that
incorporate nanoparticles and nanotubes for structural applications, as these
materials show even greater improvements in their physical, mechanical and
tribological properties as compared to composites with micron-sized reinforce-
ments. The incorporation of carbon nanotubes in particular, which have much
higher strength, stiffness, and electrical conductivity compared with metals, can
improve these properties of metal matrix composites. Currently metal matrix
nanocomposites are being explored for structural applications in the defense,
aerospace and automotive sectors [11].

Concurrent with the interest in producing novel nanocomposite materials is the
need to develop low-cost means to produce these materials. Most of the previous
work in synthesizing nanocomposites involved the use of powder metallurgy
techniques, which are not only high cost, but also result in the presence of porosity
and contamination. Solidification processing methods, such as stir mixing, squeeze
casting, and pressure infiltration are advantageous over other processes in rapidly
and inexpensively producing large and complex near-net-shape components;
however, this area remains relatively unexplored in the synthesis of nanocom-
posites. Stir mixing techniques, widely utilized to mix micron-size particles in
metallic melts, have recently been modified for dispersing small volume
percentages of nanosized reinforcement particles in metallic matrices. Although
there are some difficulties in mixing nanosize particles in metallic melts resulting
from their tendency to agglomerate. A research team in Japan worked on
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dispersing nanosize particles in aluminum alloys using a stir mixing technique and
other researchers at the Polish Academy of Science has recently demonstrated the
incorporation of greater than 80 Vol% nanoparticles in metals by high-pressure
infiltration with pressures in the GPa range. Composites produced by this method
possess the unique properties of nanosized metallic grains and are certainly useful
in structural nanocomposites [11].

6.6 Application of Ferrofluids with Magnetic Nanoparticles

A ferrofluid is a simple liquid medium containing a colloidal suspension of
ferromagnetic nanoparticles. Ferrofluids show remarkable properties in the
presence of a magnetic field. Typical ferrofluids consist of 10 nm particles of
magnetite suspended within an appropriate solvent. Most commercial ferrofluids
utilize an oil-based liquid solvent. The nanoparticles in the ferrofluids are special
permanent magnets; when placed in suspension, the net magnetization of the
ferrofluid is zero until a magnetic field is applied. What distinguishes ferrofluids
from other fluids are the body and surface forces and torques that arise in the
ferrofluids when magnetic fields are applied to them, which in turn give rise to
unusual fluid-mechanical response [11].

6.7 Nanocomposite Coatings

The industrialization of the ‘‘Ti–Al–Si–N’’ coatings with Si dissolved in the (Ti1–
xAlx)N metastable solid solution was pioneered by Tanaka et al. (2001), whereas
Jilek and Holubarwere developing industrial applications of the nc-(Ti1–x Alx)N/
a-Si3N4 nanocomposites. Already the ‘‘Ti–Al–Si–N’’ metastable solution coatings
showed an enhanced hardness, improved oxidation resistance and a better cutting
performance as compared to the state-of-the art (Ti1–xAlx)N ones (Tanaka et al.
2001). However, as pointed out by Tanaka later, the nc-(Ti1–xAlx)N/a-Si3N4

nanocomposites exhibited an even better cutting performance (Tanaka et al.,
2004). The ‘‘Ti–Si–N’’solid-solution coatings with the FCC structure of TiN were
recently studied in detail by Flink et al. (2005). These researchers have shown that,
in this solid solution, the hardness increases almost linearly with silicon content
and reaches about 45 GPa for Si content of 14 %. Upon annealing, the hardness
remains nearly constant up to about 900 �C and decreases afterward reaching
about 26 GPa after annealing at 1100 �C. Compared with the results, it is clear that
the nanocomposites possess a higher thermal stability [11].
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6.8 Electrodeposited Nanostructures

Electrodeposition is a one-step process for production of nanostructured materials.
It is based on the old technology, but with refinements such as pulse plating much
work has been done in recent years to develop nanocrystalline materials by
electrodeposition. Electrodeposited nanocrystalline metals can exhibit both high
strength and good ductility. Electrodeposited nanocrystalline materials can be in
the form of thick coatings, and free-standing foils, plates, or tubes, so may be
considered to be bulk structural materials. Palumbo et al. have reviewed the
applications for electrodeposited nanostructures. These researchers listed a wide
variety of applications, some already in commercial use, some potential. One
example of a large-scale structural application of a bulk nanostructured material
was the use of an electrodeposited nickel microalloy as an in situ repair technique
for nuclear steam generator tubing [11].

6.9 Military Applications

Nanocrystalline materials can be tough, due to the possible combination of high
strength and good ductility. Zhong et al. found that Ni–Fe armor plating can be
twice as tough as the required specifications for military vehicles when made in
nanocrystalline form [11].

Electromagnetic launchers, rail guns, utilize electrical-magnetic energy to
propel penetrators/projectiles at velocities up to 2.5 km/s. This improvement in
velocity over conventional explosives can deliver projectiles with an impact
velocity of Mach 5 to targets at ranges of 250 miles. Since a rail gun operates on
electrical energy, the rails need to be very good conductors of electricity. They
also need to be strong, tough and rigid so that the rail gun does not sag while firing
and buckle under its own weight. While a good electrical conductor like Cu might
be the choice for the rails, Cu is too weak and does not have sufficient wear
resistance or high temperature strength. Therefore, nanocomposites of tungsten,
copper, and titanium diboride are being studied which may provide the
combination of good electrical conductivity and strength required [11].

6.10 Nanoelectronic

These are mainly silicon based microelectronic devices which have invaded our
life. Integrated circuits are now found everywhere not only in personal computers
but also in a lot of equipment we use each minute as cars, telephones, etc. We
always need more memory as well as faster and cheaper processors. If the
reduction in size of electronic devices continues at its present exponential pace, the
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size of entire devices will approach that of molecules within few decades.
However, major limitations will occur well before this happens. For example,
whereas in current devices electrons behave classically, at the scale of molecules,
they behave as quantum mechanical objects. Also, due to the increasing cost of
microelectronic factories, there is an important need for much less expensive
manufacturing process. Thus, an important area of research in nanotechnology and
nanoscience is molecular electronics, in which molecules with electronics func-
tionality are designed, synthesized and then assembled into circuits through the
processes of self-organization and self-alignment. This could lead to new elec-
tronics with a very high density of integration and with a lower cost than present
technologies [70].

7 Environmental Implications

7.1 Introduction

Nanotechnology is concerned with the world of invisible miniscule particles that
are dominated by force of physics and chemistry that cannot be applied at the
macro or human scale level. These particles have come to be defined as nanom-
aterials, and these materials posses unusual properties not presenting traditional
and/or ordinary materials.

It is important to note that the environmental health and hazard risks associated
with both the nano particles and the application of nanotechnology in industry is at
present not fully known. Some early studies indicate that nanoparticles can serves
as environmental poisons that accumulate in organs. Although these risks may
prove to be either minor, avoidable, or both, the engineer and scientist is duty
bound to investigate if there are in fact any health, safety, and environmental
impacts associated with nano technology [71].

Some examples of nanotechnology in commercial use under series investigation
include as follow:

• Semiconductor chips and other microelectronic applications.
• High surface-to-volume catalysts which promote chemical reactions more

efficiently and selectively.
• Ceramic, lighter weight alloys, metal oxides and other metallic compounds,
• Coatings, paints, plastic, fillers, and food packaging applications.
• Polymer-composite materials, including tires with improved mechanical

properties.
• Transparent composite materials such as sunscreen containing nanosize titanium

dioxide and zinc oxide particles.
• Use in fuel cells, battery electrodes, communications applications, photographic

film developing and gas sensors.
• Nano barcodes.
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• Tips for scanning probe microscopes.
• Purification of pharmaceuticals and enzymes.

7.2 Classifications and Sources of Pollutants

It is relatively reasonable to say that there will be two classifications of nano
emissions: particulates and gases. Additional details cannot be provided at this
time since many of new processes and their corresponding emissions have yet to
be formulated. It seems reasonable to conclude that many of these emissions will
be similar in classifications to what presently exists. The classification and sources
of pollutants of necessity have to be emitted to traditional contaminants. Recently
the nation’s natural resources were exploited indiscriminately. Water ways served
as industrial pollution sinks, skies dispersed smoke from factories and power
plants, and the land provided to be a cheap and convenient place to dump
industrial and urban wastes. However, society is now more aware of the
environmental and the need to protect it. While economic growth and prosperity
are still important goals, opinion polls exhibit overwhelming public support for
pollution controls and a pronounced willingness to pay for them [71].

7.2.1 Air Pollutant

Major air pollutants termed criteria pollutants under the act, include: ozone, car-
bon, air born particulates, sulfur dioxide, lead and nitrogen oxide. Although the
Environmental Protection Agency (EPA) has made considerable progress in
controlling air pollution, all of the six criteria except lead and nitrogen oxide are
currently a major concern in a number of areas in the countries.

Generally, the main air pollutant can be classified to ozone and carbon
monoxide, air born particulates, air born toxics, sulfur dioxide, acid deposition,
indoor air pollutant, radon, environmental tobacco smoke, asbestos, formaldehyde
and other volatile organic compounds and pesticides [71].

7.2.2 Water Pollutants

The EPA in partnership with governments is responsible for developing and main-
taining water quality. These efforts are organized around three themes. The first is
maintaining the quality of drinking water this is addressed by monitoring and
treating drinking water prior to consumption and by minimizing the contamination
of the surface water protecting against contamination of ground water needed for
human consumption. The second is preventing the degradation and destruction of
critical aquatic habitats, including wet lands, near shore coastal waters, oceans and
lakes. The third is reducing the pollution of free flowing surface waters and pro-
tecting their uses [71].
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7.2.3 Land Pollutants

Historically land has been used as the dumping ground for wastes, including those
removed from the air and water. Early environmental protection efforts focused on
cleaning up air and water pollution. It was not until the 1970s that there was much
public concern about pollution of the land. There are five different forms of land
pollutant. These include:

1. Industrial hazardous wastes
2. Municipal wastes
3. Mining wastes
4. Radioactive wastes
5. Underground storage tanks.

7.3 Health and Safety Issues

As for the potential environmental, health and safety risks associated with nano-
technology, critics not that since the plethora of nanosized materials (such as metal
and metal oxides, polymers, ceramics and carbon derivatives) are not biodegrad-
able, rigorous ongoing investigation is required to determine what their behavior
will be in various ecosystems, in term of absorption or desorption, biotic uptake,
and accumulation in plants and animals, similarly, questions remain about the
potential toxicity of nano scaled materials to human, in terms of all potential
modes of exposure to such ultra fine particles. Short term and long term mode of
exposure, such as skin absorption, ingestion, and inhalation among others, must be
systematically studied to determine any potential for organ or tissue damage,
inflammation, a triggering of autoimmune diseases, and other health related
consequences.

Recently it is reported that exposure to fullerenes, or bucky balls, (C-60
molecules) can cause extensive brain damage and alter the behavior of genes in the
liver cells of juvenile large mouth bass. Meanwhile in an unrelated 2003 study,
researchers found that carbon nanotubes can damage the lungs if inhaled. The
animal studies show that the nanotubes are so small that the cells that normally
resist other air contaminant are not equipped to handle them.

These reports are among several studies that raise questions about the potential
health and environmental effects of nanoscaled materials, and while the initial
toxicological data are preliminary, they underscore the need to learn more about how
bucky balls and other nanoscaled materials are absorbed, how they might damage
living organism, and what level of exposure create unacceptable hazards [71].
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Mechanics of Cellulose Nanocrystals
and their Polymer Composites

Anahita Pakzad and Reza S. Yassar

Abstract The fabrication of cellulose nanocomposites with ultimate mechanical
properties has received tremendous attention during the past decade. However, the
published data has not been reviewed and systematically compared from
mechanical point of view. The current study aims to fill this gap by providing a
critical review on the published data on the mechanics of cellulose nanocrystals and
their composites. The studies on individual cellulose nanocrystals show that their
strength depends on the number and type of inter and intra hydrogen bonds on the
cellulose chains, which are affected by the cellulose type and origin. It has been
shown that the tensile modulus, yield strength and creep resistance are higher in
cellulose nanocomposites than in unfilled polymers. However, above optimum
cellulose content, the agglomeration of nanocrystals degrades the mechanical
properties. Furthermore, cellulose nanocrystals enhance the structural stiffness of
polymer composites at elevated temperatures. Formation of rigid nanocrystal net-
work causes increase in the storage modulus (E0) and glass transition temperature.

1 Introduction

Nanocomposites have attracted great attention in the scientific community because
of the significant enhancement in the base materials by the addition of nanofillers.
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Extensive publications exist on the mechanical properties [26, 41, 78], thermal
stability [42, 81], superconductivity [59], and electrical magnetic behavior [14, 71]
of various nanocomposites. A wide variety of synthetic nanofillers have been used
to reinforce polymer matrices, for instance see [37, 44, 56, 64].

Because of the current environmental issues such as global warming and
environmental pollution, investigations are being shifted toward the use of natural
fillers in nanocomposites [11, 57, 72]. Since natural nanocomposites are infinitely
recycled in the nature, use of these fillers decreases carbon dioxide release, and
consequently the final product will be more environmental friendly. Cellulose
nanocrystal is a natural polymer, which for the first time was used by Favier et al.
[23] to reinforce polymers.

Cellulose exists in the structure of plants (Fig. 1), sea animals and it is also
made by some bacteria and it mostly functions as the reinforcing structure. It is
being considered as one of the most abundant materials in the nature and has many
other qualities that make it attractive for usage in fabrication of composite
materials. A number of these exceptional qualities are: renewable nature, biode-
gradability, biocompatibility, lower cost in comparison to synthetic fillers, low
density, impressive strength to weight capability, easy processability because of its
nonabrasive nature and relatively reactive surface [4, 5, 13, 27, 33, 54, 58, 61].

The chemical structure of cellulose is shown in Fig. 2. It is a linear homo-
polymer of b-D-glucopyranose units which are connected by (1 ? 4)-glycosidic
bonds. Cellulose is chiral and because of high density of hydroxyl groups is
hydrophilic and can be soluble in water depending on n (n differs from 500 to
15,000). Cellulose is easily machinable and is degradable by enzymes.

Fig. 1 From plant stem to cellulose (not in scale). Cellulose crystals are the building bricks of
plant cells
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The straight nature of cellulose molecule and the existence of hydrogen bonds
result in high likeliness of crystallization. Pure cellulose exists in different allo-
morphs [33, 85]. Cellulose I (natural or native cellulose), which is semi crystalline,
contains two phases, crystalline triclinic Ia and amorphous monoclinic Ib. Amor-
phous areas connect the crystalline parts as shown in Fig. 3. The proportion of
these two phases depends on the origin of the cellulose. For instance, Ia is more
found in bacteria and algae, while Ib is more found in plants.

Cellulose II (regenerated or man-made) is a recrystallized form of cellulose I,
and in contrast to cellulose I, has anti parallel strands and inter-sheet cellulose
bonding, and it is thermodynamically more stable. Cellulose III can be formed by
treating cellulose with liquid ammonia. Depending on what the starting material,
cellulose I or II, the ammonia treatment conversion will be denoted as III1 or III2

respectively. Cellulose III is amorphous. Heat treatment of cellulose III results in
cellulose IV, which is also amorphous.

A wide variety of sources has been investigated for preparation of cellulose
crystals. The main four groups are wood [10], agricultural byproducts (cotton [10],
wheat straw [18]), animal cellulose (sea tunicate [2, 73]) and bacteria [10, 29]. For
more references see [39].

Fig. 2 Chemical structure of cellulose

Fig. 3 Schematic presentation of crystalline structure of cellulose I, crystalline parts are
connected by amorphous areas
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The most common method for separation of cellulose crystals from amorphous
region is acid hydrolysis (Fig. 4). This includes a chemical treatment for separa-
tion of nanocrystals and use of mechanical energy to disperse them in an aqueous
suspension. Under suitable conditions (e.g. see [7]), acid hydrolysis breaks down
the structure of cellulose into individual needle like crystalline rods by disrupting
the amorphous regions. This separation happens due to the faster hydrolysis
kinematics of amorphous regions than the crystalline parts. The resultant highly
crystalline cellulose nanostructures with different aspect ratios (L/D, L = length,
D = diameter), that depend on the hydrolysis conditions and their crystallinity and
origin and can be [200 [10, 22, 66], are referred to as cellulose nanocrystals
(CNXLs). One should note that CNXLs have been entitled, nanorods, nanowires
and whiskers [39]. All these terms refer to the individual crystalline rods of cel-
lulose which have at least one dimension less than 100 nm and an overall length
comparable to their diameter. Figure 4 shows a scanning electron microscopy
(SEM) image of starting material, microcrystalline cellulose (MCC), and a
transmission electron microscopy (TEM) image of the final product of acid
hydrolysis, CNXLs.

Fig. 4 Schematic procedure of acid hydrolysis of commercially available microcrystalline
cellulose. After the acid (e.g. H2SO4) is added slowly to the water solution, it should be heated to
a certain temperature and kept for a specific time. Afterwards using centrifuge, dialysis against
distilled water, sonication and maybe ultra filtering CNXLs are separated (TEM sample:
Elazzouzi et al. [22]
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2 Mechanics of CNXLs

The mechanical properties of cellulose-based structures have been investigated
from both modeling and experimental prospective. Early modeling works started
in 1930 but were limited to cellulose in general and not nanocrystals in particular.
Meyer and Lotmar [55] were the first who theoretically modeled the mechanical
properties of cellulose. They showed that its elastic modulus corresponded to the
chain direction of the cellulose crystal and could be calculated from the force
constants of the chemical bonds of the chain gained from vibrational frequencies
of the molecules. Their modeling was later modified and extended to crystals of
synthetic polymers, nylon and Terylene by Lyons [51]. Treloar [77] further
modified these models by considering the relation of valence angle deformation to
the forces applied to the chain.

Theoretical work on mechanics of nanocrystals has received attention only very
recently. Tanaka and Iwata [74] used molecular mechanics simulation and derived
values between 124 and 155 GPa for elastic modulus of natural nanocellulose
fibers. For this characterization the super cell models with crystal sizes of
1 9 1 9 10 and 4 9 4 9 10 were used (Fig. 5), which in comparison to the unit
cell method did not require strict symmetries and thus were more suitable for
polymers. In order to calculate the elastic modulus, linear relation between the
changes in energy density and the half of the square of the compressive or tensile
strain was used:

p� p0

S � l
¼ 1

2
E

l� l0
l0

� �2

ð1Þ

Fig. 5 Molecular mechanics
simulation representing
compressive and tensile
deformation of the CNXLs.
The arrows show the
direction of the applied
stresses [74]
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where P and P0 are the potential energy of the cellulose crystal under stress and
non-stress energy conditions respectively; S is the cross section, l0 is the length of
the crystal under non-stressed condition, and l is the length of the crystal. The
authors reported that the elastic modulus calculated in 4 9 4 9 10 unit-cell size
had smaller deviations (124–172 GPa) and were closer to the observed values (138
GPa [60]) in comparison to the values calculated in 1 9 1 9 10 unit-cell size
(89–173 GPa).

Experimental measurement of mechanical properties of cellulose began in
1962 but the work was not focused on nanocrystalline cellulose at that time.
Sakurada et al. [69] studied the crystal deformation of highly oriented fibers of
cellulose I (native cellulose) by X-ray diffraction. For this purpose a Geiger
counter X-ray diffractometer was used, a constant stress r was applied to the fiber
bundle, and the fractional change in the length of two glucose units DI/I0, or of a
net plane distance, Dd/d0, was calculated from the displacement of the interference
maximum (Eq. 2):

e ¼ DI=I0 ¼ Dd=d0 ð2Þ

Finally the elastic modulus, E, was calculated by E = r/e = 137 GPa (Fig. 6).
Mann and Roldan-Gonzalez [53] also used X-ray diffraction and measured elastic
moduli between 70 and 90 GPa for crystals of cellulose I and cellulose II,
respectively.

The same procedure was recently used by Nishino et al. [60] to measure
the elastic modulus of different polymorphs of cellulose. The results are sum-
marized in Table 1. The value obtained for cellulose I is in accordance with what
Sakurada et al. [69] obtained many years before.

Atomic force microscopy (AFM) is another tool that has been used for mea-
suring the elastic modulus of cellulose fibers [15, 30, 40]. In this method the AFM
tip is used to deflect a nano sized cellulose fiber, which is suspending on a groove.
In the work performed by Guhados et al. [30] sonicated suspension of bacterial
cellulose fibers was placed on a silicon grating with step height of 1,000 nm and a

Fig. 6 Stress-strain for
highly oriented fibers of
cellulose I obtained by X-ray
measurements. The elastic
modulus was calculated from
the slope to be 137 GPa [69]
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pitch of 3 lm and then it was spin coated. Fibers with diameters \100 nm were
identified by AFM imaging and then using force-volume mode, force spectra were
gained for an array of positions along the fibers (Fig. 7).

It was assumed that the fibers had elliptical cross sections and that they were
clamped on both ends. The slope of the force spectra, dy/dz, that was measured
along the fibers was then calculated to be:

dy

dz
¼ 1þ k

3EI

a L� að Þ
L

� �3
" #�1

ð3Þ

where k is the spring constant of the AFM cantilever, I is the area moment of
inertia, L is the length of the fiber, a is the position of loading with respect to one
end (Fig. 8), and E is the elastic modulus of the fiber which is unknown.

Table 1 Elastic modulus of
crystalline regions of
cellulose polymorphs
obtained by X-ray diffraction
[60]

CNXL origin Elastic modulus (GPa)

I 138
IIII 87
IVI 75
II 88
IIIII 58

Fig. 7 a AFM image of bacterial cellulose fibers suspended over a gap, b force spectra obtained
near the middle of a suspended fiber (solid approach, dashed retraction). c Slope of force spectra
along a suspended 1.62 lm fiber. The suspended parts have smaller slope than the supported ones
[30]

Fig. 8 Clamped fiber with
length equal to (L). Force is
applied to the fiber with
distance (a) from the edge
using the AFM cantilever tip
[30]
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The elastic modulus was calculated 78 ± 17 GPa, which was consistent with
Voigt model [34].

Cheng and Wang [15] used AFM and measured the elastic modulus of cellulose
fibers isolated from Lyocell fibers in a three-point bending test to be 93 GPa.
Recently, Iwamoto et al. [40] used AFM to perform three point bending tests on
CNXLs obtained by sulfuric acid hydrolysis of tunicate and obtained a value of
150.7 GPa. AFM seems to be a useful tool for characterization of the mechanical
properties of single CNXLs (Table 2). These measurements rely on good
knowledge of the geometry of the sample, which is obtained from AFM imaging,
and can be affected by tip broadening parameter.

Raman spectroscopy is another well established technique which has been used
for measurement of the elastic modulus specifically the elastic modulus of CNXLs.
These measurements are based on the shift in the characteristic Raman band
(located at 1,095 cm-1) that corresponds to the vibration of C–O–C bonds on the
back bone of the CNXLs (Fig. 9). To conduct these measurements, CNXLs are
usually embedded in epoxy, and a macro-scale bending test is performed.

In 2005, Sturcova et al. [73] measured the elastic modulus of tunicate CNXLs
to be around 143 GPa using this technique. In this case the position of the Raman
band peak was linearly dependent on strain up to the value of about 0.8%
(Fig. 10). Formations of a plateau after 0.8% strain was related to the weakening
of the cellulose-matrix interface and as a result decrease in the stress transfer
efficiency.

Table 2 Elastic modulus of
CNXLs with different
origins, gained using atomic
force microscopy

CNXL origin Elastic modulus (GPa) Reference

Bacterial 78 [30]
Lyocell fibers 93 [15]
Tunicate 150.7 [40]

Fig. 9 Typical Raman band
shift of the 1,095 cm-1 peak
of tunicate cellulose
subjected to tensile strain [73]
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E ¼ dr
d Dvð Þ �

d Dvð Þ
d 2 ð4Þ

Ec ¼ g0Ef ð5Þ

By substituting d Dvð Þ=d 2¼ 2:4 cm-1% (from Fig. 10) and value of
dr=d Dvð Þ ¼ 4:7 cm-1/GPa [20, 21], in Eq. 4, the elastic modulus of two
dimensional network tunicate cellulose was calculated to be 51.1 GPa. Eq. 5 was
then used to obtain the elastic modulus of a single fiber of CNXL (Ef). In this
equation Ec is the elastic modulus of a two dimensional random network of fibers
and g0 is the efficiency factor equal to 9/8p.

The drawback for this modeling approach is that Eqs. 4 and 5 are based on the
assumption of well compacted fibers. Moreover the fact that cellulose was
embedded in matrix, the nature of chemical bonding between cellulose and matrix
and the distribution of CNXLs can play a role in the calculated elastic modulus.

Recently, the same technique was used to measure the elastic modulus of cotton
CNXLs and bacterial CNXLs (Table 3). Hsieh et al. [38] obtained the value of 114
GPa for the elastic modulus of bacterial CNXLs and Rusli and Eichhorn [68]
found an upper value of 105 GPa and a lower value of 57 GPa for the elastic
modulus of cotton CNXLs. Both of the values for cotton CNXLs are lower than
the value for tunicate cellulose measured by Sturcova et al. [73] and the value for
bacterial cellulose reported by Hsieh et al. [38]. This may be due to the smaller
aspect ratio in cotton-based cellulose than the aspect ratio of other CNXLs which
might have resulted in less effective stress transfer.

Fig. 10 The Raman band
shift in the 1,095 cm-1 as a
function of strain for tunicate
cellulose [73]

Table 3 Elastic modulus of
CNXLs with different
origins, gained using Raman
spectroscopy

CNXL origin Elastic modulus (GPa) Reference

Tunicate 143 [73]
Cotton 105 [68]
Bacterial 114 [38]
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One could ask what causes such high elastic modulus in a low density polymer
such as cellulose. To answer this question, we should go back to the molecular
structure of cellulose (Fig. 11). There are multiple hydroxyl groups on the cellu-
lose chain. These can make intermolecular and intramolecular hydrogen bonds
which have a key role in the mechanics of this material. When a cellulose chain
goes under tension, hydrogen bonds bear the load and deform. This continues until
the load reaches the strength of these bonds, and these break (yield point). After
this point, C–O–C bridges come into the picture and take the majority of the load
[43, 45].

Number and nature of the hydrogen bonds greatly affect the mechanical
properties of cellulose nanocrystals. For example, Tashiro and Kobayashi [75]
showed that the intramolecular hydrogen bonds in cellulose II fibers are weaker
than those in cellulose I, but their intermolecular bonds are the same. This results
in higher elastic modulus for cellulose I than II.

Fig. 11 Intermolecular (blue) and intramolecular (red) hydrogen bonds in cellulose I (a) and
cellulose II (b)
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Table 4 compares the elastic modulus and tensile strength of CNXLs with
carbon nanotubes, steel and glass fiber. As it can be seen mechanical properties of
CNXLs are much higher than those of glass fiber and stainless steel and are
slightly lower than carbon nanotubes. This makes them promising candidates for
reinforcement phase of composites materials specifically because unlike carbon
nanotubes they are definitely biocompatible and biodegradable.

3 Mechanics of CNXL Composites

In a composite system reinforcements are used to carry the mechanical loads,
improve the properties and lower the cost of the final product. On the other hand,
matrix, which in our case is a polymer, is there to increase the toughness, to
disperse fillers and to transfer the load to the fillers. Nanofillers are used widely
these years because they have less defects and higher surface area compared to
larger sized fillers. Thus nanofillers bring additional improvements and unique
characteristics to the final product, at lower filler content levels as compared to
micro and macro fillers.

Like all composite materials, the properties of cellulose nanocomposites depend
on the properties, the volume fraction, and the spatial arrangement of the matrix
and the reinforcement. Dispersion of CNXLs in the polymer matrix is not an easy
procedure, and evenly distributed reinforcement is crucial for enhancement of the
mechanical properties of composites. This can be specially challenging in the
cases that polymer matrix is hydrophobic (as opposed to hydrophilic CNXLs).
Without changing the surface activity and dispersion qualities of CNXLs
(described later) the ultimate mechanical properties of the nanocomposite may not
be much different or they may even be less compared to the pure polymer.

On the other hand, the main factors that dictate their mechanical properties are:
The aspect ratio of the CNXLs (L/D): This ratio depends on the origin of

the crystals and the higher it is the better the mechanical properties will be
[46, 52, 63].

CNXLs from different origins will have diverse size distributions, surface
properties and more importantly different aspect ratios. All of these have funda-
mental influence on the mechanical properties of the final composition. Figure 12
shows differences in the elastic modulus of composites made of starch (with elastic
modulus \2 GPa) and 5 wt% CNXL from various origins.

Table 4 Strength and stiffness of CNXLs compared to other materials

Material Tensile strength (GPa) Elastic modulus (GPa)

Cellulose crystal 7.5–10 [33] 143 [73]
Glass fiber [17] 3 72
Steel [17] 0.9 215
Carbon nanotubes [83] 11–63 270–950
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The processing method: Extrusion, hot pressing and evaporation are some
techniques that are used. These techniques affect the orientation of the filler, the
filler/filler interactions and may cause breakage of the fillers (changing the aspect
ratio). They ultimately affect the final mechanical properties of the nanocomposite
(Fig. 13). For instance, in the case of CNXL/latex composites, it has been shown
that the efficiency of the processing methods is: extrusion \ hot-pressing
\ evaporation [32].

The resulting competition of matrix/filler and filler/filler interactions: The
preferred condition in most of composite materials is the matrix/filler, as opposed
to the case in cellulose nanocomposites. Here the filler/filler interactions should be
predominant, so that a 3D network of CNXLs is made to keep the week polymer in
place and yield in higher stiffness and thermal stability in the resulting material
[4, 24]. Percolating threshold, above which this 3D network is formed, is the
critical volume fraction vRCð Þ; which separates the local and infinite communi-
cation of the fillers. It depends on the particle interactions and orientation and
aspect ratio of fillers and it can be calculated using Eq. 6 [4]. Based on this
equation, percolating threshold for composites with high aspect ratio fillers can be
as low as 1%.

vRC ¼
0:7
L=d

ð6Þ
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Fig. 13 Effect of processing
method on the Young’s
modulus of CNXL/latex
composites [32]
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Although filler/filler interactions need to be predominant, in order for the stress
to be effectively transferred to the filler, good adhesion between the filler and
matrix is vital [36, 28, 29], and not all polymers will have good adhesion with
CNXLs. In order to optimize the interfacial bonding of the filler and the matrix,
some modifications are possible. These include physical methods (e.g. changes in
the structure and surface of CNXLs by coating them with surfactant [36]) and
chemical modifications (e.g. grafting them with hydrophobes [25, 29]). One
drawback to these procedures is that modified CNXLs have less reinforcing effects
than not modified ones. This is due to the destruction of 3D network of CNXLs, as
a result of changes in hydrogen bondings during these modifications. Another
possibility can be the less efficient stress transfer from the polymer to CNXLs
[28, 29].

Isotactic polypropylene (iPP), which is a hydrophobic polymer can be discussed
as an example of surface modified cellulose crystals. Ljungberg et al. [50] prepared
the iPP nanocomposites with aggregated CNXLs (CNXL-A), aggregated CNXL
grafted with maleated polypropylene (CNXL-G-P), and surfactant-modified
CNXL (CNXL-S), and compared their mechanical properties. At large deforma-
tions, where the mechanical properties depend chiefly on the dispersion quality of
the fillers, failure to disperse CNXL-A homogenously, resulted in inferior
mechanical properties than pure iPP. On the other hand, incorporating CNXL-G-P
and CNXL-S into iPP enhanced the mechanical properties at large deformations as
well as in linear ranges. This was due to the fact that their modified surface made
good distributions and stress transfer possible (Fig. 14).

Following is a review on the studies that have been performed to characterize
the tensile, nanoindentation, creep and thermo mechanical properties of CNXL-
based nanocomposites.

3.1 Tensile Properties

Tensile tests are usually performed in universal test machines on pure polymer
matrix and nanocomposite samples which are molded or cut in dog bone or
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rectangular shapes. Important mechanical properties such as elastic modulus,
tensile strength, yield strength and ductility, can be derived from the load–
displacement or stress–strain curves. Furthermore, by studying the shape of these
curves one can gain useful information about the morphology of the ultimate
nanocomposite and the dispersion quality if the reinforcements. For instance no
necking can be a representative of well dispersion of filler in the polymer.

Compared to non-reinforced polymers, CNXL-based composites show
improvements in tensile modulus and yield strength [3, 4, 13, 16, 46, 48, 54, 61, 65,
67, 82]. Figure 15 depicts the changes in mechanical properties of two different
polymers (soy protein isolate (SPI) and polyvinyl alcohol (PVA)) before and after
addition of CNXLs derived from cotton linters. Although the total trend is that the
tensile strength and elastic modulus increase by adding CNXLs to polymers, the
amount and quality of these strongly depend on the polymer and its interaction
with CNXLs.

In general, an optimum filler content is desired in order to achieve the ultimate
mechanical properties [16, 67, 79]. After this optimum value, the addition of filler
content may result in the reduction of tensile strength and/or elastic modulus due
to phase separation which occurs because of agglomeration of the nanofillers (see
the strength data on Fig. 15). This optimum filler content depends on the char-
acteristics of the polymer matrix and its interaction with nanocrystals. The tensile
strength and/or elastic modulus decrease with addition of more cellulose and this is
due to phase separation which occurs because of agglomeration of the nanofillers.

Elongation at break mostly decreases with addition of CNXLs, meaning that the
material is modified from being ductile (with long deformation after yield until
fracture) to very brittle (with almost no plastic deformation after yielding point;
Fig. 15). Addition of a hard filler to a soft matrix results in higher strength at the
cost of ductility. The reduction in elongation at break is a sign of good filler/filler
and filler/matrix interactions, which restricts the motion of the polymer matrix.
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Table 5 summarizes the mechanical properties of various CNXL-polymer
composites. Although this table does not cover all the published literature, it can
be a good reference for comparison of the effect of cellulose origins and polymer
types on the ultimate mechanical properties of these nanocomposites and the
optimum filler content.

Experimental conditions such as temperature and relative humidity have great
effects on tensile test results. For example as it is seen in Fig. 16, increase in the
relative humidity (RH), tends to degrade the mechanical properties of cellulose
nanocomposites with hydrophilic matrices [19, 79]. This is because at high
humidity levels, hydrophilic polymer absorbs large amounts of water. As a result
the matrix/filler interactions declines and CNXLs become surrounded by a week
and soft phase, and the reinforcing effect of CNXLs diminishes.

3.2 Nanoindentation Studies

Another technique for mechanical characterization of polymer composites is
nanoindentation. Nanoindentation is similar to macro-hardness tests but is done in
nano-scales. Typically a diamond indentation tip with known elastic modulus and
hardness is pressed into the surface of the sample, and the applied normal load
(P) and the indentation height into the surface (h) are measured continuously
during the loading and unloading. A schematic load–displacement curve is shown
in Fig. 17. The elastic modulus (E) and hardness (H) are then calculated using the
slope of the unloading part of the curve (S) and the equations below:

S ¼ dP

dh
¼ 2ffiffiffi

p
p Er

ffiffiffi
A
p

ð7Þ

1
Er
¼ 1� v2ð Þ

E
þ

1� v2
i

� �
Ei

ð8Þ

H ¼ Pmax

A
ð9Þ

S is the slope of the load–displacement curve, which is obtained by fitting a
second order polynomial function to the curve and differentiation ðdP=dhÞ: A is the
projected contact area. As opposed to conventional indentation techniques, here
the contact area is measured indirectly using the indentation height and the known
geometry of the indenter. Er is the reduced elastic modulus (the measured elastic
modulus includes effects from both the specimen and the indenter), vi, v and Ei,
E are the Poisson’s ratios and the elastic moduli of the indenter and the sample
respectively [62].

Although several nanoindentation experiments have been reported for cellulose
nanofiber reinforced polymer composites, no reports were found on nanoindenta-
tion results on CNXL composites. In this section two examples of nanoindentation
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results are discussed. Polymers in this section are all reinforced with cellulose
nanofibers, which as opposed to CNXL that consist of only crystalline parts, have
some amorphous regions too.

Zimmermann et al. [84] compared the elastic modulus of hydroxypropyl filled
with cellulose nanofibers gained from two different methods of tensile and
nanoindentation tests. The elastic modulus of the filled polymer was higher than
the unfilled one in both methods, but nanoindentation resulted in higher values in
comparison to tensile tests (Fig. 18). This dissimilarity may have different reasons.
Firstly the elastic modulus of polymers depends on the available free volume, in
nanoindentation this volume is less than in tension tests. Secondly, the volume of
the sample on which the test is performed is bigger in tensile testing than in
nanoindentation, this bigger volume contains larger amount of deflections such as
microscopic cracks. And thirdly, the strain rates in these two methods are different
and it is well known that the elastic modulus can be highly affected by the strain
rate in many materials.

0

200

400

600

800

1000

1200

1400

0 10 20 30

E
la

st
ic

 m
od

ul
us

 (
M

P
a)

CNXL wt.%

SPI+Cotton CNXL 
(RH=13%)

SPI+Cotton CNXL 
(RH=0%)

Starch+Potato tuber 
CNXLs (RH=25%)

Starch+Potato tuber 
CNXLs (RH=75%)

Fig. 16 Change in elastic
modulus of soy protein
isolate (SPI) and Starch filled
with CNXL at various
relative humidity (RH)
[19, 79]

Fig. 17 Typical load–
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As it was mentioned before, the stress transfer quality between filler and matrix
is of significant importance in the mechanical studies of nanocomposites. The area
that bonds cellulose nanofibers to polymer matrix is called interface. At the
interface the properties change from the properties of individual nanofibers to the
one in polymer matrix. The interface has crucial effects on the stress transfer
qualities and has been motivation of great deal of studies and investigations.
Lee et al. [49] evaluated the interface properties of polypropylene (PP) filled with
cellulose nanofibers, using nanoindentation and compared the results with finite
element analysis (FEA). A series of indentation tests with different indentation
depth and different spacing were performed on the samples. According to the
nanoindentation results with 30 nm depths and 260 nm spacing (Fig. 19), it was
concluded that the width of the interface region was less than one micron. FEA
results showed that the perfect interface width would be approximately 1.8 lm.
Therefore, it was concluded that using the conventional techniques it would be

Fig. 18 Comparison the
elastic modulus (MOE)
values gained from tensile
and nanoindentation tests on
hydroxypropyl-cellulose
nanofiber composites.
Although the values gained
for MOE from
nanoindentation tests are
higher than those gained from
tensile tests, in both methods
MOE increases as the amount
of cellulose nanofiber is
incresed in the
nanocomposite [84]

Fig. 19 Change in a hardness and b elastic modulus across the interphase region obtained by
nanoindentation with 30 nm depth and 260 nm spacing [49]
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difficult to calculate the true mechanical properties of the interface in an area at
least 8 times smaller than the indent size. At areas smaller than this value, the
effect of neighboring materials becomes dominant which potentially can affect the
experimental results.

Care should be taken during analysis of nanoindentation results for polymer
composites. There are some debates that the famous Oliver-Pharr method [62],
should not be used for polymer materials [76]. One should be careful when
comparing results from nanoindentation tests on different materials, using different
tips, techniques and in different laboratories. There are some phenomenon which
can affect the test results. For example: Pile up is bulding out of the free surface of
the material, which changes the contact area, and ultimately the E and H calcu-
lations. Viscoelasticity characteristics of polymers affects the unloading curves,
and results in what is called a ‘‘nose’’ on the curves, where the indentation height
increases while the load is being decreased. This results in negative values
for contact stiffness (S). Finally the morphology of the indentation surface is
vastly affected by sample preparation techniques that can result in different
microstructures with different mechanical properties and/or various microscopic
roughnesses. These ultimately give various E and H for various positions on one
specific sample and increase the standard deviations from the average values.

3.3 Creep Properties

A limited number of investigations have been conducted on creep properties of
CNXL composite systems. It is expected that due to stiffer nature of cellulose than
the polymer matrix, CNXLs restrict the motion and reorientation of the polymer
chains. This can influence the stress transfer and results in the enhancement of
creep resistance in nanocomposite material [3]. Figure 20 shows that the addition
of even a small amount of CNXL (0.1 to 1%) to polyurethane considerably
decreases the creep strain.

Fig. 20 Creep curves for
unfilled polyurethane and
CNXL/polyurethane
nanocomposites with
different wt. % (tests
conducted at 20�C for
60 min). Due to the restricted
motion of polymer chain by
CNXLs, the creep resistance
increases by increasing the
filler even to a very small
amount [3]
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3.4 Thermo-Mechanical Characterization

Thermo-mechanical characteristics of CNXL composites are mostly investigated
using dynamic mechanical analysis (DMA), where the storage modulus (tensile: E0

or shear: G0) and the position of tan d peak (the loss factor, tan d ¼ E00

E0 where E00is
the loss modulus) are compared in the pure polymer and in composites with
different filler contents. DMA is mostly performed in tensile (E0) or sheer (G0)
mode, in a wide range of temperatures around the glass transition temperature of
the polymer. These tests are usually done with a constant frequency (e.g. 1 Hz)
and they provide information about the visco-elastic properties of materials.

Figure 21 shows a schematic curve of changes in storage modulus by tem-
perature for a thermoplastic. This curve contains three phases:

(1) At temperatures below Tg or glassy stage, the storage modulus remains almost
constant with increase in temperature.

(2) As the temperature approaches Tg, a dramatic drop in the storage modulus is
observed where the material is being transformed from glassy to rubber state.

(3) Above Tg, polymer turns into a viscous liquid, and storage modulus keeps
decreasing with increase in temperature.

Generally cellulose nanocomposites have been found to be more thermally
stable than the matrix alone. Again, enough CNXL content causes a continuous 3D
network (percolation), which reduces the mobility of polymer matrix and as a
result the storage modulus (E’ or G’) increases and tan d peak broadens. Above
melting temperature (Tm) is where CNXLs have the most effect on thermo
mechanical properties of the composites. As opposed to pure polymer, here storage
modulus does not drop by increase in temperature, thus performance at high
temperatures is improved and thermal stability is brought to the ultimate material
up to degradation temperature of cellulose (around 500 K). Another thermo
mechanical observation in nanocomposite polymers filled with CNXL is increase
in glass transition temperature (Tg). This phenomenon is related to change in the
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kinetics of the glass transition due to the presence of the nanocrystals and also
increase in cross linking and as a result decrease in the mobility of the polymer
chains. Broad amount of work has been concentrated on the thermo mechanical
properties of CNXL polymer composites, for instance see: [1, 3, 5, 6, 8, 12, 13, 16,
23, 29, 31, 35, 46, 50, 52, 54, 65, 67, 79, 80].

Figure 22 depicts the results obtained from DMA tests on nanocomposites of
cellulose and cellulose acetate butyrate [29]. Adding 10 wt. % native cellulose
resulted in 94% improvement, at 81�C, and 2,000% improvement, at 124�C, in E0.
Tan d peak is also shown to go to higher temperatures and lower magnitudes and
to broaden as the amount of filler was increased.

4 Morphological Analysis

For information on polymer microscopy readers can see Sawyer and Grubb [70],
Bozzola and Russell [9].

4.1 Cellulose Nanocrystals

Preparation conditions like hydrolysis time and temperature have great affect on
the geometrical properties of resulting CNXLs. Meanwhile, properties such as
their diameter, aspect ratio and tendency to aggregate, have critical affects on the
mechanical properties of CNXL-polymer composites. Hence, it is important to
examine these fillers before they are dispersed in polymer matrices. Various
microscopy techniques can be used for this purpose. Most commons are:

Scanning Electron Microscopy (SEM): SEM with a field emission gun
(FESEM) can be used to image CNXLs. Usually a dilute solution of the sample is
made, a droplet is put on a substrate and is left to air dry. In order to prevent
charging and burning either low accelerating voltage (1–3 V) can be used, which

Fig. 22 Temperature dependence of storage modulus (a) and tan d peak (b) in CNXL
composites. Nanocomposites of native CNXL are thermally more stable than unfilled cellulose
acetate butyrate and nanocomposites of silylated CNXL [29]
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will degrade the resolution, or the sample can be coated with conducting materials.
Because of resolution limitations and instability of the sample in SEMs, it is
usually difficult to obtain precise details of CNXLs in these images (Fig. 23).

Transmission Electron Microscopy (TEM): In order to examine CNXLs in
TEM, a drop of dilute solution is put on a carbon coated grid, and let dry in air.
Usually metal shadowing or negative staining is needed to improve the contrast
(Fig. 24). For instance, sample can be negatively stained by floating the grid in
staining materials, such as uranyl acetate, for a few minutes. Some difficulties in
TEM imaging are sample preparation techniques and beam sensitivity of the
sample.

Atomic Force Microscopy (AFM): AFM in tapping mode can be used for this
purpose. Again, a droplet of CNXL solution is dried on a substrate (usually freshly
cleaved mica) and studied. AFM seems to be a good alternative to electron
microscopy because it does not have the limitations of low contrast and resolution,
and sample preparation is much easier (Fig. 25). The only disadvantages are the tip
broadening and scan rate that can affect the quality of the images.

Fig. 23 A SEM image of
bacterial CNXL pellicles [59]

Fig. 24 A TEM image of
tunicin CNXL [22]
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4.2 CNXL Polymer Composites

The dispersion quality of CNXL through the polymer matrix has great effects on
the nanocomposite ultimate properties. As mentioned before, hydrogen bonding is
the main reason for formation of the rigid 3D network of cellulose crystals above
percolating threshold, which holds the polymer matrix and improves its mechan-
ical and thermal properties. Meanwhile, these bonds can bring difficulties in filler
dispersion, cause aggregation of CNXLs, and degrade the ultimate properties.

Firstly, since the size of CNXLs is smaller than the light wavelength, if the pure
polymer is transparent and the final composite comes out opaque, one can con-
clude that there are agglomerations of CNXLs, simply by eye observations.

Some of the techniques used for characterization of the filler dispersion in
nanocomposite materials are: optical microscopy (OM), SEM, TEM, AFM, small
angle X-ray scattering (SAXS) and wide angle X-ray diffraction (WAXD). Here
we discuss three most common techniques (OM, SEM, TEM). SEM uses electrons
to scan the surface of the specimen, and TEM passes electrons through a thin slice
of the specimen.

4.2.1 Optical Microscopy

Observation of the solid surface of polymer nanocomposites in an optical
microscope (OM) can results in some qualitative information about the filler
dispersion. If CNXLs are not individualized and dispersed well, their aggregate
will appear in the image (Fig. 26).

Fig. 25 AFM image of
cotton CNXL [22]
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4.2.2 Scanning Electron Microscopy

The fracture surface of polymer composites (obtained either by cryo fracturing in
liquid nitrogen temperature or from tension tests), are observed in SEM and
compared to the surface of pure polymer. Addition of CNXLs to polymers alters
their fracture mechanism. The fracture surface of thermoplastics is usually fea-
tureless, flat and smooth (Figs. 27a, 28a). After CNXLs are added, up till the
optimum point, rigid CNXLs act as obstacles for movement of dislocations and
cracks and make them change path. As a result the fracture surface comes out to be
rough and irregular with coarse slip planes (Figs. 27b, 28b). After this point,
addition of more CNXL, results in their agglomeration and inferior mechanical
properties and this coincides with voids, wrinkles and crystals being pulled out of
the polymer matrix (Fig. 27c).

Usually CNXLs appear as white dots during the SEM imaging due to the highly
non-conductive nature of the nanocrystals. The concentration of these dots
increases as the filler content increases in the nanocomposite. When CNXLs are
well dispersed and there is good adhesion between the filler and the polymer

Fig. 26 Optical Microscopy images of CNXL-PVA composites (a) reinforcement without
coating; (b) reinforcement coated with ethylene–acrylic oligomer. The dispersion is better in b,
where less aggregates and filler with smaller diameters are observed [80]

Fig. 27 SEM images of tension fracture surfaces of CNXL/nitrile rubber composites: a 0 phr;
b 20 phr (optimum filler content); c 30 phr (The scale bars are 50 microns). Comparing to (a), the
surface is rougher in (b) and (c). Because of poor matrix/filler interactions, pulled out particles
can be seen in (c) [48]
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matrix (e.g. when both phases are hydrophilic) fractography of the fracture surface
reveals no sign of agglomeration of nanocrystals (Fig. 29).

Marcovich et al. [54] detected a fish scale feature on the fracture surface of
nanocomposites of polyurethane and CNXLs (Fig. 30). The density of these par-
abolic features is related to the energy consumed to break the samples and thus the

Fig. 28 Fracture surface of polyurethane (a) and polyurethane filled with 1 wt. % CNXLs (b).
CNXLs make the cracks change path and increase the energy dissipation during the fracture in
(b) [3]

Fig. 29 SEM images of the polyurethane filled with different wt. % of CNXL: a 0 b 20 c 30. In
contrast with the fracture surface in (a) which is featureless, the fracture surfaces are rough in
(b) and (c) and the white dots on them are the CNXLs [13]

Fig. 30 SEM images of the fish scale feature on the fracture surface of cellulose nanocomposites
which is related to the fracture toughness: a 91,500 (scale bar = 10 micron) b 912,000, the
arrow shows a CNXL (scale bar = 1 micron) c the surface from an angle (scale bar = 2 micron)
[54]
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fracture toughness. As the content of the filler increases the ridges on the fracture
surface become smaller and their density increases. This might results in higher
density of crack deflections, and as a consequence higher fracture toughness.

4.2.3 Transmission Electron Microscopy

In this case, very thin (\100 nm) slices of the specimen are prepared using ultra
microtome with a diamond knife. These slices are then mounted on carbon coated
grids and studied in TEM (Fig. 31). Because the filler and the matrix are both
polymers, CNXLs need to be stained (usually negatively, using materials such as
uranyl acetate) to improve the contrast. Because of difficulties with respect to
sample preparation and also cost, TEM is not used as widely as SEM is.

5 Summary

A limited number of theoretical modeling on mechanics of individual cellulose
nanocrystals and their nanocomposites has been conducted so far. There are still
great opportunities for computational mechanic researchers to explore this field.
First principle calculations and molecular mechanics have the potential to better
describe the behavior of cellulose nanocrystals due to their nanometer sizes.
Rarely, direct experimental methods have been utilized for measuring the
mechanical properties of individual cellulose nanocrystals. An indirect method
based on the shift in Raman band peak has been used to obtain the elastic modulus
of cellulose nanocrystals embedded in a polymer matrix. These measurments are
not reliable due to the effect of background matrix. Recently AFM technique was
used to perform bending tests on CNXLs, but this technique has to be further
explored.

Fig. 31 TEM images of
CNXL-PLA composite [47]
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It has been shown that there is a clear difference in the mechanical properties of
CNXLs from different resources. For instance, CNXLs from cotton have smaller
aspect ratios and as a result smaller elastic modulus than those from bacteria or
tunicate. However no micro/nanoscale observation has been made to understand
the atomistic nature of such differences.

The macroscopic mechanical behavior of cellulose nanocomposites can be
strongly affected by the competition between filler/filler and matrix/filler inter-
actions and by the formation of strong 3D network of CNXLs. It has been shown
that tensile modulus, yield strength, fracture toughness and creep resistance are
higher in cellulose nanocomposites than in the neat polymers, but due to the
agglomeration of CNXLs in higher filler contents, there is usually an optimum
amount of filler. In order for the mechanical percolation to happen filler/filler
interactions need to be predominant. On the other hand optimized matrix/filler
interactions in nanocomposites guarantees superior mechanical and thermo-
mechanical properties.

Addition of CNXL to polymers also alters their failure mechanism. The fracture
surface changes from being smooth and featureless to being rough. As the content
of the cellulose increases, there is more discontinuity and stress concentration, and
the ridges on the surface of the fracture become denser and smaller. It is expected
that the presence of the nanocrystals causes crack deflection during the fracture,
and a greater energy is needed for the cracks to grow.

Furthermore, CNXLs improve thermal stability of polymer composites. For-
mation of rigid 3D CNXL network, which keeps the polymer chains from moving,
causes increase in the storage modulus (E0, G0) and Tg, broadens tan d peak and
moves it to higher temperatures.
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Shift of Lines in Phase Diagrams
for Nanograined Materials
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Abstract If one adds the atoms of a second component B to a one-component
polycrystal A, they distribute between bulk and grain boundaries (GBs) and form a
solid solution (A). If the amount of B exceeds the solubility limit in (A), the particles
of a second phase appear and start to grow, and the concentration of B in (A) remains
constant and equal to the solubility limit. However, the equilibrium solubility in the
GBs is usually much higher than in the bulk. Therefore, the overall solubility of B in
a polycrystal (A) would be higher than in a single-crystal (A). Thus, the solubility
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lines in the phase diagrams should shift with decreasing grain size. We measured the
solubility of Mn and Co in the zinc oxide with grain size of about 20 nm and
compared with that in the ZnO single-crystals. At 500�C, the overall solubility
increases from 2 to 33 at.% Co and from 2 to 28 at.% Mn. Temperature dependences
of the solubility shift for the grain size of 20, 100 and 1,000 nm were calculated
using the published data from the papers devoted to the investigations of ferro-
magnetism in doped ZnO. The quantitative estimation leads to the conclusion that,
close to the bulk solubility limit, the thickness of a Co- and Mn-enriched layer in
GBs is several monolayers and at least two monolayers in the free surfaces.

1 Introduction

The phase diagrams for the nanograined materials can drastically differ from those
for the single crystals or coarse-grained polycrystals. For example, by increasing
the content of an alloying component, c, a solubility limit is reached at a certain
concentration, cs. Above cs the second phase appears in the bulk. By further
increasing c, only the amount of the second phase increases, but the concentration
in the first phase remains equal to cs. The easiest way to measure cs is to follow the
change of the lattice spacing in the solid solution, for example with the help of
X-rays diffraction (XRD). The lattice spacing continuously changes with
increasing c up to cs. At c [ cs the lattice spacing remains unchanged, and the
diffraction peaks of a second phase appear in the XRD spectrum.

However, if the alloy contains surfaces and interfaces with segregated second
components, the total concentration of a second component, ct, will be higher than
the concentration in the bulk solid solution, cv. The difference between ct and cv

would increase with an increasing specific area of surfaces and interfaces (i.e. with
decreasing grain size). If the grain size is small enough, the difference between ct

and cv can become measurable. This is due to the fact that XRD registers the
diffraction only from the bulk phases. The component segregated in the thin
surface or interface layers remains invisible for XRD. The XRD peaks appear only
in the case where the coherent-scattering region is large enough (grain size around
5 nm or larger). Simultaneously, XRD allows one to measure the grain size using
the angle dependence of the peak width.

McLean was probably the first who mentioned that the apparent solubility limit,
csa, in the fine grained materials will be higher than the volume solubility limit cs

[1]. He calculated this difference for the Fe–C system and grain size of 1 and
10 lm [1]. Beke et al. calculated the shift of miscibility gap due to the GB
segregation in dependence on the number of GB layers [2, 3]. Experimentaly such
shift was observed in the Pd–H system [3]. The increase of the total solubility with
decreasing grain size was observed for Ti and Y in alumina [4] and for Y and Ca
in TiO2 [5]. Nevertheless, the consistent XRD measurements of solubility shift
csa – cs in dependence on grain size d are very time-consuming and, to the best of
our knowledge, were never conducted before.
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Zinc oxide offers a good possibility for such successive investigation. ZnO is
broadly used as a transparent conducting oxide in the semiconductor thin film
technology, as a material for varistors (doped by Bi2O3) and for gas sensors.
Moreover, it is a promising material for future spintronics as a possible ferro-
magnetic semiconductor. Ferromagnetic semiconductors could allow seamless
electrical manipulations of magnetic states and magnetic modification of electric
signals. In 2000 Dietl et al. [6] theoretically predicted that ZnO doped by small
amounts of ‘‘magnetic’’ impurities like Mn or Co should possess the ferromagnetic
properties. This work triggered a boom of experimental work. In the meantime
more than 1,200 papers devoted to diluted magnetic semiconductors have been
published. Unfortunately, ferromagnetism in diluted doped ZnO is far from
understood. The presence or absence of ferromagnetism in doped ZnO critically
depends on the synthesis method. Fortunately, these studies allow the dependence
of csa – cs on the grain (particle) size d to be estimated. In this work we observe
the grain-size dependence of the solubility limit of Co and Mn in ZnO.

2 Investigation of Nanograined Doped ZnO Films

The Mn- and Co-doped ZnO thin films were deposited on the Al foils by the novel
liquid ceramics method. The substrates were dip-coated by the mixture of liquid
organic acids with metallic ions and dried at 150�C. Then the deposited layers
were oxidized in air at 550�C. The resulting films were greenish and transparent.
The film thickness was determined by electron-probe microanalysis (EPMA) and
edge-on transmission electron microscopy (TEM) and measured between 50 and
200 nm. The Mn content in films was between 0 and 47 at.%. The Co content in
films was between 0 and 52 at.%. The zinc, cobalt and manganese content in doped
oxides was measured by atomic absorption spectroscopy in a Perkin–Elmer
spectrometer and by EPMA in a Tescan Vega TS5130 MM microscope equipped
by the Oxford Instruments LINK energy-dispersive spectrometer. TEM investi-
gations were carried out on a JEM–4000FX microscope at an accelerating voltage
of 400 kV. TEM was used to investigate the crystal structure of the film especially
at the interface and to look for possible Mn clusters. TEM was also used to
measure the grain size in pure and doped ZnO films. XRD data were obtained on
Siemens diffractometer (Fe Ka radiation with k = 0.193728 nm) with a graphite
monochromator and line-position-sensitive gas flow detector. Calculation of the
grain size, d, was done using the angle dependence of the peak broadening [7].

3 Solubility of Co in Zno

In Fig. 1 the bright field high-resolution electron micrograph and the electron
diffraction pattern are shown for the nanograined ZnO thin films with 30 at.% Mn

Shift of Lines in Phase Diagrams for Nanograined Materials 267



(left) and 40 at.% Co (right). The deposited ZnO films are dense, non-porous,
nanograined, uniform, non-textured. The grain size in this film is about 20 nm.
In other Mn-doped samples the grain size was 20 ± 5 nm. The grain size in the
Co-doped films is about 10 nm. In Fig. 2 two XRD spectra are shown, namely for
pure ZnO (bottom) and ZnO doped by 40 at.% Co. Only wuerzite lines are visible
in the pure ZnO film. The cubic Co2O3 phase appears additionally in the ZnO –40
at.% Co sample. In Fig. 3a the dependence of the lattice parameter c in the
Co-doped ZnO films on the Co-concentration is shown. The error bars in Fig. 3a
are defined by the angular error for the peak positions in XRD spectra. Above 33
at.% Co, the second phase Co2O3 with cubic structure appears and the lattice

Fig. 1 Dark field TEM micrographs of the nanograined ZnO thin films with 30 at.% Mn (left)
and 40 at.% Co (right) deposited by the liquid ceramics technology and electron diffraction
pattern as an inset. No texture is visible. Reflexions from the Al substrate are also present
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spacing in the wuerzite ZnO phase ceases to increase. It means that the solubility
limit csa in the Co-doped ZnO thin films with grain size 10 nm is 33 at.% Co at
550�C. The solubility limit in the bulk cs is about 2 at.% Co at 550�C [8]. In
Fig. 3b the increase of the lattice parameter c in the Mn-doped ZnO films with
increasing Mn-concentration is shown. The error bars in Fig. 3 are defined by the
angular error for the peak positions in XRD spectra. Both our data (d = 20 nm,
diamonds) and the data taken from the literature are shown [Mn-doped epitaxial
films on the single crystalline ZnO substrate [9], squares; films with d = 100 nm
obtained by the chemical spray pyrolysis [10], circles; films with d = 1,000 nm
obtained by the molecular beam epitaxy (MBE) on the sapphire substrate, trian-
gles]. The lattice spacing linearly increases up to the certain concentration csa.
Above csa, the second phase Mn3O4 with cubic structure appears and the lattice
spacing in the wurzite ZnO phase ceases to increase. The slope of the inclined
portion of the curves decreases with decreasing grain size. It means that the
solubility limit csa in the Mn-doped ZnO thin films with grain size 20 nm is about
33 at.% Mn at 550�C. The solubility limit in the bulk cs is about 12 at.% Mn at
550�C [8].
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In order to find ferromagnetism in doped ZnO, it is important to ensure that it
does not contain any particles from the second phase which could influence the
sample’s magnetic properties. It means that in each published work the data are
present on the dopant concentration and presence or absence of a second phase.
Usually, the presence or absence of a second phase is controlled by XRD. Mea-
surable X-ray peaks appear in the diffraction spectra when the amount of a second
phase is about 1–2%. TEM or Raman spectroscopy allows one to detect a second
phase at lower content than XRD. However, such data are almost absent in the
papers devoted to the magnetic behaviour of ZnO. Therefore, we used only XRD
data for the construction of plots presented in Figs. 4, 5, 6, 7 and 8. The majority of
published works allowed us to estimate the grain or particle size and to assign the
data to a certain temperature, either that of a synthesis or of a last thermal treat-
ment. The published data encompass a grain (particle) sizes D from 10 mm to
10 nm and temperatures from 300 to 1,500 K. This gave us the unique chance to
construct the csa(T) dependences for the broad interval of D and to compare the
influence of internal boundaries and surfaces. The biggest data arrays exist for
Co- and Mn-doped ZnO.

In Fig. 4 the solubility limit (solvus) of Co in ZnO polycrystals is drawn using the
data on polycrystals with a grain size above 1,000 nm [8, 11–19]. (The errors in
Fig. 4, as well as in Figs. 5, 6, 7 and 8 are below the scale of the markers).
These samples were obtained by hydrothermal growth [8], growth of Co-doped ZnO
single crystals from the melt [11], high-temperature and high-pressure synthesis of
bulk crystals [12], Co diffusion from the vapour into ZnO single crystals [13], Co ion
implantation into ZnO single crystalline substrate [14], chemical vapor transport
[15], sintering of conventional powders [16, 17], co-precipitation [18], and dual-
beam pulsed laser deposition (PLD) [19]. Open symbols correspond to the one-phase
samples. Full symbols correspond to the samples where the second phase Co2O3 was
observed by the XRD. Stars correspond to the solubility limit determined in the
literature by the method similar to that used by us in the Fig. 3. The experimental
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Fig. 5 Solubility limit of Co
in ZnO polycrystals with
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one-phase samples. Solid
symbols correspond to the
two-phase samples. Filled
stars correspond to the
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error of the synthesis or annealing temperature is usually below ±10�C and error of
determination of Co-concentration in ZnO is usually below ±0.1 at.%. Therefore,
the error bars are not visible on the scale of the Figs. 4, 5, 6, 7 and 8. The solubility of
Co in ZnO reaches about 20 at.% at 1,200�C and falls below 2 at.% at 550�C. This
line corresponds to the solubility in the bulk of ZnO, the number of Co atoms
segregated in grain boundaries is negligible.

Using the hydrothermal technique the oxide mixtures of known compositions
were sealed together with a small amount of NaOH in water as a mineralizer in gold
tubes and heated in a hydrothermal pressure vessel at 108 Pa and temperatures
between 570 and 800�C [8]. Grain size of doped ZnO was above 5 lm. High-
temperature (900–1,100�C) and high pressure (6 GPa) annealing of the original
ZnO ? Co ? Co3O4 mixture in the sealed gold capsule without any mineralizer
allowed large Co-doped ZnO bulk polycrystals to be manufactured [12]. In the vapor
phase diffusion method cobalt atoms were introduced into the few millimeter large
ZnO single crystals in a conventional tube furnace in flowing O2 gas at 1,050�C for
about 100 h. Co3O4 vapor was used as the source material which was evaporated
from Co3O4 powder (melting point about 900�C) [13]. In the ion implantation
method the commercial ZnO single-crystal substrates (0.5 mm thickness) were
implanted with Co with energy of 100 keV and fluence up to 1017 ions/cm2 [14]. The
chemical vapor transport method allows the few millimeter large Co-doped bulk
ZnO single crystals to be manufactured [15]. By sintering of conventional powders
the ZnO and CoO powders with grain size between 1 and 20 lm were mixed
together, pressed in the tablets and annealed at temperatures between 600 and
1,400�C [16, 17]. In the co-precipitation technique, the Zn1-xCoxO powders were
prepared by the decomposition of an oxalate precursor in which Co and Zn ions are
already mixed [18]. The resulting powders with sizes above 1 lm were annealed at
900�C [18]. In the dual-beam pulsed laser deposition (DBPLD), the laser beam was
split into two beams and irradiated two separate targets of ZnO and Co. The two
targets were ablated separately, the Co-doped ZnO is thus formed by the growth of
thin film on the single crystal sapphire substrate from the fluxes coming from the two
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targets. The substrate temperature was between 600 and 800�C. Usually DBPLD
leads to the formation of rather fine-grained polycrystals, however, the grain size can
be above 1,000 nm by high Co concentrations [19].

In Fig. 5 the solubility limit (solvus) of Co in ZnO polycrystals is drawn using
the data on polycrystals with grain size between 100 and 1,000 nm [14, 19–26].
These samples were obtained by sintering fine powders [20, 21], vaporization–
condensation method [22], magnetron sputtering [23, 24], sol–gel method [25],
electrodeposition [26], Co ion implantation into ZnO single crystalline substrate
[14], single- and dual-beam PLD [19, 27]. The solubility of Co in ZnO reaches
about 16 at.% at 800�C and falls below 2 at.% at room temperature. Co solubility
in polycrystals with grain size between 100 and 1,000 nm is much higher than in
the coarse-grained samples (Fig. 4). For example, it is two times higher at 800�C
and about four times higher at 550�C.

Fine powders were chemically synthesized from various aqueous solutions,
dried and sintered (without compaction) at temperatures between 150 and 900�C
[20]. TEM micrographs published in the papers [20] permitted us to estimate the
ratio between the GB area and the free surface area as being between 10 and 50%.
Fine powders may also be produced by the ball milling of commercially available
cobalt and zinc oxides which were compacted before sintering [21]. In this case the
portion of GBs reaches nearly 100%. Reactive magnetron co-sputtering was used
for the growth of Co-doped ZnO thin films on the Si/SiO2 substrates using Zn and
CoFe metal targets [23]. A mixed plasma of Ar and O2 was used for sputtering, the
substrate temperature was 600�C. The composition of the film was controlled by
the sputtering ratio of each target. The films contain poreless elongated columnar
grains with a grain diameter of about 100 nm. Films can also be sputtered from
one compound ZnCoO target [24].

In [25] the Co-doped ZnO thin films were prepared by a sol–gel coating route
using Zn(CH3COO)2�H2O and Co(CH3COO)2�H2O as starting precursors and a 9:1
mixture of 2-methoxyethanol and ethanolamine as a solvent. The sol–gel-coated
films were finally heat-treated at 600�C for 10 min in reduced oxygen pressure at
1 Pa by rapid thermal annealing. The films contain grains with size of about
100 nm. The densely arranged nanowires with multiple contacts (GBs) can be
grown with the aid of electrodeposition [26]. For example, the nanowires with
diameter of 100–200 nm and length about 2 mm were grown from the aqueous
solution containing zinc nitrate hydrate and cobalt nitrate hydrate at 90�C. A
negative potential of -0.8 V relative to a gold reference electrode, was applied to
a silicon substrate [26]. In [22] the Co-doped ZnO was melted inside a glass
balloon by using the sun heating power focused in the sample by means of a
curved focusing mirror, vaporized and then condensed. This vaporization–
condensation method allowed producing the few micrometer long wires and
tetrapodes with diameter slightly above 100 nm [22]. Multiple contacts (GBs)
between individual wires are present in such samples, and they are visible in TEM
and scanning electron microscopy (SEM) micrographs.

In Fig. 6 the solubility limit (solvus) of Co in ZnO polycrystals is drawn using
the data on polycrystals with grain size between 20 and 100 nm [20, 25, 27–44].
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These samples were obtained by full or partial sintering of very fine powders [20,
28, 29], partial sintering of nanowires [30, 31], autocombustion method [32],
vaporization–condensation method [27], magnetron sputtering [25, 33, 34], ion
beam sputtering [35], ion implantation [35], molecular beam epitaxy [37, 38], sol–
gel method [39, 40], chemical vapour deposition (CVD) [41], pulsed laser depo-
sition [27, 42–45]. Open symbols correspond to the experiments where TEM
investigations were performed, GBs are visible in TEM micrographs and GB Co-
rich phases are absent [20, 27, 34, 38, 42, 44]. The solubility of Co in ZnO
drastically increased in comparison with Fig. 3. It reached about 25 at.% at 700�C
and remained above 12 at.% at room temperature.

Nanowires and nanorods were grown from various solutions [30, 31]. For
example, in [30] the nanowires were synthesized by the thermal decomposition of
zinc acetate and cobalt(ii) acetate in refluxing trioctylamine. During the growth
and following heat treatment, single crystalline nanowires and nanorods grow
together forming GBs. The (usually low) amount of GBs can be estimated from
SEM and TEM micrographs. In the autocombustion method [32] the Zn and Co
powders were mixed with fuel, where glycine (2 mol of glycine per mol of metal
ion) or a mixture of glycine and dextrose (2 mol of glycine ? 1 mol of dextrose)
were used as fuel. The combustion of a meta–fuel mixture made it possible to
produce the fine powders of the Co-doped zinc oxide with partially sintered
20–45 nm grains. Ion beam sputtering is similar to the double-target magnetron
sputtering [35]. Two targets containing Zn and Co were simultaneously or alter-
natively sputtered by the ion beam. The layers deposited on the single-crystalline
sapphire substrates were then annealed in various atmospheres at 250�C.

Different variants of CVD (PIMOCVD—pulse-injection, oxygen plasma
assisted metal organic CVD, or ultrasonic-assisted CVD) are simple soft processes
which permit the film growth from either organic or inorganic precursors [41].
Deposition can be carried out in the absence of a vacuum. During the PIMOCVD
deposition process [97] small droplets of a monoglyme solvent with Zn(tmhd)2

and Co(tmhd)3 (tmhd: 2,2,6,6-tetramethyl-3,5-heptanedionate) were sequentially
pulsed into a hot evaporation chamber. This evaporation chamber was heated to a
temperature that is sufficiently high to rapidly evaporate the injected solution but
low enough to avoid precursor decomposition. An Ar:O2 1:1 carrier gas was
subsequently used to transport small amounts of evaporated precursor to the
deposition chamber, in which thermal decomposition and thin film growth
occurred. The substrate temperature during deposition was 550�C. After the
deposition, the samples were slowly cooled to room temperature in an oxygen
pressure of 1 atm. and dense nanocrystalline textured films were formed [41].

In Fig. 7 the solubility limit (solvus) of Co in ZnO polycrystals is drawn using
the data on polycrystals with grain size below 20 nm [19, 24, 28, 31, 34, 39, 41,
45–52]. These samples were obtained by sintering very fine powders [28, 46], in a
solution combustion method [47], partial sintering of nanowires [31, 48], mag-
netron sputtering [24, 34, 49, 50], ion beam sputtering [51], sol–gel method [39],
CVD [41] and pulsed laser deposition [19, 45, 52]. The data obtained in this work
for samples with d = 10 nm (liquid ceramics method, Fig. 3) are also present at
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550�C. Like in Fig. 6, crosses correspond to the experiments where TEM inves-
tigations were performed, GBs are visible in TEM micrographs and GB Co-rich
phases are absent [45, 49, 51]. The solubility of Co in ZnO drastically increased in
comparison with Fig. 6 where it reached about 40 at.% at 500�C and remained
above 22 at.% at room temperature.

In Fig. 8 the solubility limit (solvus) of Co in ZnO single crystals is drawn
using the data on powder samples with different particle size [8, 11, 12, 15, 16, 21,
53–56]. The data are much scarcer in comparison with polycrystals (Figs. 4, 5, 6,
7). The single crystals, particles, rods, wires, etc. without GBs were obtained by
growing of Co-doped ZnO single crystals from the melt [11], conventional milling
[8, 16], ball milling of micro- and nanopowders [21, 46, 53], mechanical alloying
[29], thermal decomposition of acetate aqueous and organic solutions [54],
chemical vapor transport [15], vaporization–condensation method in a solar
reactor [55], direct hydrothermal synthesis [56], high-temperature and high-pres-
sure synthesis [12] and sol–gel synthesis [56]. The solubility lines (1) for the
particle size above 1,000 nm, (2) between 20 and 100 nm and (3) for particles with
a size of 6 nm are shown in Fig. 8. The solubility limit (solvus) for the large
crystals (particles and/or grains larger than 1,000 nm) is the same as in Fig. 4. It is
visible that decreasing the particle size also increases the solubility of Co in ZnO.
However, in this case csa shifts to the right much weaker than in Figs. 5, 6 and 7
(poreless polycrystals). This difference demonstrates that GBs in ZnO can
accumulate much more Co atoms than free surfaces.

4 Solubility of Mn in ZnO

In Fig. 9 the solubility (solvus) limit of Mn in ZnO polycrystals is drawn using
the data on polycrystals with grain a size above 1,000 nm [8–10, 16, 57–60]. (The
errors in Fig. 9, as well as in Figs. 10, 11 and 12 are below the scale of the
markers). These samples were obtained by hydrothermal growth [8], growth of
Mn-doped epitaxial films on the single crystalline ZnO substrate [9], pulsed laser
and MBE deposition of the coarse-grained thin films on the sapphire substrate [10,
57], sintering of conventional powders [16, 58], co-precipitation [59], growth of
Mn-doped bulk crystals from oxalate precursors [60]. The solubility of Mn in ZnO
reaches about 30 at.% at 800�C and falls to 5 at.% at 400�C. This line corresponds
to the solubility in the volume of ZnO, the number of Mn atoms segregated in
grain boundaries is negligible.

In Fig. 10 the solubility limit (solvus) of Mn in ZnO polycrystals is drawn using
the data on polycrystals with grain size between 100 and 1,000 nm [57, 61–64].
These samples were obtained by the pulsed laser deposition (PLD) on the sapphire
substrate [57, 61]. Mn ion implantation into ZnO films deposited by PLD [62], sol–
gel method [63], sintering fine powders [64], and chemical spray pyrolysis. The
solubility of Mn in ZnO (for D = 100 nm) reaches about 25 at.% at 500�C
and falls below 10 at.% at room temperature. Mn solubility in polycrystals with
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grain size between 100 and 1,000 nm is much higher than in the coarse-grained
samples. For example at 600�C it is two times higher.

In Fig. 11 the solubility limit (solvus) of Mn in ZnO polycrystals is drawn using
the data on polycrystals with grain size between 10 and 100 nm [16, 46, 57, 61].
These samples were obtained by the pulsed laser deposition [16, 57, 61, 65], full or
partial sintering of very fine powders [66], partial sintering of nanowires [67], and
magnetron sputtering [68]. The solubility of Mn in ZnO drastically increased in
comparison with Fig. 4. It reached about 45 at.% at 600�C and remained above 20
at.% at room temperature.

In Fig. 12 the solubility limit (solvus) of Mn in ZnO single crystals is drawn
using the data on powder samples with different particle size [8–11, 31, 53, 56–60,
69]. The data are much scarcer in comparison with polycrystals (Figs. 8, 9, 10, 11).
The single crystals, particles, rods, wires, etc. without GBs were obtained
hydrothermal growth [81], growth of Mn-doped epitaxial films on the single
crystalline ZnO substrate [9], pulsed laser and MBE deposition of the coarse-
grained thin films on the sapphire substrate [57], sintering of conventional powders
[16, 58], co-precipitation [59], growth of Mn-doped bulk crystals from oxalate
precursors [60], condensation of nanopowders and nanowires from solution and
vapour phase [31, 69], autocombustion [70], ball milling of micro- and nano-
powders [53], sol–gel synthesis [56]. The solubility lines for the particle size above
1,000 nm and below 100 nm are shown in Fig. 11. For large crystals (particles
and/or grains larger than 1,000 nm) the solubility limit line is the same as in Fig. 8
and corresponds to the bulk solidus. It is visible that the decrease of particle size
also leads to the increase of the Mn solubility in ZnO. However, in this case csa

shifts to the right much weaker than in Figs. 9 and 10 (poreless polycrystals). This
difference demonstrates that GBs in ZnO can accumulate much more Mn atoms
than free surfaces.

Based on the knowledge that Mn and Co solubility depends on grain and
particle size (Figs. 4, 5, 6, 7, 8, 9, 10, 12), it is possible to estimate the maximum
Mn and Co segregation in ZnO GBs and free surfaces. Let us calculate first the
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area to volume ratio for the grains and particles. If we suppose that grains and
particles are spheres with diameter D, the surface for each particle is pD2 and the
GB area for each grain is pD2/2 (since each GB is shared between two neigh-
bouring grains). The volume for spherical grains and particles is the same, namely
pD3/6. Thus the area to volume ratio, A, for the free surfaces of spherical particles
is AFS = 3/D and for GBs of spherical grains AGB = 3/2D. One of the earliest
studies of grain shape was made by Lord Kelvin in 1887 [71]. He showed that the
optimal space-filling grain shape, with a minimal surface area and surface tension,
is a polyhedron known as a tetrakaidecahedron, which has 14 faces, 24 corners and
36 edges. Tetrakaidecahedron is an octahedron truncated by cube. For the Kelvin
tetrakaidecahedron the ratio of surface area to that of a sphere of the same volume
is 1.099. Thus the area to volume ratio for grains is AGB = 1.65/D. If one
monolayer (ML) of Mn covers ZnO free surfaces or GBs, their input, cFS or cGB, in
the full concentration can be calculated as a product of AFS or AGB and the
thickness, t, of a surface or GB layer. Lattice constant of ZnO wurtzite lattice d can
be estimated as the cubic root from the unit cell volume. The unit cell volume for
ZnO is about 47 9 10-3 nm3 according to our measurements. Thus d = 0.36 nm.
Therefore, for the one monolayer t = d, cFS = d AFS = 1.08/D and cGB = d
AGB = 0.59/D.

5 Multilayer Grain Boundary Segregation in ZnO
as a Reason for Solubility Increase

In Fig. 13 the input of Co accumulated in GBs and surfaces in total concentration
is shown for different grain size. cFS and cGB values for 1 ML are shown by thin
and thick straight lines, respectively. In the log–log scale these lines have a slope
of -1. The solubility limit of Co in the single-crystalline or coarse-grained ZnO at
500�C and 600�C is 2 and 2.5 at. Co, respectively (Fig. 4). If we subtract these
values from the solubility limit of Co in the fine-grained ZnO (Figs. 5, 6, 7, 8), we
obtain the input of GB, cGB, or free surface segregation, cFS, into total Co solu-
bility in the ZnO polycrystals. The cGB values are shown in Fig. 9 by full circles
(500�C) and full hexagons (600�C). It is easy to see that the experimental cGB

values are almost one order of magnitude higher than the calculated values for
1 ML. Moreover, the slope of the lines for GB input is slightly lower than -1. It
means that the GB input in the total Co concentration increases with decreasing
grain size. The cFS points for free surfaces (full square and full diamond) lie much
lower than the cGB values for GBs. It means that free surfaces, can accumulate
much less Co in comparison with GBs. In Fig. 14 similar plots are shown for Mn-
doped ZnO. They also indicate the multilayer GB Mn segregation in ZnO. Similar
to Co, the free surfaces can accumulate much less Mn in comparison with GBs.

Figures 13 and 14 undoubtedly indicate that the Co and Mn enrichment of GBs
in fine-grained ZnO cannot be reduced to the simple single-layer GB segregation
analysed by McLean [1]. Such layers of a GB phase of a finite thickness of few nm
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were first observed and theoretically treated with the aid of force-balance models
in the pioneering works of Clarke on silicon nitride [72]. Later, nanometer-thick,
disordered films of a nearly constant or ‘‘equilibrium’’ thickness have been fre-
quently observed in GBs in ceramics [73, 74] and oxide/metal interfaces [75]. Thin
equilibrium GB or surface films in the one-phase area of a bulk phase diagram
were first considered by Cahn [76]. He proposed the idea that the transition from
incomplete to complete surface wetting is a phase transformation. Later this idea
was successfully applied for GBs, and also old data on GB wetting were recon-
sidered from this point of view [77]. GB wetting phase transformation proceeds at
the temperature TwGB where GB energy rGB becomes equal to the energy 2rSL of
two solid/liquid interfaces. Above TwGB GB is substituted by a layer of the melt.
The tie-line of the GB wetting phase transition in the two-phase area of a bulk
phase diagram continues into the one-phase area as a prewetting (or GB solidus)
line. In the area between GB solidus and bulk solidus, GB contains the thin layer
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of a GB phase. The energy gain (rGB – 2rSL) above TwGB permits to stabilize such
thin layer of a GB phase between the abutting crystals. Such phase is metastable in
the bulk but become stable in the GB. The formation of GB phase layer of
thickness l leads to the energy loss lDg. Finite thickness l of the GB phase is
defined be the equality of the energy gain (rGB – 2rSL) and energy loss lDg. In this
simplest model, the prewetting GB layer of finite thickness l suddenly appears by
crossing the prewetting (GB soludus) line cbt(T). The direct evidence for the
existence of such a first-order prewetting transition (i.e., a finite jump in film
thickness) has been recently reported for oxide surfaces [78]. Thickness lloga-
rithmically diverges close to the bulk solidus. It is due to the fact that the thickness
of a wetting phase is thermodynamically infinite in the two-phase area. Physically,
in the two-phase area, its thickness is defined only by the amount of the wetting
phase. Several ML thick liquid-like GB layers possessing high diffusivity were
observed in the Cu–Bi [79], Al–Zn [80], Fe–Si–Zn [81] and W–Ni alloys [82]. The
direct HREM evidence for thin GB films and triple junction ‘‘pockets’’ of has been
recently obtained in metallic W–Ni [82] and Al–Zn [80] alloys. The recent work
performed with computation thermodynamics methods demonstrated that a
nanoscale quasi-liquid GB film can be thermodynamically stable at as low as
60–85% of bulk solidus temperatures [83].

Later, the Cahn’s critical point wetting model has been developed further and
generalized [84]. It is not excluded that in the nanograined ZnO–MnO polycrystals
the situation is more complicated than the simple sequence ‘‘monolayer adsorp-
tion ? interfacial film ? macroscopically thick complete wetting film’’. Addi-
tional copmplexity comes from the possible occurrence of GB layering [85],
pseudo-partial (or frustrated-complete) melting/wetting [86], first order or con-
tinous adsorption/wetting transitions [87], and interfacial critical points. Good
examples can be found on the recent works on GTB phase transitions in alumina
[88]. The nanometer-thick GB films of a nearly constant or ‘‘equilibrium’’ thick-
ness have been widely observed in ZnO doped by Bi2O3 [89]. ZnO doped by Bi is
used for varistors manufacturing. Varistors exhibit highly non-linear current–
voltage characteristics with a high resistivity below a threshold electric field,
becoming conductive when this field is exceeded. This phenomenon enables them
to be used in current over-surge protection circuits [89]. After liquid-phase sin-
tering, such material consists of ZnO grains separated by thin Bi2O3-rich GB
layers. Interfaces between ZnO grains control the non-linear current–voltage
characteristics. The presence of a few nanometer-thick Bi-rich GB phase in ZnO is
governed by the GB wetting phase transformation. The liquid-like GB films have
also been found in cases of subsolidus activated sintering [74]. In fact, enhanced
diffusion in these liquid-like GB films was used to explain the mysterious sub-
solidus activated sintering mechanism [74, 82]. It is interesting, that along with the
simplest Cahn model of the transition from partially wetted GBs to completely
wetted ones, more complicated situation was also observed in the ZnO–Bi2O3

system, namely the transition from pseudo-partially wetted GBs to the completely
wetted ones [86]. In this case thin GB layer may exist in the equilibrium with thick
Bi2O3 droplets having non-zero contact angle in the GB plane.
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The logarithmic divergence of the GB layer thickness predicted by Cahn model
may be the reason for the high value of GB thickness obtained from Figs. 13 and
14. The lines in Figs. 13 and 14 were calculated basing on the the apparent shift of
the solubility. Therefore, the resulting GB thickness corresponds to that at the
solubility (solvus) line. Few nm thick Bi-rich layers were observed also in the ZnO
surfaces [90, 91]. Their thickness was close to that of GB layers [85, 88]. The
thickness of surficial films was explained by the pseudo-partial (frustrated-com-
plete) surface wetting [90]. In case of the frustrated-complete wetting, the thick-
ness of a surficial (or GB) film also increases with increasing dopant concentration
(activity) and can reach few monolayers. However, it does not diverge by
approaching the solubility limit line like GB (or surficial) films in case of complete
wetting and remains finite [85, 90, 91]. In the case of Co or Mn-doped ZnO, the
estimation presented in Figs. 13 and 14 predicts lower Co or Mn-capacity of free
surfaces in comparison with GBs. This fact has to be carefully investigated in the
future experiments. It may be the indication of complete wetting in GBs and
frustrated-complete wetting in surfaces. Therefore, basing on the results obtained
in this work one can expect to observe in the future various interesting GB phases
and phase transformations in the Co or Mn-doped ZnO. Furthermore, the observed
shift of the solvus line in the Co or Mn-doped ZnO will also permit to explain the
mysterious phenomenon of the room-temperature ferromagnetism in the broad-
band transparent semiconductor ZnO.

6 Conclusions

1. The presence of grain boundaries (and free surfaces) in nanograined materials
leads to a drastic modification of phase diagrams. In particular, the solubility of
a second component can increase and the respective solubility lines in the phase
diagrams shift at a higher concentration.

2. The accumulation of Mn and Co in grain boundaries and free surfaces dra-
matically shifts the lines of Mn and Co solubility limit in ZnO to the higher Mn
and Co concentrations.

3. Small grain size leads to the larger shift when compared with similarly small
particle sizes. This means that the Mn or Co accumulation ability of grain
boundaries is about 2–4 times higher than that of free surfaces.

4. Thus, the phase diagrams for the materials having a grain size below 1,000 nm
have to be re-investigated. An especially drastic change to the phase diagrams
results when the grain size is below 100 nm.
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Modeling Carbon Nanotube Electrical
Properties in CNT/Polymer Composites
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Abstract In this work it is demonstrated that the capacitance between two
cylinders increases with the rotation angle and it has a fundamental influence on
the composite dielectric constant. The dielectric constant is lower for nematic
materials than for isotropic ones and this can be attributed to the effect of the filler
alignment in the capacitance. The effect of aspect ratio in the conductivity is also
studied in this work. Finally, based on previous work and by comparing to results
from the literature it is found that the electrical conductivity in this type of
composites is due to hopping between nearest fillers resulting in a weak disorder
regime that is similar to the single junction expression.
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1 Introduction

One attempt to increase the application range of polymers is to incorporate
nanoscale fillers, which usually have intrinsically high electrical conductivity, into
the polymeric matrix. Among nanoscale modifiers, carbon nanotubes (CNT)
present high electric conductivity (103–104 S/cm), and high tensile strength [1].
These facts, coupled to their relatively easy incorporation and dispersion in
polymers, also raised the interest in CNT to provide solutions to some problems in
composite applications [2–4]. However, in order to properly tailor the composite
material properties for specific applications, the relevant conduction mechanisms
must be better understood, in fact for these particular composites, the nanotube
concentration, aspect ratio, and dispersion significantly affects the material
response [2–4].

Models have been developed that can predict, to some extent, the effect on the
permittivity of adding conductive fillers to a lossless dielectric matrix [5, 6]. The
effective mean-field medium concept is the foundation for most of the empirical
models. The main drawback of these models is that they fail to predict the com-
posite dielectric behavior near the percolation threshold, defined as the critical
point where the physical properties have singularities and show scaling behavior
[7, 8].

The inclusion of carbon conductive fillers in a dielectric matrix enhances
composite electrical properties. The most remarkable aspect of these composites is
that after the percolation threshold—the critical point where physical properties
strongly change—there is a high divergence in the electrical properties. This is
explained with the formation of a network system of the fillers and by the decrease
of the correlation length (n *|p-pc|

-v) for increasing mass fraction of the fillers as
stated by the percolation theory [9, 10]. The correlation length is the average
distance of two sites belonging to the same cluster, and the percolation exponent v
has the value *0.88 for 3D percolation. Most physical quantities diverge at the
percolation threshold and this divergence can be related with the correlation
length. For instance, the conductivity (R) of random mixtures of superconducting
(fraction p) and normal-conducting (1-p) elements, near the percolation threshold
has a power law dependence (R *|p-pc|

-s). The exponent s also appears in the
critical behavior of the dielectric constant in random systems [9]; it is called the
superconducting exponent and has the value of 0.75 ± 0.04 [11] for the 3D case.

In this way, the composite dielectric constant near the percolation threshold can
be predicted by the power law in Eq. (1) [12–14].

eeff / Uc � Uj j�s;U! Uc ð1Þ

where s is a universal critical exponent that depends only on the system dimension,
U is the volume fraction and Uc is the critical concentration at which an infinite
cluster appears. For U[Uc, a cluster spans the system, whereas for U\Uc there
is no spanning cluster and the system is comprised of many small clusters.
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Several numerical models have been developed studying the effect of adding
conductive fillers to a low loss dielectric matrix on the composite dielectric con-
stant and dielectric strength. They can be divided in lattice-based models [15–18]
and continuum models [19, 20], however, the latter models do not take the
inclusion of high-aspect ratio fillers in consideration for the calculation of the
composite effective dielectric constant. In a previous work [21] it was demon-
strated that the critical concentration is related to the formation of capacitor net-
works and that these networks give rise to the high variations in the electrical
properties of the composites. It is demonstrated that the dielectric constant and the
dielectric strength of the composite are highly dependent on the distribution of the
nanotubes, resulting in high deviations of the electrical properties.

The composite conductivity is generally described by the percolation theory
[12–14], predicting a power law relation, as shown in Eq. (2).

r / r0 U� Ucð Þt;U! Uc ð2Þ

where t is a universal critical exponent that depends only on the system dimension.
Interestingly, the predictions of the percolation theory and the excluded volume
theory are not verified for CNT/polymer composites, as can be seen in recent
reviews [2, 22]. In addition in studies on the percolation and excluded volume
theory, several authors tried to cope with the effect of the volume fraction, clus-
tering and anisotropy in the conductivity of CNT/polymer composites. In this
section, the most relevant studies to our work will be reviewed. Dalmas et al. [23]
modeled the conductivity in 3D fibrous networks using ‘‘soft-core’’ cylinders.
They studied the effect of fiber tortuosity and fiber–fiber contact conductivity in the
composite electric conductivity. It was found a good agreement between simula-
tion and experimental results with one adjustable parameter, the fiber tortuosity.
The latter authors also demonstrate that an increase of the fiber tortuosity
decreases the fiber radius of gyration leading to a smaller effective aspect ratio.
The existence of contact conductivity was also proposed by Hu et al. [24] using
‘‘soft-core’’ cylinders. The influence of aspect ratio, electrical conductivity,
aggregation and shape of CNT in the composite electric conductivity was also
studied. It was found, similarly to Dalmas et al. [23], that the percolation threshold
increases with the fiber tortuosity. Nonetheless, the fiber tortuosity has a limited
effect on the global composite conductivity. In addition, Hu et al. [24] found that
the aggregation has a significant effect on the composite conductivity: the com-
posite conductivity decreases with increasing aggregation. The contact resistivity
was also investigated by Sun et al. [25] in a continuum model. The authors
conclude that the contact and tunneling resistance must be controlled in order to
achieve high conductive CNT/polymer composites. Finally White et al. [26]
investigated the effect of CNT orientation using ‘‘soft-core’’ cylinders. It was
found that there is a critical degree of orientation above which the electrical
conductivity decreases. The work of Berhan et al. [27, 28] demonstrated that the
use of hard-core fibers is more appropriate for modeling the electrical percolation
onset in nanotube-reinforced composites. In the same work they also verified that
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the percolation threshold is independent of the fiber waviness for high aspect ratio
fibers. Thus, the CNT can be modeled as a straight cylinder-hard-core ones—with
an effective aspect ratio.

Carbon nanofiber/epoxy conductivity can be described by a single junction
expression [29]. In recent work [30, 31] it was established that the conductivity for
CNT/polymer composites is due to hopping between nearest fillers resulting in a
weak disorder regime that is similar to the single junction expression. Also in [30],
a new formula for the percolation threshold was proposed and speculated that a
good cluster distribution will give better electrical properties. It was also dem-
onstrated that the formation of a capacitor network is the key aspect for the
dielectric response of the composite. Computer simulations and experimental
results show that the conductivity of CNT/polymer composites can be described by
hopping between nearest fillers resulting in a weak disorder regime. It was shown
that when hopping between fillers is introduced in the composite conductivity
simulation, using hard-core cylinders, no critical degree of orientation is found
above which the electrical conductivity decreases, in contrast to the work of White
et al. [26].

2 Results and Discussion

The effects of the relative orientation of the nanotubes and the distance between
them on the capacitance are some of the key parameters defining the final mac-
roscopic response of the nanocomposites. Figure 1 shows the capacitance variation
for a pair of cylinders when the relative orientations are changed, for the calcu-
lation of the capacitance, it was used a capacitance extraction algorithm as
described in [32].

The results for the capacitance with increased rotation angles are shown in
Fig. 1. In this study, the cylinders are initially placed parallel to each other, with an
axial orientation along the y-axis. Then, the capacitance is calculated under
maintaining the first cylinder fixed and rotating the other cylinder about the x-axis,
or about the z-axis.

There is a significant influence of the rotation of the cylinder about the z-axis,
since the distance between cylinders decreases considerably, in fact up to half the
original distance at 908 and 2708 rotation angles (even though the surface area that
is at the minimum distance at these angles is much smaller than at 08 and 1808).
However, the capacitance is not significantly affected by rotation about the x-axis,
even at a 908 rotation angle, implying that in practical terms, the distance has a
much stronger effect than the rotation angle.

The value of the capacitance does not change considerably with the rotation
around a plane parallel to the fixed cylinder. This occurs because even at large
rotations of one cylinder about the x-axis, only the center region of the two
cylinders are at the minimum distance between them but the distance between any
other points on the surface of the two cylinders is not significantly different.
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The influence of the filler–filler capacitance in the composite dielectric constant
can be seen in [33]. In [33] it is presented the results for the dielectric constant for
cylinders with an isotropic distribution and a nematic distribution. The latter
results are then compared with two different aspect ratios. The fact that nematic
materials show a lower dielectric constant than isotropic ones is related to the
zenith angle. It was demonstrated in Fig. 1 that parallel cylinders exhibit a lower
capacitance, so the lower value for the composite dielectric constant is related to
the filler alignment.

One important aspect in this type of composites is the conductivity for different
aspect ratio as presented in Fig. 2. The details of the simulation can be found in
[31]. As can be seen the conductivity increases with increasing aspect ratio.
Applying the power law defined by the percolation theory, Eq. (2) with the
equation for the percolation threshold presented in [30], results in t * 1.0 with R2

* 0.97 for all fits. The latter value for the critical exponent is equal to that
predicted by the effective medium theory [10] (EMT). The fact that the value for
the critical exponent deviates from the classical ones in a 3D dimension system
(t = 2) can be related with the way that the network is formed and can be also a
consequence of the used formula for the percolation threshold. This point is very
interesting and is being studied analytically. It is to notice that experimental values
found in the literature [22] range from 1 to 4. The observed increase of the
conductivity with the aspect ratio is in agreement with [24] and can be explained
by a decrease in the percolation threshold for increasing filler aspect ratio. Also in
[31] it is presented the value of the composite conductivity for different degrees of

Fig. 1 Capacitance variation for a pair of cylinders when the relative orientations are changed
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axial alignment, as per Eq. (3), and different volume fractions. A decrease in the
conductivity for the more anisotropic composites can be observed, with this effect
being more prominent at higher volume fractions.

S ¼ 3 cos2 h
� �

� 1
� ��

2 ð3Þ

It should be noted that in our simulations the conductance of the cylinder (CNT)
is independent of the filler length, contrary to [23–25]. Furthermore, as the present
model does not assume a contact resistance, the composite conductivity results
only from the CNT with dmax controlling the hopping length for the same aspect
ratio. In this way, dmax is a parameter that can be associated to the dielectric
matrix, i.e., different types of polymer will correspond to different values of dmax.
For instance, in epoxy composites, increasing the post-cure temperature will
increase the cross-link density [34] increasing the composite conductivity [35];
this can be seen as an increase on the value of dmax.

Comparing to the results in [26], a critical value for the axial alignment is not
observed, but only a decrease in conductivity. This decrease in conductivity can be
explained by an increase of the number of fillers that is necessary to transverse the
domain between the applied electrodes. Increasing the number of fillers will
increase the number of resistors and hence decrease the conductivity. Thus,
increasing anisotropy changes the conductivity to lower values due to a higher
number of fillers that are necessary to transverse the domain. Furthermore, as the
number of fillers in the domain increases—by increasing the volume fraction—the
difference between isotropic and anisotropic composite conductivity will be larger.

In [31] it is also demonstrated that there is a substantial difference in the con-
ductivity between cylinders aligned perpendicular (S = 1) and parallel (S = -0.5)

Fig. 2 The influence of the aspect ratio on composite conductivity
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to the measurement direction. This difference in conductivity is in agreement
to recent experimental work [36], and is explained by the higher number of
fillers necessary to transverse the domain (S = 1), which has a lower bound when
S = -0.5.

In Fig. 3 it is presented the results of the linear fits of log(r) *U-1/3 for the
latter simulations. As described in [31] it was used for the conductivity, in the
performed simulations, hopping between nearest neighbors.

The linear fits in Fig. 3 have a R2 * 0.99 and we also like to stress that the same
results were obtained for carbon nanofibers composites [29, 37, 38]. The latter linear
fits indicates that the main conduction mechanism for composites where the filler is a
CNT is due to hopping between nearest fillers resulting in a weak disorder regime
that is similar to the single junction expression, as discussed in [30].

In [29] it was observed that the composites have some clusters that are evenly
distributed in the domain and in [30] it is proposed that a highly dispersed cluster
can raise the composite conductivity. This latter indication must be further tested
but is an important aspect that must be considered in designing the CNT/Polymer
composites for specific applications.

3 Conclusion

In this work it is demonstrated that the capacitance between two cylinders
increases with the rotation angle between them and it has a fundamental influence
on the composite dielectric constant. The dielectric constant is lower for nematic

Fig. 3 Logarithm plot of the conductivity for three types of fillers versus volume fraction
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materials than for isotropic ones and this can be attributed to the effect of the filler
alignment in the capacitance. Also in this work it was studied the effect of aspect
ratio on the conductivity. Finally, based on early work, and by comparing to results
from the literature, we found that the conductivity in this type of composites is due
to hopping between nearest fillers resulting in a weak disorder regime that is
similar to the single junction expression.

Acknowledgments This work is funded by the Foundation for Science and Technology, Lisbon,
through the 3� Quadro Comunitário de Apoio, POCTI and FEDER funds through the ‘‘Programa
Operacional Factores de Competitividade—COMPETE’’, project references PEst-C/CTM/
LA0025/2011, NANO/NMed-SD/0156/2007, PTDC/CTM/69316/2006, PTDC-EME-PME-
108859-2008, and PTDC/CTM-NAN/112574/2009 and grant SFRH/BD/60623/2009 (JS). The
authors also thank support from the COST action MP0902 ‘‘Composites of Inorganic Nanotubes
and Polymers (COINAPO)’’.

References

1. Al-Saleha, M.H., Sundarara, U.: A review of vapor grown carbon nanofiber/polymer
conductive nanocomposites. Carbon 47, 2–22 (2009)

2. Thostenson, E.T., Li, C., Chou, T.-W.: Nanocomposites in context. Compos. Sci. Technol.
65, 491–516 (2005)

3. Baughman, R.H., Zakhidov, A.A., Heer, W.: Carbon nanotubes-the route toward
applications. Science 297, 787–792 (2002)

4. Moniruzzaman, M., Winey, K.I.: Polymer nanocomposites containing carbon nanotubes.
Macromolecules 39, 5194–5205 (2006)

5. Garnett, J.C.M.: Colours in metal classes and in metallic films. Philos T Roy Soc A
203, 385–420 (1904)

6. Bergman, D.J., Imry, Y.: Critical behavior of the complex dielectric constant near the
percolation threshold of a heterogeneous material. Phys. Rev. Lett. 39, 1222–1225 (1977)

7. Brosseau, C., Queffelec, P., Talbot, P.: Microwave characterization of filled polymers.
J. Appl. Phys. 89, 4532–4540 (2001)

8. Cheng, Y., Chen, X., Wu, K., et al.: Modeling and simulation for effective permittivity of
two-phase disordered composites. J. Appl. Phys. 103, 034111 (2008)

9. Stauffer, D., Aharony, A.: Introduction To Percolation Theory. Taylor and Francis, London
(1992)

10. Kirkpatrick, S.: Percolation and conduction. Rev. Mod. Phys. 45, 574 (1973)
11. Herrmann, H.J., Derrida, B., Vannimenus, J.: Superconductivity exponents in two- and three-

dimensional percolation. Phys. Rev. B 30, 4080 (1984)
12. Bergman, D.J.: Exactly solvable microscopic geometries and rigorous bounds for

the complex dielectric constant of a two-component composite material. Phys. Rev. Lett.
44, 1285–1287 (1980)

13. Nan, C.-W.: Physics of inhomogeneous inorganic materials. Prog In Mater Sci 37, 1–116 (1993)
14. Nan, C.-W., Shen, Y., Ma, J.: Physical properties of composites near percolation. Annu. Rev.

Mater. Sci. 40, 131–151 (2010)
15. Archangelis, L., Redener, S., Herrmann, J.H.: A random fuse model for breaking processes.

J. Physique. Lett. 46, L585–L590 (1985)
16. Duxbury, P.M., Beale, P.D., Leath, P.L.: Size effects of electrical breakdown in quenched

random media. Phys. Rev. Lett. 57, 1052–1055 (1986)

294 J. Silva et al.



17. Bowman, D.R., Stroud, D.: Model for dielectric breakdown in metal-insulator compo-sites.
Phys. Rev. B 40, 4641–4650 (1989)

18. Beale, P.D., Duxbury, P.M.: Theory of dielectric breakdown in metal-loaded dielectrics.
Phys. Rev. B 37, 2785–2791 (1988)

19. Gyure, M.F., Beale, P.D.: Dielectric breakdown of a random array of conducting cylinders.
Phys. Rev. B 40, 9533–9540 (1989)

20. Gyure, M.F., Beale, P.D.: Dielectric breakdown in continuous models of metal-loaded
dielectrics. Phys. Rev. B 46, 3736–3746 (1992)

21. Simoes, R., Silva, J., Vaia, R., et al.: Low percolation transitions in carbon nanotube networks
dispersed in a polymer matrix: dielectric properties, simulations and expriments.
Nantechnology 20, 35703 (2009)

22. Bauhofer, W., Kovacs, J.Z.: A review and analysis of electrical percolation in carbon
nanotube polymer composites. Compos. Sci. Technol. 69, 1486–1498 (2009)

23. Dalmas, F., Dendievel, R., Chazeau, L., et al.: Carbon nanotube-filled polymer composites
numerical simulation of electrical conductivity in three-dimensional entangled fibrous
networks. Acta. Mater. 54, 2923–2931 (2006)

24. Hu, N., Masuda, Z., Cheng, Y., et al.: The electrical properties of polymer nanocomposites
with carbon nanotube fillers. Nanotechnology 19, 215701 (2008)

25. Sun, X., Song, M.: Highly conductive carbon nanotube/polymer nanocomposites achievable?
Macromol. Theor. Simul. 18, 155–161 (2009)

26. White, S.I., DiDonna, B.A., Mu, M., et al.: Simulations and electrical conductivity
of percolated networks of finite rods with various degrees of axial alignment. Phys. Rev. B
79, 24301–24306 (2009)

27. Berhan, L., Sastry, A.M.: Modeling percolation in high-aspect-ratio fiber systems. II The
effect of waviness on the percolation onset. Phys. Rev. E 75, 41121–41127 (2007)

28. Berhan, L., Sastry, A.M.: Modeling percolation in high-aspect-ratio fiber systems. I Soft-core
versus hard-core models. Phys. Rev. E 75, 41120–41128 (2007)

29. Cardoso, P., Silva, J., Paleo, A.J., et al.: The dominant role of tunneling in the conductivity of
carbon nanofiber-epoxy composites. Phys. Status. Solidi. A 207, 407–410 (2010)

30. Silva, J., Simoes, R., Lanceros-Mendez, S., et al.: Applying complex network theory to the
understanding of high aspect ratio carbon filled composites. Europhys. Lett. 93, 37005 (2011)

31. Silva, J., Ribeiro, S., Lanceros-Mendez, S., et al.: The influence of matrix mediated hopping
conductivity, filler concentration, aspect ratio and orientation on the electrical response of
carbon nanotube/polymer nanocomposites. Compos. Sci. Technol. 71, 643–646 (2011)

32. Nabors, K., White, J.: Fastcap: a multipole accelerated 3-D capacitance extraction program.
IEEE Trans. Comput. Aided. Design. Integ. Circuits. Syst. 10, 1447 (1991)

33. Simoes, R., Silva, J., Lanceros-Mendez, S., et al.: Influence of fiber aspect ratio
and orientation on the dielectric properties of polymer-based nanocomposites. J. Mater.
Sci. 45, 268–270 (2009)

34. Irurzun, I., Vicente, J., Cordero, M., et al.: Fractal analysis of electrical trees in a cross-linked
synthetic resin. Phys. Rev. E 63, 016110 (2000)

35. Faiella, G., Pscitelli, F., Lavorgna, M., et al.: Tuning the insulator to conductor transition
in a multiwalled carbon nanotubes/epoxy composite at substatistical percolation threshold.
App. Phys. Lett. 95, 153106 (2009)

36. Dombovari, A., Halonen, N., Sapi, A., et al.: Moderate anisotropy in the electrical
conductivity of bulk MWCNT/epoxy composites. Carbon 48, 1918–1925 (2010)

37. Arlen, M.J., Wang, D., Jacobs, J.D., et al.: Thermal-electrical character of in situ synthesized
polyimide-grafted carbon nanofiber composites. Macromolecules 41, 8053–8062 (2008)

38. Trionfi, A., Wang, D.H., Jacobs, J.D., et al.: Direct measurement of the percolation probability
in carbon nanofiber-polyimide nanocomposites. Phys. Rev. Lett. 102, 116601 (2009)

Modeling Carbon Nanotube Electrical Properties in CNT/Polymer Composites 295



Simulation of Thermal and Electrical
Transport in Nanotube and Nanowire
Composites

Satish Kumar, Muhammad A. Alam and Jayathi Y. Murthy

Abstract Nanotube-based thin-film composites promise significant improvement
over existing technologies in the performance of large-area macroelectronics,
flexible electronics, energy harvesting and storage, and in bio-chemical sensing
applications. We present an overview of recent research on the electrical and
thermal performance of thin-film composites composed of random 2D dispersions
of nanotubes in a host matrix. Results from direct simulations of electrical and
thermal transport in these composites using a finite volume method are compared
to those using an effective medium approximation. The role of contact physics and
percolation in influencing electrical and thermal behavior are explored. The effect
of heterogeneous networks of semiconducting and metallic tubes on the transport
properties of the thin film composites is investigated. Transport through a network
of nanotubes is dominated by the interfacial resistance at the contact of two tubes.
We explore the interfacial thermal interaction between two carbon nanotubes in a
crossed configuration using molecular dynamics simulation and wavelet methods.
We pass a high temperature pulse along one of the nanotubes and investigate the
energy transfer to the other tube. Wavelet transformations of heat pulses show that
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how different phonon modes are excited and how they evolve and propagate along
the tube axis depending on its chirality.

1 Introduction

In recent years, there has been enormous interest in fabricating thin-film transistors
(TFTs) on flexible substrates in the rapidly growing field of large-area macro-
electronics [1, 2]. Applications include displays [1], e-paper, e-clothing, pressure-
sensitive skin [3, 4], large-area chemical and biological sensors [5, 6], flexible and
shape-conformable antennae and radar, as well as intelligent and responsive sur-
faces with large-area control of temperature, drag and other properties [2]. Flexible
substrates such as plastic require low temperature processing, typically below
200�C. Prevailing technologies such as amorphous silicon (a-Si) and organic TFTs
can be processed at low temperature and are sufficient for low-performance
applications such as displays, where their low carrier mobility (*1–10 cm2/Vs)
[4, 7] is not a limitation. For high-performance applications, however, the choices
are limited. Single crystal silicon CMOS and polycrystalline silicon (poly-Si)
technologies can yield higher performance, but are expensive and cannot be
fabricated below 250�C. Nanotube-bundle (NTB) based TFTs, consisting of car-
bon nanotubes (CNTs) dispersed in substrates such as polymer and glass, are being
explored to substantially increase the performance of flexible electronics to address
medium-to-high performance applications in the 10–100 MHz range [2]. High
mobility, substrate-neutrality and low-cost processing make NTB-TFTs very
promising for these flexible-electronics applications.

Two distinct classes of materials are being pursued by researchers [8-11]. On
the one hand, randomly-oriented nanotubes embedded in polymer have been used
to fabricate nanotube network thin-film transistors (NNT-TFTs) which promise
relatively high carrier mobility (*100 cm2/Vs). Here, solution-processing is used
to disperse a random network of CNTs in a plastic substrate, as shown in Fig. 1, to
form a thin film. The mat of CNTs forms the channel region of the transistor.
Because NNT-TFTs do not require precise alignment of CNTs, they are amenable
to mass manufacture, and are relatively inexpensive. A number of groups have
fabricated and analyzed these TFTs for macro-electronic and chemical sensing

Gate Dielectric
(Plastic or Glass)

Gate

Source Drain

NTB Thin FilmFig. 1 Schematic of
nanotube network thin-film
transistor showing source,
drain, gate and channel
region composed of nanotube
composite
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applications [7, 8] and have begun to explore their performance. Snow et al.
reported the mobility and conductance properties of carbon nanotube (CNT)
networks and also explored the interfacial properties of CNTs in chemical sensors
[9–11]. Menard et al. fabricated thin film transistors on plastic substrates using
nano-scale objects (microstrips, platelets, disks, etc.) of single crystal silicon. Zhou
et al. demonstrated fabrication of p-type and n-type transistors [8], which could be
used as building blocks for complex complementary circuits. Fabrication of an
integrated digital circuit composed of up to nearly 100 transistors on plastic
substrates using random network of CNTs has been reported by Cao et al. [12].
Other experimental reports on CNT TFT fabrication can be found in [2, 12, 13]. A
number of groups have focused on developing TFTs with well-aligned and or
partially-aligned nanotubes for very high performance applications [14–16] using
transfer printing; mobilities of 1,000 cm2/Vs, comparable to single-crystal silicon
are achievable using this technology.

Though there has been a great deal of research on composites, [17– 20]
nanocomposites for use in macrolectronics pose very specific problems. First,
unlike most published research on 3D transport in composites, our interest is in 2D
thin-film composites in which in-plane electrical transport dominates, and in which
in-plane thermal spreading plays a central role in determining device temperature.
Furthermore, macroelectronic devices are typically of the 1–50 micron scale. At
these scales, the nanotube length may compete with the finite size of the device,
and unlike in most published research, bulk composite behavior does not obtain.
Furthermore, there remain a large number of unknowns regarding the ultimate
performance limits of NTB-TFTs. For example, nearly all reported work has
concentrated on device fabrication and processing, but little is understood about
the fundamental physics that govern device operation and scaling as a function
of tube orientation, tube density, ratio of metallic to semiconducting tubes, and
tube-substrate interaction [21].

Strong electrical, thermal and optical interactions between the tubes and
between the tubes and the substrates affect device performance, but there has been
little fundamental work to explore these interactions quantitatively. Furthermore,
metallic CNTs form 30% of typical NNTs which are problematic because they can
short source and drain and limit on–off ratios [22]. Recently, a number of tech-
niques for removing them have been reported. A gas-phase plasma hydrocar-
bonation reaction technique has been reported to selectively etch and gasify
metallic nanotubes and obtain pure semiconducting nanotubes [23]. Another
process that separates single-walled carbon nanotubes (SWNTs) by diameter, band
gap and electronic type using centrifugation of compositions has been reported by
Arnold et al. [24]. The degree to which metallic tubes can influence on/off ratios
must be understood for controlled and optimal design. Last but not least, the
supply voltage used thus far in driving these devices has been untenably high,
leading to unacceptable power dissipation and hysteresis due to charge injection.
Processing conditions must be optimized to reduce the supply voltage to accept-
able values.
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The electrical performance of NNT-TFT macroelectronics could be severely
compromised by self-heating. Cooling options are limited if macroelectronics are
to be kept flexible. A temperature rise above ambient in the 100�C range is
expected for passive natural convection cooling and is expected to scale linearly
with frequency and quadratically with drain voltage. High temperatures not only
compromise electrical performance but also have consequences for the thermo-
mechanical reliability of flexible substrates. An inability to control self-heating
would mean either employing lower-speed TFTs or decreasing the number of
transistors per unit area. It is therefore necessary not only to understand thermal
transport in these composites, but the interaction of electrical and thermal transport
in determining device performance and reliability.

Low density CNT composites have been extensively explored for applications
in thermal management [25–27], and high strength materials [28, 29]. In these
applications, CNTs are embedded in host substrate as a random matrix. A per-
colating network of CNTs is found to be formed even at low volume fractions
(*0.2%) due to their high aspect ratio [27, 30]. Theoretical and numerical studies
based on the effective medium approximation (EMA) [18, 26], Monte-Carlo
simulations [31] or scaling analysis [32] have been reported on percolating
nanotube networks or their composites to predict their effective electrical or
thermal transport properties. However, many of these studies significantly limit the
thermal conductivity ratios addressed and do not address finite-sized 2D com-
posites. A number of experimental measurements of effective thermal conductivity
(keff) of nanotube suspensions in either substrates or fluids have been reported
recently, and are summarized in Table 1. There are large disparities in the reported
enhancement of keff over that of the substrate. However, all experiments show that
the maximum achievable conductivity is less than three times that of the under-
lying matrix/fluid, a harbinger of thermal problems in NNT-TFTs. It is necessary
to understand and control the physics underlying these performance limits, par-
ticularly the influence of tube–tube and tube-substrate contact parameters on keff.

Table 1 Experimental results for enhancement in effective thermal conductivity of CNT
composites

Composite type Diameter
(d)(nm)

Length (Lt) Concentration
(%)

Increase in keff (%)
over substrate

Network
(type)

SWNT/Silicon
elastomer [66]

– – 3.8 wt 65 Random

SWNT/Epoxy [27] 1.1 – 1 wt 125 Random
SWNT/Epoxy [57] 1.1 170 nm 1 wt 80 Random
MWNT/Carbon [67] 20–40 10–100 lm – 12.31 Aligned
MWNT/Silicon

elastomer [25]
12 0.3 mm 0.4 vo 280 Aligned

MWNT/Oil [68] 25 50 lm 1 vol 160 Random
MWNT/Water [69] 20–60 [10 lm 0.84 vo 27.3 Random
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A firm understanding of tube–tube and tube-substrate interfacial transport may
provide guidelines for improving the efficiency and reliability of CNT based
devices. Various experimental and numerical studies have been performed to
estimate the thermal conductivity of CNTs and also to measure the thermal
resistance between the CNT and the substrate. Most numerical studies are based on
the molecular dynamics (MD) method [33, 34]. A list of these studies may be
found in Lukes and Jhong [33]. Small et al. measured the tube-to-substrate
resistance (on a per-length basis) of 12 Km/W for a MWNT supported on a
substrate [35] and Maune et al. determined the thermal resistance between a
SWCNT and a solid sapphire substrate as 3 Km/W [36]. Recently, Carlborg et al.
studied the thermal boundary resistance and the heat transfer mechanism between
CNTs and an argon matrix using MD [37].

Recent molecular dynamics (MD) computations [34, 38] have found high
values for tube–tube contact resistance. Maruyama et al. used MD simulations to
compute the thermal boundary resistance between a CNT surrounded by six other
CNTs using the lumped capacitance method [34]. By measuring the transient
temperature change of CNTs they computed the CNT–CNT thermal resistance,
and found it to be of the order of 1.0 9 10-7 m2-K/W [34]. Zhong and Lukes
considered heat transfer between CNTs using classical MD simulations and esti-
mated the interfacial thermal transport between offset parallel single-wall carbon
CNTs as a function of CNT spacing, overlap, and length [38]. Greaney and
Grossman used MD techniques to understand the effect of resonance on the
mechanical energy transfer between CNTs [39]. It has been shown recently that
the thermal resistance at a CNT–CNT contact should be of the order of
0.3 9 10-12 K/W to match the very low conductivity measured for CNT beds.
This has also been verified by atomistic Green’s function (AGF) simulations [40].
Nevertheless, the mechanism of energy transport and phonon dynamics at the
interface of two CNTs is still not well understood and needs a detailed exploration.
Experimental techniques for direct measurement of CNT–CNT resistance have not
yet been reported; thus atomistic-level simulations are a vital tool to analyze the
interfacial transport mechanism.

In this article, we develop a systematic conceptual framework for understanding
the electrical, thermal, and electro-thermal performance of CNT nanocomposites
for macro-electronic applications. A generalized finite volume approach is
presented for evaluating the electrical and thermal conductivity and device
performance of nanotube network TFTs composed of finite two-dimensional
nanocomposites. We first apply the approach to the prediction of the electrical and
thermal conductance of pure percolating networks of CNTs in the absence of a
substrate. Predictions of the electrical characteristics of pure-network TFTs in the
linear regime are then presented and their behavior is explained by invoking the
physics of heterogeneous finite-sized networks of metallic and semiconducting
tubes. The numerical results for the estimation of the effective conductance
properties of composites are presented next which explore the effect of tube-
to-tube conductance, tube-to-substrate conductance and network density on
both electrical and thermal transport. A two-dimensional effective medium
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approximation (EMA) is derived for thin-film composites and compared to our
numerical simulations, and deficiencies in the EMA model for CNT composites
are identified. Attention is turned next to the analysis of the thermal transport
physics between two CNTs using molecular dynamics simulations and wavelet
methods. We investigate the thermal interaction between two CNTs in a crossed
configuration when a high temperature pulse is passed along one of the CNTs.
Wavelet analysis decomposes the time series of the heat pulse in the time–fre-
quency space and helps in determining the evolution and propagation of dominant
modes.

2 Numerical Formulation

A schematic of a nanotube bundle transistor is shown in Fig. 1. In thin film struc-
tures, we often have three terminals—gate at the bottom, source and drain side by
side, Fig. 2. TFTs are a special class of transistor in which a thin film of semi-
conducting material is used as the channel (C) region between the source and
drain. In nanotube network TFTs, a thin CNT composite film acts as the channel
region. Typical dimensions are indicated in Fig. 2b, where LC is the length of the
channel, Lt is the average length of the nanotubes, d is the diameter of nanotube,
H is the width of the transistor and t is the thickness of the nanocomposite. A fixed
voltage bias, VDS, is applied across the channel from drain to source to drive the
mobile charges in the channel region, while the transistor is turned on and off by

y

x

z

H

t

LC

TL

TR

C DS

H

LC LtLt

(a)

(b)

Fig. 2 a Schematic of thin-
film transistor showing source
(S), drain (D) and channel
(C). The channel region is
composed of a network of
CNTs. b Geometric
parameters
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changing the gate voltage, VGS. The corresponding current is denoted by IDS. An
important parameter to assess device performance is the on–off ratio (R) which is
the ratio of the current flowing in the device in the on-state, ION, to the current in
device in the off-state, IOFF.

In the present article, our analysis of the electrical performance of NNT TFTs is
limited to the linear regime, a regime where current (IDS) through the device is
linearly proportional to VDS. This is only true at low VDS. A extension of this
problem has been reported by Pimparkar et al [41] that generalizes this problem to
high-bias regime (high VDS) and provides proper scaling laws to predict the per-
formance of transistors with arbitrary geometrical parameters and biasing condi-
tions. For an insulating substrate (either for electrical or thermal transport), only
transport in the percolating network of tubes is considered and the effective
conductivity/conductance of the pure network is computed (see Sect. 3), Fig. 2a. If
the substrate is sufficiently conducting, transport in both substrate and tube net-
work are considered for computing effective conductive properties (see Sect. 4),
incorporating the effect of tube-to-substrate interaction.

2.1 Thermal Transport

The computational domain for computing effective thermal properties of the
nanotube composite is a three-dimensional box of size LC 9 H 9 t (see Fig. 2b),
which is composed of a 2D random network of nanotubes embedded in the mid-
plane of the substrate. Diffusive transport in the tube obtains when there are a
sufficient number of scattering events during the residence time of the phonon in
the tube. This condition prevails here because of the dominance of interface
scattering at the tube-substrate boundary. Thus, Fourier conduction in the nano-
tubes may be assumed, albeit with a thermal conductivity that may differ signif-
icantly from bulk or freestanding values. Assuming one-dimensional diffusive
transport along the length s of the tube and three-dimensional conduction in the
substrate, the governing energy equations [21] in the tube and substrate may be
written in non-dimensional form as:

Tube:

d2hi

ds�2
þ

X
intersecting tubes j

Bic hj � hi

� �
þ Bis hs � hið Þ ¼ 0;

ð1aÞ

Substrate:

r�2hs þ
XNtubes

i¼1

Bisbv
kt

ks
hi � hsð Þ ¼ 0:

ð1bÞ

Here, dimensionless temperature variable is h = (T -TL)/(TR-TL,); TR and TL

are the face temperatures of the right and left boundary faces of the composite
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(see Fig. 2b). These are the faces which contact source and drain when the thin
film composite is used as the channel in the transistor. All lengths are non-di-
mensionalized by the tube diameter d. hi (s*) is the non-dimensional temperature
of the ith tube at a location s* along its length and hs is the substrate temperature.
The other dimensionless parameters are defined as:

Bic ¼
hcPcd2

ktA
; Bis ¼

hsPsd2

ktA
;

ks

kt
; bv ¼ av

A

Ps

� �
;

LC

Lt
;

H

Lt
;

Lt

d
;

t

d

Here, Bic represents the dimensionless contact conductance for tube-to-tube con-
tact; Bis represents the dimensionless interfacial conductance between the tube and
substrate, both due to Kapitza resistance and isotherm distortion near the tube. A is
the effective cross-section of the tube, and kt is the corresponding thermal con-
ductivity. The term hc is the heat transfer coefficient governing the exchange of
heat to other tubes j making contact with tube i through a contact perimeter Pc, and
the heat transfer coefficient hs governs the transfer of heat between the tube and the
substrate through a contact perimeter Ps. ks is the substrate thermal conductivity.
The second term in Eq. (1b) contains the heat exchange with tubes traversing the
substrate, which are Ntubes in number, through a contact area per unit volume, av.
The geometric parameter bv may be determined from the tube density per unit area
q and the corresponding dimensionless parameter is q* (q/qth.). The percolation
threshold (qth) for the network is estimated as the density at which the average
distance between the nanotubes equals the average length of the tubes, so that
qth = 1/1hLti2.

For thermal conductivity calculations, the thermal boundary conditions for all
tubes originating at the source and terminating in the drain are given by:

hi ¼ 1 at s� ¼ 0; hi ¼ 0 at s� ¼ Lt

d
; ð2Þ

and the boundary conditions for the substrate are given by:

hs ¼ 1 at x� ¼ 0; hs ¼ 0 at x� ¼ LC

d
;
ohs

oz�
¼ 0 at z� ¼ 0 and at z� ¼ t

d
: ð3Þ

All the tube tips terminating inside the substrate are assumed adiabatic. The
boundaries y* = 0 and y* = H/d are assumed as periodic boundaries for both
substrate and tubes.

2.2 Electrical Transport

The dimensionless potential equation in the linear regime is analogous to the
thermal transport equation in the Fourier conduction limit, with the potential being
analogous to temperature and the current being analogous the heat transfer rate.
For charge transport in CNTs in plastic, the substrate is considered insulating and
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only transport in the tube network is considered. For organic transistors with
dispersed CNTs [42], the substrate is not insulating and charge leaks from the
CNTs to the organic matrix, analogous to thermal transport in a composite, and
charge exchange with the substrate must be considered. Since LC � k, the mean
free path of electrons, a drift–diffusion model and Kirchoff’s law for carrier
transport may be employed [22]. In this linear regime, which occurs for low
source-drain voltage VDS, the current density along the tube is given by:

J ¼ rdU=ds ð4Þ

where r is the electrical conductivity and U is the potential, and is only a function
of the source-drain voltage VDS. Using the current continuity equation dJ/ds = 0
and accounting for charge transfer to intersecting tubes as well as to the substrate
[43], the dimensionless potential distribution /i along tube i, as well the three-
dimensional potential field in the substrate are given by:

d2/i

ds�2
þ

X
intersecting tubes j

cijð/j � /iÞ þ disð/s � /iÞ ¼ 0; ð5aÞ

r�2/s þ
XNtubes

i¼1

disbv
rt

rs
/i � /sð Þ ¼ 0: ð5bÞ

Here cij is the dimensionless charge-transfer coefficient between tubes i and j at
their intersection point, analogous to Bic in Eq. (1a), and is specified a priori; it is
non-zero only at the point of intersection. The term dis is analogous to Bis term in
Eq. (1a) and is active only for nanotubes in organic substrates. The electrical
conductivity ratio is rt/rs. For computing the voltage distribution, boundary
conditions /i =1 and /i =0 are applied to tube tips embedded in the source and
drain regions respectively. For the organic substrate, /s =1 and /s =0 are applied at
x*=0 and x*= LC/d respectively; for the other boundaries, a treatment similar to that
for the substrate temperature is applied. This computation of voltage distribution is
only valid for low VDS.

2.3 Solution Methodology

In the present analysis, the nanotube network is essentially 2D, while the substrate
containing it is 3D, as shown in Fig. 2b. The source, drain and channel regions in
Fig. 2b are divided into finite rectangular control volumes. A fixed probability p of a
control volume originating a nanotube is chosen a priori. A random number is picked
from a uniform distribution and compared with p. If it is less than p, a nanotube is
originated from the control volume. The length of source and drain for tube gener-
ation is Lt, which ensures that any tube that can penetrate the channel region from
either the left or the right is included in the simulations. The orientation of the tube is
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also chosen from a uniform random number generator. Since the tube length is fixed
at Lt, all tubes may not span the channel region even for shorter channel lengths LC,
depending on orientation. Tubes crossing the y* = 0 and y* = H/d boundaries are
treated assuming translational periodicity; part of the tube crossing one of these
boundaries reappears on the other side. Tube-tube intersections are computed from
this numerically generated random network and stored for the future use. The
analysis is conducted only on the tubes that lie in the channel region. The non-
dimensional equations for the tubes and substrate are discretized using the finite
volume method and a system of linearly coupled equations is obtained for the tube
segment temperatures hi (or the electric potential /i) and the substrate temperatures
hs (or the electric potential /s) at the substrate cell centroids. A direct sparse solver
[44] is used to solve the resulting system of equations. To account for randomness in
the sample, most of the results reported here are computed by taking an average over
100 random realizations of the network. More realizations are used for low densities
and short channel lengths where statistical invariance is more difficult to obtain due to
the small number of tubes in the domain.

3 Conduction in Percolating Network

If the underlying substrate (host matrix) has very low conductivity, the network
itself forms the dominant pathway for conduction. This limit is realized in the case
of electrical conduction in nanotube composites when the network is embedded
inside an almost-insulating substrate such as plastic or glass. For thermal con-
duction in nanotube composites, the substrate-to-tube conductivity ratio is gen-
erally higher than for electrical conduction and substrate-to-tube interaction can be
neglected only when the interfacial resistance between the tube and substrate is
extremely high [21]. Therefore, the pure network conduction case is generally not
realized for thermal transport.

The conductive properties of the network are strongly dependent on the density
of the tubes in the network. A conducting path between source and drain may not
exist at very low tube densities. If such tube network is used as the channel region
of the transistor, no current could pass through the transistor. As the density of
tubes increases, a critical density qth, known as the percolation threshold, is
reached, at which a complete pathway between source and drain is formed. The
percolation threshold for the network is estimated as the density at which the
average distance between the nanotubes equals the average length of the tubes, so
that qth � 1/1hLti2. A more accurate dependence of qth on tube length, given by
qth ¼ 4:232=pL2

t ; can be obtained from the numerical simulations [45, 46]. There
is great interest in exploring the transport behavior of the network at densities
close to the threshold, which is dependent on the dimensionality and the aspect
ratio of the tubes. Close to the percolation threshold, the network conductance, G,
exhibits a power-law relation, i.e. G * (q - qth)m, where m is the percolation
exponent [47].
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Several studies based on the Monte-Carlo simulations have been reported for
the analysis of the percolating networks of nanotubes or their composites [31, 47].
Keblinski and Cleri [31] analyzed the effect of contact resistance in percolation
networks to explain why the value of the percolation threshold scaling exponent
holds over the entire range of network-densities. Foygel et al. [47] performed
Monte Carlo simulations to explore the aspect ratio dependence of the critical
fractional volume and the critical index of conductivity. Shenogina et al [48]
performed finite element analysis to explore the reasons for the absence of thermal
percolation in nanotube composites. We have performed a percolation-based
analysis to compute the conductance exponents of nanotube networks for different
densities and for different tube-to-tube contact conductances [13]. We have also
explored the change in the device performance when the semi-conducting tube
network in the channel region is contaminated by metallic tubes [22]. Important
results from these studies are summarized below.

3.1 Network Transport in the Non-Contacting Limit

In the limit when there is no contact between tubes (Bic = 0, cij = 0) and between
tube and substrate (Bis = 0, dis = 0) and tubes directly bridge source-drain, a
simple analytical solution for the heat transfer rate through the domain (and cor-
respondingly the drain current IDS for electron transport) may be derived. Only the
tubes are considered in this 2D planar calculation, and the substrate contribution is
neglected. In this limit, the in-plane heat transfer rate through the composite, q, is
directly proportional to the number of tubes directly bridging source and drain, but
inversely proportional to the tube length contained in the channel. By computing
the number of bridging tubes from geometric considerations, it may be shown that
[13]:

q / IDS /
NS

W
¼ 2

p

� �
qHLt cos�1 LC

Lt

� �
� LC

Lt

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� LC

Lt

� �2
s0

@
1
A: ð6Þ

where W is
PNS

i¼1
1=Li

h i�1
, LC is the channel length shown in Fig. 2, Lt is the length

of the tube, and H is the height of the sample, as shown in Fig. 2, NS is number of
bridging tubes and q is the density of the tubes. The constant of proportionality in
Eq. (6) depends on the conductivity of the tubes. Figure 3 shows a comparison of
the analytical result obtained using Eq. (6) with that computed numerically
using the finite volume method described above. The ratio q/qref is plotted,
where qref is the reference heat transfer rate at LC/Lt = 0.1. One hundred random
realization of the network are used. The case LC = 3 lm, H = 4 lm, and
q = 5.0 lm-2 is considered. The analytical and numerical results are in good
agreement with each other, confirming the validity of our approach. When the
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channel length becomes comparable to or longer than the tube length, q/qref is seen
to go to zero; in the absence of tube–tube and tube-substrate contact, heat or
current can flow through the tubes only if the tubes bridge source and drain. As a
practical matter, the result in Fig. 3 is applicable to electrical transport in short-
channel CNT/plastic TFTs where the short channel lengths imply few tube–tube
interactions.

3.2 Conduction Exponents

The lateral electrical conductivity of CNT thin films has been measured by dif-
ferent research groups. Here, we compare the network conductance predicted
using our model with electrical conductance measurements by Snow et al. [10].
A pure planar tube network is considered, assuming that the substrate is entirely
non-conducting. This is typical of electrical transport in CNT/plastic composites.
The average length of the tubes in Reference [10] ranges from 1 to 3 lm. The
exact length distribution of nanotubes has not been reported in Snow et al. [10].
For the numerical model, random networks with a tube length of 2 lm are gen-
erated, and an average over 200 random realizations is taken. The percolation
threshold for the network is roughly estimated using qth = 1/1hLti2 to be
0.25 lm-2. Simulations are performed for densities in the range 1–10 lm-2 for
channel lengths varying from 1 to 25 lm and with a width H of 90 lm, corre-
sponding to the dimensionless parameters LC/Lt * 0.5–12.5 and H/Lt = 45. The
device dimensions and tube lengths are chosen to match those in Reference [10].

In Fig. 4a, the normalized network conductance G/G0 is shown as a function of
LC/Lt for several tube densities above the percolation threshold for nearly perfect
tube–tube contact (i.e., cij = 50). For long channels (LC [ Lt) there are no tubes
directly bridging the source and drain, and current (heat) can flow only because of
the presence of the network. If the tube density is greater than the percolation
threshold, a continuous path for carrier transport exists from source to drain, and
G is seen to be non-zero even for LC/Lt[1. Figure 4a shows that the conductance
exponent, n, defined as G * (LC)n, is close to -1.0 for the high densities

Fig. 3 Comparison of heat
transfer rate in a nanotube
network with analytical
results for the case of zero
tube–tube contact
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(q = 10 lm-2; q* = q/qth = 40), indicating ohmic conduction, in good agreement
with Snow et al. [11]. The exponent increases to -1.80 at lower densities
(1.35 lm-2; q* = 5), indicating a non-linear dependence of conductance on
channel length. The asymptotic limit of the conductance exponent for infinite
samples with perfect tube/tube contact has been found to be -1.97 [49, 51]. The
observed non-linear behavior for low density is expected because the density value
is close to the percolation threshold. Snow et al. reported a conductance-exponent
of -1.80 for a density of 1.0 lm-2 and channel length [5 lm. For the same
device dimensions, this value of the exponent is close to that obtained from our
simulations for a density of 1.35 lm-2. At densities close to the percolation
threshold, computations are very sensitive to variations in computational param-
eters. Small variations in experimental parameters such as tube diameter, nanotube
contact strength, tube electronic properties as well as the presence of a distribution
of tube lengths (1–3 lm), which is not included in the simulation, may explain the
difference. The contact resistance between the nanotubes and the source and drain
electrodes as well as insufficiently large samples for ensemble averaging in the
experimental setup may also be responsible. Indeed, a more quantitative agreement
with the low-density data at short channel length is realized if one accounts for
imperfect tube–tube contacts [51].

The dependence of conductance exponent on channel length is explored in
Fig. 4b for cij = 50 and for densities in the range 2.0–10 lm-2, corresponding to q*

values of 8–40. For densities [3.0 lm-2 (q* [ 12), the exponent approaches the
ohmic limit, -1.0, with increasing channel length. Larger exponents, corre-
sponding to non-ohmic transport, are observed for the shorter channel lengths.
This is consistent with experimental observations, where conductance is seen to
scale more rapidly with channel length for small LC [11].

Fig. 4 a Computed conductance dependence on channel length for different densities (q) in the
strong coupling limit (cij = 50) compared with experimental results from Ref. [11]. For q = 10.0
lm-2, Go = 1.0 (simulation), Go = 1.0 (experiment). For q = 1.35 lm-2, Go = 1.0 (simulation), Go

= 2.50 (experiment). The number after each curve corresponds to the value of q used in the
simulation. The number in [ ] corresponds to q in experiments from Ref. [11]. b Dependence of
conductance exponent (n) on channel length for different densities (q) based on Fig. 4a
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3.3 Conduction in Heterogeneous Networks
of Metal-Semiconducting Tubes

The electrical performance of CNT networks is strongly influenced by the fact that
approximately one-third of the CNTs grown by typical processing techniques
exhibit metallic behavior and approximately two-third exhibit semiconducting
behavior [22]. This heterogeneity controls the on–off ratio R of typical CNT-
network based devices, where on–off ratio R is the ratio of the device-current in the
on state to the device current in the off–state. R has been shown [22] to be a unique
and predictable function of LC, Lt, NIT (the density of interface traps), fM (the
degree of metallic contamination) and q, the tube density. In the conventional
transistors, NIT is the trapped charge at the interface of the channel and the
insulating dielectric SiO2, which separates the gate from the channel. fM is the ratio
of the number of metallic tubes to semi-conducting tubes in the tube-network. If
the on–off ratio R can be reliably predicted as a function of tube density q and
other parameters, our numerical model affords a unique way to find the tube
density of typical CNT thin films by using this relationship in the inverse. This
method promises far more accurate estimation of ‘electrically relevant’ tube
density than methods currently in use, such as atomic force microscopy, and
scanning electron microscopy [11].

We compute IDS versus VGS for several tube densities (q = 1–5 lm-2) for
device parameters LC = 10 lm, L = 2 lm, H = 35 lm, and VDS = 0.1 V, (Fig. 5)
which are chosen to match the experiments in [10]. Since LC � Lt, these tran-
sistors are called long-channel devices (note that this terminology differs from
classical transistor terminology—where long and short channels are defined with
respect to electrostatic control of the channel by the gate electrode [52]. We use cij
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Fig. 5 Computed IDS*VGS at VDS = 0.1 V for different densities is compared with experimental
results from Ref. [11] before the electrical breakdown of metallic tubes. Solid lines correspond to
experimental results from Ref. [11] and markers correspond to computational results. The
number after each curve corresponds to tube densityq. The curve q = 3.5 lm-2 is shifted on the
x-axis to account for charge trapping
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* 50 based on typical values for CNT tube–tube contact [11, 53], mobility [11]
and density functional theory. Here, fM, is taken to be 33% in Fig. 5, consistent
with Snow et al. [11]. The conductance ratio of metallic to semiconducting tubes
(M/S conductance ratio) in the on-state is chosen as 8.0, consistent with Reference
[54]. In general, the M/S conductance ratio depends weakly on the fabrication
process, as well as the chirality, band-gap and the diameter of the tubes.

Gate characteristics, represented by IDS–VGS curves, are computed for a specific
network configuration. An average is then taken over 50 random realizations of the
network. Computations for q = 1 lm-2 agree very well with experiments in Ref.
[11], Fig. 5. Increasing q increases the number of percolating metallic paths,
increasing the on-current ION, but reducing R, as in Ref. [10]. Snow et al. speculate
that q[ 3lm-2 for devices with low on–off ratio (top three solid lines in Fig. 5).
Our simulations establish that they correspond to exact densities of q = 3.0, 3.5
and 4.0 respectively. Thus, tube density q may be deduced from a simple electrical
measurement of the on/off current ratio (see Fig. 5) obviating the need for inac-
curate and time-consuming analysis of AFM images, as is currently done. We
note, however, that although we can predict R(q) for a fixed M/S conductance ratio
and cij, the absolute value of the on–off current and R can still vary from sample to
sample depending on the M/S conductance ratio and the contact conductance
between tubes of different diameters. The same methodology can also be used to
interpret short channel data (Fig. 2 in Ref. [8], for example). This demonstrates the
predictive power of the theoretical framework.

4 Conduction in Nanotube: Polymer Composites

Thus far, we have considered conduction in a pure network of nanotubes in the
absence of a substrate or host matrix. We now turn our attention to thermal and
electrical conduction in composites where carrier transport is no longer confined
exclusively to nanotube network. When the thermal conductivity ratio ks/kt is

Fig. 6 Non-dimensional temperature distribution in a substrate b tube network. LC/Lt = 2.0, H/Lt

= 2, Bic = 10.0, Bis = 10-5, ks/kt = 0.001 and q* = 14.0

Simulation of Thermal and Electrical Transport 311



significant or when the heat leakage from the tubes to the substrate is significant,
both substrate and network play important roles in determining the thermal per-
formance of typical nanotube composites. For electrical transport, the substrate
does not generally play a role in nanotube-polymer composites, since the polymer
is essentially insulating. However, a problem analogous to thermal transport
occurs in electrical transport in nanotube-organic composites. Here, the electrical
conductivity of the organic substrate is relatively large, and forms the primary
conduction pathway. Recently, sub-percolating nanotube dispersions have been
added to enhance electrical conductivity of organics [42].

Using the formulation described in Sect. 3, a typical temperature distribution in
the tube network and the substrate is computed and shown in Figs. 6a, b. For this
case, LC/Lt = 2.0, H/Lt = 2, Bic = 10.0, Bis = 10-5, ks/kt = 0.001 and q* = 14.0,
corresponding to LC =4 lm, Lt = 2 lm, H = 4 lm, and q = 3.5 lm-2. Contours of
constant temperature in the substrate would be one-dimensional in x for Bis = 0,
but due to the interaction with the tubes, distortion in the contours is observed,
consistent with the temperature plots in the tube in Fig. 6b. The departure from
one-dimensionality in the substrate temperature profile is related to local variations
in tube density; regions of high tube density convey the boundary temperature
further into the interior.

4.1 Effect of Tube-Substrate Interfacial Resistance

The contact parameters BiS for tube-substrate contact and BiC for tube–tube
contact are difficult to determine, and there are few guidelines in the literature to
choose them. The experimental studies conducted by Huxtable et al. [55] suggest
that heat transport in nanotube composites may be limited by exceptionally small
interfacial thermal conductance values. The value of the interfacial resistance
between the carbon nanotube and the substrate was reported to be 8.3 9 10-8 m2

K/W by Huxtable et al. [55] for carbon nanotubes in hydrocarbon (do-decyl

Fig. 7 Effect of substrate-
tube contact conductance
(BiS) on keff for varying
channel length. LC /
Lt = 0.25–6.0 (Lt = 2.0 lm),
H /Lt = 2, kS/kt = 0.001, and
q* = 3.5 (q = 5.0 lm-2)
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sulphate). The non-dimensional contact parameter BiS evaluated using this contact
conductance is O(10-5) assuming the thermal conductivity of a single SWCNT to
be 3,000 W/mK. The corresponding values for nanotube-polymer or nanotube-
glass interfaces are not known at present. Consequently, values of BiS in the range
10-1–10-7 were considered. If we assume the thermal conductivity of the polymer
matrix to be 0.25 W/mK, a value of BiS = 10-5 corresponds to the thermal
resistance of an equivalent polymer layer of thickness 20 nm.

The percentage increase in keff of the composite is plotted against LC/Lt ratio for
different BiS in Fig. 7 for, LC/Lt * 0.25–6.0 (Lt = 2.0 lm), H/Lt = 2, kS/kt =
0.001, and q* = 3.5 (q = 5.0 lm-2). Here, the tube density is much higher than the
percolation threshold density, qth * 1.42 lm-2. The tube–tube contact parameter
is held at BiC = 10, denoting nearly perfect contact. The conductivity ratio is
10-3, denoting highly conducting tubes in a relatively insulating substrate. A sharp
increase in keff is observed for shorter channel lengths as a result of highly con-
ducting tubes directly bridging source and drain. This increase for shorter channel
lengths is less significant at high BiS due to high heat leakage from the tubes to the
substrate. As the channel length increases, the composite approaches bulk behavior
and the conductance achieves invariance beyond LC/Lt[5. The asymptotic values
of keff at high channel lengths (LC/Lt [ 5) can be expressed as keff * 1 ? ckS/kt,
where c is dependent on BiS, BiC and area-ratio of tubes cross-section and substrate
at a composite cross-section. The general shape of the curves is explained by the
‘zero BiS, zero BiC’ case. As the channel becomes narrower, bridging occurs and so
the curve rises. This is a ‘‘finite-size’’ effect not seen in bulk composites, and exists
even for channels 3–4 times the tube length.

It is observed that the curve for BiS * 10-7 is the same as that for BiS * 0,
Fig. 7. This defines the lower limits of tube-substrate contact—below this only the
network is active and side-leakage disappears. For this case, the only reason for the
existence of a non-zero keff increase is the network. In this limit we expect per-
colation behavior, unlike that noted in the literature [27]. This implies that the
interface resistance is far smaller than that corresponding to BiS = 10-7 in Biercuk
et al. [27]. The tube-substrate contact parameter Bis ceases to be limiting for BiS[

Fig. 8 Effect of tube–tube
contact conductance (BiC) on
keff for varying channel
length. LC /Lt = 0.25–6.0 (Lt

= 2.0 lm), H /Lt = 2, kS/kt =
0.001, BiS =10-5, and q* =
3.5 (q = 5.0 lm-2)
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10-2, and the keff variation with LC/Lt becomes independent of BiS beyond this
value.

The network causes a 150–350% increase in keff over the substrate, but this still
means values only in the 0.35–3.5 W/mK, implying that the composites does not
conduct very well laterally, despite the presence of highly conducting tubes. Since
the kS/kt value used here is expected to be typical of many composites for TFT
applications, the results in this section demonstrate that if the percolation prop-
erties of the network could be maintained by high tube–tube contact conductance,
the network itself could provide a pathway for heat removal.

4.2 Effect of Tube–Tube Conductance

Recently, Lukes et al. [38] considered heat transfer between CNTs using classical
molecular dynamics simulations, and estimated a tube–tube contact resistance of
the order of 1.0 9 10-7 m2-K/W, corresponding to a BiC value of 2.0 9 10-5

(assuming kt = 3,000 W/mK). However, there is no experimental corroboration of
tube–tube contact resistance, and BiC values of 0–10-1 are chosen, ranging from
insulating contact to perfect contact. Previous theoretical models for computing keff

of nanotube composites ignore contact conductance between the nanotubes [26].
Since tube–tube contact occurs over a very small contact area, this contact
resistance would be limiting only in the case of large tube-substrate resistance (BiS
? 0) for most kS/kt values of interest. Figure 8 show the keff * LC/Lt plots for
different BiC for LC/Lt * 0.25–6.0 (Lt = 2.0 lm), H/Lt = 2.0, kS/kt = 0.001, BiS =
10-5, and q* = 3.5 (q = 5.0 lm-2). The overall shape of the curves is similar to
that in Fig. 7. The sharp increase in keff for shorter channel length composites (due
to bridging tubes) is significant for low BiC, but the effect gradually diminishes
with increasing BiC, Fig. 8. Decreasing BiC from 10-1 to 10-5 decreases keff by
about 50% for long channels. Beyond BiC[10-2, tube–tube contact is sufficiently
good that it ceases to matter; consequently the keff curves become coincident in
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Fig. 8. By the same token, values of BiC below 10-5 mean essentially zero contact
between tubes, and heat leakage through the substrate is the only pathway for heat
transfer for long channels. The tube–tube contact resistance computations by
Zhong and Lukes [38] suggest that this may indeed be the mechanism of heat
transfer in CNT composites, though further experimental corroboration is neces-
sary. The present analysis reveals that for tube densities higher than the percolation
threshold, BiC may be an important parameter controlling keff for highly conducting
tubes with high tube-substrate resistance. BiC (10-2–10-5) corresponds to the
thermal resistance presented by an equivalent polymer matrix of thickness 0.025–
25 nm assuming contact area between the tubes of the order *d2 and kS/kt = 10-3.

4.3 Effect of Tube Density

The effective thermal conductivity of the composite is observed to have a different
dependence on q in different regimes, i.e. q� qth, q * qth and q� qth [56]. keff is
shown as a function of q for these three different regimes in Fig. 9 for the case
qthð¼ 4:232=pL2

t � 1:4lm�2Þ; kS=kt� 10�4 � 10�1
; BiS� 10�7 � 10�2; LC=Lt ¼ 3

Lt ¼ 2:0lmð Þ;H=Lt ¼ 2;BiC ¼ 10: When q � qth, keff increases linearly with q.
This is expected since the tubes do not interact with each other either through
direct contact or through the substrate. This lack of tube–tube interaction is borne
out by the variation of the average link length (Llink) with q* (inset in Fig. 9),
which shows that the non-interacting limit between tubes is achieved for q* � 1
for which Llink/Lt * 1. This trend is in agreement with the results from EMA
which predict a linear scaling with volume fraction. When q * qth, keff is observed
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to vary non-linearly with q. This is typical of network percolation close to the
percolation threshold [11, 13] and becomes more pronounced with decreasing BiS
or kS/kt, Fig. 9. These two parameters explain the difference between percolation
behavior for thermal transport and for electrical transport. Strong non-linear
behavior near the percolation threshold is observed for charge transport in CNT-
polymer composites due to very low kS/kt (\10-6) [11, 13], while for thermal
transport, this non-linear behavior is relatively weak due to high kS/kt (*10-3) and
high heat leakage through the substrate (high BiS). Whenever transport through the
substrate competes with the transport through the CNT network either due to high
kS or due to high heat leakage from the CNTs to the substrate, percolation effects
due to the network are suppressed.

For q[3.0qth and for large enough LC/Lt, keff is found to vary linearly with q,
Fig. 9. The reason for this is evident in the inset in Fig. 9, which shows that the
average Llink varies linearly with q* for high densities (q*[3). Hence the network
becomes homogenous. Computations of keff for the pure network in the absence of
the substrate [13] reveal that it may be expressed as keff =kt� qL2

t ð0:783�
0:119 lnðBi2CÞ � 0:015 lnðBiCÞÞ for high densities. For the CNT composites, this
expression would also depend on BiS and kS/kt, but linearity with respect to density
would nevertheless be valid.

4.4 Electrical Conductivity of CNT-Organic Composites

A novel approach involving modifying the transconductance (gm * dIDS/dVGS) of
an organic host using a sub-percolating dispersion of CNTs has been proposed in
Ref. [42]. A 60-fold decrease in effective channel length, Leff, is observed that
results in a similar increase in gm with a negligible change in on–off ratio [42]. In
this technique, the majority of the current paths are formed by the network of CNTs,
but short switchable semiconducting links are required to complete the channel path
from source to drain [42]. Experimental data published in Ref. [42] provide a good
opportunity to test the correctness of our numerical formulation in Sect. 3.

The device parameters LC = 20 lm, Lt = 1 lm, and VDS = -10 V are chosen to
match the experiments in Ref. [42]. Charge transfer coefficients cij = 10-4 and
dis = 10-4 are assumed and correspond to poor contact conductance between
tube–tube and tube-substrate. The electrical conductivity ratio, rt/rs, for metallic
CNTs in the on-state (VGS = -100 V) is taken as 5.0 9 104, while that for
semiconducting CNTs is 5.0 9 103 [54]. The metallic-CNT conductivity is
assumed constant with VGS, while the roll-off in the conductivity of semicon-
ducting CNTs and the organic- matrix with VGS is obtained from the experimental
IDS–VGS curves (0 and 0.5% volume fraction curves) in Fig. 14.1b of Ref. [42].
Figure 10 shows that numerical results agree well with experiments over the entire
range of tube densities (1.5–17 lm-2). There is an anomalous jump in the IDS–VGS

curve for 0.5% volume fraction of CNTs (labeled ‘‘shift’’ in Fig. 10; see also

316 S. Kumar et al.



Fig. 14.1b in Ref. [42]) which is not properly understood. We calculated the IDS–
VGS characteristics of the organic TFT device in [42] with a realistic heterogeneous
network of semiconducting-metallic tubes (1:2 ratio) dispersed in an organic
matrix. We have shown that this anomalous shift in the IDS–VGS curve is a con-
sequence of the formation of a parallel sub-percolating network of semiconducting
CNTs in the organic matrix. At 0.2% CNT volume fraction, the semiconducting
tubes do not have sufficient density to form a percolating network in and of
themselves; metallic CNTs are necessary to achieve percolation. However, when
the volume fraction is increased to 0.5%, semiconducting tubes can form a per-
colating network by themselves, and shift the IDS–VGS curve as shown. This
confirms that semiconducting CNTs are active elements of this organic TFT
device, a feature which was not understood previously.

4.5 Comparison with Effective Medium Theory

For low-density dispersions, the effective conductivity (keff) can be derived using a
Maxwell–Garnett effective medium approximation [18], and provides a baseline
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for comparison with our numerical calculations. For a planar CNT network iso-
tropic in the x–y plane (see inset in Fig. 11b) and embedded in a substrate of
thickness d, the theory in [18] may be modified to yield keff in the x–y plane as

kx ¼ ky ¼ kS
2þ f ½b11ð1� L11Þ þ b33ð1� L33Þ�

2� f ½b11L11 þ b33L33�
: ð7Þ

Here f is the volume fraction, Lii is the depolarization factor, and bii ¼ kii�kS
kSþðkii�kSÞ ;

k11 ¼ k22 ¼ kt
1þð2aK kt=kSdÞ ; k33 ¼ kt

1þð2aK kt=kSLtÞ. Here, aK is the Kapitza radius

[18, 26], axis 3 represents the longitudinal axis of the CNT and axes 1 and 2 are the
other two axes of the CNT [18].

The finite volume computation of keff is compared with predictions from the 2D
EMA in Figs. 11a, b [56]. For this case, the polarization factors are given by L11 =
L22 = 0.5, L33 = 0. The basic assumption in Eq. (7) is that tube density q is very
low, and therefore the tubes do not interact with each other. Consequently, the
tube–tube contact parameter BiC is set to zero in the finite volume computations to
obtain a direct comparison. Since the parameter BiS is not known a priori, its value
is adjusted to match the results from EMA for a value of aK = 0.25 nm for kS/kt

= 10-2. The same value of BiS is used in all subsequent calculations for other kS/kt

ratios in Fig. 11a. It is important to notice that there is only one free parameter,
BiS, in our simulations, corresponding to the adjustable parameter aK in EMA. A
good match with the results of EMA is obtained for the case of BiC = 0. Calcu-
lations were also performed in Fig. 11a for BiC = 10, representing nearly-perfect
contact. For high BiC, the numerically computed keff is observed to deviate sub-
stantially from the EMA prediction even for densities below the percolation
threshold qth. This deviation is significant for all but the highest kS/kt values
(\10-2), and would therefore be significant for computations of electrical and
thermal conductivities in CNT composites. This suggests that high aspect ratio
tubes strongly interact with each other even at tube densities below qth and that the

1.0 ps pulse  

Fixed End

Fixed

End

Fixed End

Fig. 12 Schematic of two
CNTs in a crossed
configuration. A 1.0 ps pulse
is generated from one end of
the first tube, while atoms at
the other end are kept fixed.
The two ends of the other
tube are kept fixed. The
chiralities of the two tubes are
the same
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EMA is inadequate for the prediction of keff at all but the very lowest densities.
Figure 11b presents the variation of keff with tube density with BiS as a parameter;
the ratio (1/aK)/BiS is held constant in the figure. A good match with EMA is
found. The constant ratio (1/aK)/BiS for different curves in Fig. 14.11b shows that
the adjustable parameter in EMA, (1/aK), and that in the numerical calculations,
BiS, are consistent. These results indicate that adjusting aK to fit experimental data
for q[ qth in previous studies [26, 57] adjusts in part for tube–tube interaction
effects not present in EMA theory. These adjustments would tend to underpredict
the true value of interface resistance, a claim also supported by Hung et al. [58].

5 Interfacial Thermal Transport Between Nanotubes

In the last two sections, we have considered conduction in a network of nanotubes
and their composites where we have treated tube–tube and tube-substrate resistance
values as parameters. Various experimental and numerical studies have been per-
formed to analyze the interfacial energy transport and to estimate the thermal
resistance between the CNTs and between the CNT and the substrate. In this section,
we present our investigation of the thermal energy transport from one single-walled
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nanotube (SWNT) to another SWNT positioned in a crossed configuration and
subjected to an intense heat pulse using Molecular Dynamics (MD) techniques [59].
A schematic of two CNTs in a crossed configuration is shown in Fig. 12. Here, the
CNTs are placed perpendicular to each other with a gap equal to a van der Waals
distance of 3.4 Å. These CNTs are not covalently bonded at the interface.

Selection of appropriate interatomic energies and forces is important for the
reliability of classical MD simulations. We use the reactive empirical bond order
(REBO) potential for C–C bond interaction and a truncated 12-6 type Lennard-
Jones potential for non-bonded van der Waals interactions between CNTs. The
REBO potential has been extensively applied to perform MD simulations in CNTs
and CNTs in hydrocarbon composites/suspensions [33]. The analytical form of this
potential is based on the intramolecular potential energy originally derived by
Abell [60]. The REBO potential is given by:

UREBO ¼
X

i

X
i\j

½VrðrijÞ � DijVaðrijÞ�: ð8Þ

where rij denotes the distance between atoms i and j, Vr corresponds to interatomic
core–core repulsive interactions, and Va describes the attractive interactions due to
the valence electrons. Here, Dij corresponds to a many-body empirical bond-order
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term. The 12-6 type LJ potential for non-bonded van der Waals interaction
between individual carbon atoms is given as [38]:

ULJ ¼ 4e
r
r

� �12
� r

r

� �6
	 


: ð9Þ

Several different values of the energy and distance parameters in the L-J
potential are considered for the interaction of C–C atoms in the CNT. The present
study employs the parameterization used by Lukes et al., with e = 4.41 meV and
r = 0.228 nm. The details of the MD code used for the present analysis may be
found in Ref. [60].

5.1 Heat Pulse Analysis Using Molecular Dynamics

MD simulations are used to examine transient heat pulse propagation in zig-zag
tubes positioned in a crossed configuration for chiralities varying from (5, 0) to
(10, 0). We generate the heat pulse at one end of the tube using the methodology
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proposed by Osman and Srivastava [61] for studying energy transport through a
single CNT at low temperatures. In order to study heat pulse propagation in CNTs
and to compare the results for different chiralities, each CNT is divided into 500
slabs along its axis (each slab is a ring). The length of each CNT is 106 nm, but the
number of atoms in a slab depend on the chirality or diameter of the CNT, i.e., a
single slab in a (5, 0), (6, 0), (7, 0), (8, 0) and (10, 0) CNT would have 10, 12, 14,
16, and 20 atoms respectively. One end of the first CNT, where the heat pulse
is generated, is treated as a free boundary, while the other end is kept rigid
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Table 2 Pulse speed in the
first tube and the maximum
total energy rise in the second
tube for different chiralities

CNT-Chirality Pulse speed (km/s) Increase in total energy
of second tube until
t = 5.5 ps (eV)

(5, 0) 22.0 0.129
(6, 0) 23.2 0.203
(7, 0) 22.6 0.046
(8, 0) 19.0 0.074
(10, 0) 12.5 0.037
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(see Fig. 12); both ends of the second CNT are held rigid. The boundary region of
the first CNT (i.e., the CNT in which the pulse is generated) extends over 10 slabs.
Before the generation of the heat pulse, both CNTs are quenched to a very low
temperature of 0.01 K for 50,000 time steps (25 ps) to achieve thermal equilibrium
at 0.01 K. Then, a strong heat pulse of one picosecond duration and a peak
temperature of 800 K is generated at one end of the first CNT. The heat pulse is
applied to 10 slabs near the left boundary using a Berendsen thermostat [62]. The
heat pulse consists of a 0.05 ps rise time, a 0.9 ps duration with a constant tem-
perature of 800 K, and a 0.05 ps fall time. During the 0.05 ps fall time, the
temperature of the boundary slabs is decreased to reach a final temperature of 0.01
K and then held constant at that temperature for the rest of the simulation. This is
done to prevent the exchange of large amounts of energy from the boundary slabs
to the region of interest after the generated pulse has started propagating towards
the right boundary of the first CNT.

Our analysis is focused on the time window from the point of generation of the
pulse to the time before heat pulse reaches the right boundary to avoid the effects
of boundary reflection. The temperature of each slab is spatially averaged over
ten slabs centered at the slab of interest. In our simulations, the temperature is
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Fig. 17 Change in total energy of CNTs as a function of time with reference total energy
corresponding to t = 1 ps. At t = 1 ps, the pulse generated in CNT-1 starts propagating towards
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time-averaged over sets of 200 time steps (*100 fs) to reduce the effect of
statistical fluctuations and is recorded during the entire simulation time. The speed
of the pulse is determined from the spatial distance traversed by the particular
pulse during a given time interval.

We first study the interaction between two CNTs in a crossed configuration
when a heat pulse is passed through first CNT using the methodology described in
the above sections. Our interest is in analyzing the energy transfer to the second
tube when the heat pulse passes through the contact zone, and also to study the
waves generated in the second tube due to this energy transfer. The distance
between the CNTs remains in the range of 3–3.7 Å during the entire simulation for
CNTs of chirality (5, 0), (6, 0) and (7, 0). For CNTs of chirality (8, 0), this distance
remains in the range of 4-4.5 Å, while for CNTs of chirality (10, 0), it remains in
the range of 5–5.5 Å.

The location and shape of the heat pulses at different time instants along the
first and second CNTs for the case of (5, 0) chirality are shown in Fig. 13a, b
respectively. The amplitude of the heat pulses is presented in terms of the average
kinetic energy of the atoms in ten slabs at any location. Here, t = 0 ps corresponds
to the time when heat pulse generation has started at the left end of the first CNT.
The attenuation in peak kinetic energy (*1.2 eV) of the heat pulse is negligible
and it is seen to propagate like a ballistic pulse along the first tube. This pulse
moves with a speed of 22 km/s along the nanotube, which is very close to the
speed of sound (20.3 km/s) associated with longitudinal acoustic (LA) phonon
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waves in zig-zag nanotubes [62]. Two CNTs located in a crossed configuration
make contact at their mid-point, which is at 53 nm from their free ends. When the
heat pulse in the first tube approaches this contact zone, the kinetic energy in the

(a) (b)

(f)

(d)(c)

2.5 ps

3.0 ps

2.0 ps

5.0 ps4.0 ps

3.5 ps

(e)

Fig. 19 Frequency spectrum along the second nanotube for (5, 0) chirality at different time
instants. a 2.0 ps. b 2.5 ps. c 3.0 ps. d 3.5 ps. e 4.0 ps. f 5.0 ps. White arrows shows frequencies
corresponding to 5 and 10 THz
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other tube increases at the location of the contact, Fig. 13b. The kinetic energy
reaches its maximum at t = 2.6 ps which is approximately the time taken by the
heat pulse in the first tube to cross the contact zone. The peak kinetic energy in the
second tube is 1.5 meV, which is very low in comparison to peak kinetic energy of
1.2 eV of the heat pulse in the first tube. This indicates that coupling is very weak
between two CNTs for these fast moving pulses, since little time is spent by the
pulse in the contact zone. The energy given to the second tube at the point of
contact spreads along the second tube. This is indicated by the decreasing kinetic
energy at the center of the second tube and the symmetrically excited heat pulses
on both sides of the contact in Fig. 13b. The speed of propagation of the excited
heat pulse in the second tube is very low and it is difficult to relate these pulses
with any specific phonon mode by observing their transient propagation profiles.

We perform a similar heat pulse analysis for nanotubes of chirality (6, 0), (7, 0),
(8, 0) and (10, 0); the shape and location of the heat pulse along the nanotube for
different time instants for the (7, 0), (8, 0) and (10, 0) chiralities are shown in
Figs. 14, 15 and 16. It is observed that the behavior of heat pulses in the nanotubes
is very dependent on the chirality or the diameter of the tube. The speed of heat
pulse propagation in the first tube and the increase in kinetic energy in the second
tube until t = 5.5 ps are listed in Table 2. Heat pulse propagation in the first tube
for (6, 0) and (7, 0) chiralities is similar to that for the (5, 0) nanotube, i.e., the heat
pulse propagates like a ballistic wave with a speed in the range of 22–23 km/s.
However, the pulses excited in the second tube are significantly different for
different chirality tubes. No conclusions can be drawn merely by looking at the
kinetic energy rise in the second tube (see Table 2). However, it can be observed
that heat spreading along the second tube is faster in the (5, 0) tube in comparison
to the (6, 0) and (7, 0) tubes (see Figs. 13, 14). It is also observed that the kinetic
energy at the centre of the second tube drops relatively fast in the (6, 0) tube in
comparison to the (7, 0) tube.

Heat pulse propagation is completely different for (8, 0) and higher chirality
tubes. For the (8, 0) tube, the heat pulse decays while propagating along the first
tube and also broadens with time, a behavior which is completely different from
that observed in low chirality tubes. At time t = 1.45 ps, the peak kinetic energy
of the pulse is 0.68 eV, and decays to 0.42 eV at t = 3.95 ps, Fig. 15a. The pulse
speed in the (8, 0) tube is 19 km/s, which is lower than the pulse speed observed in
lower chirality tubes (see Table 2). Oman and Srivastava [61] observed a similar
decay in the pulse speed in zig-zag tubes for twisting phonon modes (TW) with
speed ranging in 16–18 km/s. The pulse excited in the second tube also shows
different characteristics, and exhibits a pulse shape which is more flat at the center,
Fig. 15b. All these behaviors imply a dissipative nature to the pulse propagation in
(8, 0) tubes.

Heat pulse propagation in a (10, 0) tube is much different from the low chirality
tubes previously discussed. The high kinetic energy in the heat pulse in the first
tube cannot be sustained and the pulse decays very quickly. At t = 2.45 ps, a
clearly identifiable wave shape evolves from the dissipating heat pulse; the speed
of this wave is 12.5 km/s, which corresponds to the second sound wave speed
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observed in zig-zag tubes in Ref. [61]. In transient experiments, at low tempera-
tures and in structures with high purity, normal phonon scattering processes can
play an important role. They may couple various phonon modes and make possible
the collective oscillation in phonon density which is second sound. Second sound
is observed under very restrictive conditions [61]. One of these conditions is that
the momentum conserving normal phonon scattering processes should be domi-
nant compared to the momentum randomizing Umklapp phonon scattering pro-
cesses [61]. For CNTs, thermal conductivity increases even up to room
temperature and it can reasonably be believed that N-process phonon interactions
dominate over a wide range of temperature. These arguments and the observed
speed of the wave (12.5 km/s = 1/30.5 times the LA phonon speed) suggest that
the observed wave pulse in the (10, 0) nanotube corresponds to that of second
sound.

The peak kinetic energy of the second sound wave mode observed in (10, 0)
tube is 0.12 eV, which is much smaller than the peak kinetic energy of leading
heat pulses observed in the low-chiral tube configurations. In addition, due to the
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(6, 0) (7, 0)

(8, 0) (10, 0)

Fig. 20 Frequency spectrum along the second CNT at 2.5 ps for chirality a (6, 0). b (7, 0).
c (8, 0). d (10, 0)
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low speed, this pulse in the first CNT does not cross the contact zone in 4 ps (this is
the time range for which we analyzed low-chirality tubes), so we have extended
the analysis up to 6.5 ps. The energy gained by the second CNT due to the
interaction with the heat pulse of the first CNT is very low. This is the reason for a
very small rise in the peak kinetic energy (*0.2 meV) of the excited pulse in the
second tube, Fig. 16b. The kinetic energy of the carbon atoms located at the
contact area of the second CNT (black and red curves in Fig. 16b) is of the same
order as that of the kinetic energy of atoms at other locations (see peaks at the CNT
ends in Fig. 16b). From our analysis, we have observed that in low-chirality CNTs
we can generate a purely ballistic pulse, while in high-chirality CNTs, a diffusive
tail is also present and the pulse cannot sustain its peak temperature during
propagation. We see a difference between our results and Osman and Srivastava’s
results only for low-chirality CNTs.

(a) (b)

(d)(c)

(6, 0) (7, 0)

(8, 0) (10, 0)

Fig. 21 Frequency spectrum along the second CNT at 5.0 ps for chirality a (6, 0). b (7, 0). c (8,
0). d (10, 0)
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The change in total energy of the CNTs as a function of time is plotted in Fig. 17
for (6, 0), (7, 0), (8, 0) and (10, 0) tubes. The change in total energy is computed
with respect to the reference total energy at t = 1 ps; this is time at which the pulse
generated in the first CNT starts propagating towards the contact region of the two
CNTs. The magnitude of total energy exchange or increase in total energy of the
second tube up to time instant 5.5 ps is presented in Table 2 for tubes of different
chiralities. The energy exchange between the tubes is largest for the (6, 0) tube and
decreases for high-chirality tubes, Fig. 17. However a definitive statement
regarding this cannot be made based on the present analysis as the energy exchange
for the (5, 0) tube is lower than that for the (6, 0) tube by 0.07 eV and the energy
exchange for the (7, 0) tube is lower than that for the (8, 0) tube by 0.028 eV. The
above analysis shows that lower-chirality tubes have better coupling in comparison
to high- chirality tubes as far as these heat pulses are concerned.

Phonon modes with high speed are very inefficient in transferring energy to the
second tube as they spend very little time in the contact zone. Thus, it is likely that
for realistic applications, slow-moving phonon modes (for example, optical
modes) in the first CNT would be better-coupled to the second CNT. Shiomi and
Maruyama [63] observe from their modal analyses on a single tube using wavelet
transformations that the major contribution to non-Fourier heat conduction comes
from optical phonon modes with sufficient group velocity and with wave vectors in
the intermediate regime for short nanotubes. Dispersion curves for CNTs of chi-
rality (5, 5) show that even at low frequencies, longitudinal and transverse optical
modes may be present, with velocities comparable with the acoustic modes. In a
nanotube network, the link between two nanotubes is of the order of just few
nanometers. Therefore, in nanotube networks where the contact between the tubes
governs the transport, optical phonon modes may be a dominant heat transfer
pathway for communication between tubes.

5.2 Wavelet Analysis of Heat Pulse

Wavelet analysis of the heat pulse excited in the CNT configuration described in
the previous section (see Fig. 12) is performed for different chiralities of the tubes.
The wavelet transform (WT) is an analysis tool well-suited for the study of pro-
cesses which occur over finite spatial and temporal domains. The wavelet trans-
form is a generalized form of the Fourier transform (FT). A WT uses generalized
local functions known as wavelets which can be stretched and translated with a
desired resolution in both the frequency and time domains [64, 65].

Wavelets decompose a time series in the time–frequency space and are useful
for identifying the evolution of dominant frequency modes with time. A time
signal s(t) is decomposed using wavelet methods in terms of the elementary
function wb; a derived from a mother wavelet w by dilation and translation [64]:
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wb; aðtÞ ¼
1

a0:5
w

t � b

a

� �
: ð10Þ

Here, a and b are parameters which control dilation and translation respectively.
The a parameter is also known as the scale in wavelet analysis. wb;a is known as
the daughter wavelet as it is derived from the mother wavelet w using translation
and dilation. The normalization factor a0.5 ensures that the mother and daughter
wavelets have the same energy. The wavelet transform (WT) of a signal s(t) is
given as the convolution integral of s(t) with w*, where w* is the complex con-
jugate of the wavelet function w:

Wðb; aÞ ¼ 1
a0:5

Z
w � t � b

a

� �
sðtÞdt: ð11Þ

In general, wavelet functions are complex functions, so the wt are also complex,
and have a real part, an imaginary part and a phase angle. The power spectrum of a
WT is defined as |W|2. We use the Morlet wavelet for heat pulse analysis; this
wavelet has the form of a plane wave with a Gaussian envelope [64]. The Morlet
wavelet is given by:

w ¼ eiwt � e�0:5 tj j2 : ð12Þ

The form of this wavelet is shown in Fig. 18 after translating by different values
of b and dilating by different values of the scale parameter a.

The power spectrum of the velocity magnitude of each atom in the nanotube is
computed using the method described above. By summing the power spectrum
over all the atoms of one ring, a one-dimensional projection of the temporal
spectra along the nanotube axis is obtained. In this way, temporally evolving
spectra of the velocity magnitude for the entire spatio-temporal field are obtained.

Wavelet analysis of the energy modes excited in the second CNT due to the
interaction with first CNT is performed for chirality of tubes varying from (5, 0) to
(10, 0). The power spectrum of the velocity magnitude of each atom in the
nanotube is computed using the method described above. Temporally evolving
spectra of the velocity magnitude for the entire spatio-temporal field are computed.
Results are presented as temporal sequences of the spectral contours in the fre-
quency-space domain in Fig. 19 for a (5, 0) CNT. Six temporal sequences are
used, which correspond to t = 2.0, 2.5, 3.0, 3.5, 4.0 and 5.0 ps. In these plots, the
vertical axis represents the frequency in THz and the horizontal axis represents the
spatial location along the nanotube axis in terms of the slab (i.e. ring) numbers.

The evolution and propagation of spectral modes along the tube axis for a (5, 0)
CNT at different time instants may be observed in Fig. 19. At t = 2 ps, the heat
pulse in the first tube is approaching the contact zone, Fig. 19a; thus some low
frequency phonon modes are excited in the second nanotube at the location of the
contact. At t = 2.5 ps (Fig. 19b), the heat pulse in the first tube crosses the
contact zone; this is the time at which the peak temperature of the thermal pulse
excited in the second CNT is observed (Fig. 13b). Phonon modes of frequencies up
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to 30–35 THz are excited in the second nanotube by this time, but most of the
dominant frequencies are less than 10 THz, Fig. 19b. Once the heat pulse in the
first tube moves away from the contact zone, the energy given to the second tube
spreads to both sides of the tube symmetrically. Different phonon modes are
excited along the second tube, and can be observed from the contour plots in
Fig. 19c–f. The contour plot at t = 3.0 ps shows two distinctly visible modes, one
centered around 5 THz and another centered around 10 THz. The speed of these
modes may be computed from the movement of the high power spectrum color
patches corresponding to these frequencies along the nanotube axis in the contour
plot. The computed speed is 12.0 km/s, which is close to the speed of the second
sound waves observed in these zig-zag tubes [61]. These color patches are shown
in Fig. 19d–f by white arrows. Most of the other dominant modes correspond to
frequencies even lower than 5 THz, which is in correspondence with the small
amount of heat transferred to the second tube from the heat pulse in the first tube.

Contours of the power spectrum for (6, 0), (7, 0), (8, 0) and (10, 0) CNTs at
t =2.5 ps and 5.0 ps are shown in Figs. 20, 21 respectively. As in the case of the
(5, 0) CNT, two dominant phonon modes corresponding to 5 and 21 THz are seen
to propagate along the second tube for (6, 0) and (7, 0) CNTs, Fig. 21a, b. These
contour plots also clearly show that the rate of heat spreading along the CNT axis
slows down with increasing diameter. This is also observed in the heat pulse
analysis in the previous section by examining the location and shape of the heat
pulses generated in the second tube. A similar comparison cannot be made for
(8, 0) and (10, 0) CNTs because the pulse generated in the first CNT is not
sustained at its initial peak temperature, and very little heat is transferred to the
second CNT for these cases. The spectral modes for the (10, 0) CNT are com-
pletely different from other CNTs; most of the high energy modes present in low-
chirality CNTs are not excited, Fig. 21d. This is due to the evolution of second
sound waves in the first CNT; the peak temperature is an order of magnitude lower
than that in low chirality CNTs, Figs. 16b, 21d.

6 Conclusions

In summary, a computational model for thermal and electrical transport in nano-
tube composites has been developed and applied to the determination of lateral
electrical and thermal conductivity of finite thin films. The model has been verified
against analytical solutions, and validated against experimental data for tube
densities above and below the percolation threshold, for nanotube networks in the
absence of a substrate, as well as for nanotube-plastic and nanotube-organic
composites. Excellent matches with experimental data have established the general
validity of the model and provided much deeper insights into electrical and
thermal transport in these non-classical materials. This understanding not only
advances the relevance of percolation theory to broader class of problems, but
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will also help design and optimization of these materials for future technological
applications.

Nevertheless, a number of important issues remain to be addressed. The model
employs thermal contact parameters Bic, Bis, and electrical contact parameters cij

and dis, which are at present unknown. These must be determined either from
careful experiments or from atomistic simulations of tube–tube and tube-substrate
contact. Furthermore, while the thermal conductivities of individual freestanding
nanotubes and nanowires has been measured and modeled, the modification of
these values for tubes and wires encased in plastic or organic substrates is not well
understood. Ultimately, our interest is not only in the simulation of conductivity
but also in the coupled electro-thermal analysis and design of flexible large-area
electronics. We have focused on the analysis of the lateral thermal conductivity of
the composite, but normal thermal conductivity of the composite is also of great
importance from the perspective of heat removal from the device and merits a
detailed investigation.

In this chapter, we also analyzed the thermal transport between two CNTs for
different chiralities using the MD technique and the wavelet method. A thermal
pulse was generated at one end of the first CNT to study the response of the second
tube when this pulse passed the contact region of the two CNTs. The results of our
heat pulse studies demonstrate that phonon modes with high speed are very
inefficient in transferring energy to the second tube as they spend very little time in
the contact zone. Most likely, slow-moving phonon modes in the first CNT would
be better coupled to the second CNT and would dominate thermal boundary
conductance between these CNTs. To better understand the coupling of modes
between tubes, a wave packet corresponding to specific phone modes should be
passed through a CNT and its interaction with other CNTs should be studied.
Understanding the coupling between CNTs of different chirality and contact area
could also be of great interest for engineering the properties of CNT-network
based composites. Most of the present work is in the low temperature regime. It is
also important to investigate transport mechanisms in the high temperature regime
using either appropriate numerical modeling or experimental techniques.
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Elastic Properties of Co/Cu
Nanocomposite Nanowires

J. C. Jiménez-Sáez, A. M. C. Pérez-Martín
and J. J. Jiménez-Rodríguez

Abstract The mechanical deformation of Co/Cu composite nanowires was
simulated by molecular dynamics in a state of uniaxial tensile and compressive
stress. The Young’s modulus and initial yield stress have been derived from the
stress–strain curves at different conditions. For tensile strength, the effect of strain
rate, volume/surface area ratio, temperature, and thickness ratio between Co
and Cu sublayers was analyzed depending on the crystallographic orientations of
the nanowires. At high values, the elastic modulus and yield stress depend on
the strain rate; and some differences with the crystallographic orientation due to
nonlinear effects appear. Both magnitudes diverge from the bulk values with
decreasing the volume/surface area ratio, increasing in the case of h110i nanowires
and decreasing for the other two directions. For h100i nanowires, grains undergo
a crystallographic reorientation towards h111i and h110i directions. Besides, for
these nanowires hexagonal close-packed atoms are preferably in the Co sublayer;
and face-centered cubic atoms, in the Cu sublayer unlike nanowires in the other
two directions. Plastic deformation takes place more easily in Cu sublayers.
Nanowires show differences in the slip mechanism for h110i and h100i directions.
In compression, the former system slips via both {111}h112i and {111}h110i
dislocations; and the latter, only through {111}h112i dislocations.
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1 Introduction

The fabrication of nanocomposite nanowires has recently received much attention
because of the interesting magnetic, superconducting and magnetotransport
properties and their application in the development of high-density magnetic
recording media and novel magnetic sensors [1, 2]. These studies were triggered
by the discovery of giant magnetoresistance (GMR) effects [3] in certain metallic
multilayers in which the interlayer exchange coupling results in antiferromagnetic
alignment of the adjacent magnetic layers [4]. Specifically, NiCo [5], Co/Cu, NiFe/
Cu or CoNiCu/Cu [6, 7] nanowires show anisotropic magnetoresistance (AMR) or
current perpendicular to the planes giant magnetoresistance (CPP-GMR). This
type of nanowires can be grown at low cost by electrodeposition from aqueous
solution into nanochannel templates [8].

While designing such nanoscale devices, it is necessary to know their
structural and thermo-mechanical properties since the mechanical strength of
nanowires plays an important role in maintaining the structural integrity of the
devices. For feature sizes of several atomic layers, surface stress may induce a
large intrinsic compressive stress in the interior of nanowires, and their struc-
ture becomes instable. Thus, under some conditions, the nanowires may
transform from one orientation to another spontaneously [9] or, even initiate
phase transformations [10]. Molecular dynamics (MD) simulations have been
performed extensively and reported in published literature for composite
nanowire property characterizations including phase transformation behavior at
nanoscale, mechanisms of dislocation formation, plastic region and breaking
under stress.

In this work, the stress–strain relations of Co/Cu multilayered nanowires under
extension and compression and different conditions by means of MD simulations
are obtained. The elastic modulus and initial yield stress are mainly analyzed.
The knowledge of these mechanical properties will be helpful to the design,
manufacture and manipulation of nanodevices. Effects of composition, size, strain
rate and temperature on the extension properties are discussed in detail as a
function of the crystallographic orientation. Influence of internal structure and
interface on the mechanical behavior of nanostructures is discussed. The nano-
structural deformation for tensile and compressive stresses is presented together
with an identification of dislocations.

2 Computational Method

The interaction among atoms is essentially determined by the atomic potential.
In our case, the used potential for the Co–Cu system was elaborated by Levanov
et al. [11] in the second-moment tight-binding approximation (TB-SMA) [12].
This potential fits experimentally lattice constants, cohesive energies and elastic
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constants for Cu (face-centered cubic, fcc) and Co (hexagonal close-packed, hcp)
and takes into account ab initio properties of small Co clusters on Cu surfaces.
In this model, the cohesive energy Ei of an atom i is:

Ei ¼
X
jð6¼iÞ

1
2

VabðrijÞ þ FðqiÞ ¼
X
jð6¼iÞ

1
2

VabðrijÞ � ðqiÞ1=2

qi ¼
X
jð6¼iÞ

UabðrijÞ
ð1Þ

where a and b refer to the chemical nature of the atoms i and j, respectively; and rij

is the distance between them. The first term, repulsive term, is described by a
pairwise potential energy of the modified Born-Mayer type. The second term,
attractive term, contains the many-body interaction that models the band energy.

From this magnitude, the stress tensor rkl can be obtained as the derivative of
the total energy per unit volume [13]. Using a TB-SMA potential, this tensor can
be expressed as:
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where ekl is the strain-tensor Cartesian component kl (k,l [ x,y,z), vk is the speed
component k, and V the system volume. Each element of the summation divided
by the effective atomic volume is the local stress at the atom site i. The main part
of this work is carried out on a so-called reference nanowire. This system is a set of
seven epitaxial ultrathin layers composed of two fcc oriented Co and Cu sublayers
of about 10 nm thick each one stacked up alternately to build a Co/Cu
multilayered nanowire. For this thickness, Co/Cu nanowires exhibit a large giant
magnetoresistance (GMR) of 20–30% [14]. The presence of Co/Cu interfaces and
the lattice mismatch favors an fcc phase for Co [14]. A circular cross-sectional
shape of 5.11 nm in diameter has been considered. This size was selected since it
can be built and investigated experimentally [15], and even though the simulation
time is long, it is still reasonable. The thickness ratio between Co and Cu sublayers
and the transverse and longitudinal dimensions have been varied.

Prior to uniaxial loading, the nanowires were relaxed and thermally equilibrated
at 300 K using a Nosé–Hoover thermostat [16] while keeping periodic boundary
conditions in the main nanowire direction. Then, boundary conditions were
removed and the system was again relaxed at that temperature by using a constant
pressure algorithm for 30 ps [17]. This procedure causes the pre-stress to be set to
zero in the lattice. Finally, the uniaxial tensile and compressive loading process of
nanowires was simulated at the temperature of 300 K and a strain rate of 109 s-1.
Nevertheless, other strain rates and temperatures have also been considered in the
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present work. The Nosé–Hoover thermostat gives rise to modest temperature
fluctuations, which leads to correct canonical averages of system properties.
The uniaxial loading is reached by applying velocity to the atoms of both ends.
This velocity varies linearly from zero to the maximum value, thus creating a ramp
velocity profile. Such a ramp velocity is used to avoid the emission of shock
waves.

To provide information on the atomic displacement in dislocations, we calcu-
late the slip vector [18] and the maximum magnitude of slip vector, defined
respectively for an atom i as:

~si ¼ �
1
ns

Xn

jð6¼iÞ
~rij �~Rij

� �
; si;max ¼ max

j¼1;::;ns

~rij �~Rij

�� �� ð3Þ

where rij and Rij are the vector differences of atoms i and j at the current and
reference positions, respectively; n is the number of nearest neighbors to atom i;
and ns is the number of slipped neighbors. The reference positions are associated
with the state of zero mechanical stress. The slip vector coincides with the Burgers
vector for the slip of adjacent atomic planes, where the atom lies on one of those
planes. For any other inhomogeneous deformation, the slip vector will provide
quantitative information about the deformation. The maximum magnitude of slip
vector has also been calculated to assess the margin of error in predictions. The
internal relocation of atoms has been studied by the common-neighbor analysis
(CNA) [19] and the lattice unit vectors (crystallographic orientation) in each
grain [20].

3 Results and Discussion

In a similar way to that for pure metals [21], the stress curve as a function of the
engineering strain for a Co/Cu composite nanowire in tensile loading at normal
and low strain rates (\5�109 s-1) increases up to an absolute maximum in the
elastic region. In Fig. 1, stress–strain curves at different strain rates and orientation
are shown. The h100i orientation exhibits a very linear stress–strain relationship
[22]. The initial yield stress (or strain) is defined as the stress (or strain) at the
elastic limit that, for these values of strain rate, coincides with the absolute
maximum. After reaching the peak value, the stress goes down dramatically due to
the occurrence of dislocations. Then, the plastic zone is developed. In this region,
the curve is saw-shaped, and at high strain rates it softly decreases. Plasticity
comes from the emission and movement of different dislocation systems. The
elastic zone can end in a relative maximum at rates of the order of 5�1010 s-1,
especially for h110i and h100i directions. Then, a strain hardening region is
developed and it is necessary to distinguish between yield and ultimate (absolute
maximum) stresses.
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The stress curve is linear only at low strain in the elastic region. Wu [22]
indicated that the nonlinearity may come from the inhomogeneity of nanowire
cross-section, especially important in multilayers due to the lattice mismatch. The
Young’s or elastic modulus is determined from the slope by applying a linear fit at
low strain. The stress required for homogeneous dislocation nucleation is highly
dependent on the crystallographic orientation and the uniaxial loading conditions
[23]; thus, certain orientations require a higher stress in tension, e.g., h111i
nanowires. Besides, these nanowires are the hardest one (larger elastic modulus).
In Fig. 2, the Young’s modulus (rough, in some cases) and ultimate stress as a
function of the strain rate are indicated. 146, 209, 76 GPa are the elastic moduli;
and 3.76, 8.10, 5.74 GPa, the yield stresses used for the normalization in h110i,
h111i and h100i directions, respectively. The elastic modulus and yield stress are

Fig. 1 Stress–strain curves for a reference nanowire at different strain rate and crystallographic
orientations and 300 K

Elastic Properties of Co/Cu Nanocomposite Nanowires 341



approximately independent of strain rate, except at high strain rates ([5�109 s-1).
The effect of strain rate on the mechanical behavior is similar for the three
crystallographic orientations, except for h110i nanowires. In this case, the increase
in elastic modulus with increasing strain rate is due to the nonlinearity of the stress
curve. If the nanowire diameter decreases, this distinguishing behavior does not
exist.

Size effects on the elastic behavior have also been analyzed. A parameter as the
volume-to-surface-area (vol/sa) ratio (normalized by the vol/sa ratio of the Cu unit
cell) is introduced. The dependence of Young’s modulus and initial yield stress on
this parameter is represented in Fig. 3 for the tensile regime. The smallest nano-
wire had 1.50 nm maximum wide (5-Co/Cu-layer long), and the largest one,
5.11 nm (reference nanowire). Below a ratio of about 10, both mechanical
magnitudes diverge from the bulk value, increasing in the case of h110i orientation
and decreasing for the other two directions. This behavior is in accordance with
previous works on pure Cu, Ag and Au nanowires [24–26]. The surface effect
plays an important role on the mechanical properties, since, in fact, the different
‘core–shell’ elasticity [27] and the nonlinear elastic response of the nanowire core
induced by the surface stress [24] are determining factors of the elastic modulus.

Two details deserve to be mentioned in the break-up layer of a nanowire of
2.24 nm in diameter (ratio about 6.5): For h100i nanowires, grains undergo a
crystallographic reorientation, thus it is possible to find mainly h111i-oriented and
also h110i-oriented grains. A similar reorientation process towards h110i direction

Fig. 2 Normalized Young’s
modulus and ultimate stress
as a function of the strain
rate for the reference
nanowire with different
crystallographic orientations
and 300 K
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is observed in an fcc gold h100i nanowire [28]. Besides, after the break-up the
number of hcp atoms is larger for h100i nanowires (2.5 times) than the number of
fcc atoms unlike h111i and h110i directions (the former has 3.2 times more fcc
than hcp atoms, and the later 4.5). These hcp atoms are preferably in the Co
sublayer for h100i direction (there are two times more hcp Co than Cu atoms), and
in the Cu sublayer for h111i (two times more hcp Cu than Co atoms) and h110i
(there are only hcp Cu atoms) directions. The fcc atoms are preferably in the Cu
sublayer for h100i nanowires (two times more fcc Cu than Co atoms) and in the Co
sublayer for h111i and h110i nanowires (two times more fcc Co than Cu atoms in
both cases). Therefore, in the break-up zone Co recovers an hcp structure more
easily for h100i nanowires, and in addition Cu is more stable in its fcc structure for
h111i and h110i nanowires.

In Fig. 4, the Young’s modulus and initial yield stress at different temperatures
for the reference nanowire are represented. Both magnitudes decrease approxi-
mately linearly with increasing temperature [29]. The deviation from the
horizontal line is larger in the case of h100i direction, and therefore, temperature
has more influence on the mechanical behavior of this orientation. The drop of
the elastic modulus with increasing temperature is associated with the signifi-
cantly weakened bond forces due to the larger thermal vibrations of atoms [30].
Nevertheless, temperature has no substantial effect on the deformation mechanism
[30]. The dislocation nucleation takes place more easily at higher temperatures.
Theoretical models of dislocation emission from a crack tip show a definitive
relationship between activation energy and temperature [31]. This effect leads to
decrease the yield stress. Absolute values of yield stress in these three directions at
different temperature are slightly smaller than other published values on pure
Cu nanowires due probably to the different simulation potential [32].

Fig. 3 Normalized Young’s
modulus and initial yield
stress as a function of the
normalized vol/sa ratio for
nanowires with different
crystallographic orientations
(at 300 K and 109 s-1)
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The elastic modulus of Co/Cu nanowires decreases with increasing thickness of
Cu sublayer in a similar way to that obtained in other bimetallic multilayers [33].
In fact, both magnitudes are much larger for Co nanowires than for Cu nanowires.
In Fig. 5, the Young’s modulus and yield stress are represented as a function of the
thickness ratio between Co and Cu sublayers. While the Young’s modulus
decreases gradually, yield stress falls steeply from pure Co value to the pure Cu

Fig. 4 Normalized Young’s
modulus and initial yield
stress as a function of
temperature for the reference
nanowire with different
crystallographic orientations
at 109 s-1

Fig. 5 Normalized Young’s
modulus and initial yield
stress as a function of the
thickness ratio between Co
and Cu sublayers for the
reference nanowire with
different crystallographic
orientation (at 300 K and 109

s-1). For pure Co, thickness
ratio is 0; and for Cu, 1.
Corresponding values of the
yield strain (%) are indicated
numerically from small to
large thickness
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value for any Cu sublayer thickness. In fact, lattice distortion takes place firstly
and fundamentally in Cu sublayers, even for small thicknesses of these [33].
A reason is that for this potential the stacking-fault energy of Cu is 19 mJm-2, and
of Co is 25 mJm-2.

The lattice misfit at the interface may also have influence on the mechanical
properties. Cu has a lattice parameter of 3.615 Å and fcc Co of 3.544 Å. Therefore,
Cu sublayers should experience an additional tensile stress, and Co sublayers
should experience a compressive stress (Poisson effect). Figure 6 shows the nor-
malized Young’s modulus and yield stress as a function of the number of inter-
faces for a Co/Cu nanowire with the same length. The elastic modulus and yield
stress increase with increasing number of interfaces, especially for h100i and h110i
directions. Diameter of these nanowires is 3.5 times lower than that necessary to
create a misfit dislocation. Therefore, in this case internal stresses influence only
moderately the mechanical properties. Additional studies on this subject are
necessaries, especially for different diameters and/or large misfit [33, 34].

The magnitude of Burgers vector of a {111}h112i partial dislocation in Cu is 1.48
Å, and of a {111}h110i full dislocation is 2.56 Å. Therefore, from the distribution of
magnitude of slip vector, it is possible to know the existence of stacking faults and
full dislocations. The components of slip vector allow to know the specific partial
dislocation nucleated on a {111} plane. In Fig. 7, an image of three nanowires in
tension and their corresponding distributions of magnitude and maximum magnitude
of slip vector are shown. Yielding of nanowires occurs through the nucleation
from edges and propagation across the nanowires of {111}h112i partial dislocations
(see in Fig. 7 the top nanowire). Dislocation nucleation in a nanowire seems to be
related to the effective critical resolved shear stress (RSS) caused by the external
forces in the leading slip direction on the slip plane [37]. According to the

Fig. 6 Normalized Young’s
modulus and initial yield
stress as a function of the
number of interfaces for
nanowires with different
crystallographic orientations
and the same length (at 300 K
and 109 s-1)
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Fig. 7 Projection of three nanowires of 2.24 nm in diameter (at 300 K and 109 s-1). The vertical
axis (nanowire axis) corresponds to: h110i , h111i and h100i directions (from top to bottom),
and the horizontal one, to h00-1i , h11-2i and h001i directions, respectively. Colors are assigned
according to the values of si,max: black (si,max \ 0.7), grey (orange) (0.7 \ si,max \ 2), light grey
(2 \ si,max \ 3) and light black (blue) (si,max [ 3). Beside this representation, the distributions of
magnitude s and maximum magnitude smax of slip vector are shown
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distributions of magnitude and maximum magnitude of slip vector in Fig. 7, h110i
nanowires slip via {111}h112i partial dislocation nucleation and propagation.
Unlike, in h111i nanowires, both {111}h112i and {111}h110i slips occur, the latter
occurs through two successive {111}h112i slips on the same {111} plane. Finally, in
h100i nanowires, the magnitude of slip vector is not always an indicative factor of the
type of generated dislocations since other defects mask slips, given the small space in
which the yielding process takes place [35]. Due to this, the maximum magnitude of
slip vector is used. In this case, both {111}h112i and {111}h110i slips occur,
although the frequency of appearance of the first type is larger. Auh100i nanowires
show the same behavior, however Au h111i nanowires, in tensile yielding, only
nucleate {111}h112i partial dislocations [36].

Other interesting aspect is that the Young’s modulus and yield stress are larger
in compression than in tension, except for h100i direction. This asymmetry may be
primarily due to effects of surface stresses and the different slip systems active
during tensile and compressive yielding [37]. In Fig. 8 both magnitudes are
represented as a function of the thickness ratio. The uniaxial Schmidt factor for
leading partial slip is larger under compression than under tension for h100i
nanowires unlike for the other two directions; and thus, for these nanowires, it is
easier to yield under compression [26, 37]. Differences between tension and
compression for both magnitudes are larger for h110i direction, especially in the
case of the elastic modulus. Besides, differences for this magnitude are indepen-
dent of the thickness ratio. Unlike, the gap for the yield stress between both
loading processes is larger in general whether the nanowire is made only of Co.

Fig. 8 Young’s modulus
and initial yield stress as a
function of the thickness
ratio between Co and Cu
sublayers for the reference
nanowire with different
crystallographic orientation
and tensile and compressive
stresses (at 300 K and
109 s-1)
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According to the distributions obtained from the vector slip, nanowires show
differences in the slip mechanism for h110i and h100i directions (not for h111i
direction). In compression, the former system slip via both {111}h112i and
{111}h110i dislocations, and the latter only through {111}h112i dislocations. It is
well known that for bulk single crystal the plastic deformation mode depends on
the relationship between the Schmidt factor of the leading partial dislocation and
that of the trailing partial dislocation. Full dislocation slipping prefers to be
activated if the Schmidt factor of the trailing partial dislocation is larger than that
of the leading partial dislocation [26, 38]. In our case, the only case in that this rule
is not verified is for the h111i direction in tension in a similar way to what happens
in other systems like Au [26].

4 Summary and Conclusions

The mechanical deformation properties of Co/Cu multilayered nanowires (5 nm in
diameter 9 140 nm long) have been studied by MD under uniaxial tensile and
compressive stresses at different crystallographic orientations (h110i, h111i,
h100i). The elastic modulus and initial yield stress are approximately independent
of strain rate, except at high strain rates. The effect of strain rate on the mechanical
behavior is similar for the three crystallographic orientations, except the increase
in elastic modulus with increasing strain rate for h110i nanowires due to the
nonlinearity of the stress curve.

Below a normalized vol/sa ratio of about 10, elastic modulus and initial yield
stress for tensile strength diverge from the bulk value, increasing in the case
of h110i orientation and decreasing for the other two directions. In the break-up
Co/Cu layer for h100i nanowires, grains undergo a crystallographic reorientation
towards h111i and h110i directions. Besides, in this layer after the break-up the
number of hcp atoms is larger than the number of fcc atoms only for h100i
nanowires. These hcp atoms are preferably in the Co sublayer unlike the other two
directions. The fcc atoms are preferably in the Cu sublayer for h100i nanowires
unlike the other two directions. Young’s modulus and yield stress decrease
approximately linearly with increasing temperature. Temperature has more
influence on the mechanical behavior of h100i orientation.
h110i nanowires slip via {111}h112i partial dislocation nucleation and propa-

gation. Unlike, in h111i nanowires, both {111}h112i and {111}h110i slips occur,
the latter occurs through two successive {111}h112i slips on the same {111}
plane. In h100i nanowires, both {111}h112i and {111}h110i slips occur, although
the frequency of appearance of the first type is larger. Young’s modulus and yield
stress are larger in compression than in tension, except for h100i direction. The
uniaxial Schmidt factor for leading partial slip, in addition to effects of surface
stresses and the different active slip systems explain this circumstance. Differences
between tension and compression for both magnitudes are larger for h110i
direction, and in the case of elastic modulus they are independent of the thickness
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ratio. Tension and compression show differences in the slip mechanism for h110i
and h100i directions. In compression, the former system slips via both {111}h112i
and {111}h110i dislocations; and the latter, only through {111}h112i dislocations.
The relationship between the Schmidt factor of the leading and the trailing partial
dislocations can explain this effect for these two directions, but not for h111i
direction that does not show differences in the slip mechanisms.
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On the Continuum Mechanics Approach
in Modeling Nanosized Structural
Elements

Holm Altenbach and Victor A. Eremeyev

Abstract During the last 50 years the nanotechnology is established as one of
the advanced technologies manipulating matter on an atomic and molecular
scale. By this approach new materials, devices or other structures possessing at
least one dimension sized from 1 to 100 nm are developed. The question arises
how structures composed of nanomaterials should be modeled. Two approaches
are suggested—theories which take into account quantum mechanical effects
since they are important at the quantum-realm scale or theories which are based
on the classical continuum mechanics adapted to nanoscale problems. Here the
second approach will be discussed in detail. It will be shown that the classical
continuum mechanics (kinematics, stress states analysis, balances and constitu-
tive equations) with some improvements is enough for a sufficient description of
the mechanical behavior of nanomaterials and -structures in many situations.
After a brief recall of the basics of Continuum Mechanics a theory with surface
effects will be discussed.
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1 Introduction

Nanotechnology is related to materials, devices and other structures with at least
one dimension sized from 1 to 100 nm. With respect to several applications
resulting, for example, in new material properties the questions arise:

• how to model such nanostructures,
• how to design nanodevices, and
• how to predict the new properties.

As usual if the size decreases some effects (for example, surface stresses) are
more significant in comparison with effects of materials and devices of conventional
size. Such effects are statistical mechanical and quantum mechanical effects among
others. They results in significant changes of the properties in comparison with the
properties of the bulk material (see [14, 17, 25, 34] among others). This is experi-
mentally established also for the inelastic properties, see, for example, [22, 60].

In recent publications various approaches of modeling are presented. Many
contributions are coming from physics and yields in equations which are not
similar to the usual equations in the engineering analysis of structures or engi-
neering simulations of the material behavior. By this way we get results describing
qualitatively and quantitatively correct the effects related to the nanosize. Since
nanoeffects are connected with the size of atoms and molecules molecular mod-
eling codes are used in numerical simulations. The disadvantage of this approach
is that the engineering analysis of real nanostructures taking into account the three-
dimensional behavior is not trivial.

In contrast to the aforementioned approach in various applications Continuum
Mechanics based theories are applied. It can be shown that the classical Contin-
uum Mechanics is unable to simulate the properties of nanostructures in a correct
manner [24, 28, 67]. Several improved theories for the analysis of nanostructures
are developed, for example,

• Cosserat or micropolar theories,
• Continuum Mechanics theories taking into account surface effects, and
• gradient theories.

It should be noted that these theories can be combined with the classical
structural analysis introducing models like beam, rod, plate, shell, etc. as basic
one- or two-dimensional models. Now there are developed several theories like,
for example, the mechanics of nanocomposites which is widely discussed in the
literature (cp. the review [31]). Alternatively, the behavior of the crystal lattice is
modeled based on Continuum Mechanics, for example, in [2, 36].

Below we present the basic features of the classical Continuum Mechanics and
discuss one possible improvement (the account of surface effects) which is helpful
in nanomechanics. Gradient and Cosserat theories will be not discussed. They are
presented in [1, 11–13, 15, 37, 40, 65] among others. In the final part there are
given briefly some references to applications.
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2 Basic Equations in Classical Continuum Mechanics

The classical Continuum Mechanics is based on the continuum assumption. How
realistic is this assumption? Up to now there are a lot of discussions. They are
based on mathematics (continuous distribution of the field variables and, in
addition, of their derivatives) or physics. Continuum Mechanics is the branch of
mechanics that deals with the analysis of the behavior of materials and structures
modeled as continuous distributed mass (infinite number of material points)
instead of discrete particles (presented, for example, by molecular modeling
methods). The founder of continuum mechanics was the French mathematician
Augustin Louis Cauchy who formulate first relevant models in the 19th century.
These models were further generalized by the Cosserat brothers [16], Lord Kelvin,
Duhem and Helmholtz among others. However, the classical or the generalized
continua are modeled as objects assuming that they completely fill the occupied
space. Modeling objects in this way ignores the fact that matter is made of atoms,
and so is not continuous. But on length scales much greater than that of inter-
atomic distances, such models are highly accurate. Fundamental physical laws
such as the balance of mass, the balance of momentum, and the balance of energy
may be applied to these models to derive integral or differential equations
describing their behavior. The information about the particular material properties
is added through the constitutive and, may be, evolution equations.

Continuum Mechanics deals with physical properties of solids and fluids which
are independent of any particular coordinate system in which they are observed.
These physical properties are then represented by tensors of different rank, which
are mathematical objects that have the required property of being independent of
the coordinate system. These tensors can be expressed in specific coordinate
systems for computational convenience.

In this section we briefly present the basics of Continuum Mechanics. Further
information are given in [6, 32] among others. The direct tensor calculus in the
sense of [41] is mostly used this chapter.

2.1 Kinematical Equations

A body B is an assemblage of material points, which is bounded by the boundary
points, that means the surface of B. Material bodies are introduced in Continuum
Mechanics with the help of the method of sections. By this method the body B can
be separated from the surrounding. The introduction of the surface and the body is
arbitrary, which is helpful for the formulation of the balance equations.

The movement of material bodies can be presented by the motion of their
material points which should be identified. If the material points are related to
points in the Euclidean space IR3 and if one point 0 is fixed in this space, then the
position of the material points is determined by the position-vector xðtÞ at arbitrary
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time t. To distinguish the material points of the body B each of them get a label: at
the time t ¼ t0 the material point is characterized by the position-vector xðt0Þ � X.
t0 is the natural initial state, which changes should be computed. In many cases
t0 ¼ 0 is assumed.

In Cartesian coordinates with the origin O and the basis vectors eiði ¼ 1; 2; 3Þ
the movement of the material point X can be presented as it follows

x ¼ Xiei; X ¼ Xiei; xðX; t0Þ ¼ x0 � X; ð1Þ

In Fig. 1 is shown the movement of a material point P: The coordinates xi are
Lagrangian coordinates, xi - Eulerian coordinates. The description of the behavior
of the continuum can be related to both the Lagrangian and the Eulerian config-
urations. For many applications this is sufficient. Sometimes it is necessary to
present the continuum in so-called intermediate configurations. Details are given,
for example, in [50, 64].

2.1.1 Deformation Gradient and Strain Tensors

The deformation of the continuum can be presented with the help of the equation
of motion

x ¼ xðX; tÞ

Let us introduce the material deformation gradient

F � ½rXxðX; tÞ�T ð2Þ

describing the transform of a material line element dX in the reference configu-
ration into a material line element dx of the actual configuration

F � dX ¼ dx

ð. . .ÞT denotes the transpose of a tensor.

(a) (b)

Fig. 1 Movement of a material point: a position-vector, b Cartesian coordinates
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The vice versa transform is given by

dX ¼ F�1 � dx

with

F�1 ¼ rxXðx; tÞ½ �T: ð3Þ

ð. . .Þ�1 denotes the inverse of a tensor. Note that the motion consist of the motion
of the continuum as a rigid body (translation and rotation) and the strains (relative
position changes of the material points).

Let us introduce the Green-Lagrange strain tensor which has in the reference
configuration for pure rigid body motion the value zero

GðX; tÞ ¼ 1
2
ðFT � F� IÞ: ð4Þ

G is a symmetric tensor. In addition, a second strain tensor (Almansi-Hamel strain
tensor) related to the actual configuration can be defined as it follows

A ¼ FT
� ��1�G � F�1

2.1.2 Displacements, Displacement Gradient, Linearizations

For both configurations we can introduce the displacement vector

uðx; tÞ ¼ xðX; tÞ � X; uðX; tÞ ¼ x� Xðx; tÞ ð5Þ

The displacement gradient can be also computed in both configurations

½rXuðX; tÞ�T � J; ½rxuðx; tÞ�T � K

It is easy to show that

J ¼ F� I; K ¼ I� F�1; ð6Þ

and the strain tensors can be obtained as it follows

G ¼ 1
2
ðJþ JT þ J � JTÞ; A ¼ 1

2
ðKþKT �KT �KÞ ð7Þ

Finally, the strain tensors can be computed

G ¼ 1
2
ðrXuÞT þ ðrXuÞ þ ðrXuÞ � ðrXuÞT
h i

;

A ¼ 1
2
ðrxuÞT þ ðrxuÞ � ðrxuÞ � ðrxuÞT
h i ð8Þ
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Both strain tensors contain quadratic terms. They describe the
geometrical-nonlinear behavior of the continuum. Ignoring quadratic terms we get
similar expressions as in Strength of Materials (Cauchy strain tensor). The
mathematical consistent linearization of the kinematical relations is presented, for
example, in [32].

2.2 Stress State

The external actions on the continuum can by classified as volume or surface
actions. They can be pure mechanical, thermal, electromagnetic, etc. Here we
focus our attention on mechanical actions, which can split as known from the
General Mechanics (Statics) into forces and moments. Then we can introduce:

• mass or volume forces and moments and
• surface forces and moments.

In general the actions are continuously distributed in the volume or on the
surface functions. They are introduced as models since they cannot observed
directly (only the response of the actions can be measured). It is easy to show that
line and concentrated single actions are limit cases of the volume and surface
actions. These limit cases are the result of the different order of the three spatial
dimensions or of the two dimensions of the surface.

Any material body is characterized by a continuous mass density distribution
qðxÞ. The mass or volume actions are also continuous functions applied to any
material point of the body. Examples of volume forces are the gravitational force,
the force of inertia, the Coriolis force among others. The sources of these forces
are out of the body, that means they are external (far-distance) forces. By analogy
one can introduce sources for volume moments.

Volume forces are related to volume or mass. By kV the volume force density
and by km � k the mass force density are denoted (in what is following k is used
instead of km). It holds

qðx; tÞkðx; tÞ ¼ kV ð9Þ

In the case of volume moments the analogous equation is valid

qðx; tÞlmðx; tÞ ¼ qðx; tÞlðx; tÞ ¼ lV ð10Þ

with lmðx; tÞ as the mass moment density and lVðx; tÞ as the volume moment
density.

External surface loads are acting on surfaces. Such loads are named contact
loads. The surface can be the surface of a material body with a volume AðVÞ, but
also common interfaces between the parts of the body or between two different
bodies. External surface loads are existing also between solids and fluids, for
example, the hydrostatic pressure of the fluid on a solid surrounded by the fluid.
The surface loads can be split again into surface forces and surface moments. The
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surface forces are related to the surface and result in the force stress vector t, the
surface moments by analogy result in the moment stress vectors l. The following
limits are valid [5, 27]

t ¼ lim
MA!0

Mf

MA
; l ¼ lim

MA!0

Mm

MA
ð11Þ

Mf and Mm are the resulting force vector and the resulting moment vector applied
on the surface element MA. It should be mentioned that MA is oriented MA ¼ nMA

with n as the unit normal vector. This results later in the necessity to introduce
stress tensors.

The resulting force fR acting on the continuum can be computed by integration
of the volume and surface forces

fR ¼
Z
V

qk dVþ
Z
A

t dA ð12Þ

The resulting moment with respect to the coordinate origin 0 can be estimated
by analogy

mR
0 ¼

Z
V

qðlm þ x� kÞdVþ
Z
A

ðlþ x� tÞdA ð13Þ

In the classical Continuum Mechanics the volume moment densities and the
moment stress vectors are ignored. In this case the last one equation can be
rewritten

mR
0 ¼

Z
V

qðx� kÞdVþ
Z
A

ðx� tÞdA ð14Þ

2.2.1 Cauchy’s Stress Vector and Tensor

As the result of the action of outer forces on the continuum one gets a stress state
in the continuum. It can be estimated with the help of the cutting principle and the
static equilibrium statement. If Df is the resulting force vector on the surface
element DA (both are presented in the actual configuration), the following defi-
nition is valid

lim
DA!0

Df

DA
� tðx; n; tÞ

All stress vectors t in the point P define the stress state. In material testing one
has to distinguish two different stress definitions. The first one relates the force to
the surface in the reference configuration (engineering stress), the second one to
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the surface in the actual configuration (true stress). In Continuum Mechanics we
have more possibilities: the force can be given in both configurations and the
surface can be presented in both configurations. In addition, one can introduce
intermediate configurations.

Let us define at first the Cauchy stress tensor: if the force is given in the actual
configuration and the surface element too, we have the so-called true stress vector t.
In this case the Cauchy stress tensor is given by (Cauchy’s theorem)

tðx; n; tÞ ¼ n � Tðx; tÞ ð15Þ

Based on this definition the first equilibrium Eq. (12) can be transformed into
Z
V

qk dVþ
Z
A

n � Tðx; tÞ dA ¼ 0: ð16Þ

Applying the Gauss-Ostrogradsky theorem (divergence theorem)
Z
A

t dA ¼
Z
A

n � T dA ¼
Z
V

rx � T dV; ð17Þ

finally one gets
Z
V

ðqkþrx � TÞdV ¼ 0: ð18Þ

and in the case of smooth fields the differential equilibrium equation

rx � Tþ qk ¼ 0 ð19Þ

Adding the inertial term �€xdM ¼ �€xqdV in the sense of Newton/d’Alembert
to the integral equilibrium, after similar manipulations the following local equation
is valid

q€x ¼ rx � Tþ qk: ð20Þ

This is the first Cauchy-Euler equation of motion.
In the classical Continuum Mechanics from the moment equilibrium it follows

that the stress tensor must be a symmetric tensor

T ¼ TT

2.2.2 Stress Vectors and Tensors After Piola-Kirchhoff

The first Piola-Kirchhoff stress tensor can be defined on the base of the following
stress vector. If we relate the actual force vector Df to the surface element DA0 in
the reference configuration we get the first Piola-Kirchhoff stress vector
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lim
DA0!0

Df

DA0
¼ It

From this definition it follows

It ¼ n0 � IP ð21Þ

The Cauchy stress tensor and the first Piola-Kirchhoff stress tensor are inter-
linked by the following equations

T ¼ ðdet FÞ�1F � IP; IP ¼ ðdet FÞF�1 � T ð22Þ

The first Piola-Kirchhoff stress tensor is in the general case no more a sym-
metric tensor. The differential equations of motion for the forces and the moments
with respect to the first Piola-Kirchhoff tensor can be formulated

q0€x ¼ rX � IPþ q0k; IP � FT ¼ F �IPT: ð23Þ

The unsymmetric tensor IP is not convenient, if we want to combine the
stresses with the strains which are presented by a symmetric tensor. Let us
introduce a ‘‘fictive’’ force vector

df0 ¼ F�1 � df: ð24Þ

With the help of this vector by analogue the second Piola-Kirchhoff tensor,
which is a symmetric tensor, can be defined. The following relation between the
first and the second Piola-Kirchhoff tensor is valid

IIP ¼ IP � F�1
� �T

2.3 Balance Equations

The balance equation are fundamental equation in the Continuum Mechanics.
They are valid for all materials, etc. that means they do not contain any specific
information on the properties of the continuum. The following balances are
detailed presented, for example, in [32, 49, 58, 63].

2.3.1 General Global and Local Equations in the Case
of Smooth Fields

The actual state of the continuum is given by volume integrals of densities of the
mechanical state variables. The external action should be presented by volume and
surface integrals of the volume and surface action densities. This holds true for
both configurations.
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The general form of the balance equation can be introduced as it follows.
Wðx; tÞ and W0ðX; tÞ are densities of a scalar mechanical variable with respect to
the volume elements dV and dV0 in the actual and the reference configurations.
The integration over the volume results in an additive (extensive) variable YðtÞ

YðtÞ ¼
Z
V

Wðx; tÞdV ¼
Z
V0

W0ðX; tÞdV0 ð25Þ

The material time derivative of YðtÞ is the rate of changes of W0ðx; tÞ. The
changes have the origins in the action of the surrounding on the continuum. In the
actual configuration we assume

D

Dt
YðtÞ ¼ D

Dt

Z
V

Wðx; tÞdV ¼
Z
A

Uðx; tÞdAþ
Z
V

Nðx; tÞdV ð26Þ

and in the reference configuration

D
Dt

YðtÞ ¼ D
Dt

Z
V0

W0ðX; tÞdV0¼
Z
A0

U0ðX; tÞdA0þ
Z
V0

N0ðX; tÞdV0 ð27Þ

U and U0 are scalar surface densities of the external actions in both configu-
rations, N and N0 are the volume densities, D=Dt denotes the material derivative.
This basic idea can be applied also to tensor fields. Let us introduce the general
balance equation in the actual configuration

D
Dt

Z
V

ðnÞWðx; tÞdV ¼
Z
A

nðx; tÞ �ðnþ1Þ Uðx; tÞdAþ
Z
V

ðnÞNðx; tÞdV ð28Þ

ðnÞWðx; tÞ is the balance variable (tensor of rank n), ðnþ1ÞUðx; tÞ is the flux term
(tensor of rank nþ 1) and ðnÞNðx; tÞ is the source/drain term (tensor of rank n). For
the reference configuration similar balance equation can be formulated

D
Dt

Z
V0

ðnÞW0ðX; tÞdV0�
o

ot

Z
V0

ðnÞW0ðX; tÞdV0

¼
Z
A0

n0ðX; tÞ � ðnþ1ÞU0ðX; tÞdA0þ
Z
V0

ðnÞN0ðX; tÞdV0

ð29Þ

Note that instead of the mass densities the volume densities can be used.
If the smoothness requirements are fulfilled the local general balance equation

can be given for the actual configuration

D
Dt
½Wðx; tÞq� ¼ rx �Uðx; tÞ þ Nðx; tÞq ð30Þ
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and for the reference configuration

o

ot
½W0ðX; tÞq0� ¼ rX �U0ðX; tÞ þ NðX; tÞq0 ð31Þ

2.3.2 Mechanical Balance Equations

In the literature as usual 4 or 5 balances are presented (some authors do not accept
the entropy balance and discuss the second law of thermodynamics separately).
Here we present the 5 balances (mass, momentum, moment of momentum, energy
and entropy) in an unique form.

Mass Balance

The mass is a characteristic property of the continuum and can be computed by a
volume integral over the density in both configurations

m ¼
Z
V

qðx; tÞdV ¼
Z
V0

q0ðXÞdV0 ð32Þ

If there is no mass flux and source/drain term in the general balance equation
the mass is constant for any time t (mass conversation). The mass conservation as
usual is accepted for solids.

qdV and q0dV0 are the mass of a material point in the actual and the reference
configuration. If they are the same it follows

qdet F ¼ q0 )
q0

q
¼ det F;

If q0 ¼ q the value det F ¼ 1 (incompressibility condition).

Balance of Momentum

Let us introduce the momentum vector p

pðx; tÞ ¼
Z
m

vðx; tÞdm ¼
Z
V

vðx; tÞqðx; tÞdV ð33Þ

with the velocity in the actual configuration vðx; tÞ. The balance of momentum is
defined
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D
Dt

Z
V

vðx; tÞqðx; tÞdV ¼
Z
A

tðx; n; tÞdAþ
Z
V

kðx; tÞqðx; tÞdV ð34Þ

In the reference configuration the following equation holds

o

ot

Z
V0

vðX; tÞq0ðXÞdV0 ¼
Z
A0

ItðX; n0; tÞdA0þ
Z
V0

kðX; tÞq0ðXÞdV0 ð35Þ

Assuming the smoothness of all fields the local balances of momentum can be
derived

rx � Tðx; tÞ þ qðx; tÞkðx; tÞ ¼ qðx; tÞDvðx; tÞ
Dt

; ð36Þ

rX � IPðX; tÞ þ q0ðXÞkðX; tÞ ¼ q0ðXÞ
ovðX; tÞ

ot
ð37Þ

These are again the so-called first Eulerian equations of motion.

Balance of Moment of Momentum

Let us define the global moment of momentum vector with respect to the origin O

lOðx; tÞ ¼
Z
V

x� qðx; tÞvðx; tÞdV

The balance of moment of momentum

D
Dt

Z
V

½x� qðx; tÞvðx; tÞ�dV ¼
Z
V

½x� qðx; tÞkðx; tÞ�dVþ
Z
A

½x� tðx; n; tÞ�dA

After some manipulations the symmetry of the Cauchy stress tensor T ¼ TT

can be established. Performing similar manipulations for the reference configu-

ration IP � FT ¼ F
T �I P is the consequence of the balance of moment of

momentum.

Balance of Energy

With the kinetic energy K and the inner energy U
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K ¼ 1
2

Z
V

v � vqdV; U ¼
Z
V

uqdV ð38Þ

and the power of the external forces

Pa ¼
Z
A

t � vdAþ
Z
V

k � vqdV ð39Þ

one gets the following balance of energy

D
Dt

Z
V

1
2

v � vþ u

� �
qdV ¼

Z
A

t � vdAþ
Z
V

k � vqdV ð40Þ

Taking into account the local balance of momentum after some manipulations
the energy balance can be presented as

D
Dt

Z
V

uqdV ¼
Z
V

T � �ðrxvÞTdV ð41Þ

or in the local form

_uq ¼ T � �ðrxvÞT ¼ T � �D ð42Þ

with D as the symmetric part of the velocity gradient tensor. The similar
expression for the reference configuration relates the second Piola-Kirchhoff tensor
to the rate of the Green-Lagrange strain tensor

q0 _u ¼ IIP � � _G ð43Þ

Balance of Entropy

Let us assume pure mechanical behavior. The entropy balance results in usual
conclusions. For the further statements we do not need these conclusion and we
pass on the detailed analysis of the entropy balance.

2.4 Constitutive Modeling: Elastic Material

Let us assume elastic material behavior. In this case the constitutive equations are
functions of the stress and strain tensors. Considering the material objectivity
principle the following equation holds
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IIPðX; tÞ ¼ gðG;X; tÞ

That is adequate to the case of simple materials since the deformation state is
defined only by the deformation gradient FðX; tÞ.

For any isotropic tensor function fðAÞ the relations

Q � fðAÞ �QT ¼ fðQ � A �QTÞ

are valid for the orthogonal tensor Q and the representation holds

fðAÞ ¼ /0Iþ /1Aþ /2A2

That means for the isotropic elastic material the constitutive equation can
suggested as it follows

IIP ¼ w0Iþ w1Gþ w2G2

The wi are functions of the invariants of G.

3 Additional Equations Taking into Account
Surface Effects

Let us assume purely elastic behavior for the bulk material and the surface. The
theory of elasticity with surface stresses is presented, for example, in the review
[18]. This theory is based on the assumption that together with the stress tensor
determined in the bulk material and on its surface additional surface stresses act on
the surface or on the part of the surface. The surface stress tensor is a general-
ization of the scalar surface tension in fluid mechanics [38] to deformable solids.
The introduction of surface stresses permits an adequate modeling of size effects
observed in tests of nanomaterials [18, 19].

First mathematical studies of surface stresses were performed by Laplace [39],
Young [66], Gibbs [23] among others (see the surveys [21, 48, 53, 55, 56]). The
mechanics of deformable solids with surface stresses is developed, for example, in
[29, 30, 46, 52–54, 59]. The model proposed in [30] is equivalent to a deformable
body with an fixed elastic membrane on the surface. The surface stress tensor acts
in this membrane. This model is extended in [59] considering surface flexural
stiffness and it can be regarded in the simplest case as a Kirchhoff-Love type shell
on the body surface. In [33, 61, 62] surface effects are analyzed applying an
approach in analogue to the classical Continuum Mechanics. Another theory for
nano-scaled films developed in [43, 44] is based on the classical thin plate theory
assuming the Kirchhoff hypothesis or its generalization, but the surface layers are
modeled by a continuum theory of surface elasticity. Surface effects are analyzed
also on the base of Cosserat-type or micropolar theories [17, 20, 35, 45, 51, 53].
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3.1 Kinematical Equations

The simplest continuum model in the case that the properties of the bulk material
and surface effects are taken into account can be formulated as it follows. The
continuum occupies the domain V 2 IR3 bounded by the surface A. The surface A
consist of two parts: on A1 prescribed the displacements u, on A2 the tractions. If
the continuum is fixed the equation

ujA1
¼ 0

is valid. On the rest the traction vector and maybe surface stresses are acting.
For the sake of simplicity we restrict ourself to the geometrical-linear theory. In

this case it is not necessary to distinguish between the actual and the reference
configuration:

X � x; rX � rx � r

The displacement vector u can serve as the fundamental quantity in the strain
estimation. The strain tensors Eq. (8) are reduced to

G � A � e � 1

2
ruþ ðruÞT
h i

ð44Þ

In addition, for the modeling of surface effects we assume that surface effects
are related also to the geometrical-linear theory. Then the following strain tensor
can be suggested

� � 1
2
eru � eI þ eI � ð eruÞT

h i
ð45Þ

Here er denotes the nabla operator defined on the surface only

er ¼ r� nn � r

and eI is the two-dimensional unit tensor: eI ¼ I� nn.
The presented theory can be extended to the case of geometrical-nonlinear

kinematical relations. That means the fundamental quantity for both the bulk and
the surface behavior is the deformation gradient. Details of such theory are given,
for example, in [9].

3.2 Stress state

The stress state in the continuum is defined by the stress tensor. With respect to the
assumptions of the previous subsection it is not necessary to distinguish between
the Cauchy and the Piola-Kirchhoff stress tensors. The stress tensor for the bulk
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behavior is denoted by r. In addition, on the surface A3 the stress tensor s is acting.
Note that A ¼ A1 [ A2 [ A3 with A2 as part of the surface on which only the
tractions are acting and A3 as part of the surface on which, in addition, the surface
stresses are acting.

By analogy to the classical continuum the following equilibrium equation can
be introduced

r � rþ qk ¼ 0 8X 2 V ð46Þ

In addition, on the surface A3 (the following equilibrium is assumed

ðn � r� er � sÞjA3
¼ t ð47Þ

t is the surface load vector. The other boundary conditions are

ujA1
¼ u0; n � rjA2

¼ t ð48Þ

3.3 Constitutive Equations

For the bulk material the standard constitutive equations can be assumed

r ¼ ou
oe

ð49Þ

By analogy the surface stress tensor can be introduce as

s ¼ oeu
o�

ð50Þ

The inner (strain) energy density u is a function of e and the surface strain
energy density eu is a function of �. The main problem is to make a constitutive
assumptions for both energy densities.

In the simplest case, assuming isotropic linear-elastic material behavior, one
gets for the bulk material

u ¼ 1
2
ktr2eþ le � �e ð51Þ

and for the surface

eu ¼ 1
2
ektr2�þ el� � ��: ð52Þ

k and l are the Lamé parameters for the bulk material, ek and el are the Lamé
parameters for the surface. It is easy to show that r and s can be computed as it
follows
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r ¼ kItreþ 2le; s ¼ ekeItr�þ 2el�: ð53Þ

Other constitutive equations are discussed in the literature. For example, in [8]
linear isotropic viscoelastic behavior is introduced. In [9] nonlinear isotropic
elastic material behavior is assumed. In both cases the constitutive equations are
established similar to the aforementioned approach.

4 Applications

The presented here theory can be applied to the analysis of nanostructures. In
many cases theses structures can be modeled as plate- or shell-like structures. Such
modeling results in a simplified analysis in comparison to the 3D applications
because instead of three spatial coordinates describing the problem we have now
only two.

The establishment of two-dimensional plate and shell equations can be per-
forming using

• engineering hypothesis,
• mathematical techniques and
• the direct approach.

These three approaches are discussed briefly in [3, 4, 10, 26, 47]. The appli-
cations discussed in this section are based on the through-the-thickness integration
introduced, for example, in [42].

In [7] the through-the-thickness integration is applied to the case of linear
isotropic elastic behavior for the bulk material and on the surface. An additional
term is introduced to consider residual surface stresses. The full set of governing
palte/shell equations is deduced in the local form:

• kinematical relations based on an independent translation vector and an inde-
pendent rotations vector and which consist of the in-plane strain tensor, the out-
of-plane strain tensor and the transverse shear strain vector,

• equilibrium equations for the forces and moments (stress resultants) which are
similar to the Reissner-Mindlin type theories, but taking into account surface
effects, and

• two-dimensional constitutive equations for the stress resultants added by the
terms related to to surface effects.

The plate equations are observed neglecting the influence of the shell curvature
radii in the governing equations. In addition, the theory presented in [7] can be
classified as a 5-parameter-theory. The surface stress influence is clearly seen in
the effective stiffness expressions, which are expresses by the bulk and the surface
properties. The improved stiffness parameters consist of material properties and
the thickness. For the classical case (no surface effects) if the thickness tends to
zero the stiffness tends to zero too. In the case if we take surface stresses into
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account the stiffness parameter can increase or decrease. This tendency is signif-
icant for the prediction of the stiffness of nanostructures.

The previous theory is extended in [8] to linear viscoelastic material behavior
using the Laplace transform and correspondence principle. As in the elastic case
the transverse shear stiffness plays a specific role and must be computed carefully.
It is established that the surface behavior is not affected by the transverse shear
behavior with respect to the thinness of the influence zone.

5 Outlook

It was shown that the Continuum Mechanics allows the description of the
mechanical behavior of nanomaterials, -structures or -devices. For this purpose it
is necessary to extend slightly the classical theory by

• introducing nonclassical continuum models (for example, the micropolar),
• introducing instead of the simple material assumption higher gradients and
• introducing additional terms describing surface effects.

On the advantages of the first and second items is reported widely in the
literature. Here the last item was discussed briefly.

Further investigations should be focused on

• the extension of the experimental data base which is necessary for the estimation
of the constitutive parameters,

• the comparison of various approaches for a better understanding of the advan-
tages, disadvantages of each approach and

• the consistent Continuum Mechanics formulation (balance equation, constitutive
equations) and

• the extension of other types of inelastic material behavior.
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