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Abstract. Bellman’s optimality principle is a method for solving prob-
lems where one needs to find best decisions one after another. The prin-
ciple can be extended to assess the information leakage in multi-threaded
programs, and is formalized into the optimum leakage principle hereby
proposed in this paper. By modeling the state transitions in multi-
threaded programs, the principle is combined with information theory
to assess the leakage in multi-threaded programs, as the result of an op-
timal policy. This offers a new perspective to measure the information
leakage and enables to track the leakage at run-time. Examples are given
to demonstrate the analysis process. Finally, efficient implementation of
this methodology is also briefly discussed.

1 Introduction and Background

The quantitative analysis of multi-threaded programs and concurrent systems is
recognized as an important challenge. A multi-threaded program may have more
vulnerabilities when compared to a single-threaded one: not only from explicit
and implicit information flows but also from the timing channels and probabilistic
timing channels [26]. It is also a difficult problem because the leakage in the same
program may vary due to the additional uncertainty in scheduling. For example,
consider the following program:

l=h; | h=h & 0x07h;

Suppose the attacker observes the value of l in every single step of execution
[22]. If the second statement is run at first then 3 bits of h is leaked, otherwise
every bit of h is leaked. In this case the channel capacity is size(h) bits, which
is achieved by running the first statement at first.

An early quantitative assessment of leakage in multi-threaded programs has
been using the mutual information between the input and the output [13]. Fur-
ther proposals using algebraic or approximation methods to derive the channel
capacity as an leakage upper-bound include [12] and [29]. Recently, Smith [28]
proposed to use minimum entropy to evaluate the leakage. However, these ap-
proaches have remained preliminary; also, all of them are static, unable to track
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the actual amount of information leaked when a program is run. Until today,
there is not yet a feasible solution for dynamically tracking the (quantitative)
information leakage of multi-threaded programs at run-time.

Now, by combining the Bellman optimality principle with recent progress on
the quantitative information flow, a method is proposed in this paper to provide
a more sensible analysis of the leakage (or the confidentiality) of programs as
well as to allow the tracking of leakage dynamically.

To apply this method, firstly the target multi-threaded program is modeled
by a state-transition automata. We consider a probabilistic scheduler (the Lot-
tery scheduler) which represents a general case for a range of modern schedulers.
The execution of the program can be seen as a Markov process and the state-
transition can be represented as a tree, where each possible state of the exe-
cution is a node in the tree with non-negative values on the edges. We assume
the attacker can observe each single step of the execution. Then by applying
the Bellman equation, the optimal or the pessimal leakage, which represents
the leakage generated using an optimal policy or a worst policy in the program
execution, can be derived. These can be derived either from the start of the
program, or from any point of execution.

The method has several unique qualities:

– general: it is generally applicable to analyze multi-threaded programs run
by a probabilistic scheduler, as well as similar probabilistic state-transition
systems;

– sensible: the Bellman equation gives the accurate optimal leakage bounds;
– flexible: it is able to track the current leakage bound at any point of the

execution tree;
– simple: a simplification algorithm can be applied prior to the Bellman al-

gorithm, such that only the state-transitions with interference between high
and low variables need to be considered.

In the longer term, this is aiming to build a policy which quantitatively restrict
and control the leakage. By applying such bounds decision can be made either to
accept or to reject a program, while dynamic measurement can reassure that an
attacker can not acquire a substantial quantity of information. Also, in a broader
sense, we believe the method can also be a template for tracking information
leaks in state transition systems.

The paper is organized as follows: the next subsection reviews existing liter-
ature and the background. Section 2 provides a short tutorial of the Bellman
equation and the optimality principle, and Section 3 presents the definition of
the information leakage in multi-threaded programs. In Section 4 we show how
multi-threaded programs are modeled and we develop the theorems and propo-
sitions of optimal leakage analysis. Then we present an analysis of two sample
programs. Finally, we investigate the complexity in the process and propose a
simplification algorithm to accelerate the solution process. Section 5 concludes
the paper and identifies our future work.
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1.1 Related Work

Learning theory, statistics and information flow analysis are naturally tied to-
gether by Shannon’s information theory [27]. A few pioneers have brought Bayesian
methods into the field of quantitative information flow, such as [6,5]. In this pa-
per, besides the application of the Bellman’s optimality principle to this field, we
hope to provoke discussions on identifying more interesting connections between
quantitative information flow and the learning theory.

The Bellman equation is regarded as one of the most fundamental theories in
reinforcement learning. It gives an accurate model of gaining information in a
state-transition system and underpin a vast extension of optimality algorithms
in various specific directions.

The other end of the connection is the quantification of information leakage.
The use of conditional mutual information in the context of information leakage
has been pioneered by Gray [11]. However his definition is not aimed to measure
leakage but to define it. Other pioneers on the use of information theory in the
context of security are Dennings, McLean and Millen [9,8,20,21]. In recent years,
a theoretical framework has been established based on Shannon’s information
theory to allow static, quantitative program analysis that provides an expecta-
tion of leakage in programs [15,16,17,23]. The theory is preliminarily extended
to multi-threaded programs [13]. Recently an automatic method for information
flow analysis is developed in [18]. Lowe’s work [19] defined quantitative channel
capacity in the context of CSP. Further, the channel capacity of a leakage chan-
nel under constraints was worked out by using Lagrange multiplier methodology
and Karush–Kuhn–Tucker conditions, which was also applied in programs and
anonymity protocols [22,12,14].

Besides, various other different, albeit inherently relevant definitions and meth-
ods have been proposed to quantify the information leakage. Among them, Di
Pierro et al. used the norm of a transition matrix as a measure of probabilistic
confinement [10]. Recently, Smith et al. proposed the use of minimum entropy,
and argued that it can better describe the risk of leakage in [28]. Moreover, the
idea of quantitative leakage in the context of protocols has been investigated in
[3]. A discussion of the relationship between min entropy and Shannon entropy
relevant to the context of this work can be found in [24].

In comparison, what our results represent is based on adopting the Bellman’s
optimality principle as the rule-of-thumb: it is not representing the very worst
case which may happen with a very rare chance, but instead representing the
expectation from an optimal strategy (or a most dangerous one) with which a
multi-threaded program can be set to run.

2 Bellman’s Optimality Equation and Optimality Principle

2.1 Bellman’s Optimality Equation

In reinforcement learning, a Bellman equation refers to a recursion for expected
rewards. The expected reward in a particular state s using a certain policy π
follows the Bellman equation:
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V π(s) = R(s) + γ
∑

s′∈S

P (s′|s, π(s))V π(s′)

where:

1. S is the set of states.
2. s, s′ are states and s, s′ ∈ S.
3. R is the one-period return function (e.g., a utility function).
4. π is a policy which maps from S to A which is the set of actions. A policy

is hence a way to choose an action given a particular state of the system.
5. P (s′|s, π(s)) is a probability which describes the transition probability from

the state s to s′ with the action a ∈ A following a policy π. In deterministic
case, for each state and action, we specify a new state S × A → S while
in probabilistic case S × A → P (S). For each state and action we specify a
probability distribution P (s|s, a) over next states.

6. V π is the value function representing the expected objective value obtained
by following a policy π from each state in S.

7. γ is a weight value, we can take γ = 1 for simplicity.

This equation describes the expected reward for taking the action prescribed by
a given policy π. It is used to show how to use a model of the environment to
convert immediate rewards into values.

Value functions partially order the policies, but at least one optimal policy
π∗ exists, and all optimal policies have the same value function V ∗, which is
solvable by Bellman optimality equations.

The equation for the optimal policy is referred to as the Bellman optimality
equation:

V ∗(s) = R(s) + max
a

γ
∑

s′∈S

P (s′|s, a)V ∗(s′)

and

π∗ = argmax
a

γ
∑

s′∈S

P (s′|s, a)V ∗(s′)

the optimality of π∗ can be proved via negation: if a policy π selected an action
a does not give out the maximal value of

γ
∑

s′∈S

P (s′|s, a)V ∗(s′)

then there exists another policy π′, which is the same as π everywhere except at
state s. At state s, π′ chooses the action a′ which maximize the above expression.
Thus, π can not be optimal and can not be chosen. Inversely, every optimal policy
must choose actions to maximize the above one.
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2.2 Bellman Optimality Principle

The Bellman optimality equation is central throughout the theory of Markov
decision processes [25] (MDPs) and reflects the principle of optimality. The prin-
ciple states:

“Regardless of the decision taken to enter a particular state in a
particular stage, the remaining decision made for leaving that stage
must constitute an optimal policy”[2].

There is another way of saying that: an optimal policy always achieves optimal
value for every start state, or, in each state the optimal policy will always select
the same action as an optimal policy for which the state is the start state.

Therefore, it means if we entered the terminal state of an optimal policy we
can trace it back. The equation reflects the principle: in the solution process, the
Bellman equation is written forwards from the initial state but can be solved
backwards from terminal state. The following is a small example to show how
this principle is used.

Example of Bellman optimality principle. Consider the following proba-
bilistic state transition system. In this transition system we assume s0 is the
initial state and s11 is the terminal state. We mark the probability and value
of the transition in the path. Here the value of the transition is computed by
the value function V as mentioned in the Bellman equation. We are going to use
Bellman’s optimality principle to find the policies for both maximal and minimal
profit for this transition system.

s0

1
2 :6

���

���
��

1
2 :8 �� s1

1
2 :10

���

���
��

1
2 :6 �� s2

1
2 :2

���

���
��

1
2 :4 �� s3

1:4
��

�

���
��

s4

1
2 :4

���

���
��

1
2 :4 �� s5

1
2 :6

���

���
��

1
2 :8 �� s6

1
2 :2

���

���
��

1
2 :8 �� s7

1:4
���

�

����
��

s8
1
2 :6 �� s9

1
2 :8 �� s10

1
2 :6 �� s11

According to Bellman’s optimality principle we start from the terminal state s11

and mark it as 0. We can reach this terminal node from nodes s7 and s10. If we
are at node s7 the value at transition is 4 and it is the only possibility transition
from s7, so we write s7 of “1 × 4 = 4” using “P (s′|s, a)V ∗(s′) ” where here we
assume the factor γ = 1. Similarly the value of only transition from s3 to s7 is
“1× 4 = 4” and we write s3 of 4 as well. Likewise s10 is marked by “3” because
the only transition from s10 → s11 has the value “ 1

2 × 6 = 3”. Not all node only
has one possibility, some states in the system have two possibilities, for example
s6 there are two transitions: one is to s7 with the value “ 1

2 × 8 + 4 = 8” where
in the equation “4” is the old value of s7 and “ 1

2 × 8” comes from the transition;
the other is to s10 with the value “ 1

2 × 2 + 3 = 4”. Because 8 > 4 we choose
the transition to s7 and write s6 of 8. We leave the transition chosen as solid
arrow and the transitions not chosen are marked with a dot arrow. Next we
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consider the previous node to s6 which also has two possible transitions which
are: one is to s3 with the value “ 1

2 × 4 + 4 = 6”; the other is to s6 with the
value “ 1

2 × 2 + 8 = 9”. At node s2 we choose the transition to s6 because 9 > 6.
We continue this procedure back to state s0 with a value 21 which is the sought
maximal profit.

s21
0

1
2 :6

��

1
2 :8 �� s17

1

1
2 :10

���

���
��

1
2 :6 �� s10

2

1
2 :2

���

���
��

1
2 :4 �� s8

3

1:4
��

�

���
��

s14
4

1
2 :4

��

1
2 :4 �� s12

5

1
2 :6

��

1
2 :8 �� s8

6

1
2 :2

��

1
2 :8 �� s4

7

1:4
���

�

���
��

s10
8

1
2 :6 �� s7

9
1
2 :8 �� s3

10
1
2 :6 �� s0

11

The maximal profit is achieved by the path:

s0 → s1 → s5 → s6 → s7 → s11

Using the same principle and oppositely, if we choose minimal value at each
stage, when there are more than one choices, we can find the solution which
results in a minimal profit of the transition system. The solution is 12 where the
details are showing below:

s12
0

1
2 :6

��

1
2 :8 �� s8

1

1
2 :10

��

1
2 :6 �� s5

2

1
2 :2

���

���
��

1
2 :4 �� s8

3

1:4
��

�

���
��

s10
4

1
2 :4

��

1
2 :4 �� s8

5

1
2 :6

��

1
2 :8 �� s4

6

1
2 :2

���

���
��

1
2 :8 �� s4

7

1:4
���

�

���
��

s10
8

1
2 :6 �� s7

9
1
2 :8 �� s3

10
1
2 :6 �� s0

11

and the selected path is

s0 → s1 → s2 → s6 → s10 → s11

3 Information Leakage of Multi-threaded Programs

Information theory can be used to quantify the leakage in programs [15,16,17,13].
Generally speaking, the leakage of a system is the difference between the amount
of original confidential information and the amount of remaining confidential in-
formation after observations. In information theory, this difference is formulated
by mutual information:

I(h; l) = H(h) − H(h|l)

where
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1. h is the high (confidential) information and l is the low (public) one.
2. H(h) is the Shannon’s entropy defined as H(X) = −

∑
x∈X μ(x) log μ(x) in

which X = {x1, . . . , xn} with probabilities μ(x1), . . . , μ(xn).
3. H(h|l) is the conditional entropy defined as H(X |Y ) = −ΣY =yμ(Y =

y)ΣX=xμ(X = x|Y = y)log(μ(X = x|Y = y)), where μ(X = x|Y = y)
is the conditional probability of X = x when Y = y.

Intuitively, mutual information I(h; l) measures the information shared between
h and l. In other words, it measures how much uncertainty of a variable is
reduced by knowing the other. An extreme case is if h and l are independent,
then I(h; l) = 0.

Further, conditional mutual information, a form of ternary interaction will be
used to quantify interference. Conditional mutual information measures the cor-
relation between two random variables conditioned on a third random variable,
which is defined as:

I(h; l|Z) = H(h|Z) − H(h|l, Z) = H(l|Z) − H(l|h, Z)

Given the leakage formula defined from mutual information and conditional mu-
tual information, we can compute the leakage of the high variable h coming from
the observation of low variable l in a program.

Now, we consider the multi-threaded programs with probabilistic scheduling,
as in [13]. We assume the attacker has the ability to observe the value of l in each
single step; this represents the most conservative observational model in [22] and
can be easily adapted to the other models such as the widely-used input-output
model as in [16,23].

For example:

h=random(0, n); | l=h;

There are two threads and we assume each thread has probability 1
2 to be chosen

first and h is a k bit integer variable (n = 2k − 1). The statement h=random(0,
n) assigns a random number to h, while the other l=h leaks everything about
h, which is k bits. Due to different scheduling there are two possible kinds of
observations with equal probabilities of 1

2 , which will lead to either 0 bit or k
bits of leakage. Then the expected leakage (as in [23]) would be

1
2
× k +

1
2
× 0 =

k

2

while the upper bound is k and lower bound is 0. For more complex multi-
threaded programs, the computation of leakage could refer to the method in [13]
and [22].

In comparison, we propose the optimal leakage principle below. We assume
the attacker can make decision about the scheduling in the run time of multi-
threaded programs and we give a methodology to evaluate the optimistic deci-
sion. The modeling of multi-threaded programs is described below, followed by
theorems and propositions and then demonstrated by two program examples.
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4 The Optimal Leakage Principle for Multi-threaded
Programs

4.1 Modeling Multi-threaded Programs

Here we model a multi-threaded program using a probabilistic state-space tran-
sition system:

〈S,A,P ,L〉

where

1. S is a set of possible states in the system; we note the initial state as s0.
2. A is a set of actions which are statements in multi-threaded programs and

we write them as ai.
3. P is a set of probabilities associated to S, and we note the probability from

si to sj as pij . We assume determinacy, i.e. given si and an action a there
is at most one sj s.t. pij > 0.

4. L is a set of values associated to S, and we note the value from si to sj as
Lij , where Lij is the information leaked in the state transition si to sj .

To this structure we can associate a state transition graph: we start from the
initial state and select the statement from the program to reach a new state.
We continue with this procedure until the last statement of the program. For
example we first write the state transition of above example as

s0

a2
���

�

���
���

a1 �� s1 a2 �� s2

s3 a1 �� s4

where a1=“l=random(0,n)” and a2=“l=h”. and we also have the 〈S,A,P ,L〉
where S = {s0, s1, s2, s3, s4};
A = {a1, a2};
P = {p01 = 1 − p, p12 = 1, p03 = p, p34 = 1};
L = {L01 = 0, L12 = k, L03 = k, L34 = 0}.

It is often easier to write the probabilities and values instead of actions in the
transition system. Thus, the above state transition can be written as

s0

p:k
��

�

���
��

−1−p:0 �� s1 1:k �� s2

s3 1:0 �� s4

A Note on Scheduler Sequence. There are many well-known schedulers that
provide a deterministic execution order, for example Round Robin and Shortest
Time First, however the execution sequences of multi-threaded programs in most
of today’s computing systems are non-deterministic.
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In this paper we specifically analyze probabilistic schedulers, also known as
the Lottery scheduler. Since a probabilistic scheduler represents a probabilistic
policy of choosing threads, almost all other simple schedulers can be seen as
specific examples of that. The only difference between different schedulers is in
the choice of statements in the execution sequence due to the different scheduling
policies.

We use the scheduler sequence to denote the execution order of a multi-
threaded program. After choosing a statement in each small step in the run
time, there is only one execution sequence chosen from all possible schedul-
ing sequences following a certain probability distribution. We assume there are
n threads and the scheduler sequence would be: ijk... which means the ith

thread is chosen first, followed by the jth thread, then the kth thread, where
0 ≤ i, j, k ≤ n − 1.

Different outputs may come from different scheduler sequences, but one sched-
uler sequence can only produce one output. In the transition system, one path
from the initial state to the terminal state represents a scheduler sequence.

We can now state an optimal leakage theorem.

4.2 Optimal Leakage Theorem

Theorem 1. Optimal Leakage Theorem
In a transition system, the upper bound of leakage L starting from a state s is
given by the optimality equation:

L∗(s) = L(s) + max
a

∑

s′
P (s′|s, a)L∗(s′)

and the corresponding scheduler for achieving this upper bound is

S∗ = argmax
a

∑

s′
P (s′|s, a)L∗(s′)

where

1. L is the leakage function, i.e. maxj Ls,sj and
2. P (s′|s, a) is the unique probability ps,s′ given the action a

Proof:
Proof by contradiction: if a scheduler sequence S∗ selected a statement a which
does not give out the maximal value of

∑

s′
P (s′|s, a)L∗(s′)

then we can find another scheduler sequence S′, which is the same as S∗ every-
where except at state s. At state s, S′ chooses the action a′ which maximize the
above expression.
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Thus, S∗ can not be optimal and can not be chosen. Inversely, every optimal
policy must choose actions to maximize the above one.

The proof completes.

Similarly we can have the following proposition to get the lower bound.

Proposition 1. Pessimal Leakage Theorem
In a transition system, the lower bound of leakage L is given by the optimality
equation:

L∗(s) = L(s) + min
a

∑

s′
P (s′|s, a)L∗(s′)

where
S∗ = argmin

a

∑

s′
P (s′|s, a)L∗(s′)

We can also easily prove this proposition via negation. The proof is omitted due
to space limitation.

4.3 The Optimal Leakage Principle

Like the Bellman equation which reflects the optimal principle, Theorem 1 and
Proposition 1 reflect the principle of information leakage under optimal exploit
strategies. To build a transition system, we need to simulate all possible tran-
sitions for possible executions. As previously mentioned, in multi-threaded pro-
grams, different probabilistic scheduler may produce different outputs. Thus,
there will be a set of terminal states, rather than one terminal state, in the tran-
sition system for a multi-threaded program. Suppose the set of terminal states
is T , each item in T is noted as ti where ti ∈ S as well.

To find the optimal and pessimal leakage, every element in T needs to be
accessed, then traced back to the initial state. Formally, we have the proposition
below:

Proposition 2. Optimal Leakage Principle

1. Firstly we start from the elements in T . As these are terminal states, we
mark them as 0.

2. Now trace back one level to look for previous nodes si, sj , ... adjacent to each
element in T . For each state, use Theorem 1 and Proposition 1 to compute
the leakage at this stage and make the optimal or pessimal choice.

3. Repeat this process. At each stage compute the new value using Theorem 1
and Proposition 1 to make the optimal or pessimal choice. Trace backwards
until arriving at the initial state, then we can achieve the optimal or pessimal
leakage for the transition system.

4. Finally, the reverse path that starts from the initial state and constitutes of
the chosen decisions above forms an optimal path.
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Example I. In the previous example:

l=rand(n); | l=h;

Here we use p to represent the probability of choosing “l=h” first and we assume
p < 1. With the transition system previously established in Section 4.1, we use
Proposition 2 to solve the leakage bounds recursively. There are two terminal
states in this automata s2 and s4 so we mark them as 0. Then we look for the
previous level and find s1 and s3. We start from s1, the only reachable state is s2

and the only transition has a value of leakage k with probability 1 so Ls1
new = k;

thus we mark s1 to be k. For s3, the only transition is s3 → s4 which has a value
of leakage of 0 with probability 1 so we mark s3 as 0. We continue tracking back
to s0. s0 has two possible choices: s0 → s1 and s0 → s3. s0 → s1 has a leakage
value of k +0 = k where k is the previous leakage coming from s1 while s0 → s3

has 0 + p× k = pk. Since pk ≤ k we choose the transition s0 → s1 and we mark
s0 as k. We mark the unchosen edge as dotted line.

sk
0

pk

��

0 �� sk
1 k �� s0

2

spk
3

0 �� s0
4

The optimal leakage is achieved by the path

s0 → s1 → s2

Also, we can easily get the pessimal path in the transition system

spk
0

pk
��

�

���
��

0 �� sk
1 k �� s0

2

spk
3

0 �� s0
4

and the pessimal leakage pk is achieved by the path

s0 → s3 → s4

Example II. Let us consider another example from [26]. This is a nested multi-
threaded program. In the outer two threads, we use p as probability operator.
There are two nested threads in one of them, reflected by the introduction of an
additional probability operator q. Also, we assume that h is k bits long.

l=h|p( l=0|ql=1)

Here we assume p = q = 1
2 which is a coin-flip choice operator. Using the

modeling method in Section 4.1 we can got the transition system:
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s0

1
4 :a3

��

1
4 :a2

��
��

��

���
��

��
�

1
2 :a1 �� s1

1
2 :a3

���

���
��

1
2 :a2 �� s4 1:a3 �� s10

s5 1:a2 �� s11

s2

1
2 :a3

���

���
��

1
2 :a1 �� s6 1:a3 �� s12

s7 1:a1 �� s13

s3

1
2 :a2

���

���
��

1
2 :a1 �� s8 1:a2 �� s14

s9 1:a1 �� s15

where a1= “l=h”; a2 = “l=0”; a3= “l=1”. We can see from the statements that
a1 leaks k bits while others do not leak. From this nested threads example, we
also note that if the program has dynamic thread creation, then its transition
system may similarly be constructed by reserving states and choices for the
upcoming threads.

We are going to use Proposition 2 to solve the bounds of the leakage for this
transition system. Firstly we consider the optimal leakage. At each stage we use
Theorem 1 to achieve the optimal choice. We start from six possible terminal
states s10 . . . s15 and we mark them to be 0. We track back one level to find
the states s4 . . . s9. In these states we first consider the node s4, there is only
one reachable state from s4 which is s10 and the leakage in this transition is 0
with a probability of 1 so we mark s4 to be 1 × 0 = 0. Also we can easily find
that s11, s12, s13, s14, s15 can only be reached by s5, s6, s7, s8, s9. The leakage
values for these transitions are 0, 0, k, 0, k with the probability 1, because in the
transitions s7 → s13 and s9 → s15, a1 has k bits leakage while in the other
transitions, a2 and a3 has 0 leakage. So we mark s5, s6, s7, s8, s9 with 0, 0, k, 0, k
accordingly. We continue tracking back one level and find the states s1, s2 and
s3. s1 can be reached by s4 and s5 where the leakage from the two transitions are
both 0 so we mark s1 as 0. Then we consider s2, which can be reached by s6 and
s7. The leakage in transition s2 → s6 is k with probability 1

2 and in transition
s2 → s7 is 0. Considering the leakage previously we get 0+ 1

2 ×k < k+ 1
2 ×0, thus

at this stage we choose s2 → s7 and we put s2 → s6 as dotted line. Similarly we
know that for s3, the optimal choice is s3 → s9 with the leakage k. We mark it
as k and put s3 → s8 as dotted line. Then we arrive at the initial state s0. There
are three reachable states s1, s2, s3 from s0, the leakage for s0 → s1 is 0 + 1

2 × k
while for the other two transitions is k+ 1

4 ×0, so we could choose either s0 → s2

or s0 → s3. The solution is showing in the following graph.
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The optimal leakage k is achieved by:

s0 → s2 → s7 → s13 ({a2, a3, a1}), or s0 → s3 → s9 → s15 ({a3, a2, a1})

Alternatively, using Proposition 2, at each stage we can choose the minimal value
to get the pessimal leakage:
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and the pessimal leakage k
2 is achieved by one of the following paths:

s0 → s1 → s4 → s10 ({a1, a2, a3})
s0 → s1 → s5 → s11 ({a1, a3, a2})
s0 → s2 → s6 → s12 ({a2, a1, a3})
s0 → s3 → s8 → s14 ({a3, a1, a2})

4.4 Complexity

Computational complexity is a very important factor for implementation and
is considered a practical issue for the use of Bellman equation. We denote the
computational complexity as R here. Since the execution trees in our state tran-
sition systems are acyclic and strictly nondecreasing backwards, the computa-
tional complexity of the optimality leakage principle (Proposition 2) is bounded
by the number of vertexes (nodes) or edges in the tree, which can be bounded
by two factors: the number of choices at each stage and the other is the number
of stages.

If the state transition system has n stages1, with two decisions taken at every
stage, this requires R = O(2n) arithmetical operations. In the general case, if
there are n stages in the transition system and at each stage there are m deci-
sions, the complexity for the implementation is of the order of O(mn) arithmeti-
cal operations. The computational complexity will increase significantly with the
decisions at every stage. For example, if there are 20 stages and 3 decisions at
every stage, we will get 3 486 784 401 operations; in a computer with a speed of
1 million arithmetical operations per second, it will take 3487 seconds i.e 0.97
hour to finish this computation. For this reason there is a strong motivation
to simplify the computation otherwise the method would be rarely applicable.
Then we have to consider the method to simplify the complexity.

Here we only consider the transition system without considering any transition
probabilities. Firstly a transition system can be written as a set of transitions
T , in which an element tij can be written as a triple

〈si, ak, sj〉

where si is a starting state and ak is an action on si which transit si to the
state sj .

We consider two kinds of improvements. Firstly, since the graph is a tree, there
are existing standard algorithms which are much more computationally efficient
than O(mn) for tree-search. Secondly, in the process of using Proposition 2 to
solve the leakage bounds, if L∗(s′) = 0 whatever P (s′|s, a) is, the edge will
not contribute to the new value of leakage. In the following algorithm, we are
removing these edges whose weight is 0, where there is no interference between
h and l.
1 In the examples, each line is seen as a stage. In reality however, instead of tracking

every line of program, it is rational to only track the lines which has something to
do with the high variable(s).
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Table 1. Algorithm to simplify the transition system

Algorithm 1. Simplification algorithm for transition system

Require: T a set of transitions
Ensure: T �= φ?
1: Visited =φ
2: Waiting = T
3: repeat
4: Get tij from Waiting
5: Visited =Visted ∪ {tij}
6: if L(tij) == 0
7: Remove tij from Waiting
8: Modify tj∗ ∈ Waiting as ti∗
9: endif
10: until Visited = T
11: Return Waiting;

For example, in the example 4.3, there are 15 transitions (edges). Now if we
use the above algorithm to cut some 0 weight edges, we can then simplify the
transition system to be

s0
1
2 :a1 ��

��������������� s1

1
2 :a1 ��

1:a1

��

s8
1
2 :a1 ��

1:a1

��
��

���
��

s6

s15 s13

There are only 5 remaining edges after simplification and the number of edges
has reduced by 67%.

4.5 Further Remarks

1. The optimality principle allows for an interesting characterization of leakage
in multi-threaded programs, based on what can be leaked from an optimal
or pessimal policy. In comparison, previous quantitative result for multi-
threaded programs is an overall expectation [13].

2. Since state-transition forms a tree graph, in the program run-time the tree
will continuously evolve into subtrees. This allows to track run-time leakage
at each time spot, by finding the optimal leakage in the subtree with the
knowledge of which previous steps have been taken. Further, this can hope-
fully allow automatic run-time leakage tracking of programs by attaching
such a builtin state-transition tree into the program code segment.

3. Furthermore, we should repeat that we have assumed the attacker can ob-
serve the low-variable in every single step of execution, and we have modeled
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the state transitions based on that. The stages thus can be seen as a super-set
[22]. If other kinds of observational assumptions are desirable, our leakage
optimality principle can also be easily adapted to those assumptions by con-
sidering a subset of the stages, which would lead to a somewhat simpler state
transition graph.

4. Finally, the work remains preliminary with respect to real implementation.
For programs following a Turing-complete language (with imperative state-
ments, if statements and for loops) we can hopefully borrow experiences from
previous works [16,23,13], although several problems have to be solved, for
example, how to cope with non-terminating loops and breaks. This would
be an open problem for the next step.

5 Conclusions and Future Work

By extending the Bellman’s optimality principle into quantitative information
flow, we propose a novel principle for characterizing information leakage and
tracking the run-time leakage in multi-threaded programs.

This may create lots of exciting opportunities: according to the static results
further actions can be made either to accept or to reject a program, while dy-
namic measurement can be used for alert or guarantee that an attacker can not
acquire a certain quantity of information at run-time. Such a method can also
serve as a template for tracking information leaks in state transition systems. Fi-
nally, we believe this work demonstrates an interesting perspective by connecting
the field of information security with the theory of machine learning.
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