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Abstract. Under the condition that all users can observe a common
object, each using an observation function independently chosen from
the same limited set of observation functions, we show necessary and
sufficient conditions for users to be able to generate secret keys by public
discussion.
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1 Introduction

As proven by Maurer [1], when two users have access to correlated random vari-
ables, it is possible for them to create a shared secret key, which is information
theoretically secure, by exchanging messages over a public channel. A scenario
known as the Satellite Scenario has been presented as an example of how in
principle such a scheme could be implemented. In the satellite scenario, a com-
mon random signal is received by all users, but the signal received by each user
is corrupted by independent noise. On the other hand, a model known as the
Bounded Storage Model [2][3] has been used to show that secret key agreement
is possible if the memory space of the attacker is bounded. In this model, all
users have noise-free access to a huge common data source before the public
discussion for secret key agreement.

In this paper, we study the problem where there is a common source as in
the satellite scenario, but instead of considering limitation on user information
due to noise error or bounded memory, we consider limitation on observation.
We show necessary and sufficient conditions for creating secret keys in this case.
Specifically, we suppose that the object of observation is an unpredictable in-
formation source, prepared by a separate legitimate entity, or by a legitimate
user. Also, we suppose that there exist multiple observation functions which
map states of the object to various different observation values, and each user
must independently choose just one of these multiple observation functions to
observe the object, before revealing his choice of function in a public discussion.
Furthermore, we assume that knowledge of the whole state cannot be obtained
using any single observation function, and different observation values may be
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obtained using different observation functions, but users observe the same result
if they use the same observation function.

Intuitively, it is easy to understand that secret key agreement is impossible if
a user can obtain complete knowledge of the state of the object from the obser-
vation. In the Bounded Storage Model, it was shown that secure key agreement
is possible when the attacker’s memory is bounded so that they cannot store all
the information from the source. In this paper, we generalize this by consider-
ing limitations on the observation functions, and show necessary and sufficient
conditions for creating secret keys.

We consider this scenario to be physically plausible. Imagine that some phys-
ical instrument, corresponding to an observation function, is used to observe a
random physical phenomenon. It is physically plausible that knowledge of the
whole physical state cannot be obtained by using any single physical observation
method available to the users, but users can observe the same result if they use
the same observation method. The results of this paper show that it is possible
to create secret keys in this scenario.

2 Formal Description of Problem

In this section, we provide a formal description of the problem. We assume
that two legitimate users Alice and Bob and an eavesdropper Eve can observe
an object prepared by a legitimate entity. Formally, we define the following
terminology.

Definition 1. We call a member of a set S the state of an object and assume
that the state of an object is decided at random according to a probability distri-
bution μS , where S represents a random variable on S.

Definition 2. Let M be the set of all functions with the domain S, and let Vf

be the range of a function f ∈ M. We call a member of M an observation
function, and we call f(s) ∈ Vf the observed value of a state s ∈ S.

Note that an observed value f(s) is determined uniquely depending on the state
s ∈ S of the observed object.

Now, to specify the situation described in the introduction, we assume that
the following conditions hold.

1. Unknown State: The state s ∈ S of an object is completely unknown before
observation and can be observed only through an observation function. The
probability distribution μS can be set only by a legitimate entity.

2. Passive Observation: Every user observes the same state s ∈ S and the
state cannot be changed by observation.

3. Limited Observation: For each observation, each user independently se-
lects a single observation function f , where the selection is restricted to a
subset M of M, i.e., M ⊂ M. The observation is completed before the
public discussion, and the same state cannot be observed after the public
discussion.
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4. Public Discussion: Alice and Bob can use a public authenticated error-free
channel, which may be monitored by Eve.

The restriction on the observation functions is the key idea behind our problem.
Let us comment briefly on these assumed conditions. First, the assumption of
passive observation is different from the conditions of quantum cryptography [4],
where the effect of observation on the state is a key aspect of the scheme. Next,
let us consider the physical meaning of a limited observation. We rely on the limit
of observation technology. We could consider the fundamental physical limit of
observability of quantum states, but we have excluded this with our passive ob-
servation assumption. So we assume a technological limit rather than an absolute
physical limit. We assume the existence of physical phenomena that are too fast,
or too large, or too noisy or too complex to be completely observed with current
technology. We also note that the addition of noise during the observation is not
an essential part of the scheme. Of course, in actual implementations this may
affect the performance e.g. the key generation rate. Finally, we note that Alice
and Bob are free to adopt an arbitrary key agreement protocol using the knowl-
edge of the probability distribution μS and the set M of observation functions.
Also, Eve is free to adopt an optimal strategy using the public knowledge of μS ,
M and the protocol designed by Alice and Bob.

Next, we define a protocol for public discussion, which is used in Section 5,
and then define the secret key capacity introduced by Maurer [1].

Definition 3. Let X and Y be two sources available to Alice and Bob, respec-
tively. A protocol (C, ̂X, ̂Y ) for (Xn, Y n) with step t is composed of a sequence
of random variables C = (C1, . . . , Ct), which represents communication between
a sender and a receiver, and random variables ̂X and ̂Y , which are generated by
the computations of the sender and the receiver, respectively, such that

– When 1 ≤ i ≤ t is odd, Alice sends Ci which is calculated deterministically
from Xn and (C1, . . . , Ct−1), where (C1, . . . , Ci−1) is a null sequence when
i = 1.

– When 2 ≤ i ≤ t is even, Bob sends Ci which is calculated deterministically
from Y n and (C1, . . . , Ci−1).

– After the public discussion, Alice obtains ̂X, which is calculated determinis-
tically from Xn and (C1, . . . , Ct). Bob obtains ̂Y , which is calculated deter-
ministically from Y n and (C1, . . . , Ct).

Definition 4. Let X, Y , and Z be three sources available to Alice, Bob, and
Eve, respectively. A secret key agreement protocol (C, K, K ′) for (X, Y, Z) with
a rate R ≥ 0 is composed of two-way communication Ct = (C1, . . . , Ct) and
computations of secret keys K, K ′ ∈ K such that for all ε > 0 and all sufficiently
large n

H(K)
n

≥ R − ε

Pr[K �= K ′] ≤ ε
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I(K; ZnCt) ≤ ε

H(K) ≥ log |K| − ε,

where | · | denotes the cardinality of a set. The secret key capacity S(X ; Y ‖Z)
of the sources is defined as the least upper bound of such R for all possible key
agreement protocols.

3 Relationship with Maurer’s Secret Key Agreement
from Correlated Source Outputs

Our problem setting is motivated by the satellite scenario introduced by Mau-
rer [1], where a satellite broadcasts a signal, and all users are allowed to access
the signal through respective noisy receivers. In this setting, the satellite sig-
nal corresponds to the state of an object, and the noisy receivers correspond
to the observations. When the channels between the satellite and the receivers
are binary symmetric, we can let S ≡ {0, 1} and the following two deterministic
maps

f0(s) ≡ s

f1(s) ≡ s̄

are selected randomly depending on the random noise, where s̄ denotes the
reverse symbol of s ∈ {0, 1}. Let FA, FB, G ∈ {f0, f1} be random variables that
represent noise between the satellite signal and Alice, Bob, and Eve, respectively.
Then the random variable corresponding to the correlated sources is represented
by (FA(S), FB(S), G(S)). The possibility of a secret key agreement corresponds
to the fact that (FA(S), FB(S), G(S)) has the positive secret key capacity defined
above. The necessary and sufficient condition for the possibility of a secret key
agreement has been clarified by [5] when S is binary. However, it is still an open
problem for a general case. It should be noted that our setting is different from
the setting in Maurer’s satellite scenario because we assume that Alice, Bob,
and Eve can each choose their respective observation functions freely. We do
not discuss the case where Alice, Bob, and Eve are forced to select observation
functions.

4 Necessary and Sufficient Conditions for Possibility of
Secret Key Agreement Based on Limited Observation

In this section, we present the necessary and sufficient conditions for the possi-
bility of a secret key agreement based on limited observation.

We describe the strategy of Alice and Bob. Alice and Bob determine a fi-
nite set MAB ⊂ M. We can consider the set MAB as the specification of a
physical sensing device and f ∈ MAB as a parameter that represents the in-
put of this device. First, Alice and Bob choose one of the observation functions
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independently. Next they observe the state of an object by using their respec-
tive observation functions. Finally, they agree on a secret key by using public
discussion. On the other hand, we assume that Eve can choose one of the ob-
servation functions in the superset M of MAB, where Eve may know the set
MAB and the secret key agreement protocol. Furthermore, we assume that all
users are allowed to choose their respective observation functions independently
at random. This implies that the possible strategies of Alice, Bob, and Eve can
be represented by their respective probability distributions. Let FA, FB ∈ MAB

and G ∈ M be random variables corresponding to the random choice of the
respective observation functions. Then the respective observation values form
correlated sources ((FA, FA(S)), (FB , FB(S)), (G, G(S))) and the secret key ca-
pacity of these sources is described by S(FA, FA(S); FB, FB(S)‖G, G(S)).

We consider the following two situations, which differ with respect to the
identity of the legitimate entity who prepares the state of the observed object.

1. The probability distribution μS of the state of an object is set a priori by a
legitimate entity other than Alice, Bob or Eve. Alice, Bob, and Eve choose
observation functions FA, FB, and G, respectively, so that the random vari-
ables {S, FA, FB , G} are mutually independent. Then the secret key capacity
can be represented by the equilibrium point of a game (see [6])

sup
FA,FB

inf
G

S(FA, FA(S); FB , FB(S)‖G, G(S)).

2. Alice sets the probability distribution μS , including the possibility that FA

is correlated with S. Bob, and Eve choose observation functions FB and
G, respectively, so that the random variables {(S, FA), FB , G} are mutu-
ally independent. Then the secret key capacity can be represented by the
equilibrium point of a game (see [6])

sup
S,FA,FB

inf
G

S(FA, FA(S); FB , FB(S)‖G, G(S)).

In the following, we assume that the observation functions are measurable. Also,
for simplicity, we assume throughout the paper that S, Vf (f ∈ M) are discrete
sets. We believe the results can be extended to continuous sets under suitable
technical assumptions.

In the above two situations, the condition for the existence of the possibility
of a secret key agreement is equivalent to the condition whereby the equilibrium
point of the game has a positive value. We have the following theorem which
provides the necessary and sufficient condition for the possibility of a secret
key agreement based on bounded observability. The proof is presented in the
Appendix.

Theorem 1. When a probability distribution μS is given a priori and random
variables {S, FA, FB, G} are mutually independent, the following conditions are
equivalent.
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(C1) The secret key agreement is possible for Alice and Bob, that is,

sup
FA,FB

inf
G

S(FA, FA(S); FB, FB(S)‖G, G(S)) > 0.

(C2) The triplet (μS ,MAB,M) satisfies

inf
g∈M

max
f∈MAB

H(f(S)|g(S)) > 0. (1)

(C3) For any g ∈ M, there are f ∈ MAB and u, u′, v ∈ V such that

u �= u′ (2)
Prob(f(S) = u, g(S) = v) > 0 (3)
Prob(f(S) = u′, g(S) = v) > 0, (4)

where Prob denotes the probability with respect to the random variable S.

When a probability distribution μS is given by Alice and random variables {(S, FA),
FB, G} are mutually independent, the following conditions are equivalent.

(C’1) The secret key agreement is possible for Alice and Bob, that is,

sup
S,FA,FB

inf
G

S(FA, FA(S); FB, FB(S)‖G, G(S)) > 0.

(C’2) There is a probability distribution μS such that (μS ,MAB,M) satisfies
(1).

(C’3) For any g ∈ M, there are f ∈ MAB and s, s′ ∈ S such that

g(s) = g(s′) (5)
f(s) �= f(s′). (6)

Remark 1. In the first situation, we could also assume, as in the second situation,
that Alice chooses an observation function FA correlated with S, and Bob and
Eve choose observation functions FB and G, respectively, so that the random
variables {(S, FA), FB , G} are mutually independent. This is a more general but
less realistic situation.

We note that condition (1) is equivalent to

sup
g∈M

min
f∈MAB

I(f(S); g(S)) < H(f(S)). (7)

We propose that conditions (1) and (7) can be called “bounded observability.”
Let us remark on the intuitive meaning of these conditions. Condition (1)

corresponds to the fact that there is no universal observation function g ∈ M
that allows the determination of the observation value for all functions f ∈ MAB.
Conditions (2)–(4) correspond to the fact that Alice and Bob can choose f such
that there are two or more possibilities for Eve with respect to the observation
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value even by the best choice of g. Conditions (5) and (6) correspond to the fact
that Eve cannot distinguish two states s and s′, which can be distinguished by
using the observation function f , by using the observation function g. It should
be noted that the existence of s, s′ ∈ S satisfying (5) and (6) is equivalent to the
existence of v ∈ Im g such that

|f(g−1(v))| ≥ 2,

where | · | denotes the cardinality of a set.
From the above theorem, we have the following corollary, which is intuitively

trivial.

Corollary 1. If the invertible function (e.g. identity) g : S → Vg is included in
M, then a secret key agreement is impossible using any μS and MAB.

Proof. For any f ∈ M, we have

H(f(S)|g(S)) ≤ H(f(S)|g−1(g(S))) = H(f(S)|S) = 0.

This implies that
inf

g∈M
max

f∈MAB

H(f(S)|g(S)) = 0

for any S and MAB ⊂ M. From the theorem, we have the fact that a secret key
agreement is impossible by using any μS and MAB. 
�

5 Advantage Distillation and Information Reconciliation
Protocol

In this section, we introduce an advantage distillation and information reconcili-
ation protocol (cf. [7]) for a secret key agreement based on bounded observability.
This protocol is used to prove Theorem 1. We assume that there is a finite set
MAB satisfying (1).

1. Alice and Bob choose fA, fB ∈ MAB independently and uniformly at ran-
dom, and observe the state S by using their respective observation func-
tions. Let FA and FB be random variables corresponding to their respective
choices of functions. Then Alice and Bob obtain the observed values FA(S)
and FB(S), respectively.

2. After Eve obtains a value g(S) using an observation function g, Alice and
Bob exchange the information FA and FB via a public channel.

3. Alice and Bob calculate X and Y , respectively, defined as

X ≡
{

FA(S), if FA = FB

φ, if FA �= FB

Y ≡
{

FB(S), if FB = FA

φ, if FB �= FA,

where φ denotes the erasure symbol.
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It should be noted that X = Y holds and the secret key generation rate is given
by

I(X ; Y ) − I(X ; FA, FB , G, G(S))
= H(X |FA, FB, G, G(S))
= Prob(FA = FB)H(FA(S)|FA, G, G(S)) + Prob(FA �= FB) · 0

=
H(FA(S)|FA, G, G(S))

|MAB| .

6 Bounded Storage Model

In this section, we investigate the bounded storage model introduced in [2][3]
from the viewpoint of bounded observability. Let n be a sufficiently large num-
ber and let S ≡ {0, 1}n. We define the set of observation functions M as the
following.

M ≡

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

fI :

I ⊂ {1, 2, . . . , n}
|I| ≤ m < n

fI(s) ≡ (v1, v2, . . . , vn),

where vi ≡
{

si if i ∈ I
vi = φ if i �= I

⎫

⎪

⎪

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎪

⎪

⎭

It should be noted that fI ∈ M is characterized by a set I ⊂ {1, 2, . . . , n}. By
using an observation function f ∈ M, all users can observe at most m(< n) bits
of s ∈ S. The parameter m corresponds to the bound of storage space for Eve
in the context of the bounded storage model.

Assume that Alice and Bob define the set MAB ⊂ M as

MAB ≡

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

fi :

i ∈ {1, 2, . . . , n}
fi(s) ≡ (v1, v2, . . . , vn),

where v′i ≡
{

s′i if i′ = i

φ if i′ �= i

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

.

This set corresponds to a situation where Alice and Bob observe only one bit of
s ∈ S. Let (v1, v2, . . . , vn) and (v′1, v′2, . . . , v′n) be sequences of fi(s) and fI′(s),
respectively. Then we have

vi = v′i = si if i ∈ I′

vi = si and v′i = φ if i /∈ I′

for all fi ∈ MAB and fI′ ∈ M. By letting μS(sn) ≡ 1/2n, we have the fact that
for any fI′ ∈ M there is i /∈ I′ such that

H(fi(S)|fI′(S)) = 1.
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This implies that

min
fI′∈M

max
fi∈MAB

H(fi(S)|fI′(S)) = 1 > 0.

Then, from the theorem, we have the fact that Alice and Bob can agree on a
secret key. On the other hand, the corollary implies that it is impossible for Alice
and Bob to agree on any secret key when f{1,2,...,n} ∈ M because this function
is the identity function.

7 Conclusion

We introduced the information theoretically secure key generation based on
bounded observability and derived the necessary and sufficient conditions for
the secret key agreement. We also show that the Bounded Storage Model can be
formulated within the framework of the bounded observability model.
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Appendix: Proof of Theorem

First, we prepare the following lemma.

Lemma 1. If (S, FA, G) and FB are independent and H(FB(S)|FB , G, G(S)) =
0, then

S(FA, FA(S); FB , FB(S)‖G, G(S)) = 0.

Proof. It is enough to show S(FA, FA(S); FB , FB(S)‖G, G(S)) ≤ 0, because
S(FA, FA(S); FB , FB(S)‖G, G(S)) ≥ 0 is trivial. Since (S, FA, G) and FB are
independent, we have

H(FB, FB(S)|G, G(S)) = H(FB|G, G(S)) + H(FB(S)|G, G(S), FB)
= H(FB|G, G(S))
= H(FB)

and

H(FB , FB(S)|FA, FA(S), G, G(S))
= H(FB |FA, FA(S), G, G(S)) + H(FB(S)|FA, FA(S), G, G(S), FB)
= H(FB |FA, FA(S), G, G(S))
= H(FB).

Then we have

S(FA, FA(S); FB , FB(S)‖G, G(S))
≤ I(FA, FA(S); FB, FB(S)|G, G(S))
= H(FB, FB(S)|G, G(S)) − H(FB , FB(S)|FA, FA(S), G, G(S))
= 0,

where the first inequality comes from [1, Theorem 2]. 
�

Now, we prove the main theorem by showing

(C1) ⇔ (C2) ⇔ (C3)
(C’2) ⇒ (C’1) ⇒ (C’3) ⇒ (C’2).

First, we show the fact that (C1) does not hold for a given μS if (C2) does not
hold; that is, a secret key agreement is impossible if (μS ,MAB,M) does not
satisfy (1). This fact implies (C1) ⇒ (C2). When (C2) does not hold, we have

inf
g∈M

max
f∈MAB

H(f(S)|g(S)) = 0.

This implies that Eve can use g ∈ M, which satisfies H(f(S)|g(S)) = 0 for any
f ∈ MAB. By letting G be a random variable taking value g with probability
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one, G satisfies H(FB(S)|FB , G, G(S)) = 0 for any (FA, FB). From Lemma 1,
we have

sup
FA,FB

inf
G

S(FA, FA(S); FB , FB(S)‖G, G(S)) = 0.

Next, we show (C2)⇒(C1) for a given μS ; that is, a secret key agreement is pos-
sible when (μS ,MAB,M) satisfies (1). The proof of (C’2)⇒(C’1) is the same
as the following. Assume that the function g satisfies PG(g) > 0. From the as-
sumption, there is fg ∈ MAB such that H(fg(S)|g(S)) > 0. Let (X, Y, (FA, FB ,
G, G(S))) be the correlated random variables obtained after the advantage dis-
tillation protocol introduced in Section 5. We have

S(FA, FA(S); FB, FB(S)‖G, G(S))
≥ S(X, Y ‖FA, FB, G, G(S))
≥ I(X ; Y ) − I(X ; FA, FB, G, G(S))
= H(X |FA, FB, G, G(S))
= Prob(FA = FB)H(FA(S)|FA, G, G(S)) + Prob(FA �= FB) · 0
≥ PFA(fg)PFB (fg)PG(g)H(fg(S)|g(S))
> 0,

where the first inequality comes from [8, Theorem 1] and the second inequal-
ity comes from [1, Theorem 3]. Since this inequality holds for any g satisfy-
ing PG(g) > 0, we have the fact that a secret key agreement is possible from
(μS ,MAB,M) satisfying (1).

Next, we show the fact that (C2) does not hold if (C3) does not hold; that is,
if there is g ∈ M such that at least one of (2)–(4) does not hold for f ∈ MAB

and u, u′, v ∈ V , then g satisfies

max
f∈MAB

H(f(S)|g(S)) = 0. (8)

This implies (C2)⇒(C3). Assume that (3) holds for u, v ∈ V satisfying Prob(g(S)
= v) > 0. Then, we have the fact that

Prob(f(S) = u′, g(S) = v) = 0

for any u′ �= u because (C3) does not hold. This implies that

Prob(f(S) = u|g(S) = v) =
∑

u Prob(f(S) = u, g(S) = v)
Prob(g(S) = v)

= 1

for any u, v ∈ V satisfying Prob(g(S) = v) > 0. Then we have

H(f(S)|g(S)) = 0

for any f ∈ MAB and

0 ≤ max
f∈MAB

H(f(S)|g(S)) = 0,

which implies (8).
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Next, we show (C’3)⇒(C’2); that is, μS satisfying (1) exists if for any g ∈ M
there are fg ∈ MAB and sg, s

′
g ∈ S satisfying (5) and (6). Let μS be a probability

distribution that assigns a positive probability for every s ∈ S. Since

Prob(fg(S) = ug, g(S) = vg) ≥ Prob(S = sg) > 0
Prob(fg(S) = u′

g, g(S) = vg) ≥ Prob(S = s′g) > 0

by letting

ug ≡ fg(sg)
u′

g ≡ fg(s′g)

vg ≡ g(sg) = g(s′g),

we have

Prob(g(S) = vg) > 0 (9)
0 < Prob(fg(S) = ug|g(S) = vg) < 1 (10)
0 < Prob(fg(S) = u′

g|g(S) = vg) < 1 (11)

where (10) and (11) come from the fact that ug �= u′
g. Then we have

H(fg(S)|g(S)) =
∑

u,v

Prob(fg(S) = u, g(S) = v) log
1

Prob(fg(S) = u|g(S) = v)

≥ Prob(fg(S) = ug, g(S) = vg) log
1

Prob(fg(S) = ug|g(S) = vg)

+ Prob(fg(S) = u′
g, g(S) = vg) log

1
Prob(fg(S) = u′

g|g(S) = vg)

> 0,

where the last inequality comes from (9)—(11). Then we have the fact that

max
f∈MAB

H(f(S)|g(S)) ≥ H(fg(S)|g(S)) > 0

for any g ∈ M. This implies (1). Similarly, we can show (C3)⇒(C2) because
(9)–(11) can be shown immediately from (2)–(4).

Finally, we show that if (C’3) does not hold then (C’1) does not hold; that is,

S(FA, FA(S); FB , FB(S)‖G, G(S)) = 0 (12)

for any independent random variables (S, FA) and FB if there is a random vari-
able G ∈ M such that at least one of (5) and (6) does not hold for any f ∈ MAB

and s, s′ ∈ S. This fact implies (C’1)⇒(C’3). Since g(s) = g(s′) = v for any
v ∈ Im g and s, s′ ∈ g−1(v), we have f(s) = f(s′) for any f ∈ MAB from the
assumption. This implies that |f(g−1(v))| = 1 for any v ∈ Im g and f ∈ MAB.
Let u(f, v) be the unique element of f(g−1(v)). Then we have the fact that
FB(S) = u(FB, g(S)), which implies H(FB(S)|FB , G, G(S)) = 0, for any S and
FB. From Lemma 1, we have (12). 
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