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Foreword 

This volume contains the papers presented at the 16th DGLR/STAB-Symposium held 
at the Eurogress Aachen and organized by RWTH Aachen University, Germany, 
November, 3 - 4, 2008. STAB is the German Aerospace Aerodynamics Association, 
founded towards the end of the 1970's, whereas DGLR is the German Society for 
Aeronautics and Astronautics (Deutsche Gesellschaft für Luft- und Raumfahrt - 
Lilienthal Oberth e.V.). 

The mission of STAB is to foster development and acceptance of the discipline 
“Aerodynamics” in Germany. One of its general guidelines is to concentrate resources 
and know-how in the involved institutions and to avoid duplication in research work 
as much as possible. Nowadays, this is more necessary than ever. The experience 
made in the past makes it easier now, to obtain new knowledge for solving today's and 
tomorrow's problems. STAB unites German scientists and engineers from universities, 
research-establishments and industry doing research and project work in numerical 
and experimental fluid mechanics and aerodynamics for aerospace and other 
applications. This has always been the basis of numerous common research activities 
sponsored by different funding agencies. 

Since 1986 the symposium has taken place at different locations in Germany every 
two years. In between STAB workshops regularly take place at the DLR in Göttingen. 
The changing meeting places were established as focal points in Germany's Aerospace 
Fluid Mechanics Community for a continuous exchange of scientific results and their 
discussion. Moreover, they are a forum where new research activities can be 
presented, often resulting in new commonly organized research and technology 
projects. 

It is the seventh time now that the contributions to the Symposium are published 
after being subjected to a peer review. The material highlights the key items of 
integrated research and development based on fruitful collaboration of industry, 
research establishments and universities. Some of the contributions still present results 
from the "Luftfahrtforschungsprogramm der Bundesregierung (German Aeronautical 
Research Program)". Some of the papers report on work sponsored by the Deutsche 
Forschungsgemeinschaft (DFG, German Research Council) in some of their Priority 
Programs (Verbundschwerpunkt-Programm) as well as in their Collaborative 
Research Centres (Sonderforschungsbereiche). Other articles are sponsored by the 
European Community and are therefore results of cooperation among different 
organizations. The main areas include numerical simulation, experimental simulation 
and test techniques, flow control, airplane aerodynamics, hypersonic flows and 
aerothermodynamics, aeroacoustics and the rather new fields of convection mixing 
and biomedical flows. This volume gives an almost complete review of the ongoing 
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aerodynamics research work in Germany. The order of the papers in this book 
corresponds closely to that of the sessions of the Symposium. 
From 100 lectures presented at the Symposium 75 are included in this book. 

The Review-Board, partly identical with the Program-Committee, consisted of N. 
Adams (München), J. Ballmann (Aachen), C. Bartels (Hamburg), S. Becker 
(Erlangen), H. Bieler (Bremen), C. Breitsamter (Garching), G. Brenner (Clausthal), 
M. Breuer (Hamburg), C. Brücker (Freiberg), J. Delfs (Braunschweig), K. Ehrenfried 
(Göttingen), R. Ewert (Braunschweig), H. Foysi (Aachen), J. Fröhlich (Dresden), A. 
Gardner (Göttingen), N. Gauger (Berlin), A. Gülhan (Köln), D. Hänel (Duisburg), K. 
Hannemann (Göttingen), H. Hansen (Bremen), S. Hein (Göttingen), A. Henckels 
(Köln), R. Henke (Aachen), D. Hennecke (Darmstadt), P. Hennig (Unterschleißheim), 
M. Hepperle (Braunschweig), H. Herwig (Hamburg), R. Höld (Unterschleißheim), F. 
Holzäpfel (Weßling), K. H. Horstmann (Braunschweig), T. Indinger (Garching), S. 
Jakirlic (Darmstadt), C. Kähler (Neubiberg), R. Kessler (Göttingen), W. Khier 
(Braunschweig), M. Klaas (Aachen), L. Kleiser (Zürich), M. Kloker (Stuttgart), M. 
Konstantinov (Göttingen), W. Kordulla (Nordwijk), F. Kost (Göttingen), H. Krain 
(Köln), E. Krämer (Stuttgart), D. Kröner (Freiburg), N. Kroll (Braunschweig), W. 
Kühn (Bremen), H. Lienhart (Erlangen), J. Longo (Braunschweig), T. Lutz 
(Stuttgart), J. Martinez Schramm (Göttingen), M. Meinke (Aachen), F. Menter 
(Otterfing), D. Müller (Aachen), C. Mundt (Neubiberg), C.-D. Munz (Stuttgart), K.-P. 
Neitzke (Bremen), G. Neuwerth (Aachen), S. Niebergall (Merkers-Kieselbach), W. 
Nitsche (Berlin), H. Olivier (Aachen), H.-D. Papenfuß (Bochum), R. Radespiel 
(Braunschweig), H.-J. Rehder (Göttingen), M. Rein (Göttingen), C. Resagk 
(Ilmenau), K. Richter (Göttingen), U. Rist (Stuttgart), H. Rosemann (Göttingen), C.-
C. Rossow (Braunschweig), R. Rudnik (Braunschweig), T. Rung (Hamburg), E. 
Sarradj (Cottbus), A. Schröder (Göttingen), W. Schröder (Aachen), E. Schülein 
(Göttingen), D. Schwamborn (Göttingen), F. Seiler (Saint-Louis), A. Seitz 
(Braunschweig), W. Send (Göttingen), J. Sesterhenn (Neubiberg), J. Srulijes (Saint-
Louis), C. Stemmer (Garching), J. Stiller (Dresden), A. Thess (Ilmenau), F. Thiele 
(Berlin), C. Tropea (Darmstadt), R. Voß (Göttingen), C. Wagner (Göttingen), C. 
Weiland (Bruckmühl), H. Wengle (Neubiberg), J. Wild (Braunschweig) and W. Würz 
(Stuttgart). 

Nevertheless, the authors sign responsible for the contents of their contributions. 
The editors are grateful to Prof. Dr. W. Schröder as the General Editor of the "Notes 
on Numerical Fluid Mechanics and Multidisciplinary Design" and to the Springer-
Verlag for the opportunity to publish the results of the Symposium. 

November 2009 W. Schröder, Aachen 
M. Klaas, Aachen 

A. Dillmann, Göttingen 
G. Heller, Bremen 

H.-P. Kreplin, Göttingen 
W. Nitsche, Berlin 



Table of Contents

Numerics

Interfacial Area Transport Equation in Statistical-Eulerian-
Eulerian Simulations of Multiphase Flow . . . . . . . . . . . . . . . . . . . . . . 1

D.T. Banuti, K. Hannemann

Application of the Multi-Scale-Finite-Volume Method to
the Simulation of Incompressible Flows with Immersed
Boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

G. Bonfigli, P. Jenny

A Variable-Fidelity Modeling Method for Aero-Loads
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Z.-H. Han, S. Görtz, R. Hain
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Miscellaneous

Numerical Determination of Nozzle Admittances in Rocket
Engines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579

D. Morgenweck, J. Pieringer, T. Sattelmayer

Analysis of Vertical Axis Wind Turbines . . . . . . . . . . . . . . . . . . . . . . . 587
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Interfacial Area Transport Equation in
Statistical-Eulerian-Eulerian Simulations of

Multiphase Flow

Daniel T. Banuti and Klaus Hannemann

German Aerospace Center DLR, Institute of Aerodynamics and Flow Technology,
Spacecraft Section, Bunsenstr. 10, 37073 Göttingen, Germany

Summary

This paper discusses the ongoing extension of the DLR TAU Code with a multiphase
flow model. The reasoning behind choosing a Statistical Eulerian Eulerian (SEE) model
with Interfacial Area Transport Equation (IATE) is covered. Properties of the model
are introduced, especially concerning the less known IATE concept which provides
information about interphasic interfacial area (IA) available in a computational cell.
This allows for a more elaborate sub grid scale modeling. An general IA convection
velocity is derived which holds for the limiting cases of stratified flow and disperse flow.
As an exemplary application, the development of a spray injection IATE is discussed.
This includes interfacial growth due to velocity gradients and a new IA detection term
which resolves ambiguities with boundary conditions.

1 Introduction

Originally developed for ideal gas transonic flow problems, the DLR TAU code has
been continuously extended to meet scientific and industry demands [2, 6]. Within the
section ‘Spacecraft’, naturally space flight related developments have been pursued.
Additional simulation capabilities are in demand now, covering almost the whole pro-
cess chain of propellant supply in a spacecraft from sloshing of cryogenic fuels in tanks
in microgravity environments to liquid and supercritical propellant injection in combus-
tion chambers. This includes a wide range of phenomena from negligible velocities with
dominating surface tension and relevant acceleration forces to primary and secondary
atomization and evaporation.

1.1 Flow Model

All these phenomena have one thing in common: their multiphase nature. Thus, an
appropriate multiphase flow model has to be employed that is capable of covering all
flow regimes from disperse to stratified flow. A useful concept to describe multiphase
flow is the phase volume fraction αj , defined as the ratio of the volume of phase j to
the total volume in an averaging regime such as a computational cell.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 1–8.
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Multiphase Models: Different approaches are discussed by Wörner [11]. E.g.,
dilute spray flow is traditionally computed using a Lagrangian description. I.e. individ-
ual droplets are tracked as they move through the flow field, their trajectory determined
by the drag due to the velocity difference between carrier and disperse phase. These
methods are termed ‘Statistical Eulerian Lagrangian’ (SEL), because the carrier phase
is computed in an Euler description and not all features are resolved but only an average
is computed. However, with increasing liquid volume fraction it is apparent that there
has to be a point where the description of the flow as individual particles seems not
physically appropriate anymore. Regarding injection into liquid rocket engines (Mayer
et al. [7]) it can be seen how the propellants enter the combustion chamber as a compact
stream. While Lagrangian solvers amazingly still are capable of producing reasonable
results in these cases (Preclik et al. [9]), it seems justifiable to look for alternative, phys-
ically more appropriate flow models. This appears even more important for other flow
cases such as the propellant tank. In this case, the liquid phase is clearly a continuum,
separated from the continuous gaseous phase. Cases like these lend themselves natu-
rally to a physical frame where both phases are treated as Eulerian continua, hence their
name ‘Statistical Eulerian Eulerian’ (SEE). Again, the statistical description is to be
understood as opposed to resolution of all features, such as the surface reconstruction
found in volume of fluid (VOF) methods. SEE methods have been successfully applied
to both stratified flow cases (Ishii [3]) and liquid rocket engine propellant injection
(Jay et al. [5]).

Eulerian Description of Multiphase Flow: While all SEE methods share the con-
cept of regarding every involved phase as a continuum, there are different degrees of
complexity of how to treat these flows depending on the character of the expected flow
problems. Three main approaches can be distinguished, homogeneous, drift-flux, and
two-fluid. The homogeneous flow model is the simplest of the three. The flow field of
the carrier phase is computed from the governing equations (e.g. Navier-Stokes). The
dilute phase velocity is then determined assuming that the disperse droplets follow the
carrier phase without slip. The drift-flux model allows for some relative velocity be-
tween the phases, if it can be described by a suitable relation. The velocity field of
the mixture is computed, the phase velocities are then calculated from this relation.
The most general - and complex - model is the two-fluid model. Here, both phases are
treated equally, a full set of governing equations is solved for each phase. The phases
are coupled by source terms, modeling exchange of mass, momentum, and energy.

Interfacial Area Transport Equation: The Interfacial Area Transport Equation
(IATE) is an additional equation to the system of governing equations. Interfacial area
(IA) is understood as the area in between the phases, such as the surface of a droplet. As
suggested by Ishii [3], the IATE in its general form can be written as
∂ai/∂t + ui ∇ai = φ. Index i denotes states at the interface, φ represents source terms
that cause interfacial area growth or destruction. Interfacial area density ai is IA per unit
volume. Together with the phase volume fractions this approach allows for a topologi-
cal interpretation of the state inside a computational cell: with surface area and volume
known, information about the tortuosity of the interface inside a cell can be deduced.
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Conclusion for Chosen Model: Due to the initially discussed needed versatility, the
most general models are chosen for the extension of the DLR TAU code. Because of
their range from stratified to disperse flow, the SEE approach is chosen over the SEL
approach. As a first step, a homogeneous flow model is implemented. Ultimately, a full
two-fluid model with IATE is aspired, where IATE source terms have to be developed
for each particular application.

2 Implementation

The introduced models can be expressed in the form ∂U/∂t + ∇F = 0 without source
terms. The vectors of conservative variables U and inviscid fluxes F have to be cho-
sen according to the selected model. These equations are then implemented into the
AUSM+ scheme of TAU (Liou [4]). Equation (1) represents the homogeneous flow
model (index hom) with IATE. It is the first step towards the general two-fluid model.
The Euler equations are supplemented with two additional equations, describing the
transport of liquid volume fraction and interfacial area. Index g and l denote the gaseous
and liquid phase, i the interface, and t total conditions. In this model, the liquid volume
fraction αl behaves as a passive scalar, being convected with the gas phase flow but not
affecting it.

Uhom =

⎛
⎜⎜⎜⎜⎝

ρg

ρgug

ρget,g

αl

ai

⎞
⎟⎟⎟⎟⎠ , Fhom =

⎛
⎜⎜⎜⎜⎝

ρgug

ρgu
2
g + p

ρgught,g

αlug

aiug

⎞
⎟⎟⎟⎟⎠ (1)

The full two-fluid model with additional IATE is more elaborate. It can be seen in
Eq. (2), two-fluid labeled with index tf. It is an extension to the AUSM+ two-fluid
model as discussed by Paillère et al. [8]. Index j designates the phase (e.g. liquid or
gaseous), index i labels a condition at the interface. A common pressure p is assumed to
be shared by all phases present in a computational cell. Each phase has its own velocity
field, making ui, the interfacial velocity, not an obvious choice anymore. A suggestion
will be derived in Chapter 2.1.

Utf =

⎛
⎜⎜⎝

αjρj

αjρjuj

αjρjet,j

ai

⎞
⎟⎟⎠ , Ftf =

⎛
⎜⎜⎝

αjρjuj

αjρju
2
j + αjp

αjρjujht,j

aiui

⎞
⎟⎟⎠ (2)

2.1 Development of an IATE

The IATE is a modeled equation. Source terms are derived based on physical reason-
ing. While the growth term is best modeled for a particular application, the convection
velocity is of a more general nature:
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g� ug
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Fig. 1. Interfacial area convection velocity in a) stratified flow; b) vanishing phase case

Interfacial Area Convection Velocity: Interfacial area convection is clearly associated
with the two fluids that form the interface; a choice based on their convection veloci-
ties appears mandatory. It should hold in the limiting cases of dispersed flow (interfa-
cial area is bound to the dispersed phase: the surface of a single droplet falling in a
gas falls with the same velocity as the droplet) and stratified flow (both phases move
parallel to one another; an arithmetic mean seems appropriate). Several approaches
are pursued in the literature [1]. SEE methods usually employ an averaging scheme
ui = c1ug + c2ul, where typical choices for c1, c2 are c1 = c2 = 1

2 , c1 = αl, c2 = αg

or c1 = αg, c2 = αl. A methodical derivation is carried out here, where the phases
are assumed to be stratified within the statistically averaged regime (e.g. a finite volume
cell, Fig. 1a). The phase volume fractions and the phase velocities are given as solutions
of the computational method. If the phase velocities hold in the phase centers of gravity,
a linear interpolation between the phase velocities leads to

ui = αgul + αlug (3)

at the interface. This velocity is interpreted as the convection velocity of the interfacial
area. All listed choices for c1, c2 yield identical results for equal phase volume fractions
and equal velocity fields. Differences can be found in the case of one dispersed phase.
Only the cross volume fraction weighted scheme Eq. (3) gives the phenomenologically
correct answer. This is a quite noticeable result: an averaging scheme derived specifi-
cally to hold for the case of equally distributed phases also holds for the other extreme
of one vanishing phase. Furthermore, it is the only one of the common schemes that
holds for the vanishing phase case.

2.2 Exemplary IATE: Supercritical Injection

The source term φ of the IATE has to be modelled for specific flow cases. As an
example, supercritical injection is regarded, a practical application of which is injec-
tion into high pressure rocket combustion chambers. To study general properties of this
particular type of flow, Mayer et al. [7] carried out cold flow studies in which cryogenic
nitrogen is injected into a nitrogen environment at room temperature and at supercrit-
ical pressure. It is found that with vanishing surface tension, the cryogenic nitrogen
stream behaves more like a dense gas, atomization is replaced by a mixing process.
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Vallet et al. [10] followed this result in their modeling of atomization and additionally
assumed that convection is dominant over diffusion1. This leads to

∂ai

∂t
+ ui ∇ai = φ = (M + T )ai − S · a2

i (4)

In Eq. (4) M and T represent interfacial growth due to macroscopic and turbulent
mixing, respectively. Hence M is the effect of velocity gradients, T is based on sub
grid scale models. The nonlinear destruction term S ·a2

i limits this growth by modeling
saturation.

However, a difficulty with the IATE inflow boundary condition remains, as interfacial
area has to be created in the instant that both phases meet and is not injected with the
fluid. In the following, an alternative interfacial area creation mechanism is suggested
that replaces the usual inflow boundary condition (Jay et al. [5]). Furthermore, a new
model term for macroscopic IA growth in a shear layer will be derived, departing from
Vallet’s vorticity formulation.

Interfacial Area Detection: In the case of coaxial injection, which is widely used in
rocket engines, one possible approximation to the initial interfacial area is a cylindrical
interface, determined by the injector geometry. However, since the inner injector tube
has a finite thickness, the position where the two streams meet and thus the radius of
the cylindrical interface is not known a priori. Modeling the injector with zero thick-
ness or simply assuming a meeting position could be used to overcome this problem.
Several drawbacks are associated with these approaches: As the recirculation region
behind the LOX post is important, it should be represented in the computation. Further,
an unsteady contact position of the two phases cannot be taken into account. All of
this can be overcome by an interfacial area detection algorithm that acts like a source
term, following the concept that a certain surface area is needed to enclose a given
volume. The volume of the phase to be enclosed is given as a solution by the computa-
tional method. In the case of the coaxial injector immediately after injection, a condition
close to stratified flow can be expected. The formulation of a characteristic surface area
aiV = (αminV )2/3 is thus chosen, where V is the finite discretized cell volume and
αminV the volume fraction occupied by the dispersed phase. The flow solver is then
extended by a routine that ensures that at least this amount of IA is present in each
computational cell.

Interfacial Area Growth due to Fluid Element Distortion: In order to evaluate
interface stretching due to velocity gradients, a fluid element in a non-homogeneous
flow is regarded. The interface will be distorted when the fluid element’s shape is al-
tered. For simplicity, a 2-D case is investigated. Interfacial area then collapses to a line
which will be assumed to be straight at t0 = 0 in the finite domain. This represents strat-
ified, unmixed flow. Interfacial growth due to distortion is proportional to the initially
present interface length because its mechanism is stretching and folding existing IA. In
order to evaluate a maximum growth case, the diagonal as the longest straight line in the

1 Strictly, with no surface tension acting, there is no clear distinction between the components
and thus no clear multiphase flow. However, the concept of interfacial area as the meeting
position of oxidizer and fuel is a reasonable one, e.g. for combustion models.
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fluid element will be regarded. The distorted diagonal in the shear flow field (Fig. 2b)
and the dilatational flow (Fig. 2c) will be elongated. The rotational flow field (Fig. 2a)
merely rotates the element, leaving its shape unaltered. Therefore, dilatation and shear
together appear to be more appropriate to evaluate interface stretching and growth than
vorticity. In the limit of vanishing surface tension, no force acts to stabilize or mini-
mize this interfacial area. It can thus be assumed that any distortion to the interface will
not be reverted later in time. Contributions to interface stretching then depend on the
type of distortion. Dilatation only increases interfacial area when the fluid element is
expanded, i.e. when the value of the dilatation ∇·v is positive. Shear however stretches
one diagonal as it contracts the other and thus always causes interfacial growth making
the absolute value of the shear an appropriate measure of growth. Consistent with this
non-demixing assumption, these two terms are summed up to evaluate the interfacial
growth due to distortion of the fluid cell. For the two dimensional case this results in
Eq. (5).

M = G

((
∂u

∂x
+

∂v

∂y

)
+

+
∣∣∣∣∂u

∂y
+

∂v

∂x

∣∣∣∣
)

; ξ+ =
1
2

(ξ + |ξ|) (5)

The geometrical coefficient G relates the lengthening of the diagonal with the distortion
of the fluid element and can be shown (Banuti et al. [1]) to equal 1/

√
2.

Fig. 2. a) Fluid element in rotational flow b) Fluid element in shear flow c) Fluid element in
dilatational flow
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Fig. 3. Computation of coaxial injection using a homogeneous spray model. Depicted is a cut
through the coaxial injector with a central liquid flow surrounded by a gas flow, entering from the
left. Two variables are displayed, split by the injector symmetry axis. The upper half shows the
evolution of interfacial area density ai in the shear layer behind the liquid post. The lower half
shows the spreading of liquid volume fraction αl. Darker regions mark higher values.

Computation: The IATE described above along with the governing equation for the
liquid volume fraction have been implemented in the DLR Navier-Stokes solver TAU
[2]. TAU is a finite volume second order flow solver which has been validated for
a variety of steady and unsteady flow cases, ranging from sub- to hypersonic Mach
numbers. All calculations described in this article are based on the Reynolds averaged
Navier Stokes equations (RANS) applying the one-equation Spalart-Allmaras turbu-
lence model in a homogeneous two phase model. The effect of turbulence on the IATE
has not been regarded in order to point out the effects of the discussed model terms
(T = 0). A result of a computation with this model can be seen in Fig. 3. The bottom
part of the figure shows the spreading of the liquid volume fraction αl in the shear
layer following the coaxial injector. It can be seen how the pure phases mix in the shear
layer, causing a gradually changing liquid volume fraction. The upper half shows the
interfacial area density ai. No interfacial area inflow boundary condition is used. The
flow field is void of interfacial area inside the injector and outside the mixing regime. It
can be seen how interfacial area is created by the detection term immediately after the
injector. It is then convected with the flow. The interface growth term M causes ai to
increase in the shear layer. Finally, the saturation term stabilizes the solution by limiting
interfacial area growth.

3 Conclusion

Statistical Eulerian Eulerian methods extended with an Interfacial Area Transport Equa-
tion have been argued to be a reasonable choice to simulate a wide range of flow cases.
Several characteristics of a generic interfacial area density transport equation have been
discussed in this article. The volume fraction cross weighted average has been shown
to be a reasonable approach to determine the interfacial convection velocity. It has
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further been shown to be the only common scheme discussed to hold in the important
limiting cases of stratified flow, homogeneous flow, and dispersed flow. Shear rather
than vorticity has been suggested to be the driving force in interfacial area growth. Fol-
lowing this reasoning, a new model term has been introduced based on a non-demixing
hypothesis. An interfacial area detection algorithm has been proposed, which makes the
definition of an unphysical interfacial area influx boundary condition unnecessary. The
advantage of SEE methods of using physical boundary conditions is thus strengthened.
This approach also allows a physical representation in computations where the position
of the interface at the injector is unsteady. Calculations show the qualitative validity of
the approach.
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Summary

A second-order accurate numerical procedure is presented for the solution of the
incompressible Navier-Stokes equations with immersed boundaries in the formulation
proposed by Peller et al. [5]. In particular we derive exact constraints for the pres-
sure at immersed solid walls and show that the resulting Poisson equation is formally
identical to the elliptic problems governing flows in porous media. An efficient iter-
ative procedure for the computation of the pressure is then obtained by adapting the
iterative-multi-scale-finite-volume procedure by Hajibeygi et al. [2].

1 Introduction

The generation of body-fitted grids for finite-volume computations is typically the most
time-consuming task in the work-flow of industrial CFD applications. Furthermore,
geometries are frequently so complex, that high-quality grids are not affordable. The
immersed-boundary method (IBM) [6] removes these difficulties by considering non-
fitted orthogonal meshes and representing immersed bodies by means of concentrated
volume forces. However, IBM are relatively inaccurate for problems considering im-
mersed rigid bodies, due to the singular character of the solution at solid walls. An al-
ternative to IBM is provided by the ghost-node method (GNM) [5, 1], where boundary
conditions at immersed solid walls are imposed indirectly by extrapolating the velocity
field at ghost nodes inside the solid body. GNM is quite promising with respect to ac-
curacy issues, but it is less efficient than classical volume-force-based methods. Indeed,
the velocity extrapolation at immersed boundaries modifies the structure of the Poisson
equation governing the flow and prevents the straightforward use of standard solvers
for structured grids.

We combine the primitive-variable GNM implementation by Peller et al. [5] with an
efficient Poisson solver derived from the iterative-multi-scale-finite-volume (IMSFV)
method by Hajibeygi et al. [2]. The latter was developed for the simulation of flows in
porous media, where the pressure is governed by the elliptic problem

−∇ · λ∇p = q. (1)

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 9–16.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



10 G. Bonfigli and P. Jenny

(i, j−1/2)

(i+1/2, j)(i−1/2, j)

(i, j+1/2)

(i−1, j) (i, j)

(i, j−1)

(i+1,j)

(i+1, j)

Fig. 1. Staggered grids for p (circles) u (horizontal arrows) and v (vertical arrows). Control
volumes for mass (solid line), momentum in x-direction (dashed line) and momentum in
y-direction (dotted line).

The coefficient λ represents thereby the medium permeability and may rapidly vary in
space, making standard methods inefficient or inapplicable also in this case.

The paper is structured as follows. The finite-volume implementation of the Navier-
Stokes solver with GNM capabilities is presented in section 2. The inclusion of
immersed boundaries in the pressure Poisson equation and the equivalence of the re-
sulting problem with equation (1), for λ = 1 within the flow region and λ = 0 inside
solid bodies, is discussed in section 3. A brief discussion of the IMSFV procedure and
of the modifications needed for its application to the present problem is also given in the
same section. Numerical results to validate the modified IMSFV procedure as a stand
alone solver and the complete Navier-Stokes implementation are provided in section 4.
Concluding remarks are given in section 5.

2 Discretization of the Navier-Stokes Equations

The numerical procedure is based on a finite-volume discretization on staggered
equidistant grids [3] (see figure 1, where also the indexing for pressure and velocity
grids is defined). The integration domain Ω is rectangular and the following conserva-
tive non-dimensional formulation of the Navier-Stokes equations in primitive variables
is considered:

∂u

∂t
+ ∇ · (u ⊗ u) = −∇p +

1
Re

Δu, ∀t, ∀x ∈ Ω, (2a)

∇ · u = 0, ∀t, ∀x ∈ Ω, (2b)

u = ū, ∀t, ∀x ∈ ∂Ω. (2c)

Thereby x = (x, y)T , u = (u, v)T and ū is a prescribed function defined on the
boundary ∂Ω of Ω, including the surface of immersed bodies. A Poisson equation for
the pressure is obtained by requiring the velocity field at the end of any time step to be
exactly divergence free. Neumann boundary conditions for p follow thereby from the
Dirichlet condition (2c) on the velocity.
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Fig. 2. Example of ghost node configurations. The evaluation of the momentum equation (2a) at
nodes α (cross) requires the value of the velocity at the ghost nodes β (filled circle) in order to
evaluate the same quantity (or its derivative) in γ (empty circle). Squares indicate nodes included
in the extrapolation stencil. Empty squares are grid nodes, filled squares are boundary nodes
where equation (2c) is applied.

Centered second-order stencils are used both for derivation and interpolation, and
the standard fourth-order Runge-Kutta scheme is used for explicit time integration. In
order to account for immersed boundaries, the value of the velocity components are
defined by means of fourth-order extrapolation at ghost nodes lying next to the bound-
ary within the region occupied by the solid bodies1. Only extrapolation along grid lines
is considered and each extrapolation stencil includes nodes in the fluid region, as well
as the intersection point between the grid line and the boundary. This allows the indirect
imposition of the Dirichlet boundary condition (2c) and decouples the solution at nodes
within the flow regions from that in the inner part of solid bodies. Examples of extrap-
olation stencils for different relative positions between grid and immersed boundaries
are provided in figure 2. Results confirming the above statements about the accuracy of
the method can be found in [7].

3 Pressure Computation with the IMSFV-Procedure

The equivalence between the Pressure-Poisson equation for the case with immersed
boundaries and the elliptic problem (1) with proper definition of λ can be seen by
considering the mass balance for the control volume (i, j) at the time step (l + 1)
(c.f. figure 1):

u
(l+1)
(i+1/2,j) − u

(l+1)
(i−1/2,j)

Δx
+

v
(l+1)
(i,j+1/2) − v

(l+1)
(i,j−1/2)

Δy
= 0. (3)

1 Exceptions occur when extrapolation is carried out in the direction parallel to the velocity
component, in which case also nodes in the flow field are treated as ghost nodes, if a neigh-
bouring pressure node lies inside the body.
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Ω̃h

Ω̄k

Fig. 3. Primal (solid lines) and dual (dashed lines) coarse grids; bold lines highlight the coarse
cell Ω̄k and the dual cell Ω̃h. Each coarse cell is obtained as union of fine-grid cells.

To discuss the treatment of immersed boundaries, we assume that node (i + 1/2, j) is

a ghost node, so that the value u
(l+1)
(i+1/2,j) of u at the time step (l + 1) is evaluated by

extrapolation and may be assumed to be known at this stage (it is iteratively improved
in a further step as discussed below). Using the momentum equation (2a) to express
u(l+1) as functions of p and u(l), and collecting all known terms (including u

(l+1)
(i+1/2,j))

into the right-hand side, we can recast equation (3) into the form

p(i−1,j) − p(i,j)

Δx2
+

p(i,j+1) − p(i,j)

Δy2
+

p(i,j−1) − p(i,j)

Δy2
= q(i,j), (4)

which provides the needed equation for p at the node (i, j). An equation with the same
left-hand-side as equation (4) is obtained by imposing Neumann boundary conditions
for p at node (i + 1/2, j), but also from the elliptic problem (1), if λ = 0 in the
cell (i + 1, j). More in general the pressure Poisson-equation for the Navier-Stokes
implementation with immersed bodies and the elliptic problem (1) lead to systems of
equations with identical matrices, if λ in (1) is set to zero for cells whose center lies
within solid bodies, and to one elsewhere.

According to the IMSFV procedure, the solution p of equation (1) is approximated
at the iteration step n as a superposition p′ [n] of two sets of functions called basis
functions (Φh

k , in the notation by [2]) and correction functions (Φh [n]), respectively:

p ≈ p′ [n] =
N∑

h=1

[ M∑
k=1

Φh
k p̄

[n]
k + Φh [n]

]
. (5)

Each Φh
k and Φh [n] is computed independently solving equation (1) on rectangular sub-

domains Ω̃h, h = 1, . . . , N corresponding to the cells of a coarse grid
(figure 3), which will be called dual coarse grid to distinguish it from the original fine
grid and from the primal coarse grid also used in the following (primal coarse cells
are Ω̄k, k = 1, . . . , M ). While a homogeneous problem is solved for Φh

k , the original
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right-hand side from equation (1) is considered for Φh [n]. The approximated boundary
conditions (localization boundary condition)

∂

∂n

(
λ

∂Φh
k

∂n

)
= 0, ∀t, ∀x, ∈ ∂Ω̃h (6a)

∂

∂n

(
λ

∂Φh [n]

∂n

)
=

∂

∂n

(
λ

∂p′ [n−1]

∂n

)
, ∀t, ∀x, ∈ ∂Ω̃h (6b)

are imposed on boundaries of Ω̃h, which do not lie on the outer boundary of Ω.
Furthermore, each Φh [n] is required to be zero at corners of Ω̃h. The same is true for
Φh

k , except at the corner lying within the primal coarse cell Ω̄k , if any, where it is set
to one. Both Φh

k and Φh [n] are zero outside Ω̃h and Φh
k is identically zero if no corner

of Ω̃h lies in Ω̄k. Finally, the coefficients p̄
[n]
k multiplying the basis functions in (5) are

estimated requiring integral mass balance (e.g. the integral form of equation (3) for the
Navier-Stokes context) for each primal coarse cell Ω̄k, k = 1, . . . , M (coarse system).
Additional line relaxation applied onto p′ [n] between each IMSFV iteration may greatly
improve convergence rates and ensures stability also in critical cases (anisotropic prob-
lems). Notice also, that equation (6b) in the only algorithmic step, where the previous
approximated solution p′ [n−1] enters the computation of the new one. More details on
the IMSFV-procedure can be found in [2].

Basis functions represent the key-element of the IMSFV-procedure. They allow the
definition of the coarse system, which honors the elliptic character of the problem by
coupling the solution over the whole integration domain. Thereby they also account
for the fine-scale distribution of the permeability λ, which enters their definitions by
means of the localized fine-scale problems. On the other hand, correction functions are
necessary for the accurate representation of non-homogeneous terms.

The IMSFV procedure described above may fail when the permeability λ becomes
zero or varies over several orders of magnitude within the integration domain. Two
main reasons can be found for that. First, the condition number of the coarse system
worsens proportionally to the ratio λmax/λmin. Second, the quality of the localization
boundary conditions (6b) for the correction functions also deteriorates for increasing
λmax/λmin. The first problem is a consequence of the fact that basis functions Φh

k , for
which the node k lies within a low permeability region, rapidly decay within that region
and are virtually zero outside of it. Therefore they produce negligible fluxes through
the coarse-cell boundaries and the corresponding coefficients in the matrix of the coarse
system become very small. The second aspect is due to the critical situations in which
a permeable region on the edge of a dual cell Ω̃h is disconnected from the cell corners
due to the interposition of impermeable cells. Since fluxes in the direction normal to
the edge are prescribed by the boundary condition (6b), large gradients in Φh [n] might
be needed to fulfill the modified elliptic problem by generating fluxes along the edge,
i.e. through the impermeable region, while in the exact solution flux balance would be
rather achieved by means of fluxes in the transverse direction.

Modified basis and correction functions may be introduced to remove the men-
tioned difficulties. The former can be computed considering a modified permeability
field (clipped below), so that the maximum ratio λmax/λmin remains limited. If the
lower bound for λ is chosen properly, the resulting basis functions preserve all the
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Fig. 4. Left: permeability distribution and primal coarse grid. The grid contains 121 × 99 fine
cells and 11×9 coarse cells. Right: convergence behaviour of the modified IMSFV procedure for
different values of the lower bound Λ. Correction functions were discarded and 5 line-relaxation
steps were applied after each IMSFV step.

properties, which make them a suitable tool for the definition of the coarse system.
Correction functions can be computed replacing the critical boundary condition (6b)
with the more robust Dirichlet condition

Φh [n] = 0, ∀t, ∀x ∈ ∂Ω̃h. (7)

Finally, a residuum-correction formulation has to be introduced, since the solution can not
be represented by superposing the modified basis and correction functions as in equation
(5). In this context line relaxation may also be used to ensure local convergence on the
fine scale and the computation of the correction functions is not strictly necessary any
more.

We conclude by pointing out that interpolated values of the velocity at ghost nodes
also depend on the pressure solution, they contribute to determine. This introduces a
coupling between pressure and velocity, so that an iterative loop has to be carried out
to improve both quantities in alternating sequence. We achieved most efficient conver-
gence of the overall procedure, when the update of ghost nodes was carried out after
each recomputation of the pressure field, i.e. after each line-relaxation step performed
between the IMSFV steps.

4 Numerical Results

4.1 IMSFV for Elliptic Problems with Impermeable Regions

The performance of the modified IMSFV implementation proposed in the previous
section is verified on the basis of a critical test case, where λ = 1 in most part of
the integration domain, but λ = 10−20 (i.e. numerically zero for double-precision com-
putations) within thin layers of complex topology (figure 4-a). Neumann conditions
are set on the whole boundary and concentrated sources and sinks are introduced at
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Fig. 5. Left: Isocontours of spanwise vorticity ωz (Δωz = 0.5). Right: Time development of drag
and lift coefficients.

opposite corners of the integration domain. The standard IMSFV procedure fails for
the given problem, while the modified procedure can still achieve sustained converge
rates, depending on the choice of the lower bound Λ set for λ when computing the basis
functions (figure 4-b). Best results are observed when Λ is 3 to 4 orders of magnitude
lower than the maximum permeability.

4.2 Navier-Stokes Solver with IMSFV

The flow around a circular cylinder at ReD = 100 is simulated for validation of the
Navier-Stokes solver. Constant velocity is prescribed at the inflow and outflow bound-
aries, while symmetry is assumed at the upper and lower boundaries. The cylinder is
located at the origin and the integration domain spans the region −10 ≤ x ≤ 20,
−10 ≤ y ≤ 10 with grid spacing Δx = Δy = 0.075 (coordinates are made non-
dimensional with the cylinder diameter D). Each coarse cell in the IMSFV procedure
contains 5×5 fine cells and 5 IMSFV iterations with 5 line-relaxation steps each are car-
ried out each time step. This is enough to achieve an error ε < 10−10 in the continuity
equation. The time step size is Δt = 0.02.

The unstable steady wake is perturbed at t = 60 triggering the onset of a periodic
motion resulting in the Karman vortex street (figure 5-a) . The Strouhal number Sr =
0.168 is in good agreement with results from the literature [4]. Mean value and oscilla-
tion amplitudes for lift and drag coefficients, CL = ±0.31 and CD = 1.405 ± 0.00797
(figure 5-b), deviate by up to 7% with respect to established values. However, this is
quite satisfactory considering the relatively coarse discretization level (c.f. [4]).

In conclusion, we verify the possibly negative influence of the iterative velocity up-
date at ghost nodes on the convergence of the pressure solution. The integration domain
is −1 ≤ x, y ≤ 1 and a solid cylinder of diameter D = 0.4 is set in the origin. Highly
unsteady boundary conditions are imposed at the immersed boundary to enhance the
work load of the solver. Different discretization levels and numbers of smoothing steps
are considered. Convergence rates of the IMSFV procedure is documented both for
computations with (figure 6-a) and without (figure 6-b) iterative update. Performance
reduction in the former case is very moderate.
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Fig. 6. Convergence rates for the pressure Poisson equation for different discretization levels
(number of fine cells in each spatial direction N ) and numbers of line-relaxation steps (ns).
Ghost nodes values are updated after each line-relaxation step (a) or kept constant (b).

5 Conclusions

The ghost-node method by Peller et. al. [5] for the solution of the incompressible
Navier-Stokes equations with immersed boundaries has been been combined with a
generalized version of the iterative-multi-scale-finite-volume method by Hajibeygi et al.
[2]. In doing that the analogy between the resulting pressure Poisson equation and the
elliptic problem governing flows in porous media has been highlighted and exploited.
The iterative loop of IMSFV and the iterative update of extrapolated velocity values at
ghost nodes, which is needed to impose the no-slip condition at immersed boundary
exactly, could be combined without relevant loss of performance. Second-order accu-
racy in space and fourth order in time have been achieved. Good agreement with results
from the literature for the unsteady flow around a circular cylinder at Re = 100 have
been achieved in spite of a relatively coarse discretization level.

References

[1] Gibou, F., Fedkiw, R.: A fourth order accurate discretization for the laplace and heat equa-
tions on arbitrary domains with applications to the stefan problem. J. Comp. Phys. 202,
577–601 (2005)

[2] Hajibeygi, H., Bonfigli, G., Hesse, M.A., Jenny, P.: Iterative multiscale finite-volume
method. J. Comp. Phys. 277, 8604–8621 (2008)

[3] Harlow, F.H., Welch, J.E.: Numerical calculation of time-dependent viscous incompressible
flow of fluid with free surface. Phys. Fluids 8, 2182–2189 (1965)

[4] Linnick, M., Fasel, H.: A high-order immersed interface method for simulating unsteady
incompressible flows on irregular domains. J. Comp. Phys. 204, 157–192 (2005)

[5] Peller, N., Duc, A.L., Tremblay, F., Manhart, M.: High-order stable interpolation for im-
mersed boundary methods. Int. J. Num. Meth. Fluids 52, 1175–1193 (2006)

[6] Peskin, C.S.: Flow patterns around heart valves: a numerical method. J. Comp. Phys. 10,
252–271 (1972)

[7] Bonfigli, G., Jenny, P.: An efficient multi-scale poisson solver for the incompressible navier-
stokes equations with immersed boundaries. J. Comp. Phys. 277, 8604–8621 (2009)



A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 17–25. 
springerlink.com                                                               © Springer-Verlag Berlin Heidelberg 2010 

A Variable-Fidelity Modeling Method for Aero-Loads 
Prediction 

Z.-H. Han, S. Görtz, and R. Hain 

Deutsches Zentrum für Luft- und Raumfahrt e.V.,  
Institut für Aerodynamik und Strömungstechnik,  

Lilienthalplatz 7, 38108, Braunschweig, Germany 
Zhong-hua.Han@dlr.de, Stefan.Goertz@dlr.de 

Summary 

A Variable-Fidelity Modeling (VFM) method has been developed as an efficient and 
accurate aerodynamic data modeling strategy. In this approach, a set of CFD methods 
with varying degrees of fidelity and computational expense is exercised to reduce the 
number of expensive high-fidelity computations. Kriging-based bridge functions are 
constructed to match the low- and high fidelity CFD data. The method is 
demonstrated by constructing a global approximation model of the aerodynamic 
coefficients of an RAE 2822 airfoil based on sampled data. The model is adaptively 
refined by inserting additional samples. It is shown that the method is promising for 
efficiently generating accurate aerodynamic models that can be used for the rapid 
prediction of aerodynamic data across the flight envelope. 

1   Introduction 

From an aerodynamic point of view, an aircraft is defined by comprehensive datasets 
regarding performance, loads and handling characteristics. This data, which needs to 
be determined for every possible flight condition, is used to design the structure of the 
aircraft and the flight control system. Currently, this data is obtained mainly from 
costly wind tunnel tests or using hand-book methods. The use of higher-fidelity and 
thus more time consuming CFD methods has been, up to now, impossible due to the 
large volume of data required. The long-term goal of the work described here is the 
development of a process chain for the efficient numerical prediction of all relevant 
aerodynamic data for the elastic aircraft over the entire flight envelope, based on a 
hierarchy of CFD methods of increasing fidelity. The idea is to use Variable-Fidelity 
Modeling (VFM). 

The idea of VFM is not entirely new since it has been used in the aircraft design 
optimization community for more than ten years. Examples of local VFM, where an 
approximation model is constructed using only a few data points nearest to the design 
point of interest and refined during optimization, can be found in Ref. [1-4]. 
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Examples of global VFM, where the approximation model is constructed with all the 
available points throughout the parameter space, can be found in Ref. [5-6]. Very few 
publications on VFM in the context of aerodynamic data for loads are available. In 
Ref. [7], e.g., a so called “data fusion” method was developed for the generation of an 
aerodynamic database by using CFD tools of varying fidelity. 

This paper focuses on the development a VFM method that is especially well 
suited for predicting and modeling the aerodynamic data of aircraft throughout the 
entire flight envelope. Kriging-based global approximation of the aerodynamic data 
and Kriging-based bridge functions are studied and used to construct a global 
surrogate model of the aerodynamic data in the parameter space. A novel sample-
point refinement strategy is proposed to adaptively refine the model, which makes it 
more accurate and the VFM method more efficient. The developed method is 
demonstrated for the prediction of the aerodynamic coefficients and the drag polar of 
an RAE 2822 airfoil at different Mach numbers and angles of attack.    

2   Framework of the Variable-Fidelity Modeling Method 

The framework for VFM was designed for constructing a model that can approximate 
the high-fidelity data throughout the parameter space. It is depicted in Figure 1.  
 

Initialize parameter
space

 DOE

1.Low-fidelity method-
TAU (Euler)

 Kriging model

 2.High-fidelity method -
TAU (RANS)

Bridge function matches
low-fidelity model and

high-fidelity data

3.Variable-fidelity model
(global approximation of

high-fidelity data)

Refine?

End

 

Fig. 1. Framework of VFM for aero-loads prediction 

The basic steps of this framework are as follows: 

• Step 1 Initialization: Define the unknown aero-loads (integrated or distributed) to 
be modeled; specify the parameter space by defining the independent variables and 
their range.  
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• Step 2 Sampling: Two sets of sample points (called samples in the following) are 
generated based on Design of Experiment (DoE) theory; one is for the intensively 
samples parameter space to be computed with the low-fidelity method, the other is 
for the less intensively samples parameter space to be evaluated with the  
high-fidelity method. 

• Step 3 Sample point evaluation:  The aerodynamic data at the samples are 
calculated by low- and high-fidelity CFD methods, respectively.  

• Step 4 Low-fidelity surrogate model and bridge function: Based on the low-
fidelity sampled data, a Kriging model is constructed as a surrogate model to the 
low-fidelity CFD method (called low-fidelity Kriging). Based on the difference 
between the low-fidelity surrogate model and the high-fidelity data at the locations 
of the high-fidelity samples, a Kriging-based bridge function is constructed to 
match the low- and high-fidelity CFD methods.  

• Step 5 Initial VFM construction: The low-fidelity surrogate model is corrected 
with the bridge function and an initial VFM is constructed. 

• Step 6 Refinement: iterative refinement is performed by adding additional samples 
until a criterion for termination is fulfilled. 

• Step 7 Final VFM for aero-loads prediction: Based on the final VFM, the 
parameter space can be probed in “real-time” for aerodynamic data at any point in 
the parameter space within the limits prescribed in Step 1 or a database of 
aerodynamic data can be efficiently generated by filling in the remainder of the 
parameter space using the VFM.  

3   Kriging Model and Bridge Function 

One of the key issues for VFM is how to create the global surrogate models. The 
Kriging method [9], a geostatistical technique, was used here due to its good global 
approximation characteristics. For a problem with nv variables and ns samples, the 
Kriging method approximates the unknown function y by a linear combination of the 
known values at samples as follows 
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where )(ˆ py x  is the predicted value at the location denoted by xp, x is vector of 

independent variable and wi are the weight functions. For the ordinary Kriging used in 
this study, the weight functions fulfill the unbiasedness condition 
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By minimizing the mean squared error of the predictor with the above equivalent 
constraint, the ordinary Kriging predictor can be expressed as  
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where y1, …, yn are the function values at samples; R(xi,xj) is the spatial correlation 
function [9] between any two points (xi and xj). 

Another key issue for VFM is how to manage the different models of varying 
fidelity or how to correct the low-fidelity surrogate to approximate the high-fidelity 
data by making use of so called “bridge functions”, which are sometimes called 
“scaling functions”. The existing bridge functions can be divided into three 
categories: multiplicative [3], additive [5, 8] and hybrid [7]. All three approaches 
require the construction of an unknown function to correct the lower-fidelity model, 
which in turn will approximate the high-fidelity model. Note that the bridge functions 
can take the form of first- or second-order polynomials or Kriging models. To avoid 
the possible problem of diving by zero when using multiplicative bride functions, an 
additive bridge function was used in this study. The additive bridge function can be 
expressed as   

 )()()( xxx lfhf yy −=γ                                                            (4) 

where )(xlfy  and )(xhfy  denote the low- and high-fidelity models, respectively.  After 

an additive bridge function γ(x) is approximated by Kriging, the high-fidelity model 
can be approximated by the following VFM: 

 )(ˆ)(ˆ)(ˆ xxx γ+= lfVFM yy                                                         (5) 

4   Sample-Point Refinement Strategy 

A refinement strategy dedicated to VFM has been developed. The method assumes 
that the VFM is always more accurate than the Kriging model constructed directly 
from the high-fidelity samples (called high-fidelity Kriging). Only in the limit of a 
very large number of high-fidelity samples, the VFM and the high-fidelity Kriging 
model will converge to the same result. Hence, one can measure the error between the 
VFM and the high-fidelity Kriging model to avoid the difficulty of having to estimate 
the error between the VFM and the exact underlying functional relationship, which is 
unknown. The error is defined as  
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where
tn  is the number of test points, i

VFMy  and i
hy  denote the VFM and high-fidelity 

Kriging value at the ith test point, respectively. The maximum, average error in % and 
the RMS error are defined as  
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Since all the values used in the error estimation are obtained from the surrogate 
models, the computational cost is negligible even for a large number of test points. 
The location with the maximum error is selected for refinement, and the VFM is 
reconstructed. The refinement is repeated until the average error is below a certain 
threshold, here 5%. This refinement method will be demonstrated and evaluated in the 
next section. 

5   Results and Discussion 

The VFM method is demonstrated by modeling the aerodynamic coefficients of an 
RAE 2822 airfoil as a function of one and two free stream flow parameters. The VFM 
framework was built around the DLR TAU code [10]. The low- and high-fidelity 
computations were performed with the Euler and RANS versions of the TAU code, 
respectively.  Jameson’s central scheme was used for space discretization, and an LU-
SGS implicit scheme was used for time stepping. The Spalart-Allmaras one-equation 
model was utilized for the simulation of fully turbulent flow. The grids around  
the RAE 2822 airfoil used for the Euler and RANS computations are illustrated in 
Figure 2. 

Y X

Z
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Y X

Z

Number of pionts:27,884Number of points: 13,124 Number of points: 27,884 

 

Fig. 2. Computational grids for Euler and N-S calculation 

A VFM framework based on a single physical model (TAU Euler) evaluated on 
meshes of varying refinement was also demonstrated for the RAE 2822 airfoil (not shown 
here). It was shown that in this case VFM works very well even without sample-point 
refinement as the low-fidelity model captures the overall trend of the high-fidelity model. 

5.1   VFM for RAE 2822 with One Independent Variable 

At first, the VFM was applied to model the aerodynamics of the RAE 2822 airfoil as a 
function of a single variable, angle of attack, α , in the range from -4° to 16.5°. The Mach 
number was fixed at 0.2. A  Reynolds number of 6.5×106 was assumed for the RANS 
computations. 26 samples were selected for the Euler computations, whereas only 4 initial 
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samples were selected for the RANS computations. The RANS computations were also 
performed at the locations of the 26 low-fidelity samples to validate the constructed VFM. 
The VFM was used to model the lift, drag and moment coefficients, as well as the drag 
polar. The VFMs for the lift and the drag polar are shown Figure 3. Reasonably good 
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Fig. 4. VFM for mC  of RAE 2822 airfoil ( ooMa 5.16~4,2.0 −== α ) 

agreement between the VFM (without refinement) and the validation data is observed. 
Figure 4 shows the VFM for the moment coefficient as a function of angle of attack. 
The key features of VFM are clearly shown here: at low angles of attack the VFM is 
in very good agreement with the validation data, since the Euler method can capture 
the trend of the RANS method. At high angles of attack (especially near stall), the 
Euler method misses the trend, and the VFM is no longer better (but also not worse) 
than the high-fidelity Kriging model directly constructed from the high-fidelity 
samples. In such a case, refinement becomes necessary. The initial VFM was refined by 
adding new samples adaptively until the criterion for termination was fulfilled (see  
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section 4). Five new samples were added to refine the VFM, mainly in the region in which 
the flow is dominated by nonlinear effects. The refined VFM is in very good agreement 
with the validation data. As one of the results of refinement, the accuracy of high-fidelity 
Kriging was also increased.  Although the final VFM is only slightly better than the high-
fidelity Kriging model, VFM can be used to adaptively refine the approximation model. 

5.2   VFM for RAE 2822 with Two Independent Variables 

The VFM was then demonstrated for a problem with two variables (or a two-dimensional 
parameter space), angle of attack, α , and Mach number, Ma . The range of the variables 
was specified with Ma  ranging from 0.1 to 1.2 and α  ranging from -4° to 10°. 345 
samples were selected manually for the Euler computations, while 32 initial samples were 
specified for the RANS computations using a Quasi-Monte Carlo DoE method. 
Refinement had to be performed since the Euler method missed the trend in the transonic 
regime and at high angles of attack. Based on the VFMs for the lift, drag and moment 
coefficients, respectively, 3 new samples were specified at each refinement iteration step. 
15 steps of refinement were performed, and a total of 44 new samples were added. All the 
samples are plotted in Figure 5. It is clear that most of the samples were added in the 
region in which the flow is dominated by nonlinear effects. The remaining samples were 
added at the border of the parameter space. The 3-D hypersurfaces of the drag coefficient 
versus Mach number and angle of attack are shown in Figure 6. The low-fidelity Kriging 
model constructed from the 345 Euler computations is shown in Figure 6a; the high-
fidelity Kriging model constructed from the 32 RANS computations is shown in Figure 
6b. The difference between the low-fidelity Kriging model and the high-fidelity samples 
was used to construct the Kriging-based bridge function, and the VFM was obtained by 
correcting the low-fidelity Kriging model with the additive bridge function. The 
comparison of the final VFM and the validation data is also shown in Figure 6c, and very 
good agreement is observed. By comparing the number of high fidelity samples needed to 
construct an accurate VFM and that need for validation, one can conclude that the number 
of RANS computations can be reduced by a factor of about 5.  
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Fig. 5. Samples used to construct VFM ( ooMa 10~4,2.1~1.0 −== α ) 
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a. Low fidelity model (Euler, 345 samples) 

b. High fidelity model (RANS, 32 initial samples) 

c. Variable-Fidelity Model refined by adding  
44 additional high-fidelity samples 

 

Fig. 6. Variable-fidelity model for 
dC  of RAE 2822 airfoil ( ooMa 10~4,2.1~1.0 −== α ) 

6   Conclusions 

An efficient and accurate Variable-Fidelity Modeling (VFM) method for aero-loads 
prediction has been developed. This method was demonstrated for the prediction of 
the aerodynamic coefficients of an RAE 2822 airfoil. Some preliminary conclusions 
can be made as follows: 
 

• When the low-fidelity model misses the actual trend in a specific region of the 
parameter space, the VFM needs to be refined in this region. 

• The proposed refinement strategy was proven to be efficient and robust. It can be 
used to adaptively refine the VFM.   

• The VFM method offers the possibility to significantly reduce the computational 
cost in the aero-data for loads context. 

 

To further improve the efficiency and accuracy of VFM, the so-called gradient-
enhanced direct Cokriging method will be employed. Also, the range of fidelity will 
be extended to include panel methods and RANS with wall functions. The method 
will also be extended to distributed aero loads and will be applied to more complex 
configurations and across the entire flight envelope. 
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Summary

Large-Eddy-Simulation (LES) of turbulent reactive flows have an unclosed term for
the filtered reaction rate. In order to obtain this rate, the subgrid-scale mixing state
needs to be modelled. For the present case of ternary mixing, like it appears in a
coannular jet-in-crossflow configuration, multi-variate Filtered Density Functions
(FDFs) are used to model this mixing state. These FDFs are parameterized by the
first and second order statistical moments, which include the covariance. It has been
shown in literature that the covariance can have a noticable impact on the filtered
reaction rate. This work develops and test transport equations for these moments,
which include a non-equilibrium model for the subgrid scale scalar dissipation and
the subgrad scale scalar cross-dissipation rates. Mixing models are then used to
particle ensembles which represent the FDFs with the required moments.

1 Introduction

Mixing processes play an important role in understanding and assessing the perfor-
mance of reacting systems in combustion processes, chemical engineering and sim-
ilar reacting flow systems. It has been shown that Large–Eddy–Simulation (LES) is
a suitable method for the effective simulation of such systems [3], as the large-scale
processes are directly simulated and only the smaller scale (i.e. subgrid) processes
need to be modelled, placing a lower burden onto the models involved and allowing
the use of simpler and more general models than in Reynolds–Averaged–Navier–
Stokes (RANS) context. By mixing, reactants are brought into direct molecular con-
tact, so that a chemical reaction can take place, thus the small scale processes are
still of importance because the quality of the mixing ultimately determines the re-
action rate, at least for fast reactions. Jaberi and Colucci [9, 10] show that for LES
of turbulent mixing three closure problems occur: The subgrid–scale stresses, the
subgrid–scale scalar fluxes and the subgrid–scale unmixedness. As the former two
closures have already been extensively studied in LES context, this work focuses
on the latter closure problem which occurs in the transport equation for a reactive
species φ:

Dφ

Dt
=
∂2φ

∂x2
i

− ∂τiφ
∂xi

+ ω̇, (1)
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where ω̇ is the filtered reaction rate of the cell and ∂τiφ

∂xi
denotes the subgrid–scale

scalar stress, which can be modelled, for example, by using an eddy–diffusivity–
approach as suggested by [4]. A subgrid scale model describing the mixing state
of each cell is needed to accurately predict reaction rates in the cell, as it has been
shown that large errors are made when only the resolved (i.e. filtered) values are
taken into account for the mixing state.

2 Motivation

The mixing state itself can be represented by Filtered Density Functions (FDFs).
Several alternatives have been suggested to represent such FDFs:

1. In order to minimize computational effort, functions of presumed shape can be
employed. This approach has been proposed, for example, by Gutheil, Bock-
horn [7, 8] and others using clipped Gaussian or β-functions.

2. For high accuracy, a transported PDF is used involving the tracking of a very
large number of particles. The interaction between particles is determined by
mixing models which describe the physical mixing process. However, this ap-
proach poses a large computational overhead on the simulation compared to the
non–reacting and non–mixing LES of the velocity and pressure fields.

The present work uses Filtered Density Functions (FDF) represented by particle
ensembles to model the subgrid–scale mixing state. A Monte Carlo approach as
suggested for RANS context by Brandt and Polifke [1, 2] is used, where transport
equations for the statistical moments are combined with a representation of the mix-
ing state using a joint presumed discrete distribution (jpDD, i.e. an ensemble of
particles) that are generated using mixing models. It is assumed that, at least in an
approximate manner, the statistical state can be characterized uniquely by only the
first and second order moments of the distribution.

Using a given jpDD of the mixture fractions within a computational cell, the
filtered reaction rate inside the cell is computed by averaging over the individual re-
action rates of each particle (as an example of a filtered value that takes into account
subgrid–scale fluctuations):

ω̇
(
f1, f2, f

′2
1 , f

′2
2 , f

′
1f

′
2

)
=

1
N

Npart∑
i=1

ω̇i(f1, f2). (2)

This suggested approach is adapted for use in LES as follows and illustrated in
figure 1:

1. The LES computes the velocity and pressure fields as well as transport equa-
tions for the first and second order moments of the distribution as it is done for
presumed PDF approaches.

2. A mixing model generates jpDDs with given first and second order moments.
For each of these distributions, a filtered reaction rate is computed as a sum over
the individual particle reaction rates.
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3. The LES uses these filtered reaction rates to compute the new mass fractions or
concentrations of the species.

During LES, sets of similar first and second order moments are encountered
repeatedly, so that further speedup can be obtained by storing the filtered rates in a
table and computing the filtered quantities only once in a preprocessing step. Every
access to the same set of moments results in a table lookup as shown in figure 1.

The authors have previously shown [5] that jpDDs with sufficient accuracy can
be obtained using mixing models, which need the first and second order moments
of the distribution to be supplied by the LES solver. As such, the present work fo-
cuses on the derivation and validation of the transport equations for the second order
moments, as the precision of the first and second-order moments will ultimately de-
termine the overall precision of the model.

3 Transport Equations

The fundamental transport equation for a conserved scalar φ reads [6]:

Dφ

Dt
= Γ

∂2φ

∂xj∂xj
. (3)

Filtering equation (3) for the LES approach and using a conventional eddy-
diffusivity approach for the subgrid-scale transport as suggested by Eidson [4], or
its dynamic counterpart yields a transport equation for the filtered scalar

Dφ

Dt
=

∂

∂xj

(
(Γ + ΓT )

∂φ

∂xj

)
. (4)

Solver ApproachFig. 1. 
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4 Scalar Dissipation Rate

It has been suggested [13] to assume that the scalar dissipation and the variance
production are in equilibrium. However, this assumption will conserve variance,
whereas mixing is a process that is known to reduce variance [12]. Jimenez et al [11]
have suggested a non-equilibrium approach that models the scalar dissipation rate
using the mechanical-to-scalar time-scale ratio:

χ

φ′2
∝ ε

k
. (7)

where ε and k are taken from models by Smagorinsky [14] and Yoshizawa [15]:

ε = 2
(
ν + CSΔ

2
) ∣∣S∣∣SijSij , (8)

k = 2CIΔ
2
SijSij . (9)

Fox [6] shows that at Schmidt numbers of around unity the mechanical-to-scalar
time-scale ratio will be approximately constant for a given Taylor-scale Reynolds
number.

χ = Ct
ε

k
φ′2. (10)

However, this analysis is based on a fully developed scalar and turbulent energy
spectrum. While such a spectrum will be obtained at sufficiently high Reynolds
Numbers after some time, the spectra will look vastly different at the injection point
of a jet-in-crossflow arrangement where the inflows are laminar, as no inertial sub-
range will have developed yet.

∂φ′2

∂t
+
∂uiφ

′2

∂xi
=

∂

∂xi

(
(Γ + ΓT )

∂φ′2

∂xi

)
+ 2 (Γ + ΓT )

∂φ

∂xi

∂φ

∂xi
− χ. (5)

The first term on the right-hand side represents the transport of variance by
molecular and turbulent diffusion, the second term is the production of variance
by gradients of the scalar field itself. Thus the only unclosed term in this transport
equation is the third term, the scalar dissipation rate:

χ = 2Γ
∂φ

∂xi

∂φ

∂xi
. (6)

Modeling of this term is thus crucial to predict the variance evolution.

Here, ΓT is the subgrid-scale diffusivity from the model. This equation can be
used to derive a transport equation for the subgrid-scale variance of a scalar φ′2 that
reads, including the same model for the turbulent diffusivity:
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both scalars. The final form of the covariance transport equation thus reads:

∂φ
′
1φ

′
2

∂t
+
∂uiφ

′
1φ

′
2

∂xi
=

∂

∂xi

(
(Γ + ΓT )

∂φ
′
1φ

′
2

∂xi

)
+ 2 (Γ + ΓT )

∂φ1

∂xi

∂φ2

∂xi
− χc.

(14)
Where the term

χc = 2Γ
∂φ1

∂xi

∂φ2

∂xi
. (15)

is known as the scalar cross-dissipation rate.

6 Results and Conclusions

In order to validate the LES model, LES and DNS of co-annular jet-in-crossflows
have been performed using a customized OpenFOAM 1.4.1 solver. Laminar inflow
conditions have been chosen for all three inlets (crossflow and both jets) to match
experimental results. The Reynolds number is 1200 (using the bulk velocity and the
outer jet diameter, the Schmidt number of the flow is unity, so that the scalar field is
fully resolved in the DNS. The geometric arrangement of the configuration can be
seen in 2(b). Figure 6 shows one scalar with means, variances and dissipation rates.

The transport equations contain models for the subgrid scale scalar flux which
is modelled by the eddy-diffusivity approach (see also [4]), which is validated well.
Hence, the critical term to assess is the model for the scalar dissipation rate. To val-
idate the presented model, the total scalar dissipation rate (on subgrid and resolved
scales) has been compared against DNS data. Figure 6 shows this comparison.

It can be see that the DNS and LES data match well. As the LES grid contains
significantly coarser cells, the steep gradients that are present in the DNS cannot be

5 Covariance Transport Equation and Cross-Dissipation Rate

The variance of a random variable X with an expected value μ reads:

Var(X) = E
(
(X − μ)2

)
, (11)

while the covariance of two random variables X,Y with expected value μ, ν reads:

Cov(X,Y ) = E ((X − μ) (Y − ν)) . (12)

Thus, the variance can be regarded as a special case of the covariance:

Var(X) = Cov(X,X). (13)

So the transport equation for the covariance φ′
1φ

′
2 can be derived from the trans-

port equation of the variance, by replacing the quadratic terms by a term containing
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The mechanical-to-scalar timescale ratio is shown in figure 6, with the associ-
ated mean scalar in figure 2(b). It can be observed that at the places where most
of the mixing occurs (i.e. the gradients of the mean field), the timescale ratio takes
values between zero and about unity. Thus in this case, assuming a mechanical-to-
scalar timescale ratio of 2 will overestimate the mixing compared to the DNS data.

It has been previously shown that jpDDs can be used to accurately predict fil-
tered reaction rates for turbulent ternary mixing in LES context. This work demon-
strates that the second order moments can be computed with ample precision using
a non-equilibrium approach for the scalar dissipation rate which assumes a fully de-
veloped spectrum for the turbulent and scalar energy. However, in the demonstrated
test-case of a coannular jet-in-crossflow these conditions do not exist at the inflow of
the jet. Further investigation is required to determine the influence of non-developed
spectra on the prediction of the subgrid scale scalar variance and subgrid scale scalar
covariance.

(a) mean scalar (b) instantaneous scalar

(c) scalar variance, logarithmic (d) scalar dissipation rate, logarithmic

Properties of scalar 1 in a coannular jet-in-crossflow, taken from DNS data. Main
flow from left to right, coannular jet enters from the bottom, scalar value is set to unity for
the central jet, and zero elsewhere

captured by the LES grid, hence the LES simulation show somewhat more ’blurred’
gradients. However, this fact is a limitation of the grid used and not of the employed
model.

Fig. 2. 
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(a) DNS–Scalar 1 (b) DNS–Scalar 2

(c) LES–Scalar 1 (d) LES–Scalar 2

Comparison of scalar dissipation rates between LES and DNS of a coannular
jet-in-crossflow

(a) Scalar 1 – logarithmic (b) Scalar 2 – logarithmic

Fig. 3. 

Fig. 4. 

 Modelling and Validation of Covariance Transport Equations 33 

Mechanical-to-scalar timescale ratio for a coannular jet-in-crossflow arrangement
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Summary

In this paper we consider the shape optimization of a transonic airfoil whose aerody-
namic properties are calculated by a structured Euler solver. The optimization strategy is
based on a one-shot technique in which pseudo time-steps of the primal and the adjoint
solver are iterated simultaneously with design corrections done on the airfoil geometry.
The adjoint solver which calculates the necessary sensitivities is based on discrete ad-
joints and derived by using reverse mode of automatic differentiation (AD). A design
example of drag minimization for an RAE2822 airfoil under transonic flight conditions
and lift constraints is included.

1 Introduction

Computational Fluid Dynamics (CFD) is nowadays an essential part of aerodynamic
design processes. During the past decades, CFD simulations evolved from basic invis-
cid potential solvers to Navier-Stokes solvers with complex turbulence and transition
models. Along with the tremendous increase of computational power, CFD simula-
tions, performed on meshes with several millions of grid points, are already state of the
art. Mathematicians and engineers work on the goal to integrate efficiently CFD sim-
ulations into optimization strategies, even though derivative free optimization methods
are preferred in industry, because of their simplicity. But derivative free optimization
methods need several hundreds of function evaluations, even in the case of only a few
design variables, and therefore they are inefficient, because in aerodynamics the sim-
ulation part is expensive in terms of computational costs. This is the reason why in
detailed design one should prefer deterministic gradient-based optimization strategies.
In our work, we focus on a special class of gradient-based methods, the so-called one-
shot methods, where pseudo-time steps of the CFD solver and the design changes are
performed simultaneously.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 35–42.
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Let us consider the following optimization problem:

min
u

Cd(u, y) s.t. Cl(u, y) ≥ Cl,target , (1)

where Cd and Cl denote the drag and the lift coefficients respectively. Cl,target is the
target lift, i.e. the lift which is generated by the initial airfoil geometry. Furthermore,
u is the vector of parameters defining the airfoil shape and y is the vector of the state
variables. As the compressible Euler equations cannot be easily solved numerically due
to the appearance of high nonlinearities, one usually uses quasi-unsteady formulations
which are solved by explicit finite volume schemes stabilized by artificial dissipation
and Runge-Kutta time integration. These pseudo timestepping schemes are most effi-
cient in combination with geometric multigrid. That is to say, that our state equation
R(y, u) = 0 is solved by a contractive fixed point iteration yk+1 = G(yk, u), i.e.
‖Gy‖ ≤ ρ < 1. Here, k indicates the k-th pseudo time iterate.

A classical steepest descent algorithm (possibly with a penalty function for the lift
constraint) would treat the problem (1) as follows:

Step 1: Iterate all through the pseudo timesteps (k = 0, 1..) in order to solve the flow
equation, i.e. to get R(u, y) = 0.

Step 2: Calculate the gradient ∇uCd from the converged solution.
Step 3: Update the shape in the direction of the negative gradient with a suitable step

size s, such that ui+1 = ui − s∇uCd, in order to get a descent for Cd, and then return
to Step 1 until convergence.

For the derivation of the one-shot approach, we treat the (fixed point iteration of the)
state equation as an extra constraint. Therefore, we get:

min
u

Cd(u, y) s.t. y = G(y, u) and Cl(u, y) ≥ Cl,target (2)

For the moment we neglect the lift constraint and construct the Lagrangian function

L(u, y, y) = Cd(y, u) + (G(y, u) − y)T y = N(y, y, u) − yT y (3)

for the optimization problem

min
u

Cd(u, y) s.t. y = G(y, u) (4)

The lift constraint will be treated later on (by a so-called multiplier penalty method).
The vector y denotes the Lagrangian multiplier and will become the adjoint state vector,
if it fulfills the (necessary) optimality condition.

N(y, y, u) := Cd(y, u) +G(y, u)T y (5)

defines the so-called shifted Lagrangian.
If we derive the Karush-Kuhn-Tucker (KKT) or first order optimality conditions for

the problem (4), a KKT point (y∗, y∗, u∗) has to satisfy ∇L(u, y, y) = 0, and therefore:

y∗ = G(y∗, u∗)
y∗ = Ny(y∗, y∗, u∗)T = Cdy(y

∗, u∗)T +Gy(y∗, u∗)T y∗ (6)

0 = Nu(y∗, y∗, u∗)T = Cdu(y∗, u∗)T +Gu(y∗, u∗)T y∗
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Rather than first fully converging the primal state using

yk+1 = G(yk, u) → primal feasibility at y∗ (7)

and then fully converging the dual (or adjoint) state applying

ȳk+1 = Ny(y, ȳk, u) → dual feasibility at ȳ∗ (8)

before finally performing an “outer” optimization loop

uk+1 = uk −B−1
k Nu(y, ȳ, uk) → optimality at u∗ , (9)

we suggest a coupled iteration [4] of the form

yk+1 = G(yk, uk)
yk+1 = Ny(yk, yk, uk)T (10)

uk+1 = uk −B−1
k Nu(yk, yk, uk)T

For computing the optimization correction Δu = uk+1 − uk, one has to choose a
suitable preconditionerBk.

Note, that these coupled iterations are done simultaneously for the updates of the
state, adjoint and design vectors instead of first fully solving the state and adjoint equa-
tions and afterwards updating the design variables. As opposed to hierarchical methods
like steepest descent or quasi-Newton, the convergence of the solvers and the object
function optimality is reached simultaneously. Therefore, this method is called one-shot
method.

In the next chapters, we will introduce first the one-shot algorithm in detail, then we
will discuss several methods for the computation of derivative vectors needed for the
one-shot method, and the implementation of lift constraints. Finally, results for the drag
reduction problem under transonic flow conditions and lift constraints will be presented.

2 One-Shot Algorithm

The one-shot algorithm looks like the steepest descent algorithm that we have intro-
duced in the first chapter. The only difference is, that the updates of the state, adjoint
state and design vectors are done simultaneously. The algorithm can be summarized by
these steps:

Step 0: Initialize the shape (u0), the state (y0) and the adjoint state (y0 = 0).
Step 1: Do one state update (one pseudo timestep) yk+1 = G(yk, uk).
Step 2: Do one adjoint update yk+1 = Ny(yk, yk, uk)T .
Step 3: Compute the preconditioner (matrix) Bk.
Step 4: Update the shape to uk+1 = uk −B−1

k Nu(yk, yk, uk)T .
Step 5: Increment k by one and return to Step 1 until convergence.

Now we discuss how to choose a set of suitable preconditionersBk.
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2.1 Preconditioner B

Griewank et al. [6] suggested the following preconditioner B in order to ensure the
convergence of the coupled iterations (10):

B = αGT
uGu + βNT

yuNyu +Nuu , (11)

where α and β are positive reals. The precontioner B is defined such that it ensures
descent of the following augmented Lagrangian function:

La(y, y, u) =
α

2
‖G(y, u) − y‖2 +

β

2
‖Ny(y, y, u) − y‖2 +N(y, y, u) − yT y (12)

This function is nothing but the Lagrangian with some added penalty terms for the so-
called primal and dual feasibility (convergence of the solver and the adjoint solver)
weighted by two positive real numbers α and β. The exact Hessian ∇uuL

a of the
augmented Lagrangian reads:

∇uuL
a = αGT

uGu + βNT
yuNyu +Nuu + α(G− y)TGuu + β(NT

y − y)T (13)

When primal and dual feasibility are satisfied, the last two terms are zero (since G = y
and NT

y = y). What remains is the expression (11) for B.
The parametersα and β are selected such that the ”descent condition” is satisfied [6].

The descent condition says, that we have descent of La for the defined
preconditionerB, if we choose α and β according to the following rule:

β =
θ

2
and α =

2θ
(1 − ρ)2 , (14)

where ρ is the contraction rate of the fixed point iteration:

ρ =
‖G(yk, u) −G(yk+1, u)‖

‖yk − yk+1‖
(15)

Here, we might assume θ = ‖Nyy‖ = 1. This assumption is tested and justified in [6]
for contractive fixed point solvers based on elliptic PDEs. Since the computation of B
derived from (11) involves matrix derivatives that may lead to expensive calculations,
we aim to find an approximation by using BGFS updates [13] rather than computing it
exact for each iteration. Since B ≈ ∇uuL

a we have

BΔu = ∇uuL
a(y, y, u)Δu ≈ ∇uL

a(y, y, u+Δu) − ∇uL
a(y, y, u) (16)

Thus, we may employ the above approximation as a secant equation into the update of
H (B−1). Therefore, we may impose

Hk+1Rk = Δuk, Rk := ∇uL
a(yk, yk, uk +Δuk) − ∇uL

a(yk, yk, uk) (17)

The secant equation (17) has a solution only if RT
kΔuk > 0 is satisfied. Therefore

we check this condition in all iterates k and make a BFGS update whenever it is sat-
isfied. Otherwise, we set simply B to identity matrix I . As far as the BFGS update is
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concerned, there is no need to make an update of B and then inverse it; we can directly
update the inverse of it by using the Sherman-Morrison-Woodburry formula (see [13])

Hk+1 = (I − rkΔukR
T
k )Hk(I − rkRT

kΔuk) + rkΔukΔu
T
k , (18)

where rk = 1
rT

k Δuk
. Now the only difficulty left for the implementation of the one-shot

method is to calculate the term ∇uL
a. In the next section, we will introduce the com-

putation of this term and other terms needed for the coupled iteration (10) by automatic
differentiation (AD).

2.2 Computing Derivatives

There are three commonly used ways to calculate the gradient vectors for aerodynamic
shape optimization applications.

The first and maybe the simplest way is to use the finite difference method (FD).
This method is quite unsuitable for the one-shot method since we need gradient vectors
with the size of the design space (dim(u)), which can be quite large. Other difficulties,
such as tuning problems of the difference quotients, may be found in [2].

One can overcome these problems with the second approach, the continuous adjoint
approach (see e.g. [11],[12],[3]), which has been already used in the context of one-
shot methods [9], too. With the continuous adjoint approach one is independent of the
dimension of the design vector with respect to numerical costs. But a problem with
the continuous adjoint approach is, that on the discretized level, it is not necessarily
consistent to the discretized primal state solver. Therefore, one needs more than one
primal as well as adjoint update (see Step 1 and Step 2 of the one-shot algorithm) in
order to get promising updates for the designs u in the one-shot method.

These inconsistency problems do not appear for the third approach, the automatic
differentiation in reverse mode (see [7] for detailed information), which can be inter-
preted as a discrete adjoint approach. Here, on the discrete level, the gradients can be
computed exactly at a computational cost that is independent of the size of the design
space.

The automatic differentiation of a complete design chain for aerodynamic shape opti-
mization is presented in [2]. In the following, we basically adopt exactly this
(differentiated) design chain.

For the coupled iterations we need the gradient vectors Nu and Ny. The vector Nu

is also needed for the computation of the preconditioner B. In order to calculate the
preconditioner, we need ∇uL

a as introduced in the previous chapter. It is given as:

∇uL
a = αΔyTGu + βΔyTNyu +Nu (19)

Note, that the termsNu,Ny as well as all the terms of ∇uL
a are either vectors or vector

matrix products such that the reverse mode of AD might be applied in the same sense as
discussed in [2]. For the termΔyTNyu, second order adjoints [8] are used. The design
chain has been differentiated with the AD tool ADOLC [15]. Since we use now the
one-shot method, AD is directly applied to the problem, without using methods like the
reverse accumulation approach, as discussed in [14] and introduced in [1].
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2.3 Treatment of Lift Constraint

For the lift constraint Cl ≥ Cl,target, a penalty function h can be defined:

h = Cl,target − Cl (20)

The optimization problem is now written as:

min
u

Cd(u, y) + λh s.t. y = G(y, u) , (21)

where λ is the weighting coefficient for the penalty term h and can be updated in each
iteration k as follows:

λk+1 = λk(1 + ch) (22)

The constant c should be adjusted according to the optimization problem. For the
starting value of λ a suitable value is: λ0 = ‖∇Cd‖

‖∇h‖ .
Whenever Cl < Cl,target, the penalty term h will be greater than zero causing an

increase of the weighting coefficient λ. A larger value of λ will favor airfoil shapes
which have larger lift values than the current one. For the steps in which Cl might be
larger than Cl,target, h will be negative and λ will decrease, signaling the case that
such a favoring of the lift is no more necessary. This method is called multiplier penalty
method and details may be found in [5].

3 Numerical Results

The numerical test case is the drag minimization for an RAE2822 airfoil under transonic
flight conditions. The primal CFD solver is TAUij from DLR(see [10]). The chosen
Mach number is 0.73 and the angle of attack is set to be 2◦. The shape parameterization
is based on camberline thickness decomposition. The thickness distribution is kept fixed
and the camberline is parameterized by 40 Hicks-Henne functions. The computational
grid has 161x33 grid points and we use three multigrid levels in order to accelerate the
convergence. The applied optimization strategy is the one-shot method introduced in the
previous chapter, while the lift constraint is tackled by the multiplier penalty method.

In Figure 1, the pressure distributions and the shapes of the optimal and the ini-
tial geometries are shown. The strong shock, typical for the RAE2822 airfoil under
transonic flight conditions, is eliminated for the optimal shape. As can be seen in
figure 2, the drag coefficient is reduced by more than 40%, while the lift constraint
is satisfied. The primal residual ‖G(yk, uk) − yk‖ as well as the dual (adjoint) residual∥∥Ny(yk, uk, yk)T − yk

∥∥ are also plotted over the iterations k. The drag and lift coef-
ficients show good convergence. Since the airfoil shape changes in each iteration, the
behavior of the primal and dual residuals show oscillatory behavior but still satisfactory
convergence behavior.

If we consider the fact that approximately 500 iterations are needed for a single
simulation of the initial RAE2822 airfoil, the one-shot method needs just six times
more iterations in order to find the optimal shape. In other words: With the one-shot
approach, one can perform an optimization for the cost of six simulations. If we would
apply a classical steepest descent method as optimization strategy, we would end up
with much higher computational costs (see [2]).
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4 Conclusion

A one-shot methodology for constrained aerodynamic shape optimization, which makes
use of automatic differentiation, has been presented in this paper. Furthermore, the re-
lated specific implementation issues have been discussed. It could be shown by numeri-
cal tests, that by the use of the presented one-shot methodology, one can gain a lot with
respect to computational costs compared to hierarchical methods like steepest descent.
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Summary

The roughness extension of Knopp, Eisfeld and Calvo (KEC) [4] for k − ω type
turbulence models has been applied to the flow through rough pipes, over a flat plate
and around the NACA 652-215 airfoil with a rough surface. The results are compared to
predictions using the boundary condition originally devised by Wilcox [11] for rough
surfaces, and to predictions with the Spalart-Allmaras model with the Boeing rough-
ness extension by Aupoix and Spalart (ASB) [2]. Good agreement with experiments
has been achieved with respect to the influence of the roughness on the velocity profile,
the skin friction coefficient and the loss in lift.

1 Introduction

The influence of wall roughness on the characteristics of turbulent flow is of technical
interest in the field of aircraft icing or turbine blade erosion. The fundamental exper-
imental studies of Nikuradse [8] with densely glued sand grains on the walls of pipes
have revealed three different regimes, depending on the roughness Reynolds number
k+

r = kruτ/ν, where kr is the (equivalent) sand grain roughness, originally defined by
the sieve size, uτ is the friction velocity and ν the kinematic viscosity of the fluid.

In general the logarithmic law of the wall is found to hold also on rough surfaces
which can be written under the following forms

U

uτ
=

1
κ

ln
(yuτ

ν

)
+ C (1)

=
1
κ

ln
(
y

kr

)
+

1
κ

ln k+
r + C =

1
κ

ln
(
y

kr

)
+B, (2)

where U is the velocity, y the wall distance and κ ≈ 0.41 the von Kármán constant.
In the hydrodynamically smooth regime at values below k+

r ≈ 5 the roughness
elements are completely embedded into the viscous sublayer, so that they do not have
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any influence on the flow, i. e. the logarithmic law of the wall holds in its original form
(1) with C ≈ 5.1.

In the transitionally rough regime, ranging from k+
r ≈ 5 to k+

r ≈ 70, an increasing
part of the roughness elements extends into the buffer and log-layer, producing extra
drag. In this regime B in Eq. (2) is a function of k+

r and the geometry of the roughness
elements [5] which in case of sand grain roughness considered here exhibits a maximum
around k+

r ≈ 10.
In the fully rough regime above k+

r ≈ 70 the viscous sublayer thickness is neglibible
with respect to the height of the roughness elements. Under these conditions B ≈ 8.5
becomes constant.

Note that despite of the maximum in B the velocity profile in the log-layer is mono-
tonically shifted towards lower values and that the wall friction is monotonically in-
creasing with k+

r . These two effects have to be covered simultaneously by modifications
of any turbulence model to account for surface roughness.

2 Roughness Modeling

Various approaches have been published to account for the effects of wall roughness,
mainly by altering the boundary conditions of the turbulence equations. E. g. for his
k−ωmodel Wilcox [11] prescribesω at the wall depending on k+

r , while keeping k = 0
at the wall. In contrast Aupoix and Spalart [2] derive a hydrodynamic roughness length
d0 by which the wall is effectively shifted. From Eq. (2) they obtain d0 = kr exp(−Bκ)
with B = 8.5, assuming fully rough conditions. In particular, they conclude on a
non-zero wall value of the transported quantity ν̃ of the Spalart-Allmaras model [10],
since for fully rough surfaces the model reduces to the modified mixing length relation
ν̃ = κuτ (y + d0) down to the wall.

Only recently it has been found out that enforcing k = 0 at rough walls shifts the
region, where the k-gradient is significant and has to be resolved, closer to the wall
[4]. For this reason the Wilcox boundary condition requires an extremely fine near-wall
grid for obtaining grid-converged solutions with roughness, whereas the Aupoix-Spalart
approach can be used on meshes designed for smooth walls, see Section 3. Further-
more the Wilcox boundary condition for rough walls has been observed to erroneously
trigger the eddy viscosity limitation when applied to Menter’s SST model [3], thus
deteriorating the predictions.

For these reasons the concept of the hydrodynamic roughness length has been trans-
ferred to k − ω type models [4]. Beyond k+

r = 90 the standard log-layer solution at
a wall distance y = d0 is set as boundary condition for k and ω, whereas for smaller
values of k+

r this boundary condition is suitably modified towards the smooth wall
boundary condition, where special care has been taken, in order to yield the monoto-
neous velocity shift and shear stress increase with k+

r as described in the Introduction.
The boundary condition at rough walls devised by Knopp et al. [4] reads

kw =
u2

τ√
βk

min
(

1,
k+

r

90

)
, (3)
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ωw =
uτ√

βkκd0φr2
, (4)

where βk = 0.09 and

φr2 = min

[
1,
(
k+

r

30

)2/3
]

min

[
1,
(
k+

r

45

)1/4
]

min

[
1,
(
k+

r

60

)1/4
]
. (5)

Note that ωw is limited by the corresponding smooth wall value suggested by Menter
[7]. This boundary condition (KEC-extension) is applied in the following to a couple
of test cases and compared to predictions with the Spalart-Allmaras model (SAO) with
the ASB-extension [2].

3 Results

In the following simulation results obtained with the DLR TAU code [9] are presented in
comparison to experiments. The DLR TAU code is based on a Finite Volume method,
using central space discretisation and artificial dissipation of second order accuracy.
(Time) integration is carried out by an implicit LUSGS scheme accelerated by
multigrid.

3.1 Flow through a Rough Pipe (Nikuradse [8])

Nikuradse [8] carried out his fundamental experiments in pipes with densely glued
sand grains at the walls, where the roughness with respect to the pipe radiusR has been
varied by the sieve size for the sand. A subset of these experiments has been simulated,
where the conditions have been chosen in such a way that the whole range from almost
hydraulically smooth to fully rough is covered, as one can see from Table 1.

Fig. 1 shows the velocity profiles obtained with the Wilcox k − ω [11] and the
Menter SST model [7], using the KEC-extension [4], together with the experiments by
Nikuradse [8]. Additionally the results for the SAO model [10] with the ASB-extension
[2] are shown for comparison. As one can see, the predictions with the two-equation
models with the KEC-extension are in good agreement with the experiments as well

Table 1. Simulated experimental conditions for rough pipes [8].

R/kr Re1 (low) k+
r Re2 (high) k+

r

252 51000 5.34 624000 66.98
60 – – 677000 369.83

30.6 43000 52.48 638000 805.38
15 43000 124.45 – –
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Fig. 1. Flow through a rough pipe at low (left) and high Reynolds numbers (right) for varying
sand roughness. Comparison of predictions with experiments by Nikuradse [8].

as with the predictions of the SAO model. Larger discrepancies occur only in the
transitionally rough regime, i. e. for k+

r = 52.48 and k+
r = 66.98, where the KEC-

extension is modelled by an empirical modification of the fully rough conditions,
compromising between the predicted increase in wall shear stress and the shift of the
velocity profile. This may explain part of the deviations. Nevertheless, the general trend
how the velocity profile is shifted by the wall roughness in the Nikuradse experiments
[8] is predicted very well, which is considered a minimum requirement to any roughness
modification of turbulence models.

3.2 Flow over a Rough Flat Plate (Ligrani and Moffat [5])

Ligrani and Moffat [5] conducted experiments on a flat plate with roughness elements
of equivalent sand grain roughness kr = 0.79mm. By varying the free stream veloc-
ity U∞ they obtained different conditions along the surface, particularly covering the
transitionally rough regime from k+

r = 20.5 to k+
r = 63.

The experiments of Ligrani and Moffat [5] have been simulated on a fine cartesian
grid with 50 points ahead the leading edge, 90 points on the flat plate and 250 points
normal to the wall. The near wall resolution has been manually adapted to the dif-
ferent computations, ensuring grid independent solutions. It appeared that, in order to
ensure grid converged solutions, the Wilcox k − ω model with the original boundary
condition for rough surfaces by Wilcox [11] required a wall distance of the wall near-
est grid points, y1, corresponding to y+

1 = y1uτ/ν = 0.01 compared to y+
1 = 0.3

for the Wilcox k − ω model with the KEC-extension [4] and the SAO model with the
ASB-extension [2].

Fig. 2 shows the skin friction coefficient along the flat plate for different onflow
velocities and a constant equivalent sandgrain roughness of kr = 0.79mm obtained
with the different turbulence models and roughness extensions compared to the ex-
periments by Ligrani and Moffat [5]. As one can see, the Wilcox k − ω model with
the Wilcox roughness boundary condition yields considerably higher friction factors
Cf than the SAO with the ASB-extension [2] and the Wilcox k − ω model with the
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Fig. 2. Flow over a rough flat plate with kr = 0.79mm at different onflow velocities. Comparison
of skin friction predictions with experiments by Ligrani and Moffat [5].

KEC-extension [4]. The latter are not only in fair agreement with each other, but also
with the majority of the experiments, considering the experimental uncertainty of ±10%
[5]. Larger deviations occur only forU = 10.1m/s which might be due to the empirical
nature of the modelling in the transitionally rough regime. Thus the KEC-extension [4]
is considered clearly an improvement of the roughness treatment for k−ω type models.

3.3 Flow over a Rough Airfoil (Ljungström [6])

The flow over a NACA 652-A215 airfoil with different roughness heights has been
investigated experimentally by Ljungström [6] at a Mach number of Ma = 0.182 and
a Reynolds number of Re = 2.6 · 106 based on the chord length c. However, com-
paring with the classical experiments by Abbott and von Doenhoff [1] for the closely
related NACA 652-215 airfoil with smooth surface, Hellsten [3] observed a system-
atically lower lift in the Ljungström measurements that he considered being caused
by a geometrical imperfection due to a retracted flap. Fig. 3 shows the experiments
together with simulations for the NACA 652-215 airfoil. As one can see, in particular
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Fig. 3. NACA 652-215 airfoil, Ma = 0.182, Re = 2.6 · 106. Lift curves for smooth airfoil.
Experiments by Abbott and von Doenhoff [1] and by Ljungström [6].

the result for the Menter SST model is in fairly good agreement with the Abbott and
von Doenhoff experiment, except that the lift breakdown occurs at a lower incidence.

In the following the computations have been repeated with two different roughness
heights of kr/c = 1.54 · 10−4 and kr/c = 3.08 · 10−4, both corresponding to the most
difficult transitionally rough regime [4]. In the experiment the roughness covered the
complete suction side of the airfoil and was assumed to extend until 15% chord on the
pressure side, following Hellsten [3]. The hybrid grid consisted of 29361 nodes with
512 of them on the surface and 46 layers of quadrilateral cells around the airfoil. It has
been checked that for the largest incidence the wall distance of the wall nearest grid
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Fig. 4. NACA 652-215 airfoil, Ma = 0.182, Re = 2.6 · 106. Difference in lift coefficient with
respect to the smooth airfoil for kr/c = 1.54 · 10−4 (left) and kr/c = 3.08 · 10−4 (right).
Experiments by Ljungström [6] are also shown.

.
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points, y1, corresponded to a value of y+
1 = y1uτ/ν < 0.54 at the suction peak and

to y+
1 ≈ 0.25 on the remaining airfoil surface. Thus the results should be fairly grid

independent.
In order to remove the uncertainties with respect to the experiments, only the

decrease in lift with respect to the smooth airfoil, ΔCL = C
(rough)
L − C

(smooth)
L , is

considered. As one can see from Fig. 4, both the SAO model with ASB-extension as
well as the Menter SST model with the KEC-extension [4] predict the increasing loss
in lift with increasing α in qualitative agreement with the experiment. Nevertheless the
Menter SST predictions are generally closer to the experiments. In particular, in con-
trast to the SAO predictions, the Menter SST results indicate the characteristic change
of sign in the curvature of ΔCL(α) in the experiments, which is caused by a shift of
maximum lift towards lower incidences with increasing roughness. This probably re-
flects the superiority of the underlying Menter SST model for flows with separation at
high incidence angles and underlines the necessity for a suitable extension of k − ω
type turbulence models for the flow over rough surfaces. In particular it should be noted
that the KEC-extension [4] does not require any modification of Menter’s SST model in
contrast to the findings of Hellsten [3], using the Wilcox roughness boundary condition.

4 Conclusion

The roughness extension by Knopp, Eisfeld and Calvo (KEC) [4] for k− ω type turbu-
lence models has been applied to the flow through rough pipes, over a rough flat plate
and around a rough airfoil. The focus of the present work is on the comparison between
the new roughness extension, the roughness modification by Wilcox [11] for k-ω mod-
els and the Spalart-Allmaras model with Boeing roughness extension by Aupoix and
Spalart (ASB) [2] in terms of numerical resolution requirements and predictive quality.
The latter aspect was considered only in parts in [4].

Regarding the flow through rough pipes the influence of the roughness on the velocity
profiles has been studied. Good agreement with the classical experiments by Nikuradse
[8] has been achieved for roughness Reynolds numbers in the range 5.34 ≤ k+

r ≤
805.38, thus covering the whole regime from almost hydrodynamically smooth to fully
rough conditions.

In case of the flow over a rough flat plate the influence of surface roughness on the
skin friction has been investigated in comparison with the experiments by Ligrani and
Moffat [5] for transitionally rough conditions (20.5 ≤ k+

r ≤ 63.0). For transitional
roughness values, the KEC-extension [4] remedies the overprediction of skin friction
observed for the roughness modification by Wilcox [11], leading to a better agreement
with the predictions of the Spalart-Allmaras model with the ASB-extension [2] and the
experiments, when accounting for the experimental uncertainty. In particular it has been
found out that the KEC-extension [4] and the ASB-extension [2] require a significantly
lower near wall resolution for obtaining grid independent solutions than the Wilcox
roughness boundary condition [11], making the latter rather impractical for complex
technical applications.

Finally, the influence of roughness on the lift curve until stall has been studied for
the flow around the NACA 652-215 airfoil with smooth and rough surfaces with two
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different roughness heights. In this case the capability of the underlying turbulence
model to predict separation is of major importance. As it appears, the Menter SST
model with the KEC-extension [4] predicts the loss in lift with respect to the smooth
airfoil in better agreement with the measurements by Ljungström [6] than the Spalart-
Allmaras model with the ASB-extension [2].
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Summary

This paper presents an improved wall function method for unstructured flow solvers
using the DLR TAU Code based on the one-dimensional boundary-layer equations for
wall-parallel velocity, including pressure gradient term and convective term, and turbu-
lence quantities in wall normal direction. For each wall node, this system of equations
is integrated numerically on an embedded subgrid between wall node and first node
above the wall. The method is verified for a flat plate turbulent boundary layer flow at
zero pressure gradient. Then the method is applied to the flow in a diffusor at adverse
pressure gradient without separation to assess different levels of approximation of the
boundary layer model for wall-parallel velocity and to demonstrate the improvement of
results compared to universal wall-functions.

1 Introduction

Statistical turbulence models based on the Reynolds averaged Navier-Stokes (RANS)
equations together with the Boussinesq hypothesis and a one- or two-equation model
of Spalart-Allmaras (SA) and k-ω type for computing the eddy-viscosity are a standard
tool for aerodynamic research and design. Integration of these equations down to the
wall on a so-called low-Re grid requires a spacing in universal units of y+(1) = 1
for the first node above the wall y(1) and several grid nodes in the viscous sublayer,
leading to a large number of nodes for resolving the boundary layer, increased numerical
stiffness and therefore slower convergence of the solver. Moreover, mesh generation
becomes more costly, in particular for complex geometries.

Recent wall-functions [3, 4] are based on the turbulence model specific universal
near-wall solution of SA and k-ωmodel in zero-pressure gradient (ZPG) boundary layer
flow. These wall-functions are called adaptive, as for flows with negligible pressure
gradient, the solution is (almost) independent of y+(1), provided y(1) is in the log-layer
or below. For transonic flows at high Reynolds number and at moderate angle of attack
with separation and reattachment, the solution using these wall-functions is in very
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close agreement with the low-Re solution. The crucial parameter that governs the range
of validity of universal wall-functions was shown to be the pressure gradient parameter
p+ = ν/(ρu3

τ )dp/dx with streamwise pressure gradient dp/dx, viscosity ν, density ρ
and friction velocity uτ . The deviation of the near-wall RANS solution increases with
p+ and p+ determines the maximum value for y+(1) for which the universal solution is
reasonable. For cruise flight conditions, due to high Reynolds number and small angle
of attack, p+ is not too large and on meshes with y+(1) = 60 very good agreement with
the low-Re solution can be obtained. But for cases at small Reynolds number and large
angle of attack (e.g., high-lift configurations), p+ takes values of O(10−1) causing the
near-wall RANS solution to deviate significantly from their universal behaviour and
y+(1) � 10 is the restriction.

Since noticeable acceleration of the flow solver and mesh generation is obtained only
for y + (1) � 50, it is worth to consider improved wall-function methods that admit
such large y+(1)-values even for flows with large pressure gradient parameter. The
aim is to design a method based only on the one-dimensional boundary layer (1d-BL)
equation in wall-normal direction on an embedded sub-grid for wall-parallel velocity
and turbulence quantities. This allows, in a later step, to use the method as near-wall
model for LES, since it relates locally the wall-shear stress to the instantaneous velocity
at the matching node. Since the method should be applicable directly for unstructured
methods, an approach based on the so-called thin-boundary-layer equation (TBLE), see
e.g. [1], is not used.

For the design of a new wall-function method, first a term by term investigation of the
boudary layer equation for wall-parallel momentum is presented, showing that, in the
log-layer, the convective term becomes of similar magnitude as the pressure gradient
term. Therefore this term needs to be considered also in the improved wall-function
model. The second step is to develop an approximation for the convective term udu/dx
which is not available for a one-dimensional (in wall-normal direction) method. The
importance of the convective term will be confirmed by numerical results for adverse
pressure gradient flow in a diffuser. A method based only on the pressure gradient term
allows for an analytical modification of universal wall-functions [6], but shows a clear
modelling error for large values for y+(1).

2 Study of Dominant Terms in the Boundary Layer Equation

The first step in the design of an improved wall-function model is an order of magni-
tude analysis of the different terms in the boundary layer equation for the wall-parallel
velocity component u

− ∂

∂y

(
(ν + νt)

∂u

∂y

)
= − 1

ρ

∂p

∂x
− u

∂u

∂x
− v

∂u

∂y
(1)

in a wall-fitted coordinate system with x denoting streamwise and y the wall-normal
direction, v is the wall-normal component of velocity. Instead of the classical approach
for estimates, here we investigate these terms from RANS solutions.

We consider the solution for the SA model with Edwards modification (SA-E) for
the flow over a flat plate of length L = 8m with farfield data u∞ = 78m/s, ν∞ = 1.5×
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Fig. 1. Testcase APG flow by [3]. Left: Plot of cf and p+. Right: Profiles of the different right
hand side terms in the boundary layer equation (2) at x = 2.50m

10−5m2s−1. An adverse pressure gradient (APG) is imposed by suction and blowing at
a distance y = 0.5m above the wall, see [3]. For an illustration, Fig. 1 (left) shows cf ,
hence separation and reattachment point, and p+. At x = 2.5m, where p+ = 0.015 is
still moderate, at a certain distance before separation at x = 2.71m the right hand side
terms of (1) normalised by u2

τ are plotted as a function of wall-distance in plus units
y+ = yuτ/ν, see Fig. 1 (right). As predicted by classical theory, pressure gradient
∂p/∂x is constant in wall-normal direction. The term u∂u/∂x becomes of the same
size as the pressure gradient term in the log-layer. The term v∂u/∂y is significantly
smaller than the other two terms, also very close before the separation point and in the
region of separated flow. For the SST k-ω model a similar result is obtained.

We conclude that an improved wall-function model based on the dominant terms of
(1) can neglegt the term v∂u/∂y but needs to incorporate u∂u/∂x.

3 Improved Wall-Function Modelling

Similar to standard wall-function methods, the no-slip condition at the wall of the global
problem for the RANS equations is replaced by prescribing the wall-tangential stresses,
i.e., the wall-shear stress τw, and imposing no-penetration condition u ·n = 0. For each
wall node x(0), τw is computed from the wall-function model, i.e. a non-linear coupled
system of diffusion-reaction problems in wall-normal direction to be solved between
x(0) and x(1), being the corresponding first node above the wall at wall distance yδ,
see Fig. 2 (right). Then, e.g., for the SA-E type model (see [2] for a full description),
the 1D-boundary layer problem to be solved is

− d
dy

(
(ν + νt)

du
dy

)
= −1

ρ

dp
dx

− udu
dx

(2)

− d
dy

(
ν + ν̃
σ

dν̃
dy

)
=
cb2

σ

(
dν̃
dy

)2

+ cb1ρS̃ν̃ − cw1fw

(
ν̃

y

)2

(3)

u = 0 , ν̃ = 0 for y = 0 , u = uδ , ν̃ = ν̃δ for y = yδ . (4)
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Fig. 2. Left: Profiles of exact term u∂u/∂x and using approximation (5) for APG flow by [3].
Right: Sketch of coupling between global RANS problem and wall-function problem.

The near-wall problem (2)-(4) satisfies the low-Re boundary condition u = 0 and ν̃ = 0
on the wall and is matched with the global RANS solution at the first node yδ. Alterna-
tive boundary conditions at yδ will be studied in future work. For the coupling with the
global problem see Section 4. In (2)-(4) uδ, ν̃δ are given by the global RANS solution
at yδ, d is the wall distance and νt is computed from

νt = νt , νt = fv1 max(ν̃; 0) , fv1 =
χ3

χ3 + c3v1

, χ =
ν̃

νl
.

Only the contribution of the derivative in wall-normal direction is used for S̃ and fw,
since the gradient in streamwise direction was found to be much smaller than the
gradient in wall-normal direction even in regions of separation.

The model (2)-(4) is elliptic and takes into account directly only diffusion in wall-
normal direction; hyperbolic transport of information is due to the close coupling with
the global RANS problem via the boundary conditions. The term udu/dx needs to be
approximated, since du/dx in not known for a 1D method

u
du
dx

≈ u2 ×
du
dx |y=yδ

u|y=yδ

. (5)

Figure 2 (left) gives a comparison between exact and approximated term for the APG
flow shown in Fig. 1. The approximation is satisfactory. The full right hand side f in (2)
will be referred to as full-approximation, the choice f = dp/dx will be called pressure
gradient, and f = 0 is the stress-equilibrium assumption.

4 Numerical Method

In this section the numerical solution method including the coupling between global
RANS problem and near-wall wall-function model is described. The method has been
implemented into the DLR TAU-Code. The global RANS problem is solved using a
finite-volume method of cell-vertex type, i.e., of cell-centred type with respect to the
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dual mesh of control volumes. For steady state problems, the non-linear problem is
solved using an explicit Runge-Kutta scheme in a pseudo-time. After a certain number
of iterations, the wall-function model (2)-(4) is solved using an implicit finite element
method of piecewise linear test- and ansatz functions. The arising linear system is tridi-
agonal and can be solved directly. For the production and destruction terms, a Newton-
Raphson type linearization and mass lumping is used to increase diagonal dominance
of the equations. The non-linearity of the wall-function model is solved iteratively dur-
ing the coupling procedure, i.e., only one linearisation step is performed per call of the
wall-function routines.

The wall-function solution is provided to the global RANS method. On the subgrids,
the wall-normal gradients of velocity and turbulence quantities can be computed very
exactly. From this, we compute the wall-shear stress as boundary condition for mo-
mentum and the flux of turbulence quantities across the first inner face as boundary
condition for ν̃ resp. for k and ω. The production term in the first off-wall cell and the
viscous flux of momentum across the first inner face are also computed on the subgrid.
Thus, regarding the turbulence quantities, a Dirichlet-Neumann type coupling between
global RANS and boundary layer problem is used.

5 Results

The method is applied first to the turbulent boundary layer flow at zero pressure gradient
(ZPG) over a flat plate of length l = 5m studied experimentally by Wieghardt and
Tillmann and recorded in [7] as Flow 1400 with u∞ = 33m/s, ν = 1.51 × 10−5m2/s
and an adiabatic wall. The wall is treated fully turbulent.

The first goal is to verify the method. Whereas universal wall-functions use an ana-
lytical formula for computing uτ , the present method relies on a numerical procedure.
An improper coupling between global RANS and wall-function model can lead to large
errors at the interface, i.e., at the first off-wall node. This causes solutions which are
significantly worse than using universal wall-functions, since the increase in physical
modelling is contaminated by a large numerical error. For the ZPG flow, pressure gradi-
ent term and convective term are small and the three levels of approximation of (2), i.e.,
stress-equilibrium, pressure gradient, and full-approximation yield the same result. The
agreement with the low-Re solution and the solution using universal wall-functions is
very good, see Fig. 3. The prediction for k shows an improvement compared to univer-
sal wall-functions, see Fig. 4 (left). The deviation between the 1d-BL wall-function and
the low-Re solution is due to the numerical error on the coarse global RANS grid. Using
a grid refinement in the region between first off-wall node and the boundary layer edge,
this deviation can be removed. For the SST model, it was found mandatory to compute
the production term and also the viscous momentum flux across the first face using
the subgrid solution. The predictions for cf are little improved compared to universal
wall-functions, see Fig. 4 (right). However, it has to be admitted that here the universal
wall-function boundary condition for ω was imposed, i.e., the exact value for ω in ZPG
flows, see [4]. If the flux of ω across the first inner face using the subgrid solution for
ω is prescribed as boundary condition for the global RANS problem, then the deviation
from the low-Re solution becomes little larger than for the universal wall-functions, see
also Fig. 3.
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Fig. 3. Turbulent boundary layer flow at zero-pressure gradient by [7]: Velocity profiles for SA-E
model (left) and SST k-ω model (right).
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Fig. 4. Turbulent boundary layer flow at zero-pressure gradient by [7] using the SST k-ω model:
Profile for turbulent kinetic energy k (left) and prediction for cf (right).

Question of grid independence of the results is threefold. First, grid convergence on
the near-wall subgrid needs to be ensured, which was always checked. Secondly, the
dependence on y+(1) of the global mesh needs to be tested where the spreading in cf
is similar to the results in [4] using universal wall functions and thus much smaller than
for most other existing methods. The third aspect is the role of the coarse mesh for the
global RANS solution, which is subject to present research.

Finally the method is applied to the attached boundary flow in a 2D symmetric dif-
fusor using the SA-E model. The geometry is sketched in Fig. 5 (left). Inlet height is
H = 0.075m and corner radius R = 0.5m. At the inlet, constant inflow velocity is
25m/s and viscosity ν = 1.51 × 10−5m2/s. The velocity profiles along a wall-normal
ray at x/H = 1.61 for different approximations of the right hand side of equation (2)
are shown in Fig. 5 (right) on a mesh with y+(1) = 100 (measured at x/H = 0).
Clearly, for the stress-equilibrium approximation the wall-function solution and the
global RANS solution do not match smoothly at y(1). Results are significantly im-
proved by using the pressure gradient term and the full approximation. The predictions
for cf using different approximations of the right hand side of eq. (2) on meshes with



Improved Wall Functions Based on the 1D Boundary Layer Equations 57

H

R
R

33.3H 0.93H 1.33H 8H

1.253H

y [m]

u
[m

/s
]

10-5 10-4 10-3 10-20

0.06

y+(1)=1
y+(1)=100 stress-equil.
y+(1)=100 pressure grad.
y+(1)=100 full approx.

Fig. 5. Left: Sketch of the diffuser geometry for APG flow. Right: Velocity profiles at x/H =

1.61 for different approximations of the right hand side of eq. (2).

y+(1) = 100 and y+(1) = 200 are shown in Figure 6. The solution using universal
wall functions is also shown. In the region before the expansion, all models give close
results. The flow acceleration in the region of the corner fairing at x/H = 0 can be pre-
dicted only using the full approximation. In the region of adverse pressure gradient the
agreement of the full approximation and the low-Re solution is also best. Skin friction
is overpredicted using the stress-equilibrium model and universal wall functions and lit-
tle underpredicted using the pressure-gradient model. On the mesh with y+(1) = 200
differences become more discernible than on the mesh with y+(1) = 100.

For the SST k-ω model, additional research work is needed before showing re-
sults. An investigation not shown here has revealed that the coupling of global problem
and wall-function model for the ω equation has a significant influence on the results.
Whereas for equilibrium boundary layer flows, this leads only to a little underprediction
of uτ , see Fig. 3 (right), for the diffusor flow the influences are more significant.
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Fig. 6. Diffusor flow: Predictions for cf using different approximations of the right hand side of
eq. (2) on meshes with y+(1) = 100 (left) and y+(1) = 200 (right).
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6 Conclusion

This paper presented an improved wall function method suitable for unstructured flow
solvers based on the numerical integration of the turbulence model specific
one-dimensional boundary-layer equations for wall-parallel velocity, including pressure
gradient term and convective term, and turbulence quantities in wall normal
direction. An investigation of the different terms in the boundary layer equation of the
near-wall RANS solution for SA-E and SST k-ω model for a turbulent boundary layer
flow at adverse pressure gradient with separation showed that in the viscous sublayer
the streamwise convective term is much smaller than the pressure gradient term, but in
the log-layer both terms are of comparable size. Therefore the convective term needs to
be included into an improved wall-function model. For turbulent boundary layer flow at
zero pressure gradient, the agreement with the low-Re solution using the present method
is close to the results using turbulence model specific universal wall-functions, which
have been designed for this test case. For the attached boundary layer flow in a diffusor
at adverse pressure gradient the improvement of the results using the present method
compared to universal wall function has been clearly shown for the SA-E model. Re-
garding the SST model, additional research work on the coupling for the ω-equation is
needed.
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Summary

In order to perform implicit Large Eddy Simulation (LES) of high Reynolds number
wall-bounded flows, a wall model based on simplified Thin Boundary Layer Equations
(TBLE) is designed and applied to turbulent channel flow for a wide range of friction
Reynolds numbers up to Reτ =20,000. The prediction capability of the employed wall
model concerning mean velocities and Reynolds stresses is satisfactory, even on very
coarse LES grids. The coupling position between the simplified TBLE model and the
LES should be located at the bottom of the logarithmic region. The grid resolution re-
quirement depends mainly on the embedded TBLE grids and is only weakly dependent
on the Reynolds number.

1 Introduction

In Large Eddy Simulation (LES), the large energy-containing eddies are computed
directly, while the small subgrid-scales of motion are modeled by a subgrid-scale (SGS)
model, in order to avoid the prohibitive resolution requirements of direct numerical sim-
ulation (DNS). LES have been successfully applied to many types of flows, especially
for free shear flows. However, SGS models can not accurately represent the turbulent
stresses in the vicinity of the wall on coarse meshes [1]. That is because the near-wall
viscous and buffer regions contain a lot of those small-scale structures that are known
to play a significant role in the generation and transport of turbulent kinetic energy and
shear stress. A fully resolved LES must simulate the bulk of these features. However,
the number of grid points increases as Re2τ [2], and correspondingly a small time step is
required by numerical stability and the characteristic time of the smallest eddies, there-
fore a large amount of computational resources is required. This turns LES to be hardly
affordable for the simulation of wall-bounded flows at high Reynolds number.

To circumvent these problems and diminish the grid resolution requirements near
the wall, wall models have been introduced. This approach allows to resolve only the
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outer part of the boundary layer. The cost of the computation based on the outer flow
exclusively, becomes then weakly dependent on the Reynolds number [3]. Since the
time step and grid size are much larger than the characteristic time and length scales of
near-wall small structures respectively, wall models provide the near-wall flow
information to the outer flow in a statistical sense.

A large number of approximate boundary conditions based on wall-shear stresses
can be found in the literatures, including algebraic, two-layer and control-based mod-
els. The main property of these models is the prescription of wall-shear stresses, while
setting the wall-normal velocity to zero. Another alternative considered is the off-wall
Dirichlet boundary conditions. Using these boundary conditions, it is possible to use a
grid designed only to capture the outer scales of the flow. Unfortunately, prescription of
these velocities was shown to be challenging [4]. A third alternative to wall modeling
consists in merging LES and Reynolds Average Navier-Stokes (RANS) into a hybrid
simulation. The difficulty with the RANS/LES hybrid approach comes from providing
the matching conditions at the boundary between the two domains. A spurious buffer
layer in the logarithmic region is developed, which makes the skin friction coefficient
under-predicted, and therefore, shifts the mean velocity upwards. This problem was
mitigated by using stochastic forcing [5]. Recently, a RANS eddy-viscosity, which was
obtained from a resolved LES of channel flow and then was stored in a look-up table,
was used with a wall-stress model. This technique enabled LES to be performed on
coarse grids [6]. Although some encouraging results were obtained, the priority was the
resolved near-wall flow information.

All the wall models mentioned above are based on the assumption that the viscous
and buffer layers over smooth walls are essentially independent of the outer flow and
the interaction between the inner and outer layers is weak for the attached flow [7].
Therefore, it is essential to know what information provided by the near-wall region
does the outer flow need. However, the SGS model near the wall and numerical errors
are important for LES on coarse grids, since they mostly cause the deficiencies of the
wall models [8].

In the present work, the information from the wall provided to the outer flow are the
wall-shear stresses and zero velocity in wall-normal direction. These are obtained by
solving simplified Thin Boundary Layer Equations (TBLE) as a two-layer model on
an embedded grid. The flow features far from the wall are obtained by implicit LES.
A finite volume method based on a nonlinear deconvolution operator and a numerical
flux function called Adaptive Local Deconvolution Method (ALDM) is used in implicit
LES to formulate the truncation error as an implicit SGS model [9]. The prediction
capability of this two-layer wall model in the framework of implicit LES is assessed
for turbulent channel flow. Results are compared with available DNS results for a wide
range of friction Reynolds numbers. The influence of the coupling position between the
LES and the simplified TBLE on mean velocity and Reynolds stresses is investigated. A
particular attention is given to the Reynolds-number dependency of the grid resolution
requirement.
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Fig. 1. A sketch of simplified TBLE model coupling with LES.

2 Simplified Thin Boundary Layer Equation

The unsteady Thin Boundary Layer Equations (TBLE) are a set of simplified partial
differential equations derived from the Navier-Stokes equations under the assumption
that in the very thin wall region, the wall-tangential length scales are much larger
than the wall-normal ones, and wall-normal direction derivatives are much bigger than
derivatives of wall-tangential directions. Interested in including more dynamics in the
near-wall region and computational efficiency, we base our work on [8]. The following
simplified equations are used:

∂

∂y
(ν + νt)

∂ui

∂y
=
∂ui

∂t
+

1
ρ

∂p

∂xi
, (i = 1, 3). (1)

The mixing-length eddy-viscosity model with damping function is used, which
accounts for all near-wall turbulent scales:

νt = κyuτ (1 − e−y+/A)2, (2)

where κ = 0.4, and A = 19.0. The wall-normal velocity is obtained from the continuity
equation:

v(x, y, z) = −
∫ y

0

(
∂u

∂x
+
∂w

∂z
) dy

′
. (3)

The simplified boundary layer equations neglecting the convective terms are ordinary
differential equations that are solved algebraically every time step on embedded grids
with the same streamwise and spanwise grid distribution as in the LES. A no-slip
boundary condition is imposed at the wall. The upper boundary condition for veloc-
ity and pressure is given by the LES. As output, the TBLE model provides the LES
algorithm with the streamwise and spanwise wall-shear stresses. The sketch of the
simplified TBLE model coupling with LES is shown in Figure 1.
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3 Numerical Method

The turbulent channel flow is described by the incompressible Navier-Stokes equations
which are discretized on a staggered Cartesian mesh. An explicit third-order Runge-
Kutta scheme is used for time advancement. The time step is dynamically adapted
to satisfy a Courant-Friedrichs-Lewy condition with CFL = 1.0. The pressure Pois-
son equation and diffusive terms are discretized by second-order centered differences,
whereas the convective terms are discretized by Simplified Adaptive Local Deconvolu-
tion method (SALD) for improved computational efficiency[10]. The validation of this
numerical methodology has been established for plane channel flow, separated channel
flow, passive-scalar mixing, and massively separated turbulent boundary layer under ad-
verse pressure gradient [10]. In the simulations of this paper, the Poisson solver employs
fast Fourier transforms in the spanwise and streamwise directions, and direct tridiago-
nal matrix inversion in wall-normal direction. The Poisson equation is solved at every
Runge-Kutta substep. The wall-shear stresses are updated at every Runge-Kutta substep
by solving the simplified Thin Boundary Layer Equations.
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Fig. 2. Mean velocity profiles comparison between wall-modeled LES and DNS.

4 Results

The reference validation case considered and presented here is the turbulent flow in a
bi-periodic plane channel. The computations are undertaken for a wide range of friction
Reynolds numbers, from Reτ =395 up to 20,000, as shown in Table 1. The streamwise,
wall-normal and spanwise dimensions of the computational domain are 2πh×2h×πh.
The LES grid points are regularly distributed in three directions of space. The TBLE
grids are stretched using the same coefficient 1.25 in the wall-normal direction. Friction
velocity defined as uτ =

√
τw/ρ and wall units yτ = ν/uτ obtained by the simplified

TBLE are used as characteristic velocity and length scales.
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Table 1. Computational cases

case Reτ LES grid TBLE resolution Coupling position

T31 395 16 × 16 × 16 20 C1
T32 395 16 × 16 × 16 20 C2
T33 395 16 × 16 × 16 20 C3
T34 395 16 × 16 × 16 30 C3
T51 590 16 × 16 × 16 20 C1
T91 950 16 × 16 × 16 20 C1
T21 2000 16 × 16 × 16 20 C1
T41 4000 16 × 16 × 16 20 C1
T201 20,000 16 × 16 × 16 20 C1
T202 20,000 16 × 16 × 16 30 C1
T203 20,000 32 × 32 × 32 20 C2
T204 20,000 32 × 32 × 32 30 C1
T205 20,000 48 × 48 × 48 20 C1
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4.1 Prediction Capability

In order to verify the prediction capability of the presented wall model, the mean
velocity profiles of cases T31, T51, T91 and T21 are compared with DNS results of
Moser et al. atReτ =395 and 590, del Alamo et al. atReτ =950 and Hoyas & Jimenez at
Reτ =2000. The comparison in Figure 2 shows that the outer flow can be predicted well
even on very coarse LES grids. The Reynolds stresses of cases T31 and T21 are com-
pared with DNS in Figure 3, which show reasonable agreement. The logarithmic region
parameter κ = 1/(y+du+/dy+), corresponding to the Kármán constant, is compared
with DNS in Figure 4. It can be seen that the trend is reasonable, with values around
0.4 in the logarithmic region.
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Fig. 5. Effect of the coupling positions on the mean velocity at Reτ =395.

4.2 The Effect of LES/TBLE Coupling Positions

The influence of the coupling position on the prediction of mean velocity and
Reynolds stresses is investigated here. Three different coupling positions (C1, C2 and
C3) are used in the simulations T31, T32, T33 respectively. C1 corresponds to a cou-
pling position at the 1st LES off-wall point, C2 at the middle of 1st and 2nd LES off-
wall points, and C3 at the middle of the 2nd and 3rd ones. In these three cases, almost the
same friction velocity is obtained. The mean velocity profiles are compared in Figure
5. In the embedded TBLE part, the mean velocity profile can be correctly predicted
in T31 and T32, but is under-predicted in T33. That is because strong convection is
present in the outer part of TBLE in T33, which can not be accounted for by the simpli-
fied TBLE. T34 is implemented to verify that the resolution of the TBLE is sufficient.
In the outer LES part, the mean velocity profiles are under-estimated in cases T31 and
T33, which means that the LES feels the inner near-wall flow not only through the wall
stresses but also through the velocities at the coupling position. Reynolds stresses com-
pared in Figure 3 are almost the same, which proves that as long as the TBLE provide
correct wall-shear stresses, the coupling position has almost no influence on Reynolds
stresses. Therefore, the coupling position should be not too close to the wall, or where
convection is strong, ideally at the bottom of the logarithmic region.

4.3 Reynolds Number Dependency of Grid Resolution Requirements

Figure 2 shows that up to Reτ =2000, the grid resolution of 163 is enough for LES to
simulate the large scales in the logarithmic and core flow region. In order to investi-
gate the Reynolds-number dependency of grid resolution, the calculations of T41 and
T201 at Reτ =4000 and 20,000 are carried out and compared with the logarithmic law
in Figure 6. The mean velocity profile of T41 is correctly predicted, which shows that
the LES grid resolution for outer flow is still sufficient. In case T201, the outer mean
velocity is significantly under-estimated, and the TBLE fails to catch the mean flow
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Fig. 6. Mean velocity profiles comparison between wall-modeled LES and logarithmic law at
Reτ =4000 and 20,000.

at its outer part, as the case T33 in Section 4.2 at Reτ =395, which shows Reynolds
number dependency. In this case, with coupling position C1, the simplified TBLE has
the ability to obtain the mean flow feature. Therefore, its failure is caused by the insuffi-
cient resolution of the embedded grid and the outer coarse LES. In order to know which
one is crucial, firstly, from case T201 to T202, the resolution of the LES is fixed. Sec-
ondly, from case T201 to T203, the resolution of the TBLE is fixed. The mean velocity
profiles are compared in Figure 7, which shows that the case T202 shifts the profile
towards the logarithmic law significantly, while the case T203 has not much effect on
the mean velocity profile. This means that not the expensive outer LES part but the
less costly near-wall embedded TBLE mainly accounts for the Reynolds-number de-
pendence of the grid resolution. To obtain well-predicted mean velocity profile, cases
T204 and T205 are carried out, and are compared in Figure 7. They are almost same
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Fig. 7. Effect of grid resolution on the mean velocity at Reτ =20,000.
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and compared well with the logarithmic law. This means that well-predicted results can
be obtained by increasing the resolution of TBLE only or the resolution of LES and
TBLE together. The overall computational cost then weakly depends on the Reynolds
number.

5 Conclusions

A wall model designed and implemented in the framework of implicit Large Eddy Sim-
ulation has been investigated and assessed for the turbulent channel flow. This wall
model is based on the simplified Thin Boundary Layer Equations. Using this wall
model, well-predicted mean velocity profiles, and reasonable Reynolds stresses can be
obtained on coarse LES grids. Not only the wall stresses provided by TBLE, but also
the coupling position between embedded TBLE and outer coarse LES is crucial for the
mean velocity. The coupling position at the bottom of the logarithmic region is required.
The grid resolution requirement depends mainly on the embedded TBLE and exhibits
weak Reynolds-number dependence.
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Summary

In the present work supersonic base flows with and without base bleed are studied to
investigate the influence of the bleed on the flow field. To this end, simulations are
performed using detached-eddy simulation. To evaluate the performance of DES, nu-
merical predictions are compared with computations based on RANS and experimental
data for the base flow without bleed. To understand the influence of the bleed on the flow
and the base pressure distribution, predictions of the base flow with bleed are compared
with numerical data of the case without bleed.

1 Introduction

The supersonic flow over a cylindrical afterbody represents the kind of flow
phenomenon which occurs in flows around rockets, projectiles and missiles. The most
important issue for the above mentioned vehicles is total drag. The total drag can be
divided into three components. The first is the pressure drag (excluding base drag), the
second is the viscous drag and, finally, the base drag, which is due to the low pressure
acting on the area of the afterbody. The base drag yields a major contribution which
can be up to 50–60% of the total drag. In the past, several methods to reduce the base
drag have been developed, including afterbody boat-tailing, base bleed and base cav-
ities. These methods modify the wake flow field in a way that the pressure along the
base increases which eventually decreases the base drag.

In supersonic afterbody flows (base flow without bleed), the on-coming turbulent
boundary layer separates at the base corner, undergoes an expansion and forms a free
shear layer which separates the outer inviscid flow from the large recirculation down-
stream of the base. As the free shear layer approaches the axis of symmetry, the flow
tries to realign with the axis undergoing a re-compression process which subjects the
shear layer to a strong pressure gradient. A part of the free shear layer, which can not

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 67–74.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



68 V. Togiti, M. Breuer, and H. Lüdeke

overcome the pressure gradient, is forced towards the cylinder base. A free stagnation
point, where the mean streamwise velocity vanishes along the axis, separates the recir-
culation region behind the base and the turbulent wake. In the flow case with base bleed,
where low speed air is injected through the base region, the recirculation behind the base
is moved downstream of the base and an additional forward stagnation point is created.
This shift in the location of the recirculation region weakens the re-compression shock,
resulting in an increase of the base pressure and leading to a reduction in the base drag.

The main objective of the present work is to investigate supersonic base flow with
and without bleed using detached-eddy simulation (DES) proposed by Spalart et al. [1]
and to evaluate the predictive capabilities of DES by comparing numerical predictions
with available experimental data.

2 Numerical Methodology

In the current investigation the DLR-TAU code is used, which is an unstructured
compressible flow solver. Details about the finite-volume flow solver can be found
in [4]. In the present study the convective fluxes are approximated by an advection up-
stream splitting method AUSM+-UP, and the diffusion fluxes are evaluated by a central
scheme. The time advancement is done using an implicit dual time-stepping scheme of
second-order accuracy with an implicit lower-upper symmetric Gauß-Seidel algorithm,
LUSGS.

3 Details of the Test Case

The configuration investigated is based on the experimental work done by Herrin &
Dutton [2] and Mathur & Dutton [3]. In the experiments the free-stream Mach number
is set to 2.46 and the free-stream pressure and temperature are 31,415 Pa and 145 K,
respectively. The Reynolds number per unit meter is 45 × 106. In these studies [2, 3]
a cylindrical afterbody with a radius R of 31.75 mm and the base bleed hole radius of
12.7 mm through which low speed air is injected into the base region in the case of base
flow with bleed is used. The base flow with and without bleed can be categorized based
on the mass injection parameter defined as I = ṁj/(ρ∞u∞Ab), where ṁj is the bleed
mass flow rate and ρ∞, u∞ and Ab are the free-stream density, velocity and the area of
the base. In the present study, supersonic base flow with a mass injection parameter of
zero for the case without bleed and I = 0.0075 for the case with bleed are investigated.

The computational domain covers a region of 4R upstream of the base, where a
steady turbulent boundary layer profile is set. This distance was chosen to match the ex-
perimental boundary layer thickness of 3.2 mm close to the cylinder base. The outflow
boundary is placed 12R downstream of the base, where supersonic outflow conditions
are prescribed. In the radial direction, the outside boundary is a conical frustum, with
radius 4R at the inflow plane and 8R at the outflow plane, where the farfield boundary
condition is imposed. At the base bleed hole, a constant mass flow with total condi-
tions is prescribed. The computational grid used in the present study ia a structured grid
which consists of 128 points in azimuthal direction. The total number of nodes is about
3.5 million.
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In the current investigation the on-coming flow is turbulent. Here the DES approach
is used in which LES falls inside the boundary layer if the grid is fine. In the present case
the model switches from RANS to LES mode at y+ equal to about 520. It is required to
check whether the grid resolution is fine enough to resolve the boundary layer properly.
For this purpose, the time-averaged turbulent boundary layer profile at a radial cross-
section 1 mm upstream of the cylinder base is compared with the experiments and the
law of the wall (see Fig. 1). A very good agreement is observed.
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Fig. 1. Predicted time-averaged boundary layer profile at a radial cross-section 1 mm before the
base corner; (a) comparison with experiments, (b) comparison with the law of the wall

4 Results

In this section, first the predictions of supersonic base flow without bleed produced by
Spalart-Allmaras RANS and DES models are discussed and compared with the experi-
mental data. Later, the DES predictions of the base flow with bleed are compared with
the predictions without bleed to understand the influence of mass injection on the flow
field. Furthermore, the results are also compared with the available experimental data.

4.1 Aft Body without Bleed

Instantaneous vorticity magnitude contours predicted by DES are depicted in Fig. 2
where the contour lines of the mean pressure are superimposed. The resolved large-
scale structures are apparent and indicate the unsteadiness of the flow. The mean pres-
sure contour lines render the expansion fan at the base corner where the flow separates
and further downstream of the base the re-compression during which the free shear
layer tries to realign with the flow axis.

The time-averaged streamwise and radial velocity profiles produced by RANS and
DES are depicted in Fig. 3 and compared with the experimental data. These profiles
show that the RANS predictions poorly agree with the experiments while the DES pre-
dictions not only follow the trends of the measurements but also agree rather well with
the experiments. The mean streamwise velocity along the wake axis behind the base
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Fig. 2. Instantaneous vorticity magnitude contours along with the mean pressure contours for the
afterbody without bleed

 0

 0.5

 1

 1.5

-0.5  0  0.5  1

r/
R

<u>/U

Exp.
RANS

DES

(a) x/R = 0.15

 0

 0.5

 1

 1.5

-0.5  0  0.5  1

r/
R

<u>/U

(b) x/R = 1.57

 0

 0.5

 1

 1.5

-0.5  0  0.5  1

r/
R

<u>/U

(c) x/R = 2.52

 0

 0.5

 1

 1.5

-0.3 -0.15  0  0.15  0.3

r/
R

<v>/U

Exp.
RANS

DES

(d) x/R = 0.15

 0

 0.5

 1

 1.5

-0.3 -0.15  0  0.15  0.3

r/
R

<v>/U

(e) x/R = 1.57

 0

 0.5

 1

 1.5

-0.3 -0.15  0  0.15  0.3

r/
R

<v>/U

(f) x/R = 2.52

Fig. 3. Mean streamwise [(a)–(c)] and radial [(d)–(f )] velocity profiles at different streamwise
locations behind the base; flow without base bleed

predicted by both techniques (RANS and DES) are shown in Fig. 4(a) and
compared with the experiments. The profiles illustrate that based on the RANS ap-
proach the length of the recirculation is underpredicted and the maximum reverse ve-
locity is overpredicted, whereas DES slightly overpredicts the length of the recirculation
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and almost yields the right level of reverse velocity. The shorter recirculation is possibly
due to higher turbulent viscosity behind the base predicted by RANS, which forces the
free shear layer to deflect towards the axis of the cylinder earlier. Based on the DES
approach the length of the recirculation is overpredicted by about 30%. A similar trend
was also observed by Simon et al. [5] using the DES approach on a structured grid with
about five million nodes.

The vital parameter for aerospace industry regarding blunt bodies is the pressure
distribution behind the body, as it has large impact on the total drag. The mean pressure
coefficient along the base is depicted in Fig. 4(b). A flat pressure coefficient typical
for large separation regions is apparent from the experimental data. The DES predic-
tion also delivers a flat pressure distribution as expected. The predicted level slightly
deviates from the experimental one. The RANS prediction, however, predicts a much
lower pressure coefficient and the distribution along the base differs considerably from
the experimental data. The reason for this lower pressure coefficient is clearly visible
from the distribution of the centerline velocity which shows a higher reverse velocity
and a shorter recirculation length leading to a lower pressure level. Resolved turbulent
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Fig. 4. Mean streamwise velocity along the wake axis (a) and mean pressure coefficient along
the base (b); flow without base bleed

kinetic energy (TKE) profiles at different streamwise locations predicted by DES are
depicted in Fig. 5 and compared with the experiment. The profile at x/R = 0.15 shows
that the peak level is not predicted correctly by DES. The reason is that at this location
most of the turbulence is modeled. Thus the resolved part is too low compared to the
total turbulent kinetic energy determined in the measurements. Along the downstream
direction, the TKE levels increase and even higher turbulent kinetic energy levels than
in the experiment are predicted at x/R = 2.52.

4.2 Aft Body with Bleed, I = 0.0075

Contours of the mean streamwise velocity normalized with the free-stream velocity for
the base flow with and without bleed are shown in Fig. 6. The low values of mean
velocity show the extent of the recirculation. From the contours it is apparent that the
location at which a positive mean streamwise velocity is observed behind the body,
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Fig. 5. Resolved turbulent kinetic energy at different streamwise locations behind the base; flow
without base bleed

(a) I = 0 (b) I = 0.0075

Fig. 6. Contours of mean non-dimensional steamwise velocity 〈u〉/U behind the base; (a) with-
out bleed, (b) with bleed; Thick contour line represents 〈u〉/U = 0

(a) I = 0 (b) I = 0.0075

Fig. 7. Contours of the mean non-dimensional radial velocity 〈v〉/U behind the base; (a) without
bleed, (b) with bleed

moved downstream in the case with bleed in relation to the case without bleed. Further-
more, the height of the recirculation is reduced in the case with bleed. In the present
numerical investigation the recirculation is displaced from the base till x/R of 0.75,
whereas in the experiment it is 0.85.

In Fig. 7 contours of the mean radial velocity normalized with the free-stream
velocity are depicted for both cases. These contours clearly show the expansion fan
centered at the base corner. In the case of base flow with bleed low values of the ra-
dial velocity are predicted very close to the base where a secondary recirculation is
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Fig. 9. Non-dimensional resolved turbulent kinetic energy (k/U2) contours behind the base

observed. In the inviscid region behind the base, negative values of the radial veloc-
ity indicate that the flow turns towards the axis after the separation at the base corner.
A large zone of low radial velocity is observed in the case without bleed. The reason
for this behavior is assumed to be a change in the angle of the expansion fan. In the
case with bleed, the angle of the expansion fan is reduced as a secondary recirculation
formed along the base.

The mean pressure coefficient along the base is shown for the base flow with and
without bleed in Fig. 8 and compared with the experimental pressure distribution. In
the experiment [3] higher pressure values along the base were observed when inject-
ing a low-speed mass flow through the bleed hole. The rise in the pressure coefficient
(ΔCp) along the base was about 0.02. In the numerical results a similar trend is ob-
served but the increment is slightly higher and about 0.025. The comparison with the
experimental results for both cases with and without bleed shows that the pressure co-
efficient is overpredicted, which is consistent with the overestimation of the length of
the recirculation region (saddle point) behind the afterbody.

Contours of the resolved turbulent kinetic energy normalized with the square of the
free-stream velocity are shown in Fig. 9. For both cases peak TKE values are evident in
the free shear layer at a distance from the base equal to the location of the saddle point.
Higher values of TKE are predicted in the case without bleed. The same trend is also
known from the experiment [6].
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5 Conclusions

In the current investigation, DES was applied to supersonic base flow with and without
bleed and the influence of bleed on the flow field was studied. The base flow with-
out bleed was studied using RANS and DES and the predictions were compared with
each other and with the experiments. The comparison with the experiments showed
that RANS predicted a smaller recirculation which compelled higher reverse velocity
and lower base pressure. The reason for such a trend was found to be a high turbulent
viscosity behind the base. DES predictions not only followed the trends of the exper-
iments but also agree well with the measurements concerning the mean flow field and
the base pressure. The turbulent kinetic energy level in the free shear layer very close
to the base corner is underpredicted as most of turbulence is modeled. Further down-
stream, the TKE trends of the experiment are reproduced. However, the TKE levels are
overpredicted near the free stagnation point.

The base flow with bleed was studied using DES and compared with predictions
without bleed. By introducing the bleed, a displacement of the recirculation behind the
base and an increase of the pressure along the base was observed. Comparisons with
the experiments showed that a higher pressure coefficient along the base was predicted.
Furthermore, a lower level of the turbulent kinetic energy in the shear layer was found
in the case with bleed compared to the case without bleed, which is consistent with the
experimental findings.
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Summary

Computations using the DLR TAU code are presented to predict the effect of the wind
tunnel on models which are directly attached to the wind tunnel side-wall. Results show
that the effect of the sidewalls is similar to an offset in the angle of attack (but can
only partially be corrected by a change in α), and that this effect is proportional to the
lift and Mach number. These results were used in the design phase for the iGREEN
wing-tailplane interference experiment.

1 Introduction

The DLR project iGREEN (Integrated Green Aircraft; 2007-2011) investigates the
effects of increased aircraft elasticity from optimised structures or new aerodynamic
configurations. One work package concerns the wing-tailplane interference through
buffet processes and includes experiments in the adaptive test section of the Transonic
Wind Tunnel Göttingen (TWG) in 2010. An NLR7301 airfoil is to be attached to a flut-
ter rig [3] providing high-frequency pitching oscillations upstream of an elastic swept
wing [2] previously used in the Aerostabil project (Figure 1). The aim of this numerical
investigation was to identify which parts of the wind tunnel need to be modelled so that
URANS and DES computations will be accurate, and to decide on the instrumentation
for the wind tunnel experiment [5].

The two models are to be mounted in the TWG adaptive wall test section. This is
a 1 m x 1 m test section where the top and bottom walls can be adapted such that the
Mach gradient due to the boundary layer growth on the wind tunnel wall is minimised,
and the interference of the walls on the model, due to the model lift and displacement,
is compensated. For this investigation it was assumed that there are no interference
effects from the top and bottom walls. The side-wall effects will be significant, since
both the NLR7301 and the Aerostabil wing model are mounted directly on the wall
of the TWG. The NLR7301 can be statically rotated and dynamically pitch-oscillated
and the Aerostabil wing model can be statically rotated or statically translated in the z-
direction (vertically), although z-movement was not used for these computations. The
distance between the centers of the models is 1154 mm.
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Fig. 1. Diagram of both wings in the experi-
mental setup.

Fig. 2. The chimera surfaces with 50 mm over-
laps.

2 Grid and Solver

Computations were performed with the DLR-TAU code [6] 2006.1.0 patch 3.
An LUSGS finite-volume solver was used on a hybrid unstructured 3-D grid consist-
ing of structured prism layers of y+=1 and stretching 1.2 close to the surfaces, and
a field discretised with tetrahedral cells, generated using the CENTAURTM[1] 7.0b1
unstructured grid generator. Computations were fully turbulent, using the Wilcox kω
turbulence model ([12] p121, p129). In this case the Wilcox kω turbulence model was
chosen for its high dissipation, to help convergence where large separated regions were
created. Pressures on the model midline were identical to those generated using the
Spalart-Allmaras turbulence model [10] with the Edwards modification (SAE) [4], but
required only half the computational time to convergence.

The grid was built in three parts, and assembled in TAU using the grid overset
(chimera) method (Figure 2). This meant that the NLR7301 and Aerostabil wing grids
were built in small cylinders, which were later inserted into holes in the external grid.
The external grid was a field of 1 m width and a length x height of 20 m x 20 m. The
wind tunnel sidewalls were modelled as large plates which could be set as symmetry
boundaries to simulate the 2D case, or to viscous boundaries to simulate the side-wall
boundary layer. The model was in the middle of this field, giving a 10 m lead-in for
boundary layer development on the side-walls. This is consistent with the lead-in sug-
gested by Loic [7] from the boundary layer data measured in the TWG by Poten [8].
The remaining four walls of the domain (upstream, downstream, top, bottom) were set
to be farfield boundaries. The compression of the flow by the boundary layers on the
viscous sidewalls produced a divergent flow at the model position, leading to outflow on
the top and bottom walls of the domain. The size of the computational field was set to
approximate the flow divergence of the TWG, which led to a computed flow divergence
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of 0.055◦ at 0.5m from the centerline with no model. The Mach-number gradient at the
model position was approximately 0.0003/m.

The effect of the NLR7301 on the Aerostabil wing was by the dip in the total pressure
in the wake of the NLR7301, with large cells used between the models to damp any
unsteady flow effects. The surface cells of the NLR7301 were limited to 1.7% of chord.
Blank cylinders without a model were also built so that the models could be tested
independently of each other. Complete grids had between 1 million and 10 million
nodes, depending on the configuration.

A 2D reference grid, generated in Centaur, was used to give 2D angle offsets and
to make the uncertainty due to the turbulence model visible. The grid used a circular
farfield of radius 500 chord lengths and grid adaptation was used to ensure that the 2D
results were converged. The 3D results with symmetry sidewalls were compared to the
2D results to ensure an accuracy in lift and drag of better than 0.1%. The geometry of
the structured-unstructured grid interface near the model trailing edge was particularly
important for correct grid convergence.

3 Results

This section presents the results of the computations. A large test matrix was computed,
from Mach 0.50 to Mach 0.85, but only results from Mach 0.70 with a Reynolds number
of 2 million (based on a chord length of 0.3 m) will be shown here, as having most of
the interesting characteristics also seen at other conditions. This was equivalent to the
lower of the two Mach number conditions tested on the NLR7301 in [3], and is a low
transonic Mach number for the Aerostabil wing.

3.1 The NLR7301 at Mach 0.70

The contours of CP on the top surface of the NLR7301 with viscous side-walls are in
Figure 3 for α=0◦ and 2◦. At 2◦, a region of supersonic flow is terminated by a strong
shock at x/c=0.3, and at 0◦ a weaker shock is at x/c=0.15. Note the uniform region be-
tween y/l=0.3 and y/l=0.7. The three-dimensionality of the flow, from the interaction of
the airfoil with the boundary layer on the wind tunnel side wall, is caused by a separa-
tion at the rear of the airfoil at the join between the airfoil and the wall. This separation
acts as a displacing body in the flow, causing the surface streamlines to divert around it.
Although the width of the separation region at the trailing edge is only around y/l=0.06
in these cases, a direct three-dimensional effect is observable in the CP contours out to
a width of at least y/l=0.3.

The surface streamlines for the top of the NLR7301 are shown in Figure 4 for the
top and bottom of the airfoil at α=0◦. Here it can be seen that the maximum width of
the separations are y/l=0.055 and y/l=0.035 for the top and bottom of the airfoil re-
spectively, and that the sidewall separations cause the streamlines to curve towards the
model centerline for all values of y/l. Figure 5 shows that increasing the Mach num-
ber increases the size of the separation regions, and that increasing the angle of attack
increases the size of the separation on the top and decreases the size of the separation
on the bottom. This is one cause of differences in lift-polar gradients measured in wind
tunnels to those found in free flight.
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Fig. 3. Contours of CP (0.05 step) for the NLR7301 top: Left: αNLR =0◦, Right: αNLR =2◦.

To quantify the interference effect of the wind-tunnel side-walls, cut planes were ex-
tracted from the airfoil on the model centerline at y/l=0.5. Although the region between
y/l=0.3 and y/l=0.7 is relatively uniform, the 2D CP distribution was not observed. For
both α=0◦ and 2◦ (Figure 6), the effect of the viscous side walls is to increase the pres-
sure on the model top side, pushing the shock forward, and to decrease the pressure
on the bottom side of the model. The combined effect of these two changes is that the
model computed with viscous side-walls has a changed circulation, making it appear to
be at a lower angle of attack than the model with symmetry planes. This reduction in
angle of attack has previously been estimated to be 0.5◦ to 0.7◦ for the WIONA model
[9] and 0.6◦ for the COSDYNA model [11]. This well-known 3D sidewall effect causes
a systematic error of the order of 20% in CL for the NLR7301 tested at constant α.
Historically this effect has been corrected by testing at constantCL (variable α), which
compensates for the change in circulation caused by the wall effects. This correction is
increasingly invalid when transonic flow with shocks appears on the airfoil.

The problem with using a simple adjustment of the 2-D angle of attack is illustrated
in Figure 6, Right. Here 2D computations for different angles of attack are compared
with the 3D computations with either viscous or symmetry sidewalls. The 2D compu-
tation at α

2D
=2◦ shows a similar shock position and similar pressures in the supersonic

region and on the pressure side of the airfoil to the 3D case using the symmetry walls.
Pressures behind the shock are different, mainly indicating that the 2D computation
using the SAE turbulence model is closer to separation than the 3D computation with
the Wilcox kω turbulence model. The computation for the viscous wall case is matched
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Fig. 4. Surface streamlines for the NLR7301 at αNLR =0◦. Left: Top, Right: Bottom.

Fig. 5. Width of the NLR7301 corner separation by Mach number and angle of attack.
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Fig. 6. Comparison of centerline pressures from computations with viscous and symmetry bound-
ary conditions, compared with 2D computations. Left: αNLR =0◦, Right: αNLR=2◦.

best by the 2D computation with α
2D

=1.4◦, an offset of -0.6◦. Here the CP on the
pressure side of the airfoil, the pressure in the supersonic region, and the pressure after
the shock are well matched, but the position of the shock is different. Figure 6 (Left)
shows that, for α

NLR
=0◦, the computation for the symmetric condition is relatively well

matched by the 2D computation at α
2D

=0◦, but the comparison for the viscous walls
using α

2D
=-0.6◦ has the CP on the suction side of the airfoil is approximately correct,

but the CP on the pressure side of the airfoil completely wrong. It can be seen from
Figure 5 that the “correct” α2D will be a function of both Mach number and angle of
attack. One solution is to use experimental models with a higher aspect ratio than 10/3,
but stiffness and weight constraints often make this impossible.

3.2 The Aerostabil Wing at Mach 0.70

The Aerostabil 3D wing does not have the large corner separations seen on the
NLR7301, with only a small corner separation at the trailing edge of the pressure side.
The aeroelastic experiment requires the mounting of the model to be very stiff so that the
elastic deformation of the model can be accurately measured. This means that peniches
or splitter plates are avoided. The elastic wing is fixed directly to the TWG side-wall,
with the wing root within the wind tunnel wall boundary layer. The result of this is that
the model has an unusually high wall interference effect, which must be separated from
the wake interference effect caused by the NLR7301. Thus the decision where to place
the instrumentation in the wing depends on the extent of the effects of the boundary
layer on the wing.

When the data for the symmetric wall condition is subtracted from the data for the
viscous wall (Figure 7, left), it is clear that a large part of the wing is significantly af-
fected by the wall. For a CP difference on the order of 0.01, only positions on this
model with y greater than 400 mm should be considered. Difference contours of CP

can also be used to show the effect of the NLR7301 wake on the Aerostabil wing at
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Fig. 7. Contours of CP difference at αAero=0◦ Black is a difference of less than 0.05 and following
contours are at steps of 0.05. Left: Differences due to the sidewall, Right: Differences due to wake
of NLR7301 at αNLR =2◦ .

α
Aero

=0◦ for α
NLR

=2◦. Figure 7 (right) shows the difference contours between compu-
tations including the NLR7301, and computations with only the Aerostabil. Here it can
be seen that the interference effect of the NLR7301 wake is to increase the pressures
on the Aerostabil wing, similar to the effect of the sidewalls. While the effect of the
sidewall is concentrated close to the wall, the wingtip shows a significant difference
due to the NLR7301 wake. Thus separating the effects of the wing-tailplane interaction
from the effect of the viscous wall will be challenge for the experimenters, but certainly
possible in the outer portion of the wing.

4 Conclusion

Computations for the NLR7301 comparing viscous and symmetry sidewalls identified
significant effects of the side-wall boundary layer separation. Here 3D separations form
at the joint between the wall and both the upper and lower sides of the airfoil. These
separations act as displacing bodies which accelerate the flow, changing the circulation
around the airfoil, giving an effect similar to a reduction in angle of attack. Histor-
ically this effect has been corrected by testing at constant CL (variable α), however
further investigation using 2D computations with a corrected angle of attack could only
approximately reproduce the effect shown, indicating that modelling the wind tunnel
sidewalls is necessary. A comparison of the differences in pressure induced by the side-
wall showed that positions on the Aerostabil model with distances from the wall greater
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than 400 mm are best suited for instrumentation, helping considerably in preparing a
successful validation experiment. The method of finding the optimal sensor positions is
also applicable to other models and wind tunnels.
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Summary

The Stress-ω differential Reynolds stress model with the ω-equations of Wilcox, Kok
and Menter and the SSG/LRR-ω, being always linked to the Menter ω-equation, have
been applied to the transonic flow around the RAE 2822 airfoil and the ONERA M6
wing. Comparison with the Wilcox k − ω model shows the influence of replacing the
k-equation and the Boussinesq hypothesis by the modeled Reynolds stress transport
equation. Particularly for the M6 wing differential Reynolds stress models appear to be
generally superior. Nevertheless the comparison between the different model variants
reveals, that details of the length scale equation can have a larger influence than details
of the re-distribution term modeling.

1 Introduction

The simulation quality of aerodynamic flows critically depends on the respective
turbulence model, the strengths and weaknesses of which are particularly revealed in the
case of separating flows. Except for massively separated flow, the concept of Reynolds
averaged Navier-Stokes (RANS) equations is generally considered suitable for the sim-
ulation of technical flow problems. Within this framework mainly eddy viscosity mod-
els (EVM) are applied, that can be treated by standard CFD methods without partic-
ular problems at affordable additional cost. Nevertheless these models are of limited
accuracy, especially for predicting separated flows [5].

A major reason for the failure of EVMs in complex flows is assumed to be the
underlying Boussinesq hypothesis, setting the Reynolds stress tensor parallel to the
strain rate tensor, where the eddy viscosity is a scalar scaling factor. Furthermore the
production term, considered of major importance, needs to be modelled in EVMs, e. g.
in the k-equation. In contrast, differential Reynolds stress models (DRSM) do not rely
on the Boussinesq hypothesis but instead provide transport equations for the individual
Reynolds stresses, where the production term is treated exactly. Having solved the prob-
lem of numerical robustness at still reasonable cost, DRSMs have been demonstrated
to be applicable to complex aerodynamic flow problems [4], showing indeed improved
predictions in many cases compared to EVMs [2].
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However DRSMs need an additional equation for a length scale supplying variable,
typically ε or ω, the influence of which on the model’s accuracy is widely unknown. In
the DLR TAU code different DRSMs are implemented, relying on different forms of
the ω-equation. These equations can be integrated down to the wall (Low-Re models),
avoiding wall-functions that might deteriorate the results in case of separation. In the
following different ω-equations are combined with different DRSMs for investigating
the influence of details of the length scale equation on the prediction of aerodynamic
flows, in particular with separation.

2 Model Components

2.1 Reynolds Stress Equation

The modeled Reynolds stress equation applied here reads

∂ (ρRij)
∂t

+
∂

∂xk
(ρRijUk) = −Rik

∂Uj

∂xk
−Rjk

∂Ui

∂xk
− 2

3
ρεδij

+ρΦij +
∂

∂xk

[(
μδkl + D ρ

ω
Rkl

) ∂Rij

∂xl

]
, (1)

where ρ denotes the density, Ui the velocity components, μ the molecular viscosity,Rij

the components of the specific Reynolds stress tensor, k = 0.5Rii the specific kinetic
turbulence energy, ε = 0.09kω the dissipation rate with ω the specific dissipation rate.
The specific re-distribution tensor is written according to Speziale et al. [11] as

Φij = −
(
C1ε+ C∗

1P
(k)
)
bij + C2ε

(
bikbkj − 1

3
bmnbmnδij

)

+
(
C3 − C∗

3

√
bmnbmn

)
kSij + C4k

(
bikSjk + bjkSik − 2

3
bmnSmnδij

)

−C5k (bikWkj −Wikbkj) , (2)

where P (k) = −Rij∂Ui/∂xj represents the production of kinetic turbulence energy,
bij = Rij/(2k)− δij/3 is the anisotropy tensor, and Sij andWij are the symmeric and
the antisymmetric part of the velocity gradient tensor ∂Ui/∂xj , respectively.

Two different DRSMs are considered, i. e. the Stress-ω model by Wilcox [13], using
constant coefficients according to the Launder-Reece-Rodi (LRR) model [7], and the
SSG/LRR-ω model [4], blending all coefficients ϕDRSM = D, Ci, C

∗
i between the

values of the LRR and the Speziale-Sarkar-Gatski (SSG) model [11] according to

ϕDRSM = F1ϕ
(LRR)
DRSM + (1 − F1)ϕ

(SSG)
DRSM , (3)

where F1 is the blending function of Menter’s k-ω models [9], changing gradually from
F1 = 1 at the wall to F1 = 0 further away. Table 1 shows the values of the closure
coefficients refering to the LRR and SSG model, respectively.
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Table 1. DRSM closure coefficients.

D C1 C∗
1 C2 C3 C∗

3 C4 C5

LRR 0.50 3.6 0 0 0.8 0 2.00 1.11

SSG 2.44 3.4 1.8 4.2 0.8 1.3 1.25 0.40

2.2 Length Scale Equation

The above Reynolds stress transport equation is supplemented with a ω-equation for
supplying the length scale that can be written in the following generalized form

∂ (ρω)
∂t

+
∂

∂xk
(ρωUk) = −αω

k
Rik

∂Ui

∂xk
− βρω2 +

∂

∂xk

[(
μ+ σ

ρk

ω

)
∂ω

∂xk

]

+σd
ρ

ω
max

(
∂k

∂xk

∂ω

∂xk
; 0
)
. (4)

The equations considered differ only in the coefficients ϕω = α, β, σ, σd where in case
of Menter’s ω equation their values vary from the wall (ϕ(1)

ω ) to the outer edge of the
boundary layer (ϕ(2)

ω ) as the DRSM coefficients in eq. (3), i. e.

ϕω = F1ϕ
(1)
ω + (1 − F1)ϕ(2)

ω . (5)

Table 2 shows the values of the closure coefficients for the ω-equations by Wilcox [12],
Kok [6] and Menter [9]. As one can see, the Kok equation only adds a cross-diffusion
term to the Wilcox equation, whereas the Menter equation additionally involves a grad-
ual change of the coefficient values. Note, that the Stress-ω model can be combined
with any of these equations, whereas the SSG/LRR-ωmodel strictly requires the Menter
ω-equation for closure.

Table 2. Closure coefficients of ω-equations.

α(1) α(2) β(1) β(2) σ(1) σ(2) σ
(1)
d σ

(2)
d

Wilcox [12] 0.5556 0.5556 0.075 0.075 0.5 0.5 0 0

Kok [6] 0.5556 0.5556 0.075 0.075 0.5 0.5 0.5 0.5

Menter [9] 0.5556 0.44 0.075 0.0828 0.5 0.856 0 1.712

3 Results

The Stress-ω model with the ω-equations by Wilcox, Kok and Menter as well as the
SSG/LRR-ω model, always using the Menter ω-equation, have been applied to typical
transonic test cases, particularly involving shock induced separation. The comparison
of the results gives some insight into the influence of details of the length scale equation
compared to the influence of the re-distribution model.
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3.1 RAE 2822 Airfoil

The transonic flow around the RAE 2822 airfoil is a widespread test for turbulence
models in aerodynamics, particularly the conditions refered to as Case 9 (Mach number
Ma = 0.73, Reynolds number Re = 6.5 · 106, incidence α = 2.80) and Case 10
(Mach numberMa = 0.75, Reynolds numberRe = 6.2 · 106, incidence α = 2.80) [1].
In particular for Case 10 the occurring shock on the suction side of the airfoil induces
separation.

Case 9 and Case 10 have been computed on a very fine structured grid with 736×176
cells, yielding fairly grid independent solutions. Fig. 1 shows the corresponding pres-
sure distributions obtained with the four DRSM variants and the Wilcox k − ω model
for comparison. Replacing the k-equation and Boussinesq hypothesis by the Reynolds
stress transport equation obviously improves the prediction of the shock location. How-
ever, exchanging the Wilcox by the Kok ω-equation, shifts the shock position upstream
by roughly the same amount. Obviously the cross-diffusion term in the latter, supposed
to be active only in the outer part of the boundary layer, has a significant influence. In
contrast the difference between the SSG/LRR-ω and the Stress-ω model, both using the
Menter ω-equation, is rather small, despite of the differing terms in the Reynolds stress
transport equation, particularly the re-distribution tensor.

As one can see from Fig. 2, the predicted shock location is directly related to the pre-
dicted wall shear stress level upstream of the shock. The higher Cf , the further down-
stream the shock is located. As one can see, using a Reynolds stress transport model
instead of a k-based EVM leads to a similar reduction in Cf as the cross-diffusion
term, present in the ω-equations of Kok and Menter, confirming the above observation
on the Cp-distribution.

3.2 ONERA M6 Wing

The ONERA M6 wing is a low aspect ratio tapered wing, representing a
three-dimensional counterpart to the RAE 2822 airfoil for testing turbulence models.
In particular the flow at a Mach number of Ma = 0.84 is considered here at inci-
dences ranging from α = 0.04o to α = 6.06o. The Reynolds number varies between
Re = 11.71 · 106 and Re = 11.82 · 106. Only experimental pressure distributions in
seven cross-sections are available [1], indicating no lift breakdown up to α = 6.06o.

The computations have been carried out on a grid, consisting of 4.5 · 106 nodes,
which is considered fine enough for obtaining fairly grid independent solutions [3]. In
particular it has been checked, that in all computations the wall distance of the wall
nearest grid points, d1, corresponds to a value of y+

1 = d1uτ/ν < 1 on the entire wing,
where uτ is the friction velocity, and ν is the kinematic viscosity of the fluid.

Fig. 3 shows the computed lift curves and polars for the different DRSM variants
and the Wilcox k − ω model for comparison. As one can see, at lower incidences up
to α = 4.08o the results for the lift coefficient are virtually identical for all models,
whereas at higher incidence, deviations can be observed. The same holds for the polar,
except that at small angles of attack the Wilcox k−ω model yields a significantly larger
drag coefficient CD than any of the DRSMs. At α = 0.04o, which is close to zero lift,
the CD-value predicted by the Wilcox k − ω model is 9.5% higher than the lowest CD

predicted by the Stress-ω model with the Kok ω-equation.
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Fig. 4 shows the pressure distributions in two sections at 65% and at 80% span at
the highest incidence of α = 6.06o. Similar to the results for the RAE 2822 airfoil
the Wilcox k − ω model predicts the shock the furthest downstream. Replacing the
k-equation and the Boussinesq hypothesis by the Reynolds stress transport equation
shifts the shock further upstream, thus improving the prediction. Anyway, replacing the
Wilcox by the Kok ω-equation, i. e. adding a cross-diffusion term, leads to significantly
better agreement with the experiment up to 80% span. In comparison the differences
between the SSG/LRR-ω and the Stress-ω model with the Menter ω-equation are much
smaller, indicating only little influence of the re-distribution modeling.

Fig. 5 shows the friction lines on the upper surface of the ONERA M6 wing at
α = 6.06o predicted by the four DRSM variants. As one can see, a complex, shock
induced separation pattern forms, where the Stress-ω model with the Wilcox ω-equation
predicts the smallest chordwise recirculation zone. Replacing the Wilcox by the Kok
or Menter ω-equation this separation extends almost to the trailing edge, where the
SSG/LRR-ω model yields a slightly larger spanwise width.

Note, that in the outboard sections beyond 90-95% span the Stress-ω model with the
Wilcox ω-equation gives the best agreement with the experimental pressure distribution
which is probably a positive countereffect of its tendency to underpredict separation.
Note further, that with any other EVM tried, including Menter SST [9] and Spalart-
Allmaras [10], a sudden lift breakdown has been observed below an incidence of α =
5.06o which is in contradiction to the experimental pressure distributions. Thus these
models completely fail to predict the flow at α = 6.06o.

4 Conclusion

Four different DRSM variants have been applied to the transonic flow around the RAE
2822 airfoil (Case 9 and 10) and the ONERA M6 wing at Ma = 0.84, exhibiting
shock-induced separation. As it comes out, replacing the k-equation and the Boussinesq
hypothesis in the Wilcox k−ω model by a modeled Reynolds stress transport equation
(Stress-ω model), reduces the skin friction and moves the shock position upstream,
thereby improving the predictions. Nevertheless, replacing the Wilcox by the Kok or
Menter ω-equation, i. e. adding a cross-diffusion term, further improves the predictions
by almost the same amount. In contrast the differences between the predictions by the
SSG/LRR-ω and the Stress-ω model, both using the Menter ω-equation, are only minor.
The results for the ONERA M6 wing at α = 6.06o show a spanwise slightly wider
separation zone with the SSG/LRR-ω model, that is supposed to be mainly attributed to
the different re-distribution models in the Reynolds stress transport equation.

Thus one has to conclude that the length scale equation is of major importance for
DRSM predictions. Wall normal ω-distributions upstream the shock (not shown due to
restricted space) reveal lower ω in the outer part of the boundary layer, when using the
Wilcox ω-equation. This indicates that the known freestream sensitivity of the latter due
to a missing cross-diffusion term [8] is a major source of discrepancies. Nevertheless
for the ONERA M6 wing the DRSMs have generally shown to be superior to EVMs,
because, except the rather inaccurate Wilcox k − ω model, all other tested EVMs yield
lift break down below an incidence of α = 5.06o, which is in contradiction to the
experimental pressure distributions.
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Summary 

Runge-Kutta/Implicit methods for the solution of the Navier-Stokes equations provide 
superior convergence rates, especially when combined with a multigrid framework. In 
previous investigations [7,8,10], the algebraic model of Baldwin and Lomax [1] was 
employed as turbulence model. In the present contribution, this model is replaced by 
the model of Spalart and Allmaras [9], where an additional partial differential 
equation has to be solved. The design of an appropriate solution strategy to solve this 
additional equation and account for the necessary coupling to the system of main flow 
equations to maintain the favorable convergence rates of the basic scheme are 
outlined and discussed. Different cases of turbulent subsonic and transonic flow 
around airfoils are considered to assess the convergence properties of the resulting 
algorithm. Comparison with results of previous investigations confirms that the high 
efficiency of the basic Runge-Kutta/Implicit method is not impaired when adding an 
equation for turbulent transport. 

1   Introduction 

Efficient solution of the Navier-Stokes equations still represents a significant 
challenge, especially when at high Reynolds numbers the resolution of thin boundary 
layers requires highly stretched meshes with very high cell aspect ratios. These 
problems are substantially aggravated when additional equations need to be solved to 
model the influence of turbulence. Here, not only the way of coupling these equations 
to the main equations is a matter of concern, but large source terms need to be 
properly taken care of, especially in the context of multigrid acceleration.  

In previous work, the authors proposed Runge-Kutta/Implicit (RK/I) methods for 
efficient solution of the Euler and Navier-Stokes equations [7,8,10]. These methods 
showed superior performance with respect to standard solution techniques: the number 
of multigrid cycles required for a converged solution was reduced by more than an 
order of magnitude, and corresponding CPU times by a factor of 5.  
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In the present work the algorithm of Ref. [7,8] is extended to incorporate the partial 
differential equation based turbulence model of Spalart and Allmaras [9], instead of the 
purely algebraic model of Baldwin and Lomax [1] used in the previous investigations. 
In order to maintain the favorable convergence rates of the basic algorithm, special 
care has to be taken to efficiently solve the turbulence equation with its source terms, 
and to couple the solution of this equation into the algorithm for solution of the main 
equations. The performance of the resulting method will be assessed by computing 
turbulent, compressible and incompressible flow around airfoils at various Reynolds 
numbers.  

2   Governing Equations 

We consider the two-dimensional compressible Navier-Stokes equations. For a 
control volume fixed in time and space, the system of partial differential equations in 
integral form in a Cartesian reference frame is given by: 
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∂

∂
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 ,                                               (1) 
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represents the vector of conservative variables, F is the flux-
density tensor, and Vol, S, and n

r
 denote volume, surface, and outward facing normal 

of the control volume. 
For technically relevant flows, the scales of turbulent motion cannot be resolved, 

and the influence of turbulence has to be modeled. Spalart and Allmaras [9] define a 
transport equation for a turbulence variable ν~ to provide a turbulent eddy viscosity. 
Here, a rearranged form following Ref. [11] is used: 
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where Ω denotes vorticity, jx  and ju  denote Cartesian coordinates and velocity 

components using tensor notation, and d is the distance to the closest wall boundary. 
The definition of the model constants follows from Ref. [9,11]. 

3   Basic Solution Scheme 

The basic solution scheme uses a cell centered, finite volume space discretization on 
structured meshes [6]. A semi-discrete form of equation (1) may be written as: 
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Fig. 1. Amplification of 3-stage RK/I scheme        Fig. 2. Pressure distribution (SA-model) 

where the indices i,j denote a computational cell in the flow field, Vol is the volume 
of cell i,j, ⊥F  is the flux density vector corresponding to the direction normal to a cell 

face S, and K represents the maximum number of cell faces of the control volume 
with k as running index. For discretization, Flux Difference Splitting  [5] using the 
Mach number based implementation of Ref. [6] is used. 

Time integration of Eq. (3) is achieved by the Runge-Kutta/Implicit (RK/I) method 
proposed in Ref. [7,8]. In a Runge-Kutta scheme, variables of W

r
are updated by: 
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where superscript (m) denotes the stage count, and )(mα  is the coefficient of the  
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 represents residuals evaluated with the variables of the 

previous (m-1)-stage. Following Refs. [7,8], at each stage the explicit Runge-Kutta 
time stepping of Eq. (4) is augmented by an implicit preconditioning step: 
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where NB(k) indicates the neighbor of cell i,j corresponding to face k, I is the identity 
matrix, jit ,δ the local time step of cell i,j, and ε  a user specified smoothing parameter. 

The two matrices +
⊥A and −

⊥A represent the positive and negative parts of the flux 

Jacobian ⊥A corresponding to the direction normal to a cell face S. 

The preconditioned residuals R
~r

 obtained from the solution of Eq. (5) are used in 
the Runge-Kutta framework given by Eq. (4) for updating conservative variables:  
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Figure 1 shows the amplification factor g of a 3-stage scheme defined by Eqs. (5) to 
(6) determined from a one-dimensional Fourier analysis of Swanson et al. [10]. In the 
present investigation, ε is specified as 5.0=ε on the finest mesh, and 4.0=ε on all 
coarser meshes, being identical to previous investigations [7,8].  

Since the RK/I scheme removes the CFL restriction of the basic explicit method, 
CFL numbers in the order of 1000 are used [7]. Time integration is further enhanced 
by employing multigrid following the ideas of Jameson [4]. 

4   Implementation of the One-Equation Turbulence Model 

Following the original work of Spalart and Allmaras [9], a first order, non-
conservative discretization of eq. (2) is employed. Considering an implicit 
notation, this leads to the discrete form: 

( ) RSLLI yx −=Δ+++ ν~ ,                                                    (7) 

where yx LL , are first order linear operators, S  is the source term containing 

production and destruction of turbulence, and R is the residual function. 
The main equations (1) and the turbulence equation (2) are solved in a loosely 

coupled manner. When solving the main equations (1), eq. (2) is solved at each stage 
of the RK/I scheme on the finest mesh only. Turbulent viscosity is then transferred to 
the coarser meshes and frozen. Eq. (2) is solved in the framework of the RK/I scheme 
for the main equations by three different approaches: 

1. A Diagonally Dominant Alternating Direction Implicit (DDADI) scheme 
following the work of Faßbender [3]. 

2. A Symmetric Line Gauss-Seidel (SLGS) method, which is employed along the 
grid lines perpendicular to the solid wall and wake-cut boundary to account for the 
direction of maximum stiffness. 

3. A 2-stage RK/I scheme (RKI-SGS) with the same Symmetric Gauss-Seidel 
iteration as for the main equations. To appropriately treat the source term in eq. 
(2), this is augmented by a local line symmetric relaxation sweep in the boundary 
layer and in the wake.  

To further enhance efficiency and robustness when solving eq. (2), the three different 
solution strategies, namely DDADI, SLGS, and RKI-SGS, are supported by a V-cycle 
multigrid algorithm. Here, a W-cycle did not offer advantages in efficiency. The 
multigrid algorithm to solve eq. (2) is called at each stage of the fine mesh RK/I 
scheme when solving the main equations (1).  

5   Computational Results 

Structured C-meshes around the RAE 2822 airfoil are used. Since grid lines are directly 
identified, implementation of the line-solves for DDADI and SLGS is straightforward. 
The line relaxation added to the RKI-SGS scheme is employed from the wall or wake-cut 
boundary to 1/4 of the computational domain in j-direction, with the j-direction being 
perpendicular to the wall or wake-cut boundary. A 4-level W-cycle is employed in the 
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Fig. 3. Convergence for Case 9 (320x64)              Fig. 4. Convergence for Case 9 (640x128) 

multigrid algorithm for the main equations (1). The same number of levels is used in the  
V-cycle multigrid of the turbulence equation (2). On the finest mesh, a second order 
discretization is employed. On coarse meshes discretization for advection terms is 
reduced to first order. 

5.1   Compressible, Turbulent Flow at Moderate Reynolds Numbers 

First, the convergence properties at moderate Reynolds numbers are investigated 
using the C-meshes with 320x64 and 640x128 cells of Ref. [7,8]. Computations are 
terminated when the density residual is decreased by 13 orders of magnitude.  

For the transonic Case 9 ( )000,500,6Re;31.2;73.0 =°==∞ αM  of Ref. [2], Figure 2 

shows the pressure distribution obtained with the Spalart-Allmaras turbulence model. 
Table 1 summarizes the convergence behavior of the method with DDADI, SLGS, or 
RKI-SGS to solve the turbulence equation. Without employing multigrid for the 
turbulence equation, on the 320x64 mesh one call of DDADI or SLGS suffices. 
Refining the mesh to 640x128 cells, the number of calls has to be doubled; however, 
using the V-cycle multigrid leads to grid independent convergence with only one call 
of DDADI or SLGS. Computation times for DDADI and SLGS are very similar. Due 
to the point-implicit nature of the RKI-SGS scheme, it requires support from the  
V-cycle. With the multigrid the scheme exhibits grid independent convergence. Note 
that the computation times for the RKI-SGS scheme are only about 5-10% higher than 
for the fully line-implicit algorithms. Additionally, a computation of the same case 
with the well-tuned reference method used in Ref. [7,8] is included in Table 1. 
Following Ref. [3], the equation of the Spalart-Allmaras turbulence model is solved 
only once at the beginning of the 5-stage Runge-Kutta scheme by employing the 
DDADI scheme without multigrid. With respect to the reference method computation 
time is reduced by about a factor of five, confirming the superior performance of the 
RK/I scheme. In Figures 3 and 4, convergence histories for density and turbulence 
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Table 1. Comparison of time-integration strategies for turbulence equation (Case 9) 

Method Grid MG # Calls # Cycles Cpu Time 
DDADI 320 x 64 None 1 71 199 
DDADI 320 x 64 None 2 72 217 
DDADI 320 x 64 4 V 1 72 214 

DDADI 640 x 128 None 2 77 968 
DDADI 640 x 128 4 V 1 74 913 
SLGS 320 x 64 None 1 72 199 
SLGS 320 x 64 None 2 71 208 
SLGS 320 x 64 4 V 1 72 211 
SLGS 640 x 128 None 2 80 976 
SLGS 640 x 128 4 V 1 74 895 

RKI-SGS 320 x 64 4 V 1 72 228 
RKI-SGS 640 x 128 4 V 1 73 951 
RK5/3-S 320x64 None --- 1648 1078 

 
residuals are displayed when using the RKI-SGS scheme for solving the turbulence 
equation. The residual of the turbulence equation is reduced with an asymptotic 
convergence rate similar to that of the main equations.  

For the more severe Case 10 ( )000,200,6Re;80.2;75.0 =°==∞ αM , Figures 5 and 6 

show the convergence histories with the RKI-SGS scheme on the 320x64 and 
640x128 meshes for solving the turbulence equation. Corresponding results for the 
subsonic Case 1 ( )000,700,5Re;93.1;676.0 =°==∞ αM  are displayed in Figures 7 and 

8. Following the investigations of Ref. [7,8], here on the finest mesh a pure second 
order reconstruction of variables without limiting is employed. 
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Fig. 7. Convergence for Case 1 (320x64)              Fig. 8. Convergence for Case 1 (640x128) 
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Fig. 9. Re-variation; density residual                 Fig. 10. Re-variation; turbulence residual 

5.2   Compressible, Turbulent Flow at High Reynolds Numbers 

Second, sensitivity of the method to variation in Reynolds number is investigated. 
Starting from the subsonic conditions of Case 1, Reynolds number is varied from 

6107.5Re x=  to 610100Re x= . The C-meshes from Ref. [3] with 368x88 cells are 
used, which were adapted to Reynolds number, leading to cell aspect ratios varying 
from about 3,000 to over 50,000. Figures 9 and 10 show the convergence histories for 
density and turbulence residual, respectively. Despite a variation of Reynolds number 
by more than an order of magnitude, the number of cycles required to reduce the 
density residual by 12 orders of magnitude increased only by somewhat less than 50% 
with respect to computation at the lowest Reynolds number. 
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Fig. 11. Incompressible flow (320x64)                 Fig. 12. Incompressible flow (640x128) 

5.3   Incompressible, Turbulent Flow 

Last, incompressible flow is computed on the 320x64 and 640x128 meshes. Except 
for the free-stream Mach number of 001.0=∞M , the on-flow conditions are similar to 

Case 1. Figures 11 and 12 show the convergence histories of density and turbulence 
residuals. Here the density residual is decreased by only eight orders of magnitude to 
avoid round-off errors [8]. 

6   Conclusion 

The one-equation turbulence model of Spalart and Allmaras was integrated into a 
Runge-Kutta/Implicit scheme by loosely coupling the solutions of main equations and 
turbulence equation. For efficient computation, the turbulence equation was solved at 
each stage of the main equations Runge-Kutta/Implicit method on the finest mesh. 
Three different strategies for solving the turbulence equation, namely a Diagonal 
Dominant Alternating Direction Implicit, a Symmetric Line Gauss-Seidel, and a 
Runge-Kutta/Implicit method with local line solves were investigated. Adding a V-
cycle multigrid algorithm for the solution of the turbulence equation, grid independent 
convergence was achieved. Computation times of the three strategies were similar, 
and comparison with a well-tuned reference method showed that the superior 
performance of the Runge-Kutta/Implicit method for solving the main equations was 
not degraded when adding the solution of a turbulence transport equation. Variation 
of Reynolds number by more than an order of magnitude showed a low sensitivity to 
discrete stiffness of large cell aspect ratios, and the applicability to incompressible 
flows was demonstrated by computing flow at a free-stream Mach number of 

001.0=∞M . 
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Summary 

A Reynolds-averaged Navier-Stokes solver, a laminar boundary-layer code and a 
fully automated local, linear stability code for the prediction of Tollmien-Schlichting 
and cross-flow instabilities were coupled for the automatic prediction of laminar-
turbulent transition on general aircraft configurations during the ongoing flow 
computation. The procedure is applied to a three-dimensional wing-body 
configuration and the sensitivity of the coupled system to a variety of coupling 
parameters is investigated.  

1   Introduction 

Besides wind tunnel testing and flight tests, computational fluid dynamics (CFD) 
simulation based on Reynolds-averaged Navier-Stokes (RANS) solvers has become a 
standard design approach in industry for the design of aircraft. For the design point of 
aircraft a positive assessment of the numerical results was achieved for many 
validation and application tests and the prediction capabilities of the software tools 
could be positively evaluated. As a consequence, high confidence in numerical 
simulations could be achieved in industry and will eventually allow more simulation 
and less physical testing. However, and despite of the progress that has been made in 
the development and application of RANS-based CFD tools, there is still the need for 
improvement, for example, with regard to the capability of a proper capturing of all 
relevant physical phenomena. This can only be achieved if capable and accurate 
physical models are available in the codes. On the one hand, the combined use of 
transition and turbulence models is indispensable for flows exhibiting separation, 
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because otherwise the close interaction between the laminar-turbulent transition and 
its impact on flow separation is not reproduced. On the other hand, it is not possible to 
fully exploit the high potential of today’s advanced turbulence models if transition is 
not taken into account. Thus, in modern high-fidelity CFD tools a robust transition 
modeling must be established together with reliable and efficient turbulence models. 

The unstructured/hybrid RANS solver TAU, [13], [5] and [14], has been equipped 
with a general transition prediction functionality which can be applied to general 
three-dimensional aircraft configurations. The development and first technical 
validation steps were carried out at the Institute of Fluid Mechanics of the University 
of Braunschweig, [9], [3] and [4]. The code can be used together with a laminar 
boundary-layer method, [1], for the calculation of highly accurate laminar boundary-
layer data. Alternatively, the boundary-layer data can be directly extracted from the 
RANS solution. A fully automated, local linear stability code, [12], analyzes the 
laminar boundary layer and detects transition due to Tollmien-Schlichting or cross-
flow instabilities. The stability code, which applies the eN-method, [15] and [18], and 
the two-N-factor approach, [10], [17] and [11], for the determination of the transition 
points, uses a frequency estimator for the detection of the relevant regions of 
amplified disturbances for Tollmien-Schlichting instabilities and a wave length 
estimator for cross-flow instabilities. The stability code is now used instead of the eN-
database methods which have a more limited application range and which were 
applied usually in an automated process chain coupling a RANS solver and a 
transition prediction tool, [6]. Recently, the transition prediction module of the TAU 
code was applied to two-dimensional airfoil configurations, the horizontal tail plane 
of a generic aircraft configuration and a wing-body configuration with a three-element 
high-lift wing, [7], [8]. In this paper, the TAU code with transition prediction is 
applied to a three-dimensional wing-body configuration. The computations were 
carried out on big cluster systems. The main purpose of the investigations is the 
following: The sensitivity of the complete coupled system to a variety of the most 
important coupling parameters must be known in order to ensure fast and reliable 
computations. The setting of these parameters and possible interactions between their 
influences on the coupled computation procedure may have an impact on the 
convergence of the transition locations and the convergence of the computation as a 
whole and influence the quality of the solution. It is shown that for the parameters 
analysed in the present work certain range combinations can be found, so that they 
have either a positive or a negative influence on the overall behaviour of the coupled 
system. Eventually, a number of best-practice statements can be derived. The results 
represent a first step towards the industrialization of the TAU transition prediction 
module. 

2   Transition Prediction Coupling 

For production purposes, the transition prediction module applies a laminar boundary-
layer method for a fast and highly accurate computation of the laminar boundary  
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layers. The TAU code communicates the surface cp-distribution as input data to the 
laminar boundary-layer method COCO, [1], and COCO computes all of the boundary-
layer parameters that are needed for the stability code LILO, [12]. Based on the 
stability analysis done by LILO eN-methods for Tollmien-Schlichting and cross-flow 
instabilities determine transition locations that are communicated back to the TAU 
code. This coupling structure results in an iteration procedure for the transition 
locations within the iterations of the RANS equations. The structure is outlined 
graphically in Fig. 1. During the computation, the TAU code is stopped after a certain 
number of iteration cycles, usually when the lift has sufficiently converged, the 
transition module is called and transition points are determined and fixed in the 
computational grid. This is done consecutively for all upper and lower sides of all 
specified wing sections which are defined by ‘line-in-flight’ cuts, that is, the wing is 
cut through parallel to the oncoming flow, according to strip theory. When all new 
transition locations have been communicated back, each transition location is slightly 
underrelaxed to damp oscillations in the convergence history of the transition points. 
This means that only a certain percentage of the currently determined transition points 
are taken into account and the new transition location is fixed somewhat downstream 
of that position given by the prediction method. Then, all underrelaxed transition 
points – they represent a transition line on the upper or lower surface of a wing 
element in form of a polygonal line – are mapped onto the surface grid and the 
computation is continued. In so doing, the determination of the transition locations 
becomes an iteration process itself. With each transition location iteration step the 
effective underrelaxation is reduced until a converged state of all transition points has 
been obtained. In the last prediction step, no underrelaxation is applied. 

 
 
 
 
 
 
 
 
 

Fig. 1. Coupling structure. 

In favour of the presentation of the current results the authors refer to the 
references [3], [4] and [6] - [9] for further and much more detailed information on the 
transition coupling structure, the backgrounds of its construction and its different 
application modes. 

3   Computational Results 

Two important coupling parameters which significantly influence the overall 
computational time are the underrelaxation factor and the interval length between two 
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consecutive calls of the transition prediction module during the coupled computation. 
These two are the main parameters whose settings can lead to a significant 
computational overhead in a computation with predicted transition compared to a 
fully turbulent one, because the time of an interval and the time until the transition 
lines have converged are the main sources contributing to the additional computing 
time. In comparison, the contribution of the execution of the software parts of the 
transition module itself (infrastructure part in the solver, boundary-layer code and 
stability code) is of much lower impact. For these investigations, the flow over a 
generic wing-body configuration at cruise conditions – M∞ = 0.75, Re∞ = 18.4×106, α 
= 2.0° –, with settings for the critical N factors for quiet atmospheric conditions, 
NTS

crit = 12.0 and NCF
crit = 9.0, using the Spalart-Allmaras turbulence model [16] with 

Edwards modification [2] was computed parallel on a hybrid grid with 9.5 million 
points on the C2A2S2E Linux cluster using 96 processes, each on one processor core.  

As depicted in Fig. 2, all transition lines at the end of the computations with 
underrelaxation factors frelax = 0.5, 0.7, and 0.85 (where frelax = 0.7 means that 70% of 
the displacement relative to the preceding iteration step are taken into account) have 
the same converged positions, which documents the independence of the final results 
of the transition prediction procedure over a wide range of frelax.  

     

 
 
 
 

Fig. 3 shows the impact of frelax on the global RANS convergence history in terms 
of the density residual and the lift and drag coefficients, CL and CD. In all 
computations the force coefficients converge to the same final values. This reflects 
the fact that the converged transition lines are finally identical. However, the 
computational effort to reach the converged values is very different. frelax = 0.7 results 
in a significant convergence acceleration compared to the standard setting frelax = 0.5. 
Both computations exhibit a monotonic behaviour from higher to lower values of CL. 
For frelax = 0.85, one obtains a slight negative influence. This setting leads to a visible 
intermediate overshoot of CL to values lower than the final value. Although the 
overshoot vanishes after a while, it is not yet clear if this occurs for all flow cases 

Fig. 2. cf-distribution on wing-body configuration, 
cp-distribution and transition lines on the wing 
upper side, different underrela-xation factors 

Fig. 3. RANS convergence histories of density 
residual and lift and drag coefficients for 
different underrelaxation factors 
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possible or if it might happen that the lift remains at this too low value. Additionally, 
one finds a mild oscillatory behaviour in the evolution of the drag affecting slightly 
the convergence of CD to its final value. In the computations the prediction interval 
between two consecutive calls of the transition module was Δcyc = 500 cycles.  

In Fig. 4, the results for frelax = 0.7 (left) and 0.85 (right) are compared to those obtained 
for Δcyc = 250 and 150. As one can see, the convergence is accelerated once more leading 
to converged force coefficients after about 1,500 to 2,000 RANS cycles which is a factor 
1.5 to 2 compared to a fully turbulent computation. The convergence histories of the fully 
turbulent computation are depicted as dashed lines without symbols in Fig. 4. In order to 
be able to do an estimation of the convergence velocities of the different computations the 
levels of the converged fully turbulent force coefficients have been shifted to the level of 
the converged values from the computations with predicted transition. Again for frelax = 
0.85, the intermediate overshoot of CL occurs for Δcyc = 250 as well as for Δcyc = 150. 
The fastest convergence is obtained using the combination frelax = 0.7 and Δcyc = 150. For 
this setting, however, the CL overshoot occurs too. In all computations, this overshoot is 
correlated to a transition point on the wing upper side which is located a bit too far 
upstream of its converged position during the transient phase of the computation.  

  

Fig. 4. RANS convergence histories of density residual and lift and drag coefficients for 
different underrelaxation factors and different iteration intervals. 

This is shown in Fig. 5 where the transition lines from all transition prediction 
iteration steps are depicted. The picture shows the transition lines on the upper and 
lower sides of the wing using two different sets of coordinate axes with different 
scalings in each case. The x-direction specifies the longitudinal axis of the aircraft 
from the fuselage nose to the tail. The spanwise y-direction is perpendicular to the x-
direction and is positive from the fuselage symmetry plane to the wing tip. In the 
penultimate wing section on the wing upper side towards the tip, one can see an 
overshoot of the transition point in the first iteration steps in upstream direction and 
that the overshoot is then shifted downstream to its final position. This effect is most 
pronounced for frelax = 0.85 which explains the affection of the RANS convergence 
histories of the force coefficients in these cases and also in the case with the 
combination frelax = 0.7 and Δcyc = 150. This behaviour that intermediate transition 
points located too far upstream are shifted to a more downstream position in the 



106 A. Krumbein, N. Krimmelbein, and G. Schrauf 

  
Fig. 5. Convergence histories of the transition lines for different underrelaxation factors for 
Δcyc = 500 (left) and Δcyc = 250 and 150 (right) iteration intervals; different coordinate axes 
with different scalings for upper and lower side. 

subsequent transition iteration steps is significantly different from the behaviour of 
other transition prediction methods. With eN-database methods, for example, it often 
occurs that an intermediate transition point located too far upstream stays at its 
incorrect or inaccurate position until the end of the computation, so that the transition 
point iteration converges to a wrong final value. In order to prevent such a kind of 
uncertainty the transition prediction algorithm is based on a downstream-to-upstream 
shifting of the sequence of predicted transition points realized by the underrelaxation 
technique. These results are the first indication, that the stability code does not exhibit 
this sensitivity. This issue will be subject to further investigations in the nearest 
future. The convergence histories of the transition lines in Fig. 5 show that with frelax = 
0.7 and 0.85 convergence is reached after four to five calls of the transition module 
and that the prediction intervals Δcyc = 250 and 150 lead to the same transition lines 
in each transition iteration step independent of the settings of Δcyc. It has to be noted 
that – except for the penultimate wing section on the wing upper side towards the tip 
– the movement of the transition points during the iteration is from greater to lower x-
coordinates and that after four to five iteration steps all other predicted transition lines 
lie on top of each other. From these results it can be concluded that for this type of 
flow (attached, shock without separation) one can expect a smooth and fast 
convergence for the range 0.65 ≤ frelax ≤ 0.8. Additionally, it becomes clear that for a 
further industrialization of the transition prediction module a pointwise automatic 
shut-down of the transition iteration procedure, on the one hand, and sensors for a 
proper balancing of the settings of the underrelaxation factor and the interval length, 
on the other hand, are needed, whereas it is felt that the latter is of higher importance 
in this context.  

In Fig. 6, the interaction between the transition prediction procedure and the 
iteration of the angle of attack for target lift computations (CL = 0.48) is documented 
using target lift intervals Δcyclift = 50, 100, 200 cycles with the settings frelax = 0.7 and 
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Fig. 6. RANS convergence histories for different angle adjustment intervals in target lift 
computations; Δcyclift = 50, 100, 200 cycles (left) and corresponding converged transition lines 
(right). 

Δcyc = 250. One can see that all computations converge to the same solutions in terms 
of the force coefficients as well as the transition lines. The fastest convergence was 
found for Δcyclift = 50. 

4   Conclusions 

The behaviour of the TAU transition prediction module was investigated with respect 
to a number of coupling parameters which influence the convergence of the transition 
lines and the coupled computation. A high stability and parameter combinations for 
fast convergence were found. An unexpected insensitivity to intermediate transition 
locations located too far upstream was found and will be subject to further 
investigations.   
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Summary

A simulation environment has been developed enabling the computation of the elastic
and trimmed aircraft. It consists of a trim algorithm which is coupled with a proce-
dure to account for the interaction between fluid and structure. The trim algorithm is
based on a Newton method with a discretized Jacobian. It incorporates the six degrees-
of-freedom (DoF) flight-mechanics equations and thereby enables to compute differ-
ent trimmed states. The fluid-structure interaction (FSI) procedure uses a partitioned
approach to compute the flow around the configuration in static aeroelastic equilibrium.
This simulation environment has been successfully applied to trim a rigid transport-
aircraft configuration in viscous flow as well as in inviscid flow with rigid and flexible
wing.

1 Introduction

Cruise constitutes the major phase of flight for a transport aircraft, in which most of
the aircraft’s fuel is consumed. Hence for this phase, it is of utmost importance to
accurately predict the aerodynamic coefficients, which are closely related to fuel con-
sumption. Their computation involves the disciplines fluid, structural and also flight
mechanics. Firstly, during flight, especially the wing noticeably deforms and reaches
an equilibrium position in cruise, the so-called static aeroelastic equilibrium. This is
accounted for by a partitioned approach, enabling the application of specialized soft-
ware tailored to each discipline and already in use in industry. Secondly, in cruise,
the loads acting on the aircraft are balanced: a trimmed state is reached, in which the
statically stable aircraft returns after perturbation. In order to simulate these interac-
tions, a simulation environment has been developed coupling trim algorithm with an
FSI procedure for the computation of the static aeroelastic equilibrium. The FSI proce-
dure uses the hybrid RANS code TAU [8] for the flow computation and the commercial
software ANSYS [10] for the solution of the structural equations. The trim algorithm
is based on a Newton method, in which the derivatives of the Jacobian are discretized

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 109–116.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



110 A. Michler and R. Heinrich

by finite differences. For the deflection of control surfaces, prescribed by the trim
algorithm, the Chimera technique is used. It provides a fast and reliable means of
rigid-body component rotations even in the case of large rotations.

The outline of this paper is as follows. Section 2 describes the algorithm used for
calculating the trimmed state, and Sect. 3 deals with the coupling between fluid and
structure, as well as between FSI procedure and the trim algorithm. Section 4 explains
the results for applications involving some or all of the disciplines mentioned above.
This paper is concluded by Sect. 5.

2 Trim Algorithm

For stability reasons, a trimmed state is adopted in cruise [9]. It is achieved by deflecting
so-called control surfaces, thereby cancelling moments acting on the aircraft, as noted
in [9]; elevator, aileron, rudder and even the horizontal tail (HT) may act as such.

More generally, trim can be seen as the process of balancing forces and moments
acting on the aircraft to achieve a certain state of flight. To this end, the aircraft is
perceived as a system with input and output parameters: the output parameters are of
interest to the observer and influenced by the input parameters, determining the state of
the aircraft. This state is governed by the 6-DoF flight-mechanics equations [6], linking
input and output parameters. These equations require the aerodynamic forces.

The trim problem can then be stated as follows. Let z̃ ∈ Rn be the vector of trim
input parameters and ỹ ∈ Rm the vector of trim output parameters, composed of some
or all the input or output parameters, respectively; find the values for the trim input
parameters z̃i, i = 1, . . . , n such that the trim output parameters ỹj , j = 1, . . . ,m are
equal to prescribed values ŷj specifying a certain trimmed state. In case the trim input
vector z̃ does not contain all the components of the input vector, the other components
not included are kept constant during the trim process. This problem is formulated as
a root-finding problem and, for the solution, a Newton method is applied. The basic
equation reads as follows:

J(k)Δz̃(k) = q(k), (1)

where k denotes the current trim iteration number, Δz̃ the vector of the step sizes of
trim input parameters and q is the difference between current values of the trim output
parameters and their prescribed values, q = ŷ−ỹ, termed the quality vector. J is the Ja-
cobian with the trim output parameters differentiated w.r.t. the trim input parameters as
entries. Since, in general, these derivatives are not given explicitly, they are discretized
using finite differences. This may be computationally expensive in case CFD methods
are involved; fortunately, not every variation of the trim input parameters requires a
CFD computation. For the solution of (1), singular value decomposition (SVD) is used,
since it is also applicable to the general case of m �= n, resulting in a non-square Ja-
cobian; furthermore, it provides a means of coping with ill-conditioned Jacobians [2].
SVD factorizes the Jacobian and yields a product of three easily invertible matrices.

The new trim input parameters are then calculated as follows:

z̃(k+1) = z̃(k) + κ ·Δz̃(k), (2)
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where κ is not equal to 1 and scales the step size vector appropriately in the cases of
violation of

(a) given maximally allowed changes of input parameters from one iteration to another
(termed relative bounds), or

(b) given upper and lower limits on trim input parameters (termed absolute bounds).

The solution’s quality is measured by the quality function Q(k), computed, e.g., as the
�2-norm of the current quality vector q(k).

The trim algorithm terminates if

(1) the given maximum iteration number is reached,
(2) the current value of the quality function reaches a prescribed tolerance,
(3) the �2-norm of the current step size vectorΔz̃(k) reaches a prescribed tolerance,
(4) the value of the quality function increases (more than allowed), or
(5) relative or absolute bounds are violated.

A successful trim calculation ends because of either stopping criterion (2) or (3).
Although only one solution may be found at a time, starting from different values of
input parameters may yield different solutions, due to the non-linearity of the underly-
ing physics or due to a different number of trim input and output parameters. This can
be avoided by imposing bounds on the trim input parameters.

Common trimmed states are cruise, i.e. steady level flight, climb or descent with
constant acceleration. For cruise conditions, the translational and rotational body ac-
celerations, u̇b, ẇb and q̇, respectively, as well as the flight path angle γ have to be

zero, hence: ỹ = [u̇b, ẇb, q̇, γ]
T != [0, 0, 0, 0]T . This can be achieved by a certain

combination of angle of attack (AoA) α, tail angle η, pitch angle Θ and thrust T , i.e.
z̃ = [α, η,Θ, T ]T . The Jacobian is hence a 4 × 4-matrix. The results for such a trim
calculation are shown at the beginning of Sect. 4. For small AoA and α ≡ Θ, the thrust
balancing the drag and acting in the aircraft’s center of gravity, as well as the pitching
rate q being zero, the 3-DoF equations can be simplified to

L = G, (3)

M = 0, (4)

where L is the aerodynamic lift force balancing the aircraft’s weight G, M its aero-

dynamic moment. Thus, the trim vectors are z̃ = [α, η]T and ỹ = [CL, CM ]T !=[
ĈL, 0

]T
with CM being the moment coefficient andCL the lift coefficient. This yields

a 2 × 2-Jacobian and reduces the number of necessary flow / FSI computations. Trim
calculation with these parameters were also performed in Sect. 4.

3 FSI Procedure and
Coupling between FSI and Trim Algorithm

Fluid-structure interaction constitutes a multi-physics problem in which two disciplines
are coupled on the common boundary or interface. A partitioned approach [1] is
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adopted here: each domain is spatially independently discretized and the equations gov-
erning each domain solved with a different solver. The solution of each set of governing
equations is performed subsequently until the static aeroelastic equilibrium is reached.
On the interface, coupling terms have to be exchanged: aerodynamic forces have to be
transferred to the structural grid, and the nodal displacements of the structural grid have
to be transferred to the CFD grid. For the first, a nearest neighbor mapping technique
is used, for the latter a volume spline interpolation algorithm [3]. The subsequent de-
formation of the CFD grid is performed by an algorithm based on radial basis functions
[3]. This coupling scheme reads as follows:

(1) CFD:
Calculate the solution of the Euler- or Navier-Stokes equations

(2) CFD → CSM:
transfer the aerodynamic forces to the nodes of the structure grid

(3) CSM:
calculate the nodal displacements for the structure grid

(4) CSM → CFD:
transfer the nodal displacements of the structure grid to the CFD grid

(5) stopping criteria:
check if a stopping criterion is met
if YES: end and take the aerodynamic coefficients of last CFD computation
if NO: deform the CFD grid and go back to step (1)

The coupling procedure ends if

(A) a given maximum number of coupling iterations is reached;
(B) the aerodynamic coefficients of subsequent iterations do not change significantly,

or
(C) the difference between maximum nodal displacements for the structure (and hence

the distance between CFD meshes) of subsequent coupling iterations is negligible,

(C) being applicable for static aeroelastic equilibrium.

The speed of the modern transport aircraft in cruise falls in the transonic flight regime,
governed by the non-linear compressible stationary Navier-Stokes equations. These
equations can be adequately solved by modern CFD solvers, such as the hybrid RANS
solver TAU, which is employed here. The software Centaur [11] was used for the gen-
eration of unstructured grids, consisting of tetrahedra for the case of inviscid flow
described by the Euler equations, and additionally prisms for the resolution of the
boundary layer for visous flow, as described by the Navier-Stokes equations. For the
deflection of the horizontal tail necessary for trim, the Chimera technique was used, en-
abling the relative rotation of overlapping component grids [5]. Geometries have been
created or modified with the CAD program CATIA [12]. The DLR-F12 (cf. Sect. 4)
transport-aircraft model was cleaned using this program; furthermore, in order to use
the Chimera technique, a gap between horizontal tail and fuselage was generated and
Chimera cylinders around the horizontal tail defined.

The structure is governed here by the elastostatic equations. They are solved using
the commercial software ANSYS. For now, solely the influences of the elasticity of
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the wing is taken into account. The structure of the wing is modelled following the
approach described in [7], where a model of the structure is generated based on the
surrounding aerodynamic surface mesh. This model basically consists of skin, spars
and ribs. As to the boundary conditions, no translation is allowed for the nodes at the
root; this constitutes a simplification compared with a free-flying aircraft. The loads,
transferred from the CFD solution, act on the nodes of the surface of the structure.

The trim algorithm acts as master program during the computation, setting the input
parameters for the FSI procedure. The FSI procedure then computes the corresponding
static aeroelastic equilibrium and passes the aerodynamic coefficients on to the trim
algorithm.

The simulation environment was developed under Linux using the scripting language
Python [4] to interface between stand-alone applications such as ANSYS or TAU and
the routines for the transfer of coupling terms and deformation. It was also used for
the communication with one of the institute’s clusters, where the time-consuming flow
calculations for the DLR-F12 were performed. The other applications were run on a
local PC. The trim algorithm was written in Python, as well as the program for the
generation of the model for the structure. ANSYS’ scripting language APDL is used for
the generation of the actual model within ANSYS, the mesh generation, the setting of
the boundary conditions, the solution of the elastostatic equations and post-processing.
For the generation of these scripts, templates stemming from [7] were adapted.

4 Applications

The applications are presented in the order of increasing number of disciplines involved:
first, only flight mechanics, then CFD additionally and finally also structural mechanics.

The first test case involves four trim input and trim output parameters (cf. Sect. 2).
It exemplifies the successful application of the trim procedure for more complex trim
problems involving flight mechanics equations. The aerodynamic coefficients were pro-
vided by simple analytical models depending linearly on AoA α and tail angle η. As
further simplification, the thrust was assumed to act at the center of gravity. The ac-
celerations used as trim output parameters were computed by solving the 3-DoF flight-
mechanics equations. Figure 1 shows that trim input and output parameters converge at
the end of the trim calculations, and the trim output parameters reach the values initially
prescribed.

The configuration used in the next test case is the rigid DLR-F12 transport-aircraft
configuration, a windtunnel model scaled to real dimensions. Cruise conditions were
assumed for a speed of Ma=0.85 at a height of about 10km. The grid is made up of
about 4.25 million grid points, and prism layers were used to resolve the boundary layer
(cf. Fig. 2). The Spalart-Allmaras turbulence model was chosen. On the right side of
Fig. 2, the success of the trim calculation can be seen, as the goal values of ĈL = 0.46
and ĈM = 0 for cruise condition had been prescribed.

An FE model for the wing of the DLR-F12 was developed, which consists of spars,
ribs and skin and is meshed with shell elements. The total number of nodes on the sur-
face is about 10,300. Trim calculations were performed with and without considering
the elastic deflection of the wing with this structural model. In both cases, viscosity was
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Fig. 1. Convergence of trim input (left) and trim output parameters (right)
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Fig. 2. A cut through the hybrid grid of the DLR-F12 is shown on the left side. The grid section,
labeled “Ch”, belongs to the Chimera block of the horizontal tail, overlapping the background
grid (“BG”). The close-up shows prism layers (“P”) near the wing root. On the right side, the
convergence of the aerodynamic coefficients is plotted for CFD calculations of subsequent trim
iterations.

neglected, but the same ambient conditions and goal values were prescribed as before.
The CFD mesh was comprised of tetrahedra and had about 1.2 million points. For each
trim iteration, FSI calculations had to be performed to obtain the values for CL and CM

in static aeroelastic equilibrium. For the last trim iteration, Fig. 3 exemplarily shows
the CFD meshes and the convergence of the aerodynamic coefficients for subsequent
coupling iterations. Figure 4 (left) shows the convergence of trim input and output pa-
rameters during the trim process for both the rigid and the elastic case. Starting from
different values for the aerodynamic coefficientsCL and CM for the same angles α and
η, the goal values of ĈL = 0.46 and ĈM = 0 were reached in both cases after just
a few trim iterations. At the trimmed state, both the values for angle of attack and tail
angle were higher in the case of the partially elastic configuration. Furthermore, as can
be seen in Figure 4 (right), the vertical forces over the wing are shifted towards the wing
root. An increase in drag (of about seven drag counts) was also found.
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convergence histories of lift and moment coefficients are displayed.
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rigid and partially elastic DLR-F12 configuration in inviscid flow. On the right side, the distribu-
tion of vertical force in spanwise direction over the wing is displayed for the trimmed state. A
location of 0% corresponds to the wing root, 100% to the wing tip.

5 Conclusions

A simulation environment has been presented enabling the computation of trimmed
elastic configurations in static aeroelastic equilibrium. The trim algorithm uses a
Newton method and can handle different trim conditions involving multiple trim in-
put and output parameters. The simulation environment was applied to the DLR-F12
transport-aircraft configuration. First, the rigid configuration immersed in viscous flow
was successfully trimmed for cruise conditions. Then, for inviscid flow, the same con-
figuration was trimmed with a rigid wing and also for an elastic wing. For both cases,
the trim algorithm succeeded in achieving the values for the aerodynamic coefficients
prescribed for cruise conditions. For the same cruise conditions, the elastic case was
found to require a higher angle of attack and tail angle, as well as to yield an increase
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in drag. Furthermore, a shift of wing loading towards the wing root was observed. This
clearly indicates that elasticity cannot be neglected when considering cruise conditions.
In the near future, the partially elastic DLR-F12 in visous flow will be trimmed and the
results compared to those of the rigid configuration, such that the effects of elasticity,
especially on the drag, can be more accurately assessed.
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[10] ANSYS homepage, http://www.ansys.com/
[11] Centaur homepage, http://www.centaursoft.com/
[12] CATIA homepage in German language, http://www.3ds.com/de/

http://www.ansys.com/
http://www.centaursoft.com/
http://www.3ds.com/de/


Chimera Simulations of Transported Large–Scale
Vortices and Their Interaction with Airfoils

Christoph Wolf1, Axel Raichle2, Tobias Knopp1, and Dieter Schwamborn1

1 DLR Göttingen, AS − C2A2S2E, Bunsenstraße 10, 37073 Göttingen, Germany
christoph.wolf@dlr.de

2 DLR Göttingen, AS − C2A2S2E, Lilienthalplatz 7, 38108 Braunschweig, Germany

Summary

A Chimera technique for moving grids is applied to simulate the transport of large-scale
vortices convected by a mean velocity field over large distances and their interaction
with an airfoil. While keeping the numerical dissipation at a minimum, the Chimera
approach allows to resolve the vortex on a local fine grid whereas the unstructured
global background grid can be relatively coarse. Having examined the vortex dissipa-
tion rate numerically, the interaction of a Rankine-like type vortex with a NACA 0012
airfoil and an ONERA-A airfoil near stall, respectively, is simulated. The interaction
can be interpreted as a time-dependent variation in the effective angle of attack. A sub-
sequent computation of a flapping NACA 0012 airfoil turns out to be an insufficient
approximation of the vortex-airfoil interaction.

1 Introduction

The modeling and simulation of large-scale vortices in the onflow conditons and their
interaction with airplanes pose an important challenge in today’s air traffic. Such vor-
tices can either evolve naturally in the atmosphere due to certain weather conditions or
they are caused during take-off and landing by the airplanes themselves (so-called wake
vortices [4]). Both types of disturbances pose a great danger for oncoming airplanes and
even can cause fatal accidents. The status quo of avoiding the risks of wake vortices lies
in waiting several minutes before allowing the next airplane to take-off or land on the
same runway. In times of worldwide increasing air traffic, this limitation becomes more
and more problematic.

The focus in this publication lies on the development and application of a numeri-
cal technique that enables firstly to preserve transported vortices for a sufficiently long
time and secondly to compute their interaction with airfoils in order to predict the forces
and moments acting at the wing. As both atmospheric vortices and wake vortices are
highly three-dimensional, the 2D-examples in section 3 can only be seen as a first step
towards a reliable prediction of a vortex-airfoil interaction. Nevertheless the presented
technique can also be applied in 3D. In [3] tip vortices are captured and transported by
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an overset grid technique, showing that this approach minimises the numerical dissi-
pation. In [1] the collision of a sinusoidal gust and a NACA 0012 airfoil is examined
numerically in 2D. This computation requires a globally fine grid, making an extension
of [1] to a complex 3D test case impractical. As the simulation of a complete 3D wing-
fuselage configuration with disturbed onflow conditions is subject to future research, an
alternative approach is required.

The underlying principle of the technique can be described as follows: First an
analytically defined vortex is inserted into the flow field, which is a standard proce-
dure in literature [2]. The vortex must then be transported over a large distance within
the computational domain. The use of a globally fine background grid or a constant
grid refinement after each computational time step is too expensive. Another disada-
vantage lies in the possible decreasing grid quality caused by the refinement of tetrahe-
drons, leading to large numerical dissipation. Therefore a Chimera approach [8] is used
instead, which consists in coupling the background grid with an additional cartesian
vortex grid fine enough to represent the vortex. The vortex is initialised on the vortex
grid and remains attached to it during the computation as both are moving with the free
stream velocity through the background grid. If the computation furthermore includes
the collision of the vortex and a solid object, a third computational step has to be per-
formed. As the vortex grid and the object must not overlap, the vortex grid is stopped
just before it reaches the object. The vortex is then interpolated onto the background
grid, which is fine enough near the airfoil, where it can be transported farther towards
the object.

2 Numerical Method

All computations have been performed within the DLR TAU Code [7], which is a finite
volume computational fluid dynamics solver for the three-dimensional compressible
RANS equations. As all flow variables are stored at the cell vertices (or respectively
at the cell centers with respect to the dual grid cells) the code is independent of the
type of grid cells, which allows the use of unstructured, structured or hybrid grids. For
the discretization of the convective fluxes, several upwind, central or mixed upwind-
central discretization methods are available. The present computations are performed
by a second-order accurate central differencing scheme with artifical scalar dissipation
using standard settings. The gradients of the flow variables are determined by a Green-
Gauss formula. The time-accurate simulations are performed using dual-time. Within
each time step the nonlinear problem is solved in pseudo time using an implicit LUSGS
scheme. For convergence acceleration residual smoothing, multigrid methods and pre-
conditioning have been used. The turbulence model used in examples 3.1 and 3.2 is the
k-ω linearized explicit algebraic stress (LEA) model [6]. As several preliminary exami-
nations showed only an neglible effect of the underlying turbulence model on the vortex
dissipation rate, the numerically cheaper 1-equation Spalart-Allmaras turbulence model
is applied in example 3.3. All examples in section 3 have been performed in 2D.

The Chimera technique allows flow solutions on overlapping grids, where the grids
can be in relative motion to each other during a simulation. For the examples of this
publication it is sufficient to combine a cartesian vortex grid and a large (not neces-
sarily cartesian) background grid. The vortex grid is completely embedded within the
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background grid. Those points of the background grid that are located in the interior
of the vortex grid are blanked out, meaning that no flow solution is computed in this
region. This procedure is commonly referred to as ”hole cutting” [5]. After each time
step the points situated in the boundary of the vortex grid and the points of the back-
ground grid lying next to the ”hole” obtain their flow variables by bilinear interpolation
of the conservative variables from the relative other grid. Using this Chimera interpola-
tion the vortex is interpolated from the vortex grid onto the background grid during the
third computational step of the presented technique.

3 Results

In order to test the numerical performance of the presented technique, several test cases
in 2D have been computed. All vortices are rotating in counterclockwise direction and
they are of Rankine-like type. In all examples the following notations are used: x and
y denote the global coordinates of the background grid, whereas xlocal and ylocal are
the local x- and y-coordinates of the vortex grid (ylocal = y in all examples). v is the
velocity relative to the background grid and vx and vy are its x- and y-components. vvg

stands for the velocity of the vortex grid relative to the background grid and vvg,x and
vvg,y are its x- and y-components. The free stream velocity is indicated by v∞, whereas
v∞,x and v∞,y denote its x- and y-components. Throughout all examples vvg,y = v∞,y =
0m/s. The local velocity vlocal is defined by vlocal := ((vx−v∞,x)2+(vy−v∞,y)2)

1
2 .

The numerical setting is further described by the grid cell size h, chord length c and
angle of attack α of an airfoil, Mach numberMa, Reynolds number Re, physical time
t (i.e. nondimensionalised time t̃ := t· v∞/c) and time step size Δt. To ensure that
initially all vortices are completely situated on the vortex grid, their tangential velocity
is set to zero at a prescribed outer radius ro. Additionally, vortices are characterised
by their core radius rc and the constant circulation Γ0. cl, cd, cm, and cp denote the
coefficients of lift, drag, moment and pressure.

3.1 Transported Vortices

In this first example a vortex defined by rc = 2m, ro = 10m and Γ0 = 60m2/s is trans-
ported 100m to the right. As a vortex-airfoil interaction is excluded, no third part of
the presented technique is required. The simulation is performed four times. In the first
two computations the Chimera approach is applied, where the only difference is the use
of a coarse and a fine background grid, respectively. In simulations three and four no
utilisation of the Chimera technique is made, but the computations are performed solely
on the fine and coarse backgrund grid from the first two simulations. The aim is to com-
pare the numerical dissipation resulting from the different approaches. The equidistant
background grids cover the rectangular area (x, y) ∈ [−50m, 150m] × [−50m, 50m].
They contain 80601 and 5151 grid points, which results in a grid cell size of h = 0.5m,
i.e. h/rc = 0.25, and h = 2m, i.e. h/rc = 1, respectively. The vortex grid in the first
two simulations covers the domain (xlocal, ylocal) ∈ [−25m, 25m]× [−25m, 25m] and
contains 40401 grid points, which is eqivalent to h = 0.125m, i.e. h/rc = 0.125. The
resolution ratio of the vortex grid and the two background grids is therefore 4 : 1 and
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Fig. 1. Transported vortices. Vortex grid and
vlocal at t = 0s.

Fig. 2. Transported vortices. Vortex grid and
vlocal at t = 2s.

16 : 1, respectively, in each dimension. At the beginning of the first two computations
xlocal = x. Figure 1 shows the initial position of both grids and vlocal of the already
initialised vortex. Both v∞,x and vvg,x are prescribed as 50 m/s and Δt = 10−2s is
chosen.

Figure 2 shows the relative position of both grids and vlocal at the end of the first
two computations. Although the displayed vortices in figures 1 and 2 are the result
from the Chimera computation using the coarse background grid, no visible difference
could be observed when regarding the computation with a fine background grid. Then
the final two computations are performed with the same setting but without using a
vortex grid. Figure 3 shows vlocal, where only the values at points (xlocal, ylocal) ∈
[0m, 20m] × {0m} are displayed. One can see vlocal at t = 0s, at t = 2s with application
of the Chimera technique (vlocal of both Chimera simulations looks exactly the same,
so only one result is displayed), and at the end of the two non-Chimera computations.
While both Chimera simulations preserve the vortex well, the computation on a fine
background grid without using Chimera results in a significant reduction of the veloc-
ity maximum. In the non-Chimera simulation on the coarse background grid the vortex
decays very rapidly.

This comparison shows firstly that a coarse background grid does not increase the
numerical dissipation when using the Chimera approach. Secondly the Chimera tech-
nique is strictly required in order to minimise the numerical dissipation and at the same
time compute efficiently, which is obvious due to the following consideration: To get
as less dissipative results without Chimera, the background grid would globally have
to be as fine as the vortex grid from the Chimera approach, which is numerically too
expensive. A numerically cheaper local adaption of the background grid in the area of
the vortex would on the other hand destroy the equidistant character of the background
grid, resulting in an increase in dissipation.

3.2 NACA 0012 Airfoil

In this example the collision between a vortex, which is defined by rc = 1.5m, ro = 7m
and Γ0 = 60m2/s, and a NACA 0012 airfoil of chord length c = 1m at α = 0◦ is simu-
lated. The hybrid background grid contains the airfoil in its centre and describes a circu-
lar area of radius 100c. It consists of 27779 points, the number of surface points equals
418 points and the structured part is composed of 27 prismatic layers. The quadratic
vortex grid covers an area of 30c × 30c and contains 22801 points, which results in a
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Fig. 3. Transported vortices. vlocal

of different computations, where
(xlocal,ylocal) ∈ [0m, 20m]×{0m}.

Fig. 4. NACA 0012, α = 0◦. Vortex
grid and vlocal at t̃ = 0 within the back-
ground grid.

grid cell size of h = 0.2c. The flow conditions Re = 3.8 × 106,Ma = 0.15, v∞,x =
vvg,x = 50 m/s and Δt = 10−4s are chosen and the computation is performed until
t = 1.3s, i.e. t̃ = 65.

Figure 4 shows the relative position of the grids, the vortex and the airfoil at the
beginning of the computation, where the vortex has already been initialised on the vor-
tex grid. At this stage the volume of a cell of the vortex grid is approximately 50 times
smaller than a cell of the subjacent part of the background grid.

First the simulation is performed until 0.66s of physical time, i.e. t̃ = 33, have
passed. As in the area of the right boundary of the vortex grid the resolution of the sub-
jacent part of the background grid is at that time already finer than that of the vortex
grid, the latter is stopped then. The vortex continues to move to the right, where it is then
successively interpolated onto the background grid. Figure 5 shows the pressure distri-
bution at the airfoil at t = 1s, i.e. t̃ = 50. Due to the incidence angle of α = 0◦, no flow
separation can be observed at the wing. The stagnation point has moved downwards,
indicating that the vortex interaction can be interpreted as a change of the effective in-
cidence angle. Figure 6, which shows the time history of cl, cd and cm, further supports
this assumption: During the first half period the effectiveα is increased, which results in
positive values of cl and cm. Then α is effectively decreased in the second half period,
leading to negative cl and cm-values. At t = 0.981s, i.e. t̃ = 49.05, the lift coefficient
reaches its maximal value of cl = 0.4097 and the associated moment coefficient equals
cm = 0.0966.

At this point it is interesting to study which values of α and cm correspond to
cl = 0.4097 in the case of undisturbed onflow conditions. For this purpose a steady
computation without vortex is performed on the NACA 0012 grid, where a target cl-
value of 0.4097 is prescribed. Starting with α = 0◦, the angle of attack is iteratively in-
creased until the target cl-value has been obtained. The resulting values are α = 3.704◦

and cm = 0.1012, which is in good agreement with the cm-value from the vortex-
airfoil interaction at t̃ = 49.05. Another analogy of both computations can be seen
when looking at the pressure distributions, which are shown in figure 7. Except at the
leading edge of the airfoil, both curves almost coincide. In order to examine the reason
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Fig. 5. NACA 0012, α = 0◦. cp around
the airfoil at t̃ = 50.

Fig. 6. NACA 0012, α = 0◦. Time his-
tory of cl, cd, cm.

Fig. 7. NACA 0012, α = 0◦. cp of
Chimera simulation at t̃ = 49.05 and
of computation with target cl-value.

Fig. 8. NACA 0012, α = 0◦. Time his-
tory of cl in Chimera simulation and in
flapping wing computation.

for this surprisingly good agrement of the two cp-distributions, several similar steady
state simulations with undisturbed onflow conditions and prescribed target cl-values,
which belong to points of time shortly before and after t̃ = 49.05 in the vortex-airfoil
interaction, have been performed. When comparing the pressure distributions of these
results with the corresponding pressure distributions of the vortex-airfoil interaction
(not shown here due to space limitations) the curves again look similar but they visibly
do not coincide. The extremely good agreement of the pressure distributions in figure 7
is therefore probably coincidence.

Finally a flapping wing simulation for the NACA 0012 grid is performed with an
amplitude of the pitching motion of Δα = 3.704◦ and a period of 0.25s, i.e. 12.5 in
nondimensionalised time. Figure 8, which shows the cl time histories of the Chimera
simulation and of the flapping wing, indicates that the latter is not a satisfying approxi-
mation of the vortex-airfoil interaction.
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Fig. 9. Onera-A, α = 13.3◦. cp at t̃ =

15.45.
Fig. 10. Onera-A, α = 13.3◦ . Time his-
tory of cl, cd, cm.

3.3 ONERA-A Airfoil

In this final example the collision of a vortex, which is defined by rc = 1.5m, ro = 7m
and Γ0 = 60 m2/s, and an ONERA-A airfoil of chord length c = 1m at α = 13.3◦ is
simulated. The hybrid background grid contains the airfoil in its centre and describes a
circular area of radius 100c. It consists of 38668 points, the number of surface points
equals 530 points and the structured part contains 33 prismatic layers. The quadratic
vortex grid covers an area of 12c×12c and contains 6561 points, resulting in h = 0.15c.
The setting is described by Re = 2.0 × 106,Ma = 0.15, v∞,x = vvg,x = 51.5 m/s
and Δt = 2.5· 10−4s. For this configuration a small trailing edge separation occurs in
the case of indisturbed flow separation. As the previous two examples showed that the
vortex transport over a large distance does not have a huge impact on the simulation, the
distance is shortened to reduce CPU-time. The computation is therefore only performed
for 0.42s, i.e. t̃ = 21.63. At the beginning of the simulation the volume of a cell of the
vortex grid is approximately 25 times smaller than a cell of the subjacent part of the
background grid.

First the simulation is performed until t = 0.16s i.e. t̃ = 8.24, have passed. As
in the area of the right boundary of the vortex grid the resolution of the subjacent part
of the background is at that time already finer than that of the vortex grid, the latter is
stopped then. Contrary to the previous example, the vortex interaction causes a signif-
icant increase in flow separation on the upper side of the airfoil. This is indicated in
figure 9, which shows cp at t = 0.3s, i.e. t̃ = 15.45. Figure 10, which illustrates the
time history of cl, cd and cm, shows that the vortex interaction can again be interpreted
as a change of the effective incidence angle.

4 Conclusion

A Chimera technique for moving grids has been successfully introduced and applied to
simulate the transport of vortices and their interaction with airfoils.

The obtained results showed that the technique minimises the numerical dissipation
of transported vortices, even when using a coarse background grid. Contrary to the
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NACA 0012 case, flow separation could be observed at the ONERA-A airfoil due to the
vortex interaction. The following computation of a flapping NACA 0012 wing turned
out to be an inaccurate approximation of the vortex-airfoil interaction. Both the NACA
0012 and the ONERA-A test cases showed that the vortex-airfoil interaction can be
interpreted as a change of the effective angle of attack.
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Summary 

The mutual influence of two profiles is studied in subsonic and transonic 2D viscous 
flow. The profiles are arranged such that the second one is located downstream of the 
first one similar to the configuration of  a tail plane behind a wing. The physical effect 
is that of a gust generator. The unsteady wake of the leading profile encounters the 
trailing profile and effects a load change. A first simplified attempt has been made 
using a rigid grid where both profiles execute a synchronous heaving motion.  

1   Introduction 

The physical phenomena occurring during a gust event have been investigated in the 
past primarily on an experimental basis. The very first experiment dates back to R. 
Katzmayr in 1922, who uses the new wind tunnel at the Aeromechanical Laboratory 
of the Royal Technical University in Vienna [1]. His work serves as an example for 
subsequent research using a gust generator [2]. An overview of research in the second 
half of the last century may be found in [3]. More recent work concentrates on the 
wake itself behind large transport aircraft  [4]. 

Modern CFD provides access to a detailed analysis of the interaction between a gust 
field and an aircraft wing it effects on. The work presented here is a first step towards a 
broader numerical approach to a 3D configuration with more flexible kinematics. The 
numerical framework is the DLR Tau code [5].  

The study prepares for several wind tunnel experiments in the DLR’s 1x1 square meter 
transonic wind tunnel within the DLR project iGREEN. The results presented in this paper 
are based on a rigid grid where both profiles execute a synchronous heaving motion. In 
one of the cases the motion is turned off, and the vorticity shed from the leading profile 
carries a single gust event downstream to the second profile. The Fourier analysis of the 
load history shows the load spectrum. Besides the main purpose of the computations to 
predict gust loads, the unsteady flow field with the physical data given below shows 
interesting features like the interaction of two wakes (Figure 7), the generation and 
propagation of sound waves (Figure 9) and the impact of incoming vorticity on a shock 
front, where almost all of the supersonic domain literally is blown out (Figure 8).   
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2   Parameters and Steady Solution 

The numerical characteristics of the solution scheme employed are 

- central differences for the discretization of the fluxes for the Reynolds averaged 
Navier-Stokes equations (RANS) with the Spalart-Allmaras turbulence model 
applying Edwards’ modification (SAE), 

- dual time-stepping with 200 inner iterations during two subsequent physical time 
steps, which divide one period of motion into 360 steps,  

- multi-grid procedure with 5 levels of resolution, using backward Euler relaxation 
for the implicit time integration and a symmetric Gauß-Seidel decomposition 
((LUSGS). 

The unstructured grid has been generated using CENTAUR software. The total 
number of points is 289 406. 325 762 triangles and 124 440 quadrilaterals for the 
boundary layer form the mesh. With 30 prismatic layers, each profile boundary is 
formed by 2 074 quadrilateral baselines. The geometric configuration shows Figure 2. 
The chord length c is 1 m. The kinematics are  

- a synchronous heaving motion with an amplitude h0/c = 0.1, 

- two pairs of Mach number and Reynolds number (Ma, Re) = (0.5, 106) and 
(0.75,107) for subsonic and transonic flow with velocities 165.8 m/s and 
248.6 m/s, based on the speed of sound cS = 331.5 m/s,  

- the reduced frequency ω* = 2π/5 = 1.257 (based on c), leading to a natural 
frequency f of 33.3 Hz for Ma = 0.5 and of 50 Hz for Ma = 0.75.   

The spatial distance between the trailing edge (TE) of the first profile and the leading 
edge (LE) of the second profile is 4 c (c = 1 m). The fairly high reduced frequency is 
chosen such that the wake length for one period of motion fits into the area of fine 
grid resolution covering the space around the two profiles.  

The properties of the steady subsonic solution shows Figure 1. There is hardly any 
influence of the profiles on each other in steady flow. The two coefficients for 
pressure cp and friction cf look very similar. The characteristic numerical value y+ is in 
the order of one as desired. The vorticity field j (x,y,z) = curl v (x,y,z) of the steady 
subsonic solution is displayed in Figure 2. The y-component of j points perpendicular 
into the paper plane. At various downstream positions x, the y-component of the 
vorticity in the upper half (z > 0) of the flow field behind the respective TE is 
integrated from z/c = 0 to z/c = 1. The result is given in Figure 3. The x-coordinate in 
this figure is counted relative to the respective TE.  Except the negative sign, the 
result in the lower half (not shown here) is almost equal to the one in the upper half. 
Both contributions are supposed to cancel each other like in the limiting case of 
infinite Reynolds number in 2D “inviscid” theory, where there is no wake at all. The 
rapid decay of the steady vorticity is surprising, because the unsteady vorticity is 
conserved much better. 
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Fig. 1. Steady subsonic solution, Ma = 0.5, Re = 106, angle of incidence αS = 0 deg for both the 
leading profile (lp) and the trailing profile (tp). 

 

Fig. 2. Location of the 2 profiles, contours of the vorticity field of the steady solution ranging 
from -50 to 50 1/s for Ma = 0.5, integration paths. 

3   Unsteady Subsonic and Transonic Solutions 

Figures 4, 5 and 6 show the time history for the lift coefficient cL, the moment 
coefficient cM and the drag coefficient cD. The first two figures display the results for 
the synchronous harmonic motion of both profiles in subsonic and in transonic flow. 
The unsteady heaving motion starts with an upstroke at the profiles’ mean position 
z = 0. The lift history of the leading profile begins with the maximum negative value 
just passed at -8 deg. Except a delay in the phase position of about 25 deg for the 
transonic case, the two lift curves are very similar. The moment coefficients also 
behave like that. The trailing profile experiences a strong influence for both the 
subsonic and the transonic case.    
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Fig. 3. Integration of vorticity in the upper half (z > 0) of the respective wake. 

 

Fig. 4. Ma = 0.5, periodic motion. 

The results in Figure 6 are a first approach to a single gust field. The unsteady 
motion is turned off and both profiles are at rest. The shed wake of the leading profile 
travels downstream and hits the trailing profile. The behaviour of the corresponding 
vorticity field is shown in Figure 7. The vorticity is accompanied by a strong vertical 
flow curling around the y-component of j, i.e. the gust. The maximum moment each 
time occurs right after the lift has changed its sign. The Fourier analysis of the load 
history shows the load spectrum (Table 1) with significant contributions to lift and 
moment over a wide range of frequencies. 
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Table 1.   Fourier analysis of cL of the trailing profile for Ma 0.75. Frequency Freq, percentage 
of contribution p_cL and magnitude cL_abs.  

Harmonic motion   Gust field  
k    Freq   p_cL[%]  
1   50.02   95.8022  
2  100.04    0.0334  
3  150.06    3.0980  
4  200.08    0.0031  
5  250.10    0.3842  
6  300.12    0.0081 

  cL_abs 
0.229561 
0.004286 
0.041281 
0.001312 
0.014538 
0.002109 

k    Freq   p_cL[%] 
1   50.02   78.1246 
2  100.04   14.2861 
3  150.06    5.0945 
4  200.08    1.0918 
5  250.10    0.2513 
6  300.12    0.3571 

   cL_abs 
 0.149291 
 0.063841 
 0.038123 
 0.017648 
 0.008467 
 0.010093 

 

Fig. 5. Ma= 0.75, periodic motion. 

 

Fig. 6. Ma= 0.75, gust field. 
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Fig. 7. Contours of the vorticity field jy, ranging 
from -50 to +50 1/s. Vorticity generated by the
leading profile. 

  Fig. 8. Contours of the Mach number Ma, 
ranging from 0.75 to 1.25. Sequence of frames 
not related to Fig. 7. 

Parameters for both figures: Profile sections NACA0012 without angle of incidence, chord 
length c = 1 m, space between the profiles 4 c, Ma = 0.75, Re = 107, amplitude of heaving 
motion 0.1 c, red. frequency ω* = 2π/5 = 1.257, i.e. a wavelength 5c for the unsteady wake.       
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Fig. 9. Contours of the functions div V (left) Ma (right) for phase = 0, 90, 180, 270 deg. 

Parameters for both figures: Profile sections NACA0012 without angle of incidence, chord
length c = 1 m, space between the profiles 4 c, Ma = 0.75, Re = 107, amplitude of heaving 
motion 0.1 c, red. frequency ω* = 2π/5 = 1.257, i.e. a wavelength 5c for the unsteady wake. 
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4   Accuracy of the Unsteady Solution 

The divergence of the flow field and its curl, δ = div v and j = curl v, are employed to 
check the overall accuracy of the solutions, The curl already has been introduced. A 
fundamental theorem in vector analysis states that any vector field may be composed 
of two vector functions, the gradient of a scalar potential function and the curl of a 
vector potential function. δ and j serve as source functions for these two potential 
functions. They are related to the physical properties compressibility and viscosity. 
The propagation of sound waves is represented by unsteady divergence, the 
propagation and diffusion of momentum, transferred into the fluid from the moving 
surfaces, by vorticity. The speed of sound waves travelling upstream is estimated 
from the velocity of sound and the position of a disturbance in two subsequent frames 
displaying the divergence. Figure 9 is marked with the displacement of the encircled 
disturbance during the time interval T/4 with 1/T = f. The distance is roughly 0.44 c, 
the time interval 5 ms, which results in 88 m/s. From Ma = 0.75 and the speed of 
sound, a slightly different value of 83 m/s is expected, which is a good agreement.  

The amplitude of vorticity jy(x,z,t) and its integral for one cycle of motion, the 
vanishing circulation Γ = 0, are calculated at various downstream positions x-pos in 
Table 2. The error Err, the ratio of  Γ (Gamma) to the amplitude Ampl of the 
oscillating vorticity is less than 1 %. The amplitude is well preserved (Table 2).   

Table 2. Circulation Γ and vorticity (Ampl) for Ma = 0.75 behind both profiles. 

Wake of the leading profile Wake of the trailing profile 
 x-pos   Gamma  Ampl  Err % 
1.2000   -1.25  62.7  -1.99 
1.4000  -0.750  57.5  -1.31 
1.6000  -0.310  57.1  -0.54 
1.8000  -0.429  56.1  -0.76 
2.0000  -0.420  55.4  -0.76 
3.0000  -0.431  55.3  -0.78 
4.0000  -0.197  58.0  -0.34 

 x-pos   Gamma  Ampl  Err % 
6.2000   0.189  85.7   0.22 
6.4000  -0.248  83.2  -0.30 
6.6000  -0.179  83.8  -0.21 
6.8000  -0.261  83.9  -0.31 
7.0000  -0.444  83.4  -0.53 
8.0000  -0.090  82.2  -0.11 
9.0000  -0.096  86.4  -0.11 

5   Conclusions 

The interaction between a gust induced by a profile oscillating upstream and a 
downstream located profile can well be simulated using the simplification of a 
synchronous heaving motion. This first approach avoids additional numerical implica-
tions caused by the chimera grid generation technique, which needs to be applied for 
profiles being in motion relative to each other. The constraint will be released in the 
future work. The accuracy of the computation is investigated using inherent physical 
properties. The result of the circulation being preserved within an error in the order of 
one percent  indicates a proper setting of the numerical parameters for the numerical 
computation of the flow field. 
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Summary

A new variant of the Immersed Boundary Method (IBM) has been implemented into
an established flow solver. Important aspects of the implementation towards the appli-
cation of this approach for flow simulations in complex and moving geometries are
characterised. Simple validation test cases are addressed first, followed by a moving
boundary example and more complex geometries like the Weibel lung model.

1 Introduction

The generation of structured body-fitted computational grids is time-consuming and
runs into problems, when the geometry is complex. Moving geometries can be han-
dled by grid deformation algorithms but are limited to small deviations in general.
The IBM is a numerical approach, which can avoid these problems. The method was
first introduced by Charles Peskin in 1972, for the simulation of blood flow through
heart valves [1]. Instead of a body-fitted grid, two grids are used: a Cartesian compu-
tational grid and one to represent the surface of the body. Imposition of the boundary
conditions at the surface grid, which is immersed into the Cartesian grid, is the main
issue of the IBM. The essential advantage of this method is the distinction between
the computational grid and the surface description. This makes it possible to consider
complex and moving or deforming geometries during the simulation. Today, further de-
velopments and numerous variations of this method exist. While Peskin [2] applied a
continuous forcing approach modifying the governing equations to satisfy the bound-
ary conditions, most variations use a discrete forcing approach [3], where the boundary
conditions are imposed following the discretization on the Cartesian grid. In the frame-
work of the ghost-cell-method [4] cells outside of the flow field but next to the surface
are used to fulfill the boundary conditions by interpolating appropriate velocities for
these ghost-cells.
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Fig. 1. Surface grid (a), Cartesian domain grid (b), adjacent cells hit by IB triangle (c)

2 Fundamentals of Implementation

A new kind of the ghost-cell-method [5] is implemented into the finite-volume based
in-house flow solver [6]. The advantage compared to other established methods is, that
the algorithm neglects the calculation of the non-fluid and the ghost-cells. Interpolated
values of the ghost-cells are shifted to the source term of adjacent inner cells (cf. 2.3).
In the following important aspects of the implementation are described.

2.1 Surface and Domain Grids

The surface of the geometry can be easily discretized using interconnected triangles
(fig. 1 a). Complex or curved surfaces may require a finer resolution to give an appropri-
ate discretization of the geometry. To distinguish between different kinds of boundary
conditions, the associated triangles are grouped separately.

The domain grid (fig. 1 b) has a strict Cartesian 3d structure with orthogonal cells
aligned to the Cartesian directions x, y, z. Isotropic grid refinement employing hanging
node elements (with a split ratio of 1:2) can be used to effect a higher resolution near
the IB. Therefore a mesh generator has been set up, which improves the local mesh
resolution by subdividing cells depending on given threshold distances to the surface.
The high number of possible refinement levels requires an unstructured data format for
the domain grid, leading to the necessity of an unstructured solver for the equation sys-
tem (see section 2.5). The computational grid passes a preprocessing step, where the
decomposition for multiprocessing purpose is done. The shape and structure of the co-
efficient matrix is detected and stored in Compressed Row Storage format [7], which is
best suited for sparse matrix handling.

2.2 Domain Identification and Marking Algorithm

Before the simulation, the identification and marking of the computational domain is
necessary to distinguish between fluid and non-fluid regions. The neighboring cells of
element faces to be divided by the IB must therefore be found (fig. 1 c). To achieve that,
each domain face has to be checked with every IB triangle for possible intersection
points. Those points and hit faces are stored. The areas intersected by the immersed
boundary are gradually marked with a painter variable [5].
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Fig. 2. Different velocity interpolations at IB walls, depending on the intersection point

2.3 Imposition of Boundary Conditions

In the present simulation software, inflow, outflow and wall boundary conditions can be
set using IB’s. The general approach for all of these boundary conditions is the same.
The difference between this method and other established ghost-cell approaches is, that
the ghost-cells, which are the non-fluid neighbors of fluid cells, are really not being
calculated. Within the flow field discretization for an arbitrary variable Φ leads to an
equation for each cell p, including coefficient contributions a� from the neighboring
cells nb and a source term Sφ:

Φpap +
∑

Φnb anb = SΦ

As the calculation of Φ neglects all non-fluid cells, contributions from neighboring
ghost-cells are gained by interpolation and shifted to the source term:

Φpap +
∑

Φin
nb a

in
nb = SΦ −

∑
Φghost

nb aghost
nb

The no-slip wall is the most important boundary condition for complex geometries and
its treatment is discussed in the following. Velocities u of the ghost-cells and the ad-
joining cell face are linearly interpolated in one direction (see fig. 2) to fulfill the no-slip
condition on the IB (uIB = 0 in the non-moving case):

uIFA = uICL ·
(

1 − fR

fIB

)
+ uIB ·

(
fR

fIB

)

uICR = uICL ·
(

1 − 1
fIB

)
+ uIB ·

(
1
fIB

)
⎫⎪⎪⎬
⎪⎪⎭

fIB > fR

uIFA = uICLL · fIB − fR

fIB + dLL
+ uIB ·

(
1 − fIB − fR

fIB + dLL

)

uICR = uICLL ·
(
fIB − 1
fIB + dLL

)
+ uIB ·

(
1 − fIB − 1

fIB + dLL

)
⎫⎪⎪⎬
⎪⎪⎭

fIB < fR

The center of the inner cell is named ICL, the outer one ICR, the face neighboring
these cells IFA and the position at the immersed surface IB. To avoid the occurrence
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of high velocity values at the ghost-cells, which can cause numerical instability, the
second interpolation is used if the IB is located very close to the inner cell ICL. The
product of velocity and coefficient part of the ghost-cell is then added to the source term.
Thereafter the velocity gradient is recalculated, fitting to the appropriate interpolation.
The pressure is extrapolated linearly to the IB and the pressure gradient is also recalcu-
lated. Finally the mass flux through the involved faces is corrected to be parallel to the
IB. The linear interpolation provides first order accuracy at the immersed boundary. To
increase accuracy this approach can be replaced by a higher order interpolation.

2.4 Moving Wall Boundary Condition

In most instances a moving boundary condition makes sense only for a no-slip wall.
To realize a moving surface, its spatial description has to be known in every time step.
Fluid velocities at a moving wall are not zero, they comply with the velocity of the wall
itself. This case is considered in the above interpolation: uIB is the velocity vector at
the IB, which vanishes in the non-moving case. The velocity of each triangle element of
the surface description can be approximated with the displacementΔxIB and the time
stepΔt:

uIB ≈ ΔxIB

Δt
.

The identification and marking procedures have to be performed once again, after the
IB has changed. Outer cells that become fluid cells during calculation gain their velocity
and pressure values with ongoing iteration.

2.5 Solving the Equation System

Discretization and linearization of the governing equations in conjunction with
conventionally and IB treated boundary conditions leads to a linear equation system:

A · Φ = SΦ

This system comprising of an arbitrary and sparse coefficient matrix A, the variable
vector Φ and a source term SΦ is solved using a BiCGSTAB solver. A range of pre-
conditioners like incomplete LU or Cholesky decomposition are available to improve
the convergence behavior. The equations for the velocities and the SIMPLE pressure
correction are solved successively.

3 Results

After implementation of the main functions required for IB treatment, an in-depth val-
idation phase follows. Due to the lack of a turbulence model these test cases have to
be of incompressible and laminar nature. First simple test cases are used for validation.
Afterwards harmonically oscillating IB’s are implemented. Finally, the method is ap-
plied to cases of increasingly complex geometry, starting with simple 3d pipes and
ending with the Weibel lung model.
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Fig. 3. Developing laminar channel flow at Re = 20. Left: contour plot of u-velocity (only fluid
region visible), right: comparison to results of original flow solver
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Fig. 4. Laminar cylinder flow at Re = 20 in comparison with experimental data (d: cylinder
diameter, lw: length of the wake, lmax: maximum height of the wake)

3.1 Validation Test Cases

Developing flow in a 2d channel is a simple test case to validate IB inflow, outflow and
wall boundary conditions. The solution can be directly compared to the results obtained
by the original solver. Equidistant, non equidistant and isotropically refined Cartesian
grids and the IB under rotation angles of 20 ◦ and 45 ◦ are tested. The velocity of the
fully-developed channel flow near the outlet and the increasing u-velocity in the channel
centerline can be compared to the analytical solution and the reference simulation (see
fig. 3).

Laminar steady (Re = 20) and unsteady (Re = 120) flow past a 2d circular cylinder
are test cases, that use the IB’s only at the cylinder surface. The laminar wake regime
behind the cylinder and the vortex shedding frequency in the unsteady case are adequate
features to be compared with experimental results gathered in [8] (see fig. 4).

Both the channel and cylinder flow yield satisfactory results within the modeling
scope.

3.2 Oscillating Rectangular Prism

Flow past an oscillating rectangular prism is an appropriate test case to demonstrate
the advantage of the IBM. The new position of the body is calculated every time step,
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Fig. 5. Flow around an oscillating prism (Re = 200, A/a = 1, ω/ω0 = 0.72)

followed by the identification and marking procedure. As the surface of the prism coat-
ing (length a) is representable by only 8 triangles, identifying the domain is relatively
time saving (see section 2.2). The deviation in y-direction of the prism is given by:

y(t) = A sin(ωt)

with the angular frequency ω = 2πf and the amplitude of deviation A . The fluid
velocities at the IB can be determined analytically by the first derivative. The undis-
turbed flow past the non oscillating prism has been calculated for Reynolds numbers
170, 200 and 250. The predicted Strouhal number of St0 = 0.138 of a non oscillating
case coincides with experiments from Okajima [9]. The set of pictures (fig. 5) shows the
velocity field of one oscillation period (Re = 200, amplitude: A/a = 1.0, frequency
ratio: St/St0 = 0.72). It can be seen, that the fluid adheres at the surface and follows
the prisms movement. At the maximum deviation separation regions evolve behind the
prism (fig. 5: t = 0.375T and t = 0.875T ), which detach downstream with increasing
prism velocity. Spectral analysis of the fluctuating values (e.g. the vertical velocity in
a fixed monitoring point) leads to the frequencies contained. The dominant part of the
spectrum is the prescribed oscillating frequency whereas the natural frequency St0 is
vanishing.

3.3 More Complex Geometries

Turning from simple validation test cases to more complex geometries, 3d pipes and
pipe junctions are investigated. One of the principal aims is the application of the IB-
based solver to predict flow physics in the bronchial tree of the upper human lung [10].
The surface, which can be gained by medical CT scans is very complex and intensely
curved. The lung model (A) of Weibel [11] is an appropriate first test case for such sim-
ulations. It is a 4th generation model consisting of joined pipes with different diameters,
branching angles of Θ = 60◦ and plane angles of Φ = 90◦.
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Fig. 6. 4 generation Weibel lung at Re = 2000: Velocity profiles and absolute velocity contour
levels (a), helicity isosurfaces explaining counterrotating regions (b), comparison of the velocity
profile behind 1. bifurcation with results of Kabilan [13]

A laminar velocity profile, which can be obtained by the law of Hagen-Poiseuille, is
set to the inlet. Mass flux at the outlets is constant, derived from the respective outlet
area. The Reynolds number is determined by the diameter of the first generation tube,
kinematic viscosity and the mean inflow velocity. Simulations with increasing Reynolds
numbers Re = 10, 100, 1000 and 2000 are carried out. Since the whole geometry
has a symmetric shape, the flow is also symmetrical. The eight outlet branches can be
divided into two groups: four branches that point to the outside and four that point to
the inside. Velocity profiles between these two groups of outlet branches differ from
each other, which was also found by [12]. Axial velocity profiles and contour plots of
the absolute velocity in several stages and planes of interest are shown in figure 6 a.
The inlet velocity profile is preserved up to the first bifurcation, where the mean flow
is superposed by Dean flow effects, which can be illustrated by helicity contour plots
(see fig. 6). The axial velocity profile behind the first bifurcation fits well with the CFD
results from Kabilan et al. [13] at Reynolds number of 1500 (see fig. 6 b).

4 Conclusion and Outlook

The IBM was successfully implemented into the established in-house flow solver. All
validation studies deliver satisfactory results and coincide well with experiments. The
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flow prediction in the Weibel lung model yields promising results in terms of simulating
the flow in a realistic CT based lung.

Further work will be carried out to make the solver more applicable to a wider range
of problems: turbulence modeling, calculation of integral forces. To improve conver-
gence or to refine the grid at a moving boundary, h-adaptive grid techniques are con-
ceivable.
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Summary

In the present paper a high-order Discontinuous Galerkin method is presented
for the numerical simulation of the separated turbulent flow around complex
geometries using unstructured grids. Bassi and Rebay extended the Discontin-
uous Galerkin method to solve the Navier-Stokes equations for laminar and 3D
turbulent flows. Especially, an extension will be provided to calculate unsteady
separated flows with a Detached Eddy Simulation, which is a hybrid method be-
tween the Unsteady Reynolds averaged Navier-Stokes approach and the Large
Eddy Simulation. Some results, like flows over a flat plate and around a sphere,
which could not be predicted with an Unsteady Reynolds averaged Navier-Stokes
calculation, are calculated with high accuracy and compared with theory and
experiments.

1 Introduction

The Discontinuous Galerkin (DG) method combines ideas from the finite
element and finite volume methods, the physics of wave propagation, expressed
by Riemann problems, and the accuracy obtained by high-order polynomial ap-
proximations within elements. It was originally developed for hyperbolic
conservation laws in 2D flow [3] and sometimes 3D flow [16], including the Euler
equations.

However, in real life applications the flow is in most cases turbulent and
3D. The original development of DG methods was devoted to the Euler equa-
tions that contain only derivatives of first order. The breakthrough for solving
the Navier-Stokes equations with derivatives of second order was achieved by
Bassi and Rebay [2]. Still another big step was to be done, namely to extend
the algorithms for the handling of turbulent flows. The unsteady Reynolds av-
eraged Navier-Stokes (URANS) equations had to be solved. Thus, the algorithms
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had to be extended to include turbulence models [4, 5]. The present paper is
based on our previous experience [9, 10] and extends the algorithms to three-
dimensional turbulent flow. This was done by solving the URANS equations and
by implementing a Detached Eddy model.

2 Discontinuous Galerkin Schemes

2.1 Basic Equations

The Navier-Stokes equations can be written in the following compact differential
form

∂U

∂t
+ ∇ · Fi(U) − ∇ · Fv(U,∇U) = 0 (1)

Here U is the vector of conservative variables, Fi and Fv are the convective
and diffusive flux functions, respectively. The next step is to handle high-order
derivatives. According to Bassi and Rebay [2] we first reformulate this equation
as a first-order system introducing the gradient of the solution ∇U as a new
additional independent unknown Θ and get a second equation

∇U −Θ = 0 (2)

We now apply the DG approach resulting in the equations for an element E
∫

E

vkΘdE −
∮

∂E

vk · Uh · n dσ +
∫

E

∇vk · UhdE = 0 (3)
∫

E

(
vk
∂Uh

∂t

)
dE +

∮
∂E

vk · Fi · n dσ −
∫

E

∇vk · FidE

−
∮

∂E

vk · Fv · n dσ +
∫

E

∇vk · FvdE = 0 (4)

where Uh = U(x, t) =
∑n

k=1 Uk(t)vk(x) is the approximation for the numerical
solution Uk, and the n shape functions vk are a basis for the polynomial space
P k.

Our scheme can be advanced explicitly as well as implicitly in time. The ex-
plicit time integration, used in this paper, is performed with one-step
Runge-Kutta type schemes of first to fourth order accuracy.

2.2 Turbulence Modeling

In the present URANS cases the one equation Spalart-Allmaras (SA) model
is used [13]. The following equation shows the distribution of the transport
variable ν̃

∂ρν̃

∂t
+
∂ρν̃ui

∂xi
=

1
σ

[
∂

∂xi

(
(μ+ ρν̃)

∂ν̃

∂xi

)
+ ρcb2

∂ν̃

∂xi

∂ν̃

∂xi

]

+cb1(1 − ft2)ρS̃ν̃ −
(
cw1fw − cb1

κ2
ft2

) 1
ρ

(
ρν̃

d

)2

+ ρft1ΔU
2 (5)
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with d as the distance to the closest wall, which represents the turbulent length
scale, the vorticity S̃ and some calibration constants ci and calibration functions
fi. The main flow equations and the turbulence model equations are solved in a
fully coupled manner.

2.3 Turbulence Limiting

From the finite volume method it is well known that the discretization of the
transport equations within a turbulence model is a difficult task. High-order
methods tend to become unstable when the numerical discretization is inade-
quate to resolve the true physical solution. It is necessary to stabilize the tur-
bulence model equations to prevent the eddy viscosity, or for the SA model ν̃,
from becoming negative.

For low order calculations with P 0- or P 1-elements we choose the hard limiting
method according to Landmann [7]. In this approach the solution vector uh

should not fall below zero in the elements. For the constant or linear case of the
DG polynomial approximation it is easy to determine the global minimum, only
the element corners have to be checked. For higher order elements the problem
is more difficult because we have to determine the global minimum in every cell.
Because of this we use for elements higher than P 1 the approach according to
Nguyen et al. [11] where an artificial viscosity term is added to stabilize the
turbulence model:

Fstab(U,∇U) =
h

p
ε(ψ(ν̃))Fv(U,∇U), (6)

where h and p are the element size and the order of the approximation, ν̃ is
the sensor variable for the indicator ψ(ν̃) which represents the high frequency
content in the sensor variable ν̃. ε(ψ) is the piecewise element constant viscosity
parameter in the model terms.

For calculating the crucial indicator ψ, we first define the total energy E and
the energy of the high-order degrees of freedom Eh:

E = ̂̃νT
M ̂̃ν, (7)

Eh = ̂̃νT
Mh
̂̃ν. (8)

M is the usual mass matrix for the element, but Mh is the mass matrix using
only the high-order coefficients. This leads to the calulation of the indicator:

ψ(ν̃) = log
Eh

E
. (9)

If the sensor variable ν̃ is determined to be under-resolved and could fall below
zero, the corresponding diffusion term is activated with an element piecewise
constant value of viscosity.
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2.4 Detached Eddy Simulation

The Detached Eddy Simulation (DES) in this study is based on a modification
of the S-A model, such that it reduces to RANS close to solid walls and to
LES away from the wall [14]. In the S-A turbulence model the turbulent length
scale, the distance to the nearest wall d, is replaced by lDES , defined by lDES =
min

(
d, CSA

DESΔ
)

whereΔ in this case is the largest cell spacing and CSA
DES = 0.65

is an additional model constant, calibrated for homogeneous turbulence. Near
solid boundaries Δ is larger than d and we get a model that acts as a S-A model.
Far from walls d >> Δ a balance between the production and destruction term
in the model equation shows that ν̃ ∼ SΔ2 like a one-equation subgrid-scale
model. Because of the LES part a high-order spatial discretization scheme like
the DG scheme with low dissipation is necessary to resolve the large eddies
correctly, while the smaller ones are modeled.

3 Results

3.1 Flat Plate Flow

For a detailed validation of the laminar 3D implementation we calculated the
flow over a flat plate (Re = 1 · 105 and Ma = 0.3) and compared the velocity
and skin friction profiles (Figure 1) with the theoretical solution.
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Fig. 1. Velocity and skin friction profile

For the calculations we use really coarse meshes. The results shown are gen-
erated on a mesh with 256 cells in total and 8 cell in normal direction. Looking
at the first order P 0 solution, it is completely away from the physics, but we
get good results for elements higher than P 2. Note that the boundary layer is
discretized with only two cells but up to 40 degrees of freedom dependent on the
order.

For the validation of the turbulent flow we calculated the fully turbulent flat
plate flow with a Reynolds number of Re = 3 · 106 and a Mach number of
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Ma = 0.3 using the RANS approach based on the SA model on several grids
with different sizes. The results shown in this paper (Figure 2) are calculated
on an extremely coarse mesh like in the laminar case with a size of 32 cells
in streamwise direction, 1 cell in spanwise direction and only 8 cells in normal
direction. The near-wall resolution for elements higher than P 2 is y+ ≈ 5.
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Fig. 2. The law of the wall and skin friction profile

Due to the finite element approach in the DG cells we found a good agreement
between the computed and theoretical normalized velocity profiles and are able
to reach the law of the wall with this coarse grid as well as the skin friction
profile compared with the theory [12]. The third-order hexahedral solution for
example works with ten degrees of freedom per cell which is comparable to 4
degrees of freedom in normal direction. For our mesh with only 8 cells in normal
direction this means that we use 32 degrees of freedom in this direction.

3.2 Detached Eddy Investigation of the Flow Past a Sphere

The flow past a sphere belongs to the class of separated flows for which the
location of flow detachment is not fixed by the geometry and it is not possible to
use a classical URANS approach, because of the missing spectral gap between
modeled frequencies from the turbulence model and transient frequencies calcu-
lated by the simulation. Because of these features it is a good application for
DES.

The sphere is known for its drag crisis, which reflects the differences in sep-
aration between laminar and turbulent boundary layers. For our investigations
we choose a sub-critical case with laminar separation of the boundary layer
at Re = 2 · 104 and a super-critical case with a turbulent boundary layer at
Re = 1.14 · 106.

The DES prediction of the separation point at an azimuthal angle measured
from the forward stagnation point of Θ ≈ 81◦ for Re = 2 · 104 agrees well with
the experiment of Achenbach [1], as well as the separation point for the turbulent
calculations of Θ ≈ 115◦ (Figure 3).
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Fig. 3. Instantaneous velocity contours for laminar and turbulent separation

The difficult requirement, that the turbulence model would be suppressed in
the laminar regions of the flow is achieved by using the "tripless" approach of
Travin et al. [15], so the transition takes place in the wake. Illustrated in Figure
4 we see the velocity distribution for the case with the laminar separation.

Fig. 4. Instantaneous velocity

A comparison of the pressure distribution with the simulations of Constan-
tinescu et al. [6] and the experiments of Achenbach [1] is given in Figure 5 for
both Reynolds numbers.

The mean values are calculated from averaging over 12 · D/U∞ units after
an initialization time of ≈ 40 ·D/U∞. The prediction of the sub-critical flow at
Re = 2 ·104 is in agreement with the simulation of Constantinescu at Re = 1 ·104

and the measurements at Re = 1.62 · 104. The value of cp is a little bit over
predicted. A reason for this could be the different Reynolds number. We found
the same behavior for the super-critical case.

For our computations we used several grids and several discretization orders,
the results shown are calculated on an unstructured grid with ≈ 1 · 106 cells and
an order of four. This means that we get a grid with ≈ 20·106 degrees of freedom.
Because of the polynomial ansatz functions, which are well-suited to discretize
the viscous sublayer, we use a near-wall resolution for elements higher than P 2

of y+ ≈ 3 in the fully turbulent case. For time integration we use a fourth-order
Runge-Kutta scheme with a time step from 10−4 − 10−6 · D/U∞ and perform
our computation with up to 1020 CPUs on a massively parallel system, the SGI
Altix of HLRB II on the Leibniz Supercomputing Centre in munich [8].
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Fig. 5. Pressure distribution

Fig. 6. Artificial diffusion at Re = 2 · 104 and an order of four with the eddy viscosity
on the Z-axis and contour levels of the artificial diffusion

As shown in Figure 6, the diffusion is added primarily along the edge of the
turbulent wake so that the eddy viscosity transitions smoothly to free-stream
value there. It is important to say that the turbulence model without stabilizing
produces a non-smooth transition. For very fine meshes, computing a solution is
still possible, but for coarse grids such as those used in this study we are unable
to get converged results.

4 Conclusion

We combine advanced numerical methods in an unstructured code for complex
geometries with new promising methods in turbulence modeling. It has been
shown that it is possible to do a Detached Eddy Simulation, which is a kind of
LES with a URANS wall model, within an unstructured code.
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The DG discretization with its high accuracy is well-suited for this kind of sim-
ulation. It is possible to modify the length scale of other turbulence models like
the k−ω model to get a DES model. This will be the focus of our future research.
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Summary

The objective of our project is the development of high-order methods for the unsteady
Euler and Navier Stokes equations. For this, we consider an explicit DG scheme formu-
lated in a space-time context called the Space-Time Expansion DG scheme (STE-DG).
Our focus lies on the improvement of two main aspects: Increase of efficiency in the
temporal and spatial discretization by giving up the assumption that all grid cells run
with the same time step and introducing local time-stepping and the shock capturing
property, where we have adopted the artificial viscosity approach as described by Pers-
son and Peraire to our STE-DG scheme. Thus, we try to resolve the shock within a
few relatively large grid cells forming a narrow viscous profile by locally adding some
amount of artificial viscosity.

1 Introduction

Discontinuous Galerkin (DG) schemes may be considered as a combination of finite
volume (FV) and finite element (FE) schemes. While the approximate solution is a
continuous polynomial in every grid cell, discontinuities at the grid cell interfaces are
allowed which enable the resolution of strong gradients. How to calculate the fluxes
between the grid cells and to take into account the jumps is well-known from the finite
volume community. Due to their interior grid cell resolution with high order polyno-
mials, the DG schemes may use very coarse grids. In this approach, the cumbersome
reconstruction step of finite volume schemes is avoided, but for every degree of free-
dom a variational equation has to be solved. The main advantage of DG schemes is
that the high order accuracy is preserved even on distorted and irregular grids. In the
following we present a DG scheme based on a space-time expansion (STE-DG), which
was proposed in [6] and [4]. Our scheme features time consistent local time-stepping.
Hence, every grid cell runs with its optimal time step.

An open issue for DG schemes in general is an efficient shock-capturing strategy.
The very successful FV shock-capturing consists of a TVD or WENO reconstruction
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which is non-oscillatory. In combination with local grid refinement a narrow transition
zone at the shock wave is obtained within a few grid cells. This can also be extended
to DG schemes in a way such that the trial function is locally replaced by a recon-
structed polynomial. As the efficiency of DG schemes relies on the locality of the spa-
tial discretization, the use of this shock-capturing technique is cumbersome, especially
for high order. In our approach this would destroy the possibility to introduce local
timestepping. Thus, another approach which seems to be more convenient for our DG
scheme is to keep the large grid cell and to resolve the shock within the grid cell in a
narrow viscous profile by locally adding some sort of artificial viscosity. This was re-
cently proposed by Persson and Peraire [8]. Their approach is quite contradictory to FV
shock-capturing, since they keep the order of accuracy high or even increase it locally.
Persson and Peraire show that this strategy captures the shock within a transition zone
the size of δ ∼ h

p+1 where h is a characteristic cell size and p denotes the degree of the
polynomial approximation. In this case the shock profile can be sharpened by increas-
ing the degree of the trial function (p-adaptation). While Persson and Peraire applied
this shock-capturing by p-refinement within an implicit scheme, we combine it with an
explicit scheme which leads to an anisotropic time step distribution due to the stability
restriction. But, due to our local time-stepping feature the efficiency is well preserved.
Our approach was presented first in [2] and then further developed within the ADIGMA
project [1]. This time, we present a refinement especially with regard to the troubled cell
indicators used.

2 The STE-DG Scheme for the Euler Equations

2.1 The Equations and the Semi-discrete Variational Formulation

The Euler equations in two space dimensions read as

U t + F (U)x + G (U)y = 0 (1)

with

U =

⎛
⎜⎜⎝
ρ
ρu
ρv
ρe

⎞
⎟⎟⎠ , F =

⎛
⎜⎜⎝

ρu
ρu2 + p
ρuv

ρu(e+ p)

⎞
⎟⎟⎠ , G =

⎛
⎜⎜⎝

ρv
ρuv

ρv2 + p
ρv(e+ p)

⎞
⎟⎟⎠ , (2)

where ρ, u, v, p, and e denote the density, x- and y-velocity, pressure, and specific total
energy, respectively. We consider the equation of state of a perfect gas with

p = ρRT = (γ − 1) ρε and e =
p

(γ − 1) ρ
+
u2 + v2

2
, (3)

where ε denotes the specific internal energy, γ is the isentropic exponent, and R is the
gas constant.

The spatial discretization is based on the weak formulation of equation (1). We mul-
tiply the Euler equations with an arbitrary test function Φ(x), integrate over the grid
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cell Qi and use integration by parts for the flux terms to get
∫
Qi

U t · Φ dx+
∫

∂Qi

F n · Φ ds−
∫
Qi

(F · Φx + G · Φy) dx = 0, (4)

where ∂Qi denotes the surface of the grid cell and F n is normal component of the flux.
To get the semi-discrete DG scheme we introduce a piecewise polynomial

approximation Uh(x, t), which is defined in a grid cell Qi by

Uh (x, t) = U i (x, t) :=
N(p)∑
l=1

Û
i

l (t) ϕl (x) . (5)

Using a trial space of piecewise polynomials with degree ≤ p, we can introduce an
orthonormal basis {ϕ}N(p)

l=1 , whereN(p) = (p+ 1)(p+ 2)/2 in two space dimensions.
We choose as test functions the basis functions and get the following N(p) ordinary
differential equations for the N(p) unknowns

(
Û i

l

)
t
= −

∫
∂Qi

H · ϕl ds+
∫
Qi

(
F · (ϕl)x + G · (ϕl)y

)
dx = 0, l = 1, ..., N(p).

(6)
As numerical flux we use the HLLC flux (see, e.g., [9]) named H . With the use of
the dGRP-flux (diffusive Generalized Riemann Problem) as described in [3, 7], this
approach has been extended to the Navier-Stokes equations.

2.2 The Space-Time Expansion Approach with Local Time-Stepping

For the STE-approach the semi discrete scheme (6) is simply integrated in time. Due to
the local time stepping, we give up the assumption that all grid cells run with the same
time step and therefore we do not have any longer a common time level. Let us denote

the actual local time level in grid cell Qi by tni . The degrees of freedom Û
i,n

l represent
the solution at tni in this grid cell. Furthermore, each cell may evolve in time with its
local time step Δtni which has to satisfy the local stability restriction, which depends
on the grid cell diameter, the solution as well as on the order p+ 1, see [6]. With Δtni ,
the next local time level in Qi is given as

tn+1
i = tni +Δtni . (7)

The evolution equations for the degrees of freedom read as

Û i,n+1
l = Û i,n

l −
tn+1∫
tn

∫
∂Qi

H · ϕl ds dt (8)

+

tn+1∫
tn

∫
Qi

(F · (ϕl)x + G · (ϕl)y) dx dt = 0, l = 1, ..., N(p).
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To evaluate the right hand side of the evolution equations the space-time integrals are
approximated by proper Gaussian integration rules. The difficulty is, that the values at
the space-time Gauss points are not known. In the STE-approach a space-time Taylor
expansion of the approximation Ui at the grid cell barycenter xi at time level tn

Ũ i (x, t) :=
p∑

l=0

((t− tni ) ∂t + (x − xi)∇)l
U (x, t) |xi,tn (9)

is used to get a high order prediction at every space-time Gauss point. While the space
derivatives are already available within the DG approach, the mixed space-time deriva-
tives are approximated using the (CK-) Cauchy-Kovalewskaya procedure. To replace
the time and mixed space-time derivatives the evolution equation is applied several
times, see [6] for more details.

As the evaluation of the fluxes between the grid cells on the right hand side relies
on neighbor data as well, the local time-stepping algorithm is based on the following
evolve condition: The evolution of the DOF are performed, if

tn+1
i ≤ min

{
tn+1
j

}
, ∀j : Qj ∩Qi �= ∅ (10)

is satisfied. This means that an element i can only be updated in time, if all neighboring
elements’ j prospective time level is bigger than the one from element i in concern. This
guarantees that the approximate space-time values of the neighbor cells are available.
In this manner, the algorithm continues by searching for elements satisfying the evolve
condition (10). All elements are evolved in a suitable manner by evaluating the different
terms of the right hand side of equation (8) for each element in an effective order. At
each time, the interface fluxes are defined uniquely for both adjacent elements, making
the scheme exactly conservative, –for more details see [3].

3 Sub-Cell Shock Capturing for DG Methods

3.1 Troubled Cell Indicators

The first step is to detect grid cells in which a strong gradient is approximated and which
will lead to spurious oscillations in the approximative piecewise polynomial. The two
so-called troubled cell indicators used are the following.

The Spectral Decay Indicator. In order to determine a suitable sensor for under-
resolved parts, we make use of the fact that the solution within each element is
represented in terms of an orthogonal basis

U i (x, tn) =
N(p)∑
l=1

Û
i

lϕl. (11)

If the underlying exact solution is smooth, we expect the coefficients of the approxima-
tion to decay fast. E.g., using the pressure p from the set of primitive variables we apply
a modification of the smoothness sensor proposed in [8] in the form
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ηSDI
i (p) = log10

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

max

⎡
⎢⎢⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎜⎜⎜⎝

Ni(Pi)∑
j=Ni(Pi−1)+1

(p̂i,j)
2

Ni(Pi)∑
j=1

(p̂i,j)
2

⎞
⎟⎟⎟⎟⎟⎟⎠
,

⎛
⎜⎜⎜⎜⎜⎜⎝

Ni(Pi−1)∑
j=Ni(Pi−2)+1

(p̂i,j)
2

Ni(Pi−1)∑
j=1

(p̂i,j)
2

⎞
⎟⎟⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.

(12)
This spectral decay indicator (SDI) measures the rate of the decay of the magnitude of
the last two moments. If this rate is high then we have identified a strong gradient which
is not well resolved by the local polynomial, e.g. a shock wave.

The Pressure Gradient Indicator. The previous described modified spectral decay
indicator requires, however, quite an amount of fine tuning. Therefore, we use another
more robust indicator, as well. The so-called pressure gradient indicator (PGI) is devised
in the spirit of [5] for finite volume schemes, and reads as

ηPGI
i (p) =

|pmin − 2pi + pmax|
|pmin + 2pi + pmax|

. (13)

It estimates the pressure changes from the von Neumann neighbors. Where pmin is set
as the minimum pressure of all neighboring cells and pmax the maximum. This ηPGI

i is
then multiplied with an amplification factor.

3.2 Modified Governing Equation

Once the shock has been sensed, we modify the governing equation locally in this grid
cell

U t + F (U)x + G (U)y = ∇ · (μ∇U) , (14)

by introducing an artificial viscosity of the form

μ = μ (η∗i , hi, pi) . (15)

The piecewise constant viscosity μ (η∗i , hi, pi) is chosen as a function of the
discontinuity sensor η∗i (p) –where ∗ means either SDI or PGI– and of the available
resolution ∼ hi

pi+1 within the grid cell. The discretization of the viscous terms is again
based on exact diffusive Riemann solutions for parabolic equations, according to [3,7].

4 Results

This section contains results of two two-dimensional test cases to show the properties
of the STE-DG scheme and its shock-capturing technique. The first one is a laminar test
case and the second an Euler case.
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4.1 Fluid Flow around a NACA0012 Airfoil

This is a numerical simulation of the fluid flow around a NACA0012 airfoil –manda-
tory test case 3 (MTC 3)– taken from the ADIGMA test case suite. It is set up with the
following parameters, angle of attack α = 2◦, free stream Mach number Ma∞ = 0.5
and the free stream Reynolds number Re∞ = 5000 based on the length of the airfoil
c = 1.0. It is a laminar but yet unsteady flow computation till tend = 0.4s, and we take
a mesh with unstructured quads. The simulation was conducted in such a way that for
the first half of the time –till t = 0.2s– the approximation order was fixed to O2 and
after that released to adapt to the optimal or desired value between two and seven. The
vortex street formation can be observed in the top part of figure 1, which shows the
contour plot of the local Mach number. The bottom plot shows the local polynomial
order, which varies between N = 2 in the farfield region and N = 7 at the tip and in
the airfoil’s wake.

4.2 Double Mach Reflection of a Strong Shock

The following figures show a zoom on the triple point region of the DMR test problem
presented first by Woodward and Colella in [10]. A mach 10 shock in air which initially

Fig. 1. Fluid flow around NACA0012 with Re∞ = 5000, Ma∞ = 0.5. Local Mach num-
ber (top) and computational element order (bottom) at t = 0.4s.
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makes a 60◦ angle with a reflecting wall. The reflecting wall lies along the bottom of
the problem domain. When the Mach 10 shock hits the wall, a triple-point is formed
consisting of two shocks and a slightly unstable contact discontinuity that rolls up at
the wall boundary. In figure 2, we compare our solution for t = 0.2 with a 5th order
WENO-FV scheme on the same and on a much finer resolution of h = 1/480.
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Fig. 2. Ma = 10 DMR test problem zoom on the triple point with 30 equally spaced density
contour lines from ρ = 1.5 . . . 21.5. Left: DG scheme with h = 1/120 and p = 4. The cells con-
taining artificial viscosity μ are plotted in the bottom part. Right: 5th order WENO-FV scheme
with h = 1/120 (top) h = 1/480 (bottom).

5 Conclusion

Our STE-DG scheme is able to simulate non stationary problems with high order
accuracy. The considered local time stepping algorithm minimizes the total number
of time steps and enables us to capture shocks by locally adding artificial viscosity. We
even achieve subgrid resolution of the shocks and the local time stepping framework
enables us to preserve the efficiency in the explicit unsteady approach.
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Summary

Results from a numerical investigation of the unsteady transonic flow around a su-
percritical BAC 3-11 airfoil will be presented here. The focus of this paper is the
phenomenon of upstream moving pressure waves. The used solver is based on the finite
difference discretisation of high order accuracy (N > 5) and explicit time integration.
The mechanisms of pressure wave generation, their development and the influences of
the inflow parameter like Mach, Reynolds number and angle of attack are investigated
in two-dimensional flow simulations. To analyse the three-dimensional effects simula-
tion of the three-dimensional transonic flow is performed for selected inflow conditions
and its preliminary results will be presented.

1 Introduction

Upstream moving pressure waves are observed in the transonic airfoil flows already for
several decades [3], [8], [10]. Nevertheless, the phenomenon is not fully understood yet
and is still subject of numerous experimental and numerical investigations [1],[4], [7],
[9]. Especially, its interaction with the undisturbed flow field and its influence on the
transition, turbulence and on the shock/boundary layer interaction are of great interest.
For instance, the recent theories about the buffet phenomenon involves the strong pres-
sure wave generation at the trailing edge. The pressure waves are moving upstream,
interact with the recompression shock and change the shock strength, its position and
the intensity of the shock/boundary layer interaction [7], [9].

In our numerical simulations the vortex/trailing edge interaction that generates pres-
sure waves is observed. The pressure waves are propagating in all direction as a de-
formed circular shape. The velocity of the upstream moving part of the waves is slower
compared to the downstream moving part. The upstream moving parts of neighbour
waves are merging to weak shocks while propagating. If a supersonic region is present
in the flow, the waves interact with the recompression shock. Weak pressure waves are
also observed in the supersonic region. The upstream moving waves are passing outside
the supersonic region and introduce small disturbances on the sonic line like Mach lines
that are visible inside the supersonic region. The described mechanisms and interactions
are observed in the experiment as well [1].
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2 Numerical Method

The numerical simulation is performed using a solver, which was developed at RWTH
Aachen University based on a finite-difference WENO method of high order accuracy in
space and time and shock capturing capability [6]. The transonic flow contains different
complex interactions, large gradients like shocks, but also weak pressure waves. For a
precise simulation of such a type of flow numerical methods with a small amount of
numerical dissipation are essential. The used numerical method meets these demands
and will be introduced in the following.

The Navier-Stokes equations in weak conservative form for the compressible flow in
general coordinates ξ = ξ(x, y), η = η(x, y), ζ = ζ(z) are employed:

Ut +
1
J
Fξ +

1
J
Gη +

1
J
Hζ =

1
J
F v

ξ +
1
J
Gv

η +
1
J
Hv

ζ .

Here U is the solution vector of the conservative variables, F,G,H and F v, Gv, Hv

are the inviscid and viscous fluxes respectively. For two-dimensional simulations the
fluxes in the third spatial dimension H,Hv are removed. The inviscid fluxes F,G and
H are approximated using the WENO scheme formulation according to Jiang and Shu
[5]. This scheme is of formally odd order and uses formally an N-point stencil. The ac-
tually used WENO stencil is addaptive that is of advantage compared to schemes with
fixed stencil. The addaptivity will be described in the following. The formal stencil is
subdivided into p sub-stencils (N = 2p − 1), that uses p points. The approximation
of the fluxes is calculated first for each sub-stencil separately and recombined using
non-linear weighting coefficients. The weighting coefficients are determined depend-
ing on the smoothness of the approximation. If the approximation of all sub-stencils is
smooth, the weighting coefficients are chosen to achieve the formal order of accuracy.
In the vicinity of large gradients and discontinuities, such as shocks, smooth flux ap-
proximations are weighted heavily and numerical dissipation is added to avoid spurious
oscillations of the solution. Thus the scheme is very stable even for very high gradients
and aditionally benefit from low dissipation and dispersion error in regions of smooth
solution. Beside an adaptive stencil the WENO scheme has some upwind properties
and is combined here with a flux-vector splitting technique. The sheme is decomposed
into a central and a dissipation term according to Balsara and Shu [2] by applying the
fact that the sum of all weighting coefficients is equal to unity. The central term is ap-
proximated with an order M = N − 1. The dissipation term takes upwinding and the
non-linear weighting into account. For details the reader is reffered to [5] and [2].

The viscous fluxes F v, Gv and Hv are discretised using central difference opera-
tors of high even order (N + 1). The derivatives of the viscous fluxes contain second
derivatives of the velocity vector (u, v, w)T and temperature T . The approximation of
the second derivative of the x-component of the velocity vector u will be explained
in detail exemplary for all variables. For the approximation of the second derivative
with respect to one spatial direction an approximation operator Mi+1/2() is applied.
For mixed second derivatives an interpolation operator Li+1/2() is applied to the first
and then to the second spatial direction. The operators Li+1/2() and Mi+1/2() of even
orderN + 1 are defined as [6]:
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Li+1/2(u) =
(N+1)/2∑

m=1

(−1)m+1am(ui+m + ui−m+1)

Mi+1/2(u) =
(N+1)/2∑

m=1

(−1)m+1bm(ui+m − ui−m+1)Δξ−1

The coefficients am and bm can be determined analytically for every even order. For
details the reader is referred to Klioutchnikov [6].

The time integration is explicit and performed with a third order, low-storage Runge-
Kutta-TVD-Scheme [5].

For the presented results the inviscid fluxes are approximated with a ninth order
WENO scheme and a tenth order central scheme is used for the approximation of the
viscous fluxes. (N + 1)/2 fictitious points are added in each direction to maintain the
stencil in the vicinity of boundaries. Non-reflecting boundary conditions based on Rie-
mann invariants are used for the subsonic inflow and outflow boundary. No-slip bound-
ary conditions are applied on the airfoil surface. If wind tunnel walls are simulated,
than slip wall boundary conditions are applied on them to reduce the otherwise nec-
essary spatial resolution near the wind tunnel walls. This is because the effect of the
boundary layer is found negligible on the pressure distribution around the airfoil.

The used numerical method is computational time-consuming, but well parallelis-
able. Therefore the solver is massively parallelised with means of MPI (Massage Passing
Interface). A linear scalability up to 8192 processor cores for a two dimensional test
problem with 5120x512 grid points is achieved on the JUGENE supercomputer of
Forschungszentrum Jülich.

3 Results

The results of the numerical simulation of two-dimensional transonic flow will be
mainly presented here. The simulation of the two-dimensional flow is performed on
a 1280 x 130 points grid. The influence of the inflow parameter like Mach Ma∞,
Reynolds number based on chord length Rec and the angle of attack α are investigated
in the following range:

Ma∞ = 0.69 − 0.80, Rec = 0.1 · 106 − 3 · 106 and α = −3◦ − +4◦.

The numerical and experimental results are compared forMa∞ = 0.71, Rec = 3 · 106

and α = 0◦. A qualitative good agreement between the experimental and the numerical
instantaneous shadowgraphs can be observed (Fig. 1 a) and b)). Discrepancies between
the numerical and experimental shadowgraphs in the boundary layer region of the air-
foil rear part have two reasons. On the one hand the vortices observed in the numerical
results are growing exponentially towards the trailing edge because the results are based
on two-dimensional flow simulation. In three-dimensional flow simulations the size of
the vortices is smaller as energy transfer in spannwise direction is possible. On the other
hand the experimental shadowgraphs integrate the second derivative of the density in
spannwise direction. If flow structures are not two dimensional, they appear smeared
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Fig. 1. Experimental a) and numerical b) shadowgraphs. Normalised power factor of the exper-
imental pressure history at x/c = 0.72 and corresponding numerical d) result. Airfoil flow with
Ma∞ = 0.71, Rec = 3 · 106 and α = 0◦.

out in the experimental shadowgraphs. Nevertheless, pressure gradients are present in
numerical and experimental results in the vicinity of the maximum airfoil thickness,
although no local supersonic region is established. Merging of upstream moving pres-
sure waves is observed here, resulting in a shock formation. The shock position is not
stable. Shock movement towards the leading edge but also shock desintegration and
disappearance is observed.

The statistical properties of the pressure fluctuations are analyzed for characteriz-
ing the dynamic behaviour of the wave process. Therefore the pressure histories are
first auto-correlated and then Fourier transformed using the FFT (Fast Fourier Trans-
form) method. In comparison to the Fourier spectrum the fraction of periodic signals
is amplified in the obtained power density spectrum (PDS). Dominant frequencies in
the numerical as well as in the experimental results are found in the range of one to
two kHz (Fig. 1c) and d)). In the numerical results a second peak is found at two kHz,
whereas the experimental results show a second peak rather at 1.5 kHz. One possible
reason for this discrepancy in the results is that the assumption of two-dimensional flow
is not fully fulfilled in reality. The wave velocity is estimated by a cross-correlation
of the pressure histories at different airfoil positions. A qualitatively good agreement
between the numerical and the experimental results is observed here as well.

For the study of the influence of the Mach number, the Reynolds number Rec ≈
2 · 106 and the angle of attack α = 0◦ are kept constant and the wind tunnel slip
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a) b) c)

Fig. 2. Numerical shadowgraph visualisation of the flow field for Rec = 2 · 106, α = 0◦ and a)
Ma∞ = 0.69, b) Ma∞ = 0.73, c) Ma∞ = 0.76.

wall boundary conditions are applied. Three Mach number regions are identified with
different interaction between the upstream moving waves and the flow (Fig. 2). If no
supersonic region is present in the flow (low, subcritical Mach numbers) the upstream
moving waves pass over the entire airfoil and interact weakly with the flow (Fig. 2 a)).
Their velocity decreases first in the region of maximum airfoil thickness and increases
than to the leading edge. The highest wave intensity is observed in the region of maxi-
mum airfoil thickness. For higher Mach numbers a development of supersonic regions
is observed. If the supersonic region is only weakly developed (Fig. 2 b)) the pressure
waves are merging with the recompresion shock increasing its strength. The outcome
of this is a strong movement of the recompression shock over a part of the airfoil.
Shock splitting and merging is observed under this condition as well. For flows with
well-developed supersonic regions (Fig. 2 c)) the influence of the pressure waves on the
shock position and strength is less. Only the oblique part of the recompression shock is
oscillating, whereas the normal part is stable. Strong interaction between downstream
moving vortices with the normal part of the shock is observed.

The study of the influence of the angle of attack is performed for a constant Mach
and Reynolds number Ma∞ = 0.70 and Rec = 1 · 106. For positive angles of attack
(Fig. 3 a)) a supersonic region is established in the vicinity of the leading edge on the
upper airfoil side and a strong interaction between pressure waves and the recompres-
sion shock is observed. The vortices on the upper airfoil side start to develop further
upstream in the region of the shock/boundary layer interaction. For negative angles of
attack (Fig. 3 b)) the flow over the entire upper airfoil side is subsonic. The flow over
the lower airfoil side contains a lot of different pressure waves that are generated by
the shock/vortex interaction near the leading edge, the vortex/vortex interaction in the
middle part of the airfoil and by the vortex/trailing edge interaction. On the upper airfoil
side small vortices are observed far downstream at x/c ≈ 0.75.

For the study of the influence of the Reynolds number, the Mach number and the
angle of attack are chosen constant to Ma∞ = 0.73 and α = 0◦. The Reynolds num-
ber is varied in the range Rec = 1 · 105 − 2.1 · 106. The results of the simulation
with Rec = 2.1 · 106 are used to initialise the flow field for the variation. Bound-
ary layer thickening is observed for decreasing Reynolds number. For Rec ≈ 3 · 105 a
boundary layer separation is observed in the time-averaged flow that reattaches
upstream the trailing edge. For Rec = 1 · 105 the boundary layer separates up to the
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a) b)

Fig. 3. Numerical shadowgraph visualisation of the flow field for Ma∞ = 0.70, Rec = 1 · 106

and a) α = +3◦, b) α = −3◦ .

a) b)

Fig. 4. a) λ2 visualisation of the vortices in the boundary layer, b) contours of the pressure
gradient for Ma∞ = 0.71, Rec = 3 · 106 and α = 0◦.

trailing edge. Vortices with a size of about 10% of the chord length are observed in-
side the separation bubble that leave the bubble and interact with the trailing edge. The
boundary layer separation changes the effective airfoil shape and hence the local flow
conditions.

The velocity of the upstream moving pressure waves relative to the airfoil and their
Mach number relative to the oncoming flow is calculated by the cross-correlation of
pressure histories of two neighbouring positions. The time delay for the largest corre-
lation between the two signals is set as the time difference the wave needs to propagate
from one position to the other. In summary the wave velocity is strongly dependent
on the local Mach number so that a strong influence is observed in the inflow Mach
number and angle of attack variations. The influence of the Reynolds number on the
wave velocity is negligible for flows without a pronounced boundary layer separation.
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The wave Mach number relative to the flow is found nearly independent of the varied
inflow parameter in the investigated range to Mawave = 1.03 − 1.05.

The simulation of the three-dimensional flow is performed on a grid with 1280 x
130 x 120 points to investigate the influence of the third dimension. The results of the
experiments [1] show for Ma∞ = 0.71 that the boundary layer becomes turbulent at
x/c ≈ 0.6 − 0.65. This position is in good agreement with the position where vor-
tex formation is observed in the numerical simulation of the two-dimensional flow. Of
course the development of the vortices is fundamentally different in two- and three-
dimensional flows and therefore affects the pressure wave generation mechanism. In
Figure 4 a) the vortices in the boundary layer are visualised by the λ2 criterion. The
vortices in the rear part of the airfoil are complete three-dimensional as expected,
but upstream moving pressure waves can still be observed in the simulation results
(Fig. 4 b)).

4 Conclusion and Outlook

The used numerical method is found stable and capable to simulate the transonic airfoil
flow containing strong shocks as well as weak pressure waves. The upstream moving
pressure waves are merging with each other in a non-linear way. The wave velocity
relative to the airfoil is strongly dependent on the local flow conditions whereas the
Mach number relative to the flow is found nearly independent on the inflow condition
in the investigated range. To investigate the influence of the upstream moving waves
on the transition and turbulence highly resolved DNS is planned using the JUGENE
supercomputer of the Forschungszentrum Jülich.
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Summary

This work is dedicated to the resolution requirements of Large-Eddy Simulation (LES)
with near-wall modelling for attached and massively separated flows at high Reynolds
numbers using the DLR THETA code. Two sensors are proposed to measure the res-
olution quality of LES for statistically steady flows. The first sensor is based on the
resolved turbulent kinetic energy and the second one considers the resolved turbulent
shear stress. These sensors are applied to turbulent channel flow at Reτ = 4800 and to
the flow over a backward-facing step at Reh = 37500 on successively refined meshes,
and results are compared with a convergence study of the mean velocity profiles.

1 Introduction

One of the major problems in large-eddy simulation of turbulent flows concerns as-
sessing reliability of the LES results in terms of numerical resolution. Even for fully
developed turbulent channel flow, results become poor if the mesh (or the time step)
is not fine enough, in particular if using methods that rely on low-order schemes. This
issue cannot be overestimated also from an industrial point of view. For industrial appli-
cations of LES to flows in complex geometries, grid convergence cannot be reached or
ensured by a global mesh refinement study due to extremely large computational costs.

In the present work we focus on the spatial discretisation error for statistically steady
flows. As a solution strategy for statistically steady flows, this work presents two sen-
sors to measure the resolution quality of the LES in order to ensure that turbulent flow
features are properly resolved. These sensors may then be used as a refinement indi-
cator for local mesh adaptation. The final aim is to ensure high quality LES results by
providing a tool for automatic grid refinement for LES and thereby reducing the large
expertize on proper use of LES demanded from the CFD code user.

The concept of sensor-based mesh adaptation for LES was proposed by [10] with fo-
cus on a so-called adaptive LES, whereΔ = Δ(x) is interpreted as a model parameter,

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 167–174.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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and, if the ratio h/Δ is fixed,Δ is adapted by varying the mesh spacing until a desired
turbulence resolution is obtained. In [10], only an abstract formula for turbulence reso-
lution defined by the fraction of resolved to total turbulent kinetic energy is given. An
operational formula was proposed in [7] and tested for free-shear layers and regions
of separated flow. In the present work, this approach is extended to attached boundary
layer flows by investigating a sensor based on the ratio of resolved to total turbulent
shear stress. Alternative approaches attempt to separate the influence of the numerical
error and the contribution of the subgrid-scale model, see [2], [6].

2 Basic Discretization and Turbulence Modelling

The DLR THETA code is the unstructured solver for flows with small compressibility
effects developed at DLR Göttingen based on a finite volume scheme on collocated
grids. It uses a projection method to split the calculation of velocity u and pressure p
governed by the Navier-Stokes equations

∂tu − ∇ · (2νS(u)) + ∇ · (u ⊗ u) + ∇p = f in Ω × (0, T ]
∇ · u = 0 in Ω × (0, T ]

with the rate of strain tensor S(u) = 1
2 (∇u + ∇uT ), viscosity ν and source term f .

The interpolation scheme by Rhie and Chow [11] is applied to avoid spurious pressure
oscillations.

The enhancement of the THETA code for LES-type simulations was demonstrated
in [12]. Key elements of a proper numerical method are using central difference scheme
(CDS) for the convective fluxes in divergence form and a second order time discreti-
sation using the second order backward differencing formula BDF(2). Diffusive fluxes
are discretized with the CDS. The classical Smagorinsky model is employed as subgrid
scale (SGS) model together with van Driest damping for wall-bounded flows

νt = (CSD(y+)Δ)2|S| , D(y+) = 1 − exp(−y+/A+) , A+ = 26

with |S| = (2S(u) : S(u))1/2 where A : B =
∑d

i,j=1 AijBij , friction velocity uτ , and
wall-distance in viscous units y+ = yuτ/ν with viscosity ν.

Alternatively, we use the wall-adapting local eddy-viscosity (WALE) model [9]

νt = CwΔ
2

(Sd
ijS

d
ij)

3/2

(SijSij)5/2 + (Sd
ijS

d
ij)5/4

with Sij = (S(u))ij and Sd
ij defined by

Sd
ij =

1
2
(
g2ij + g2ji

)
− 1

3
δijg

2
kk , g2ij = gikgkj , gij =

∂ui

∂xj

where the constant is Cw = 0.1 for boundary layer flows.
Results for the low Reynolds number benchmark test cases decaying isotropic turbu-

lence (DIT) and turbulent channel flow at Reτ = 395 are in very good agreement with
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Fig. 2. Channel flow at Reτ = 395 by [8]: Mean velocity profile for different spatial resolutions.
Standard Smagorinsky with CS = 0.1 (left). WALE with Cw = 0.1 (right).

results found in literature, see Fig. 1- 2. Interestingly, for channel flow at Reτ = 395,
even on the 64x64x64 mesh, the resolution is not fine enough.

In order to assess the spatial resolution quality of a large-eddy simulation, the aim
is to design a sensor S which takes a value in [0, 1] for each control volume of the
finite-volume mesh. Moreover we have to specify threshold values s0, s1. Then S > s1
indicates that the local mesh resolution is sufficiently fine and S < s0 if the mesh is too
coarse.

Recently, an indicator based on the resolved turbulent kinetic energy to measure the
resolution quality of statistically steady free-shear layers has been proposed, cf. [7],

Sk(x) =
k

k + ksgs
, k =

1
2
〈(u − 〈u〉)2〉 , ksgs =

1
2
〈(u − u)2〉 (1)
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Fig. 3. Channel flow at Reτ = 395 by [8]: Profile for sensor for LES resolution quality based on
resolved turbulent kinetic energy (1) (left) and based on resolved stress (2) (right).

where 〈·〉 denotes the filtering operator in homogeneous directions and in time and the
spatial average u is defined by the convolution integral

u(x, t) =
∫

Rd

gΔ(x − y)u(y, t)dy

with gΔ being the top hat filter function. The turbulent kinetic energy in the residual or
subgrid scale motion cannot be computed from resolved quantities and hence requires
modelling. The idea of (1) is to use a scale similarity assumption for the subgrid scale
velocity usgs ≈ u(x, t) − u(x, t).

An alternative indicator considers the ratio of resolved to total shear stress and may
be defined by

Ss(x) =
τ

τ + τsgs
, τ = 〈u′v′〉 , τsgs = −〈νt〉〈

du

dy
〉. (2)

For channel flow at Reτ = 395, these two grid quality indicators (1) and (2) are shown
in Fig. 3. Values of indicator (1) are close to 1.0 even on the coarsest mesh. Therefore
an improved resolution with decreasing grid spacing can hardly be judged from this
sensor for wall-bounded flow. On the other hand, indicator (2) shows a clear trend of
improved resolution with decreasing grid spacing. On the 96x96x96 mesh, the indicator
for resolved stresses takes values of 0.9 except in the viscous sublayer. This seems to
be the minimal required value for wall-resolved LES.

3 Presentation of Results for High Reynolds Number Flows

For flows at higher Reynolds number, wall functions are used to bridge the near-wall
region. The wall node is shifted to a user specified position yδ into the cell adjacent to
the wall. Denote y(1) the wall distance of the first node above the wall. Then we use
yδ = 0.27y(1), which ensures that both yδ and y(1) are close to the center of their
respective control volumes. The universal velocity profile of RANS-type by Reichardt
is matched with the instantaneous LES solution at the shifted node yδ for computing
the wall-shear stress, see [7].
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Fig. 4. Turbulent channel flow at Reτ = 4800. Left: Mean velocity profiles for different spatial
resolutions. Right: Sensor based on resolved shear stress (2).

3.1 Turbulent Channel Flow at Reτ = 4800

We consider turbulent channel flow at Reτ = 4800. Numerical results are compared
also with the data by Comte-Bellot [1]. However, for the three cases considered by
Comte-Bellot (Reτ = 2340, 4800, 8160) the values obtained for slope 1/κ and con-
stant C of the log law u+ = log(y+)/κ + C show a significant spreading and also
deviate from the standard values.

The role of the time discretisation error for this flow was studied in [7], showing that
δt+ ≡ δtu2

τ/ν = 1.75 is required to ensure that time discretisation error is sufficiently
small. Regarding the spatial discretisation error three meshes are considered with vary-
ing mesh size in streamwise and spanwise direction. Meshes of Nx × 24 × Nz nodes
with Nx = Nz ∈ {64, 96, 128} correspond to Δx+ = 2Δz+ = 470, 317, 235. For
all meshes y+

δ = 50 for the shifted node. The profiles for mean velocity and for the
sensor based on resolved stress (2) are plotted in Fig. 4. The log-layer mismatch on
the Nx = 64-mesh appears in conjunction with a too low resolution of the turbulent
shear stress. A resolution of 90% of the turbulent shear stress appears to be necessary
to remove the log-layer mismatch, which can be achieved only on the finest mesh. Note
that the corresponding spacingΔx+, Δz+ is already little coarse compared to existing
best practice guidelines for LES with near-wall modelling using wall functions.

3.2 Flow over a Backward-Facing Step at Reh = 37500

Then we consider the turbulent flow over a backward-facing step at Reynolds number
Reh = U0h/ν = 37500 based on step height h, studied experimentally by Driver and
Seegmiller [4]. Regarding the computational domain used, the length of the inflow part
is 4h before the step with channel height 8h and the channel length after the step is
25h. At the inlet, the mean velocity profile is prescribed by blending of DNS data in the
near-wall region and experimental data [4] in the outer part. The method by [5] is used
to generate turbulent structures at the inflow boundary.
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The mesh spacing is almost equidistant in x− and z−direction and only a small
stretching is applied in x−direction near the outlet. Wall functions are used on top and
bottom wall. The role of the time step size was studied in [7] showing that for δt =
1 × 10−5[s] the time-discretisation error is sufficiently small. After a flow developing
time of 348h/U0, which is around 12 ”flow through” times, the average is computed
over a sample time 348h/U0, and in spanwise direction.

The aim of a sensor is to assess the mesh resolution without need to perform a global
refinement study. Profiles for mean velocity at 8 cross sections and the corresponding
experimental data are shown in Fig. 5. The resolution is satisfactory on the finest mesh
(219x89x32 nodes), but not on the medium mesh (110x47x32 nodes). Fluctuations,
omitted here due to lack of space, are shown in [7]. In order to develop such a sensor,
we proceed in opposite direction. The first step is to perform a convergence study, and
to consider the corresponding distribution of the sensor values. The distributions for the
sensors in (1), (2) averaged over time and in spanwise direction, on the medium mesh
and on the finest mesh are shown in Fig. 6, 7.

An appropriate sensor has to satisfy the following property: Its values should in-
crease monotonically when refining the mesh. This property may be observed only for
special flow regions, e.g., attached boundary layer flows or free-shear layers. Indeed,
the two sensors (1) and (2) appear to be suitable for different flow regions.

The sensor values for resolved turbulent kinetic energy (1) increase clearly in the
region of the free shear layer and in the recirculation region when refining the mesh.
The sensor values also increase inside the boundary layers, but not so obvious as in the
other two regions, see also the results for channel flow at Reτ = 395.

On the other hand, the sensor values for resolved turbulent shear stress (2) are mono-
tonically increasing in the attached boundary layer flow before the step with increasing
spatial resolution, confirming results for turbulent channel flow at Reτ = 4800, see
Fig. 4. But the sensor values do not show monotonically increasing behaviour in the
free-shear layer and in the entire recirculation region.

The next step is to specify threshold values s0, s1. S > s1 indicates that mesh res-
olution is sufficiently fine and S < s0 if the mesh is too coarse. For the indicator (1)
we suggest s0 = 0.8 and s1 = 0.9, see also [7]. Regarding indicator (2), it takes values
around 0.875 in the largest part of the boundary layer before the step on the finest mesh.
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indicator_ke: 0.1 0.3 0.4 0.5 0.6 0.7 0.8 0.9 indicator_ke: 0.1 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Fig. 6. Flow over a backward-facing step at Reh = 37500 by [4]: Sensor based on the resolved
turbulent kinetic energy (1) on medium mesh (left) and on a fine mesh (right) using the Smagorin-
sky model and wall-functions.

indicator_stress: 0.2 0.5 0.7 0.85 0.975 indicator_stress: 0.2 0.5 0.7 0.85 0.975

Fig. 7. Flow over a backward-facing step at Reh = 37500 by [4]: Sensor based on the resolved
turbulent shear stress (2) on medium mesh (left) and on a fine mesh (right) using the Smagorinsky
model and wall-functions.

Little uncertainty in the results may stem from using synthetic turbulence at the inlet.
Together with the results for channel flow at Reτ = 4800, we suggest s0 = 0.8 and
s1 = 0.9 which might be little conservative.

4 Conclusion

The resolution requirements of LES for attached and massively separated flows have
been considered. For statistically steady flows, two sensors to measure the resolution
quality of LES have been presented and compared. A first sensor based on the resolved
turbulent kinetic energy appears suitable for free shear layers and regions of separated
flow. A second sensor based on the resolved shear stress seems suitable for regions of
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attached boundary layer flow. The predictions of the sensors are supported by a mesh
convergence study and with existing best-practice guidelines for attached equilibrium
boundary layer flows.
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Summary

This paper describes numerical investigations of active flow control on the flap of a
three-element high-lift configuration at a Reynolds number of Re = 750 000. The flow
is perturbed by periodic blowing and suction through slots near the leading edge of the
flap. In previous investigations the influence of actuation intensity and frequency, as
well as the duty cycle has been assessed. The main focus of this paper is on comparing
in what manner the flow field reacts to a segmentation of the actuation in spanwise
direction in contrast to a continuous slot. Then a phase shifting of the blowing and
suction on the actuation segments is evaluated.

Nomenclature

c, ck clean chord length, flap length (ck = 0.254c)
cL lift coefficient

Cμ momentum coefficient Cμ = H
c

(
ua

u∞

)2

f , F+ excitation frequency, non-dimensional excitation freq. F+ = f ck

u∞
H slot width (H = 0.00186ck)
Re Reynolds number based on chord length
ua, uexc amplitude velocity of excitation in the slot, excitation velocity
u∞ inflow velocity
α, δf , δs angle of attack, flap deflection angle, slat deflection angle
Δt time step size
Φ sweep angle
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176 T. Höll et al.

1 Introduction

The sophisticated high-lift devices of a modern commercial airplane consist of a slat
and single or multiple flaps. These elements have to enhance the lift coefficient during
take-off in order to reduce take-off speeds and runway lengths. Because of the enormous
costs, complexity and weight of these devices, aerodynamic research and development
aims at simplification of these whilst maintaining their effectivity. Conventional meth-
ods are currently not capable of achieving further significant improvement. However,
one promising means to reduce flow separation is offered by active flow control meth-
ods. Both numerical and experimental investigations have shown that the effectiveness
of high-lift configurations can be significantly improved by delaying flow separation on
the flap [10, 6, 7].

This paper describes a numerical investigation of the control of the flow over the flap
of a three-element high-lift configuration by means of periodic excitation [4]. An un-
steady wall jet emanating from the single slotted flap shoulder close to the leading edge
is used to excite the flow and thus provoke either delay of separation or reattachment
[9]. The test model consists of a swept wing with an extended slat and a single slotted
Fowler flap.

The investigations are mainly focused on a comparison between the use of continu-
ous and segmented excitation slots in spanwise direction [1]. It is investigated whether
longitudinal vortices can be induced by segmented excitation slots. Further delay of
flow separation is expected to be an effect of them. Hence, it is analyzed if an enhance-
ment in effectivity of active flow control and an extra gain in lift can be achieved by
using segmented instead of continuous excitation slots on the flap.

1.1 Active Flow Control

Active flow control methods are characterised by arrangements with an excitation
mechanism that inserts external energy into the flow (figure 1).

In the last decades, a large number of experimental and numerical studies have shown
the general effectiveness of active flow control for single airfoils. In most investigations,
leading edge suction is applied to delay transition [3]. However, most control techniques
considered in the past demonstrated low or negative effectiveness.

Fig. 1. Periodic wall jet on the upper surface of the flap.
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Sδ  = 26.5° δ  = 32°F
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c

slat flap

Fig. 2. SCCH high-lift configuration.

In further investigations oscillatory suction and blowing was found to be much more
efficient with respect to lift than steady blowing [8, 2]. The process becomes very
efficient if the excitation frequencies correspond to the most unstable frequencies of
the shear layer, generating arrays of spanwise vortices that are convected downstream
and continue to mix across the shear layer.

2 Numerical Simulation Method

2.1 Flow Solver and Turbulence Modeling

As numerical flow solver the in-house code ELAN (ELliptic Analysis of the Navier-
stokes equations) is applied which is based on a fully-implicit three-dimensional finite-
volume scheme for solution of the Reynolds-averaged Navier-Stokes equations. The
method is of second order accuracy in space and time. Based on the SIMPLE pres-
sure correction algorithm, a co-located storage arrangement for all quantities is applied.
Convective fluxes are approximated by a TVD scheme. In previous investigations of
unsteady turbulent flows, the LLR k-ω turbulence model by Rung [5] exhibited the
best performance. This turbulence model is a two-equation eddy-viscosity model which
considers realizability conditions.

2.2 Boundary Conditions

For the numerical computations a level of turbulence of Tu = 0.1% and the turbulent
viscosity ratio of μt

μ = 0.1 is chosen at the inflow. These settings provide free-flight
conditions. At the outflow a convective boundary condition is set, therefore unsteady
flow structures can be transported outside the domain. The near-wall resolution on the
airfoil is fine enough (y+ ≤ 1) to use a low-Re formulation.

2.3 Time-Step Size

The unsteady characteristics of the flow are known from previous investigations. There-
fore, a time-step size of Δt = 2.1 · 10−3c/u∞ is chosen, because this time-step size
proved to resolve the unsteady flow behaviour sufficiently. All calculations which are
presented in this paper are carried out using this time-step size. For the excited cases a
non-dimensional excitation frequency ofF+ = 0.6 is used, which results in a resolution
of 200 time steps per oscillation cycle.
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(a) Slice through the structured mesh (b) Surface mesh

Fig. 3. Block-structured mesh of the SCCH-configuration.

2.4 Method of Excitation

For the actuation, a periodic blowing and suction type boundary condition is used. The
perturbation to the flow field is introduced through the inlet flow condition on two small
wall sections, arranged in spanwise direction, representing the excitation slots:

uexc(τ, n) = ua · sin
[
n− 1

nmax − 1
· π
]

︸ ︷︷ ︸
spatial velocity distribution

· sin
[
2π · c

ck
· F+ · τ

]
︸ ︷︷ ︸

time-dependency

with ua = u∞

√
c

H
Cμ

F+ = fper · ck
u∞

τ = t · u∞
c

1 ≤ n ≤ nmax .

where ua is the velocity amplitude of the perturbation oscillation, F+ is the
non-dimensional perturbation frequency, τ is the dimensionless time given in convec-
tive units of the whole configuration,H is the slot width (H = 0.00186 ck), Cμ is the
non-dimensional steady momentum blowing coefficient and n is the actual grid layer of
each actuation slot (1 ≤ n ≤ nmax, nmax = 20 gridlayers per actuation slot). Both
intensity and excitation frequency can be chosen differently for each slot, as well as a
phase shifting between the actuation on both segments. The oscillating jet is emitted
perpendicular to the wall segment of the excitation slot, and is located at 6% chord
behind the flap leading edge.

2.5 SCCH High-Lift Configuration

For the numerical investigation the Swept Constant Chord Half model (SCCH) is used,
which represents a generic high-lift configuration consisting of a slat and a flap (relative
chord length ck = 0.254 c) with industrial relevance [1]. The wing has a sweep angle
of Φ = 30◦ and a constant chord length in the spanwise direction. In order to save
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numerical effort, the wing is modeled with infinite span by using periodic boundary
conditions. As a consequence, the only considered three-dimensional effect is the one
generated by the sweep. Figures 3(a) and 3(b) show the computational mesh, which
consists of approximately 4 · 106 cells.

3 Results

3.1 Unexcited Flow

To begin with, it has to be ensured that the unexcited case provides flow conditions
which are appropriate for applying active flow control. This means that the flow on the
main wing has to be attached whereas maximised flow separation occurs on the upper
side of the flap. Therefore, according to Günther et. al. [1], an angle of attack of α = 6◦,
a slat deflection angle of δs = 26.5◦ and a flap deflection angle of δf = 37◦ are chosen,
because this setting provided the desired flow conditions in preliminary investigations.
For all simulations a Reynolds number of Re = 750 000 is used and fully turbulent
flow is assumed.

Apart from that, the unexcited flow shows several characteristics which are suitable
for the use of active flow control: Because of the sweep angle of Φ = 30◦ and the large
extension of the grid in the spanwise direction a strong crossflow is generated. Secondly,
large vortex shedding occurs on the flap resulting in interaction with those vortices gen-
erated in the shear layer between the recirculation region and the flow passing through
the slot between main airfoil and flap [1].

3.2 Excited Flow

Because of these reasons this configuration is suitable for applying active flow control,
which then can be used to regulate and delay flow separation. This was proven in earlier
investigations on 2D airfoils by Schatz et. al. [8], as well as with continuous excitation
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Fig. 4. Frequency analysis of unexcited, continouus and segmented excitation.
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(a) Unexcited case

(b) Excited case, continouus slot

(c) Excited case, segmented slot, antiphase excitation

Fig. 5. λ2 = −200 isosurface and vorticity contours of excited and unexcited cases.
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in spanwise direction on a segment of an infinite swept wing. In contrast to the presented
cases, the latter one was conducted at a different Reynolds number and less grid layers in
the spanwise direction (16 instead of 40) by Günther et. al. [1]. This paper now presents
a comparison of continuous actuation and segmented actuation in the spanwise direction
with two actuation segments. These two actuation segments divide the continuous slot
in two parts. No strip between both segments is considered, hence one segment has
the length of half a spanwidth. For the actuation parameters intensity and frequency
Cμ = 300 ·10−5 and F+ = 0.6 are chosen, because they proved to be most effective in
previous investigations. At these constant values three different cases of the segmented
actuation are compared to the continuous actuation: First of all, an equiphase case, i.e.
a case without phase shifting between both actuation segments. In contrast, a case with
an antiphased actuation between both actuators. Additionally, one case where only one
actuator is used, i.e. only half the spanwise spread is actuated.

The impact of active flow control is clearly depicted in flow visualizations
(see figures 5(a) to 5(c)). In contrast to the unexcited case (figure 5(a)), the mixture of
the flow is much more enhanced in the perturbed case (continuous slot, see figure 5(b))
just as a smaller recirculation area is observed. Moreover, the detachment is relocated
further downstream. The transport of energy from the main flow to the recirculation near
the wall is improved and the formation of large coherent vortices is suppressed. As this
is already a very promising achievement of active separation control (ΔCL = +19%
of the continuous actuator case compared to the unexcited case), the flow conditions
can still be improved. As flow visualizations and lift coefficients show, this can be ob-
tained by applying two actuator segments for the infinite wing section instead of the
continuous actuation. As visualized in figure 5(c) the three-dimensionality of the flow
is increased in all segmented cases compared to the continuous one. This results in an
improved mixture of the flow. Furthermore, it can be detected that the flow separation
on the upper surface of the flap is a little more displaced in the downstream direction.
The most interesting and promising fact however is that longitudinal vortices are in-
duced by the antiphase of the actuation (see sketched arrow in figure 5(c). According
to the fact that the inversely phased case provides the largest gain in lift coefficient
(ΔCL = +24%) it can be concluded that these longitudinal vortices can contribute
effectively to the lift enhancement. In contrast, the equiphased case reaches a gain in
lift which is a little smaller (ΔCL = +23%). Interestingly, actuation on only one slot
almost reaches the same level of lift than actuating on the whole spanwidth with a con-
tinuous slot (ΔCL = +18%), but of course with an energy consumption reduced by
half.

All these facts are supported by a frequency analysis of the lift coefficient. Figure 4
shows the frequency spectrum for the unexcited case, the excited case with a continu-
ous slot and the segmented case with antiphase excitation. The fundamental component
of the unexcited case can be found at a Strouhal number (formed with the flap chord)
of Stf = f ck

u∞ = 0.3, the first harmonic of the continuous-slot excitation case lies at
Stf = 0.6 which suits to the dimensionless excitation frequency of F+ = 0.6. For the
inversely phased case however, the first harmonic seems to get eliminated. The second
harmonic although occurs at Stf = 1.2, but is reduced by half in signal strength. Thus,
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the segmented actuation not only excites small turbulent structures which generate more
mixture of the flow, but also suppresses large coherent structures which are detrimental
for the lift gain.

4 Conclusion

To sum up, it can be stated that the segmented actuation in spanwise direction provides
a promising means to increase the lift caused by the excitation of smaller structures
than with the conventional actuation due to the local profiling of the excitation veloc-
ity. These smaller structures offer more interaction among each other which results in
quicker dissipation and improved energy transport. Apart from that, longitudinal vor-
tices are generated which apparently are also responsible for a lift gain. This has to be
verified by a feature-based analysis of the flow field or by related methods in future
work.
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Summary

Numerical simulations for the aerodynamic analysis of a two-dimensional circulation
control airfoil at high Reynolds numbers have been carried out. Circulation control
systems need a relatively high amount of power to provide the necessary pressurized
air. Hence major design paramters as slot height and additional blowing at the nose
have been varied to improve the efficiency of the circulation control airfoil. The results
show that a significant increase of the efficiency is possible. Additional blowing at the
nose protects the leading edge against stalling at lower Mach numbers to enable very
high lift coefficients. By variation of the slot height for some configurations the required
momentum coefficient of the air jet could be reduced by about 20% at slightly lower
lift coefficients.

1 Introduction

In recent years noise emission from aircrafts has become a major problem. Hence the
interest in reducing the emitted noise during take off and landing of aircrafts especially
at airports located close to urban city centres is large. One contributor of the emitted
noise are conventional high-lift systems as slats and slotted flaps [11]. It is presumed
that novel gapless high-lift systems without slats have a high potential in reducing the
noise. Previous investigations have shown that a high-lift system using circulation con-
trol can achieve the same or even higher lift coefficients than conventional high-lift
systems [1], [2], [3], [4]. Higher lift coefficients allow a shorter length of the runway
for take off and landing and steeper trajectories which would reduce the noise in airport
surrounding areas. Additionally it is assumed that the additional weight due to the inte-
gration of the circulation control system is counterbalanced by the moderate mechanical
complexity of a high-lift system without slats and slottet flaps.

A two-dimensional circulation control airfoil based on the supercritical airfoil of the
aircraft of the next generation (Flugzeug der nächsten Generation, FNG) which was pro-
vided by the company of Airbus, Germany was recently investigated at the TU Braun-
schweig [8], [9], [10]. The numerical simulations beared out that high
deflection angles without separation and therewith relativley high lift coefficients are

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 183–190.
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accessible. However, a substantial amount of electric power or bleed air is necessary
to provide the needed mass flow at high total pressure for blowing. Hence further in-
vestigations have been carried out to increase the efficiency of the circulation control
airfoil.

This paper presents some results of the computations done for improving the
circulation control airfoil. Different parameters like the slot height h, flap angle η, mo-
mentum coefficient of the jet cμ and angle of attack α were varied. The impact of
additional blowing at the leading edge on the performance of the airfoil has been also
investigated.

2 Coanda Effect and Momentum Coefficient

2.1 Coanda Effect

The Coanda effect is named after Henri Marie Coanda, who discovered this phe-
nomenon in 1910. He noticed that a tangentially blown air jet stays attached to a convex
surface. Due to the turbulent momentum transport the air jet accelerates the air between
the jet and the surface. The surface prevents new air to flow in the area between the jet
and the surface which reduces the pressure in this area. Thus, the jet is sucked to the
curved surface and stays attached to it.

The circulation control technology for airfoils uses the Coanda effect to realize flow
turning angles without separation of the flow. Therefore a thin air jet of pressurized air
is blown tangentially out of a slot directly upstream of a curved surface. This curved
surface may be the knuckle shape of a deflected high-lift flap with the Coanda radiusR.
The jet accelerates the boundary layer, so it can bear large adverse pressure gradients
along the flap contour. Hence very high flap deflection angles and large effective camber
can be achieved which leads to high lift coefficients.

2.2 Dimensionless Momentum Coefficient

A parameter for comparison of circulation control airfoils is the dimensionless momen-
tum coefficient of the air jet cμ. It is defined by the ratio of introduced jet momentum
per time related to the onflow dynamic pressure q∞ and the wing area S. The following
equation for cμ is calculated by jet velocity vjet, jet massflow ṁjet, onflow density ρ∞
and onflow velocity v∞:

cμ =
vjet ṁjet

q∞ S
=
vjet ṁjet

1
2 ρ∞ v2∞ S

(1)

For lower momentum coefficients the circulation control functions as a boundary layer
control. In that case higher momentum coefficients move the point of separation fur-
ther downstream on the upper surface of the flap until the flow stays attached up to the
trailing edge. For a further increase of the momentum coefficient with the point of sep-
aration fixed at the trailing edge the circulation control functions as supercirculation.
The efficiency of boundary layer control is usually higher than the efficiency of super-
circulation. Thus finally airfoil configurations using circulation control should operate
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at the edge between boundary layer control and supercirculation for best performance.
Hence the momentum coefficient should be just as high as it is necessary to prevent
flow separation at the trailing edge.

The efficiency of a circulation control system can be measured by the increase of
the maximum lift coefficient over the required momentum coefficient, Δcl,max,clean

cμ
.

The increase of the maximum lift coefficient is given by the difference between the
maximum lift coefficient of the investigated configuration using blowing and the clean
configuration. For configurations using blowing at the leading edge and upstream of the
flap the sum of both momentum coefficients is used for the calculation of the efficiency.
As substantial amounts of electric power or bleed air are needed for circulation control
systems, the efficiency of the circulation control airfoils should be enhanced to reduce
the needed momentum coefficient for a given lift coefficient.

3 Numerical Airfoil Design

The investigated airfoil was created by the integration of two slots into the FNG airfoil
with a large high lift flap with a length of 30% of the chord length. One slot for blowing
is located on the upper surface of the airfoil directly upstream of the flap. The slot
height is set to values between h = 0.0063R and h = 0.025R. For the numerical
simulations with additional blowing at the leading edge the second slot is located on
the upper surface of the leading edge of the airfoil downstream of the suction peak.
Figure 1 shows the shape and the grid of the airfoil and its two slots.

For the steady, two-dimensional numerical simulations a hybrid grid was generated.
The structured part for resolving the boundary layer consists of 1500 elements along the
surface and 48 layers normal to the surface. The structured part has a height of 150%
of the maximum boundary layer thickness. The initial layer thickness was chosen for
y+ = 1 even at the stagnation point. The complete grid consists of about 64000 nodes.
The numerical solution of the Reynolds-averaged Navier-Stokes equations are done
using the TAU flow solver [5]. Techniques like local time stepping, residual smoothing

x/c

z/
c

0 1

0 A B

A B

Fig. 1. Grid for the circulation control airfoil,
one slot upstream of the flap and one at the
leading edge, η = 60◦; not to scale
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Fig. 2. Skin-friction coefficient on the upper
surface, Ma = 0.125; Re = 18·106 ; η = 80◦;
cμ = 0.083
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and multi-grid techniques are used for accelerating the convergence to steady state. The
boundary layer is assumed to be fully turbulent. The Spalart-Allmaras turbulence model
for Rotation and/or Curvature effects [12], [13] has been identified to provide reliable
predicitions of the flow around circulation control airfoils [8], hence it is used for all
computations.

4 Leading Edge Blowing

Early investigations demonstrated the effect of additional blowing out of a second slot at
the leading edge of the airfoil [6], [7]. The air jet accelerates the boundary layer which
protects the near wall flow from leading edge separation. Hence the angle of attack can
be increased and higher lift coefficients can be achieved.

The height of the slot upstream of the flap was set to h = 0.0125R. The slot at the
leading edge was set to the same height for a momentum coefficient of
cμ = 0.043 and quartered for cμ = 0.011. The upper surface of the leading edge
has been changed along a length of four times the height of the leading edge slot, as
seen in Figure 1. The slot is positioned within the surface. Thus, when the slot is closed
the original contour of the airfoil is unchanged. Hence there is no significant increase
of drag in cruise flight due to the geometry design of the nose slot expected.

For a configuration with blowing only upstream of the flap and a deflection angle
of η = 80◦ at a Mach number of the onflow of Ma = 0.125 and a Reynolds number
of Re = 18 · 106 the momentum coefficient was set to cμ = 0.083 to just keep the
flow attached to the flap up to the trailing edge. The lift of this configuration can not be
increased beyond an angle of attack of α = −4◦ due to the occurrence of a thin area of
reversed flow on the upper surface at the leading edge while the flow stays attached to
the flap. The skin-friction coefficient cf on the upper surface for α = −4◦ and α = 0◦

is shown in Figure 2. The negative values of cf at α = 0◦ show the area of reversed
flow. The graph for the lift coefficient cl over the angle of attack is shown in Figure
3. The efficiency for this configuration is Δcl,max,clean

cμ
= 49. Additional blowing at

the leading edge with about the half of the momentum coefficient which was used for
the slot upstream of the flap, cμ = 0.043, protects the leading edge against the area of
reversed flow. Due to the additional blowing the circulation of the airfoil is raised and
the maximum lift coefficient is increased byΔcl,max = 0.45 compared to the configu-
ration with blowing upstream of the flap only. Using all the momentum of cμ = 0.126
combined at the slot upstream of the flap without blowing at the leading edge rises the
maximum lift coefficient only byΔcl,max = 0.29 compared to the configuration blow-
ing with cμ = 0.083. The graphs for the lift coefficient cl over the angle of attack α are
also shown in Figure 3. It should be mentioned that for some configurations no steady-
state solution beyond the angle of attack for maximum lift was available due to unsteady
stall behaviour. Anyway, the highest lift coefficients of the steady-state solutions shown
in Figure 3 are a good approximation of the maximum lift coefficients. It is seen that
by using a second slot at the leading edge higher lift coefficients are achievable for the
same overall momentum coefficient. But it should be mentioned that the momentum
coeffcient of cμ = 0.126 leads to supercirculation for the present configuration. Thus,
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Fig. 3. Lift coefficient over angle of attack for
leading edge blowing; Ma = 0.125; Re = 18 ·
106; η = 80◦
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Fig. 4. Transonic flow at the leading edge;
Ma = 0.15; Re = 21 · 106; η = 60◦; α = 7◦;
cμ,nose/flap = 0.033/0.050

the efficiency is only about Δcl,max,clean

cμ
= 37 for the configuration with leading edge

blowing and Δcl,max,clean

cμ
= 34 for the configuration with only one slot upstream of the

flap.
Additional numerical simulations with smaller overall momentum coefficients at

around cμ = 0.083, where the edge bewteen boundary layer control and supercircula-
tion is expected, were also carried out. In Figure 3 the graphs for the lift coefficient over
the angle of attack are shown for configurations using
cμ = 0.011 at the leading edge slot and cμ = 0.073 and cμ = 0.083 for the slot
upstream of the flap. Splitting the overall momentum coefficient of cμ = 0.083 to
cμ,nose/flap = 0.011/0.073 leads to an efficiency of Δcl,max,clean

cμ
= 48 by decreas-

ing the maximum lift coefficient by Δcl,max = 0.02 compared to the configuration
using blowing with cμ = 0.083 upstream of the flap only. The momentum coefficient
combination of cμ,nose/flap = 0.011/0.083 increases the maximum lift coefficient by
Δcl,max = 0.28 with a little higher overall momentum coefficient than the configu-
ration using blowing with cμ = 0.083 only and an efficiency of Δcl,max,clean

cμ
= 47.

These results indicate that the edge between boundary layer control and supercircu-
lation is obtained inbetween. Thus leading edge blowing is presumably necessary for
achieving maximum lift coefficients higher than those achieved with cμ = 0.083 at
higher efficiency for the investigated configuration.

Further investigations at Ma = 0.15 and η = 60◦ were also done. For a configura-
tion using blowing at the flap only the momentum coefficient was set to cμ = 0.050 to
just keep the flow attached to the flap up to the trailing edge. For this configuration a
separation bubble at the leading edge appears at an angle of attack three degrees higher
than the angle of attack for the maximum lift coefficient. Additional momentum with
a coefficient of cμ = 0.033 is added on the one hand to the slot upstream of the flap,
which leads to a momentum coefficient of cμ = 0.083 and on the other hand to the
slot at the leading edge to prevent the separation bubble. In contrast to the previous
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mentioned investigations at Ma = 0.125 for this deflection angle and Mach number
the second variation with blowing at the leading edge is less efficient than using blow-
ing upstream of the flap only. The air jet at the leading edge accelerates the flow. The
additional momentum increase the circulation of the airfoil and moves the stagnation
point further backwards on the lower surface. This leads to supersonic velocities at the
leading edge, shown in Figure 4. For this configuration using blowing at the leading
edge is not able to achieve maximum lift coefficients higher than those achieved with
blowing upstream of the flap only. This effect counterbalances the improvement due to
protection of the leading edge against separation for the investigated configuration.

5 Slot Geometry

The efficiency of the Coanda effect depends highly on the slot height [3]. A smaller
thickness of the jet is more efficient but if the thickness is too small the jet vanishes
before reaching the trailing edge due to strong turbulent momentum transport.

Previous numerical simulations, partly published in [8], were done with a height
of the slot upstream of the flap between h = 0.0125R and h = 0.0251R where the
slot height of h = 0.0125R was the most efficient. Hence the slot height was reduced
further to find the optimum. Slot heights between h = 0.0063R and h = 0.0125Rwere
investigated for different deflection angles of the flap for configurations using blowing
upstream of the flap only. The momentum coefficient was set to the minimum value
which is required to keep the flow attached to the flap for each configuration. Thus for
each slot height the configuration of maximum efficiency was investigated.

The slot height was varied for flap deflections of η = 50◦ and η = 65◦ at Ma =
0.15 and η = 80◦ at Ma = 0.125. For η = 50◦ the slot height was reduced from
h = 0.0125R to h = 0.0078R. The graphs for lift coefficient over angle of attack are
shown in Figure 5. Due to the reduction of the slot height a slightly smaller maximum
lift coefficient is achieved at a much lower momentum coefficient and the efficiency
increased from Δcl,max,clean

cμ
= 58 to Δcl,max,clean

cμ
= 72. By a further decrease of

the slot height to h = 0.0063R no higher efficiency is achieved and the minimum
momentum coefficient which is required to keep the flow attached to the flap is still
about cμ = 0.033. Hence no further increase of efficiency is expected for slot heights
smaller than h = 0.0078R. Similar results were observed for η = 65◦. The reduction
of the slot height from h = 0.0125R to h = 0.0078R increased the efficiency from
Δcl,max,clean

cμ
= 53 to Δcl,max,clean

cμ
= 63. The slot height of h = 0.0078R was also

found to be an optimum for the configuration with η = 80◦ at Ma = 0.125. The
efficiency was increased from Δcl,max,clean

cμ
= 49 to Δcl,max,clean

cμ
= 52 by reducing

the slot height from h = 0.0125R to h = 0.0078R and decreased again by a further
reduction to h = 0.0063R.

The numerical simulations demonstrate that the investigated airfoil configurations
have an optimum slot height of about h = 0.0078R where a maximum efficiency is
reached. For the best performance at each flap deflection a minimum momentum coef-
ficient is needed to prevent flow separation at the trailing edge. Thus for a given maxi-
mum lift coefficient a minimum momentum coefficient at an appropriate flap deflection
angle is needed for achieving highest efficiency. The needed momentum coefficients for
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specific lift coefficients for different configura-
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given maximum lift coefficients are plotted in Figure 6 for different configurations. It
is seen that the choice of slot height has a significant effect on the needed amount of
blowing.

6 Conclusion

Steady-state Reynolds-averaged Navier-Stokes calculations for a two-dimensional air-
foil using circulation control have been carried out to increase the efficiency of the
circulation control system. Varied slot heights at different flap deflection angles and
Mach numbers as well as leading edge blowing have been investigated to optimize the
high lift performance of the airfoil.

The numerical simulations for an airfoil using a second slot at the leading edge
demonstrate that additional blowing prevents the occurrence of a thin separation bubble
near the leading edge. For a configuration at Ma = 0.125 with deflection angles of
about η = 80◦ it is presumed that additional blowing at the leading edge is necessary to
achieve maximum lift coefficients higher than those achieved with cμ = 0.083 at higher
efficiency. But the acceleration of the air at the leading edge at somewhat higher Mach
numbers of aboutMa = 0.15 leads to transonic flow at the leading edge which makes
leading edge blowing rather inefficient.

The numerical simulations showed that the variation of the slot height is useful to
increase the efficiency of the circulation control airfoil. A slot height of about h =
0.0078R was found to be an optimum where maximum efficiency is achieved.

Acknowledgements

This work is part of the HIT/HILIT project ”Zirkulationskontrolle für leise Verkehrs-
flugzeuge mit Kurzstarteigenschaften” which is funded by the German Aeronautics Re-
search Progam LuFo IV.



190 C. Jensch, K.C. Pfingsten, and R. Radespiel

References

[1] Englar, R.J., Huson, G.G.: Development of Advanced Circulation Control Wing High-Lift
Airfoils. AIAA Journal of Aircraft 21(7), 476–483 (1984)

[2] Englar, R.J., Smith, M.J., Kelley, S.M., Rover, R.C.: Application of Circulation Control to
Advanced Subsonic Transport Aircraft, Part 1 & 2. AIAA Journal of Aircraft 31(5), 1160–
1177 (1994)

[3] Englar, R.J., Williams, R.M.: Design of Circulation Controlled Stern Plane for Submarine
Applications. David Tayler Naval Ship R&D Center Report NSRDC/AL-200 (AD901-198)
(March 1971)

[4] Englar, R.J.: Overview of Circulation Control Pneumatic Aerodynamics: Blown Force and
Moment Augmentation and Modification as Applied Primarily to Fixed-Wing Aircraft. In:
Applications of Circulation Control Technology, Progress in Astronautics and Aeronautics,
AIAA, vol. 214, pp. 23–68 (2006)

[5] Gerhold, T.: Overview of the hybrid RANS code TAU. In: Notes on Numerical Fluid Me-
chanics and Multidisciplinary Design. MEGAFLOW - Numerical Flow Simulation for Air-
craft Design, vol. 89, pp. 81–92 (2005)
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Summary

This paper contains results of measurements conducted at the High-Speed Cascade
Wind Tunnel of the University of the German Armed Forced in Munich, Germany, on
a low pressure turbine cascade provided with several techniques of boundary layer con-
trol. Two types of passive turbulators consisting of a roughened surface and a backward
facing step are compared with an active blowing on the profile suction side concerning
their influences on the profile pressure distribution and the two dimensional losses in
the midspan area. Data on the cascade performance are presented for steady and peri-
odically unsteady inflow at various Reynolds numbers with a special focus on the low
Reynolds number band.

1 Introduction

The development of jet engines for aircraft propulsion has recently faced a change from
pure augmentation of power and thrust to a main focus on economic efficiency and
environmental friendliness. In particular the increasing fuel prices are forcing the man-
ufacturers to think about weight reducing measures. The low pressure turbine (LPT)
plays a decisive role concerning this task as it provides around one third of the overall
mass of a modern engine, [15]. Ways to decrease the weight of a LPT are to diminish
the stage count or the number of airfoils a stage consists of. However, if the overall
performance of the turbine should be kept constant this inevitably leads to higher aero-
dynamical stage loading and higher loading of each profile respectively. In general this
development is accompanied by increasing profile losses due to thicker boundary lay-
ers caused by a stronger decelaration in the rear part of the suction side and enlarged
separation zones, [14]. Within the framework of the German national research program
”LuFo III - Next Generation Turbine”, which is funded by the German Federal Ministry
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of Economics and Technology, several techniques to diminish the number of parts and
therefore the component weight of LPTs without suffering extensive loss exaltations
are investigated. The objective of this survey is to gain an assessment of the relative ef-
fectiveness of several tested boundary layer control methods in reducing profile losses
of a high-lift low pressure turbine cascade.

Considering the ambient conditions within a turbomachine the rotor-stator-inter-
action has also to be taken into account as former investigations have shown that wakes
from upstream stages have a significant influence on the transition process, [2], [7] and
[11]. The stabilizing effect on the boundary layer introduced by the incoming wakes
can be used to increase the aerodynamic profile loading especially for those compo-
nents which are predominantly working at low Reynolds numbers, [6]. The combined
impacts of unsteady inflow conditions and boundary layer control mechanisms on the
near-wall flow have to be accounted for in the design of these control methods as their
capability strongly depends on the transitional status of the boundary layer.

Although a considerable number of investigations on several forms of active and
passive boundary layer control methods like transition supporting elements, [12], sur-
face roughness, [10] and [14], vortex generators, [3], or steady blowing, [8] have been
conducted on flat plates as well as on turbine profiles, there is less evidence comparing
the capabilities of active and passive control mechanisms. For that reason this paper
presents experimental data from one active and two types of passive control methods
added on the same low pressure turbine profile respectively.

2 Profile Design

The profile, named T161, which was investigated for the purpose of evaluating different
boundary layer control methods was designed by MTU Aero Engines GmbH, Munich,
as a high-lift-development based on a modern low pressure turbine profile called T160,
[4]. To decrease the number of blades the profile lift of T161 has been increased by
about 25% compared to the baseline airfoil while leaving the velocity triangles con-
stant, [5]. This leads to a Zweifel coefficient of about 1.2. The acceleration ratio of 1.6
is kept relatively low due to divergent side walls. A cross section of the cascade T161
including the main dimensions and parameters is to be found in Fig. 1. As a conse-
quence of its rear loading design a strong decelaration zone builds up in the rear suction
side of this profile. Thus, an extensive laminar separation bubble develops at design
inflow conditions and low Reynolds number environments leaving a high achievement
potential for boundary layer control measures.

2.1 Passive Turbulators

The first approach to gain a positive effect on the suction side separation is the use of
a predefined roughness similar to surface structures resulting from rough machining.
Therefore a cartridge with spanwise milled grooves of 0.66� depth (with respect to the
axial chord, see Fig. 1) on its surface was built reaching from the acceleration zone on
the profile‘s suction side to the baseline separation point at 78% axial chord.
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Fig. 1. Cross section of cascade T161 and passive turbulators (not to scale)

Alternatively a second cartridge with a backward facing step was applied. This struc-
ture was obtained by adding material to the original contour in a way, that a perpendic-
ular step of 0.28% relative height evolves at 65% axial chord. Upstream of this contour
interruption the new profile outline tangentially aligns with the old one. The intention
of both passive measures is to generate distortions in the laminar boundary layer to
push the transition process on the suction side in order to achieve a stabilization against
widespread laminar separation areas. This is either achieved by numerous small bumps
(roughness) or a single tough disruption (step).

2.2 Suction Surface Blowing

Avoiding some of the disadvantages of passive control methods like the lack of
adjustment possibilities and the missing option to deactivate the system when it is not
needed or even disturbing, an active boundary layer control mechanism was investigated
as well. For this purpose the airfoil T161 was equipped with two arrays of cylindrical
blowing holes at 63% and 69% axial chord respectively. The axes of both hole arrays
form an angle of 45◦ with the local surface tangent without any lateral components.
The relative bore diameter is about 2% of the axial chord and the pitch to diameter ra-
tio is 10. Each row is independently supplied with air from an external source through
a plenum. The actual blowing ratio is acquired from the measurement of the blowing
mass flow and static pressure and temperature in the plenum. It is defined as:

B =
(w · ρ)blowing

(w · ρ)mainflow

. (1)

This control method intents to reenergize the laminar boundary layer in order to delay
or even inhibit suction side flow separation.
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3 Experimental Setup

3.1 High-Speed Cascade Wind Tunnel

The investigations presented in this paper have been performed in the High-Speed
Cascade Wind Tunnel of the University of the Federal Armed Forces in Munich which
is shown in Fig. 2. The whole open-loop wind tunnel is contained in a cylindrical pres-
sure tank, except for the driving section. Varying the static pressure in the tank, the axial
compressor speed, the flow temperature and and the bypass massflow an independent
adjustment of Mach and Reynolds number is possible within certain limits, [13]. The
turbulence level of the cascade inflow is defined by a passive turbulence grid embedded
in the wind tunnel nozzle. For the analyzed measurements it had an order of magnitude
of 4%.

3.2 Wake Generator

The periodical rotor-stator-interactions of turbomachines have been simulated by a
wake generator using cylindrical bars of 2 mm diameter with a pitch of 80 mm to
create a flow characteristic similar to the one downstream of a rotating turbomachine
stage, [9]. In the presented experiments these bars had a moving speed of 40 m/s thus
resulting in a Strouhal number of about 0.27 referring to design flow conditions.

An unavoidable detriment of the employed wake generator are the gaps needed in
the upper and lower wind tunnel wall to pass through the bars. Thus, a massflow defect
occurs leading to a variation of the aerodynamic inflow angle. This deflection had to be
compensated by accordingly adjusting the geometric inflow angle.

3.3 Measurement Techniques

For the purpose of gaining fundamental experimental data pneumatic measurement
techniques were used exclusively. The flow around the airfoils is analyzed by the de-
ployment of numerous static pressure taps in the midspan region of the blades. Further-
more a five-hole-probe has been installed to gather the profile wake along one pitch in

Fig. 2. High-Speed Cascade Wind Tunnel of the University of the Federal Armed Forces Munich
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a plane 40% axial chord downstream of the cascade at midspan. The interpretation of
the wake traverses follows the assumption of the conversion of the inhomogeneous flow
into a corresponding homogeneous one, [1]. All pressure data have been acquired by a
Pressure Systems RK98 pressure transducing system.

4 Results

Airfoil pressure distributions and wakes have been gathered at a medium Mach number
within a wide range of Reynolds numbers from 50,000 to 400,000. As representative
cases the design flow conditions as well as an example of low Reynolds number levels
are analyzed for steady and periodically unsteady inflow.

4.1 Steady Inflow

The two most significant parameters for the performance of the flow around an airfoil
are the profile pressure coefficient cp considering the pressure distribution on the blade
and the total pressure loss coefficient ζ regarding the profile wake. These two parame-
ters are defined by the inlet and exit total pressures pt1 and pt2 and the static pressure
pK in the tunnel containment:

cp =
px − pK

pt1 − pK
and ζ =

pt1 − pt2

pt1 − pK
. (2)

For the design exit Reynolds number of 200,000 the profile pressure coefficient is shown
in the left part of Fig. 3 comparing all investigated boundary layer control methods with
the baseline geometry. Concidering the blowing configuration only the most effective
version which uses the hole array at 69% axial chord with a blowing ratio of 1.0 is
included. The baseline pressure distribution shows a significant separation bubble on
the suction side marked by two lines. The backward facing step as well as the blowing
configuration achieve a considerable reduction of this phenomenon whereas the surface
roughness does not seem to have a far-reaching effect. As expected the profile pressure
side is not affected at all. Reducing the Reynolds number to 50,000 (right part of Fig. 3)
the differences get even more obvious. Baseline and the roughness geometry produce
a strong separation bubble with a trend to a total flow separation indicated by a lower
exit pressure coefficient level. Again the blowing is the most effective control method.
However it has to be kept in mind that this type of boundary layer control includes the
integration of external energy in form of additional massflow.

4.2 Periodically Unsteady Inflow

The respective pressure coefficient distributions at unsteady inflow are depicted in
Fig. 4. As a consequence of its insufficient results at steady inflow conditions the surface
roughness has not been accounted for any more. By the influence of the periodically im-
pinging wakes the extent of the suction side separation and therefore the capability of all
boundary layer control mechanisms is perspicuously reduced. Although a slight effect
is still visible, the disruption of the flow indicated by the velocity peaks at the position of
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Fig. 3. Distribution of pressure coefficient at Re=200,000 (left figure part) and Re=50,000 (right
figure part), steady inflow

Fig. 4. Distribution of pressure coefficient at Re=200,000 (left figure part) and Re=50,000 (right
figure part), unsteady inflow

each geometry variation is likely to be stronger than the impact of the bubble reduction
at high Reynolds numbers (left part of Fig. 4). Regarding the lower Reynolds number
(right part of Fig. 4) a certain degree of capability of the control methods is regained
as the bubble size increases despite the positive effects of the wakes. The comparison
between the boundary layer control mechanisms again reveals the blowing as the most
capable one.

A validation for the observed results is given regarding the integral total pressure
losses plotted against the Reynolds number (see Fig. 5) relating to the value of T161
baseline at design conditions. At steady inflow (left part) this baseline characteristic
shows a steep rise of loss for a decreasing Reynolds parameter offering potential for
improvement. Although all investigated control methods are able to diminish the losses,
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Fig. 5. Relative total pressure losses at steady inflow (left figure part) and unsteady inflow (right
figure part)

only blowing and the backward facing step reach the level of the original conventional
designed profile T160. Taking the unsteady inflow into account (right part) the loss re-
duction of all boundary layer control measures is considerably limited or even negated.
Only in the Reynolds number band of Re ≤ 120, 000 a significant loss diminishment is
achieved by the backward facing step and especially the blowing configuration. How-
ever, the loss level of the original profile T160 is obtained by none of them. The de-
velopment at higher Reynolds numbers reveals an advantage for adjustable and active
control methods as to be disengageable when not needed or even disturbing the flow.

5 Conclusions

Two passive and one active form of boundary layer control methods have been investi-
gated on a highly loaded low pressure turbine profile. Blowing and backward facing step
achieved significant reductions of loss and separation bubble size whereas the effect of
the surface roughness did not meet the expectations. Although the impact of unsteady
inflow diminished the effectiveness of the control methods especially the blowing con-
figuration could supply useful results at low Reynolds numbers. The disturbing effects
at higher Reynolds parameters revealed the benefits of adjustable and active control
methods in comparison to fixed geometries.
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Summary

The paper describes the impact of active secondary flow control by means of steady
and pulsed blowing in a highly loaded compressor cascade. Due to the high loading of
the blades, a fully three-dimensional flow field develops. Experimental investigations
are undertaken in order to increase the turning by reducing the secondary flow struc-
tures in the passage flow field. Results out of oil-flow visualization, profile pressure
measurements and stereoscopic Particle Image Velocimetry (PIV) are presented. The
corner vortex is moved to the sidewall, resulting in a reduction of the blockage of the
passage flow field and an improved turning.

1 Introduction

The axial compressor is one of the main components of a modern aircraft engine.
One way to decrease manufacturing and operational costs of axial turbomachinery is
the reduction of weight and size of the compressor. For axial compressors this can
be achieved by reducing the number of stages. By reaching the same overall pressure
ratio of the compressor the pressure ratio has to be increased for the single compres-
sor stage [1]. This leads to very high aerodynamic loaded compressor blades with the
risk of stalling and is consequently caused by unstable compressor operation. One way
to delay or suppress stalling and boundary layer separation is the use of active flow
control (AFC) methods. In external aerodynamics it has been well demonstrated by
Wygnanski et al. and Petz & Nitsche [2, 3]. An outline of possible flow control oppor-
tunities in turbomachinery is given by Lord et al. [4]. Experimental investigations of
an active method for controlling strong secondary flow structures are presented in this
work. The measurements were performed at a stator compressor cascade with aerody-
namic highly loaded blades. Nerger et al. [5] already analyzed the strong secondary flow
structures in a similar test case. He showed the cascade characteristics and described
the three-dimensional flow field on the suction surface and the endwalls. The resulting
regions of three-dimensional separation contribute greatly to a passage blockage and
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limited static pressure rise [6]. Steady and pulsed jets blowing out of the sidewalls of
the cascade were used for suppressing the influence of these structures on the passage
flow field.

2 Experimental Setup

2.1 Cascade Test Rig

The experimental investigation were performed at a stator compressor cascade in a low-
speed cascade test rig. The cascade consisted of seven blades and is shown in Figure 1.
A periodical inlet flow is achieved by two additional tailboards and boundary layer
suction at the end of the top and bottom endwalls. At each sidewall static pressure
tabs are installed for monitoring the inlet flow uniformity. Table 1 summarizes the cas-
cade geometry used in the present study. The cascade test rig is operated in an open
wind tunnel. The design inlet flow speed of u1 = 34 m

s is used for this investigation.
Based on the blade chord length the tests were performed at a Reynolds number of
ReL = 8.4 · 105.

Table 1. Stator blade geometry data

L = 375 mm chord length
S = 420 mm total length of suction side
τ = 150 mm blade pitch
h = 300 mm blade height
β1 = 60◦ inflow angle
γ = 20◦ stagger angle

Table 2. Actuator parameter

AR = 50 slot aspect ratio
ϕ = 15◦ installed injection angle
xActuator/L = 10.3% slot position at relativ

chord length
u′

j = 37.7 m
s

(F+= 0.28) RMS value of the
u′

j = 35.7 m
s

(F+= 1.1) jet velocity
uj = 52.8 m

s
(F+= 0) mean jet velocity

for steady blowing
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2.2 Measurement Techniques

The profile pressure distribution measurement is performed with an instrumented blade.
It is equipped with fast responding miniature pressure sensors directly below the blade
surface. 44 pressure taps are used along the profile, 27 taps placed on the suction side
and 17 on the pressure side of the blade. The blade is traversable along the blade height
for pressure measurements at different spanwise positions. With a sufficient step size
a two-dimensional pressure distribution for the pressure and suction surface can be
reconstructed out of time averaged pressure data.

Time resolved stereoscopic PIV was applied in planes normal to the main flow
velocity on the suction side of the stator blade. The measurements were performed
with a Quantronix Darwin-Duo Laser at 527 nm and two Photron APX-RS high-speed
cameras with a frame rate of 3000 Hz at a resolution of 1024 x 1024 px2. The resulting
time resolution of the PIV measurement was 1500 Hz. The stereoscopic PIV setup is
shown in Figure 2. The light sheet is coupled into the passage from the backside of
the cascade. The cameras are located on the front side of the cascade and recording
light scattered by DEHS droplets as tracer particles in the forward direction. Different
chord locations were selected for recording the flow field in a cross plane. VidPIV (In-
telligent Laser Applications, Germany) was used for evaluation of the stereoscopic PIV
measurement. At first the camera images were dewarped with the perspective mapping
parameters, corrected by a disparity map. A adaptive crosscorrelation algorithm was
used with interrogation window shifting and deforming. Evaluation started with large
sized interrogation windows and was reduced to a final size of 16 x 16 px2 with 50%
overlap, resulting in a spatial resolution of 0.88 mm (M = 9.08 px

mm ). Global and local
filters were used for each evaluation step (rate of outliers< 2%) and the filtered vectors
were interpolated. The final step is the stereoscopic reconstruction of the vector fields
of both cameras to a 3C-velocity field (field of view: 96 mm x 60 mm), using the Tsai
parameter out of the perspective mapping node.

Camera 1

Camera 2

Light
sheet

Stator
blade

u1

Light arm Laser beam
Light sheet optics

Camera 1 Camera 2

Stator blade
suction side

Light sheet

Transparent sidewall

Sidewall

Rotation axis
of PIV-Setup

WindowCamera

Scheimpflug
condition

Fig. 2. Stereoscopic PIV Setup
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2.3 Sidewall Actuator

Pulsed and steady blowing of compressed air out of the cascade sidewalls was used as an
active method for controlling the strong secondary flow structures. The air was blown
through rectangular slots, which are aligned perpendicular to the profile contour. A
sketch of the used actuator system is shown in Figure 1. In numerical investigations [7]
several parameters for steady blowing were studied, such as injection angle, injection
mass flow and actuator position. In the experiment the injection angle is ϕ=15◦ in main
flow direction to the sidewall. Table 2 shows the summarized actuator parameters. For
symmetrical flow condition while actuating, all passages of the cascade are equipped
with actuators on both sidewalls. Furthermore the flow rate of each actuator is monitored
and is adjustable. Fast switching valves are used for pulsing the compressed air by
variation of the frequency up to 300 Hz.

3 Results

3.1 Base Flow

The base flow is observed for analyzing the flow structures without active flow control.
In Figure 3 a) (solid line) the distribution of the pressure coefficient for the suction and
pressure side at midspan is shown. The suction peak is located at 10% of the chord and
a minor leading edge separation bubble can be observed on the pressure side. As typical
for controlled diffused airfoils the suction peak is followed by a separation bubble with
laminar-turbulent transition. In the pressure distribution it is indicated by a pressure
plateau and a strong positiv pressure gradient. The pressure rise is decreasing in the
rear part of the suction side, until it stagnates between 80% chord length and the tailing
edge, due to boundary layer separation. Figure 4 (left-hand side) shows a combination
of oil-flow visualization and contour lines of the pressure fluctuation. This gives a more
detailed view of the three-dimensional separation on the suction surface. The laminar
separation bubble width is about 80% of the blade height. Close to the endwalls it
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Fig. 4. a) Oil flow visualization and RMS value of the pressure distribution. b) The influence of
AFC on the pressure fluctuation, indicated by RMS values.

interacts with the cross flow induced by the secondary flow structures. The bubble is
followed by high fluctuation caused by turbulent reattachment. The passage flow is
narrowed down to the middle of the blade between 30% and 75% chord length by
the corner vortices. The three-dimensional separation line founded by the secondary
flow structures, starts at the position of the suction peak. A region of recirculation is
indicated by the accumulation of oil paint and high pressure fluctuations. These high
RMS values are determined by regions of high shear between the main flow and the
corner vortex. Due to the high aerodynamic loading, a pressure induced flow separation
accrues. In Figure 3 b) is shown the corner vortex in cross planes at different blade chord
positions observed by stereoscopic PIV. The corner vortex is driven by a pitchwise
pressure gradient across the passage. The contour level for each cross plane indicates
the absolute velocity fluctuation. The position of peak levels is in good agreement with
the above shown pressure induced fluctuations on the suction surface. It must be pointed
out that the unsteady flow regions have a certain distance vertical to the blade surface,
which is growing downstream.

3.2 Active Flow Control

In oder to quantify the effect of steady and pulsed blowing out of the sidewalls, profile
pressure measurement and stereoscopic PIV measurements are carried out. The influ-
ence of two different excitation frequencies compared to steady blowing are studied at
the design parameters of the cascade (β1= 60◦, Re = 8.4·105). In Table 2 the actuator
parameters are summarized. Forcing frequencies of F+= 0.28 and F+= 1.1 are chosen
for unsteady actuation, equation (1). The nondimensional blowing momentum coeffi-
cient cμ has a value of cμ= 0.0024 for unsteady excitation, see equation (2) with the slot
width hActuator and the RMS value of the jet velocity u′j .
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F+ =
f · L
u1

(1)

cμ = 2 · hActuator

L
·
(
u′j
u1

)2

(2)

For steady blowing the jet velocity uj is used instead of the RMS value and results in
a momentum coefficient of cμ,stat= 0.0051. Figure 3 a) shows the pressure distribution
at midspan for the actuated passage flow. It can be observed that the laminar separa-
tion bubble and the pressure distribution in the front part of the blade is unaffected
by AFC. The static pressure is increased at the tailing edge. For steady blowing it has
the biggest gain. The static pressure for pulsed blowing at F+= 0.28 is close to it. In
consideration of the momentum coefficient this is bought by two times more injected
mass for steady blowing. Due to the excitation of air out of the sidewalls the cascade
is enabled to achieve an enhanced pressure rise. Figure 4 b) provides a further look at
the three-dimensional flow structures. A comparison is shown of the actuated flow with
steady blowing and the base flow. The normalized RMS value is used for highlighting
the influence of AFC on the pressure fluctuation. The position of the jet is labeled with
an arrowhead at about 15% of the suction side length. In general, the pressure fluctua-
tions are reduced by the sidewall actuators. The footprint of the corner vortex is shaped
as a cudgel with enlarged RMS values. The cudgel is blurred and the corner vortex is
suppressed by the actuation. The laminar separation bubble is unaffected by the blow-
ing. This leads to the assumption that the corner vortices are directly reduced by the
actuators.

Stereoscopic PIV measurements of the secondary flow structures are presented for
a detailed view on the spatial movement of the actuated corner vortices. In Figure 5
to 7 are shown cross planes of the corner vortex and different excitation parameters at a
chord position of x/L = 70%. In this region the corner vortex is unaffected by boundary
layer separation at midspan and is well developed. Only every second velocity vector
is shown for the purpose of clarity. The in-plane velocity is indicated by the vector
field. The passage flow, measured as an out-of-plane component, is indicated by contour
levels. Figure 5 presents the flow field of the corner vortex for base flow condition and

Fig. 5. Flow field of the corner vortex without and with steady blowing at x/L = 70%
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Fig. 6. Phase averaged flow field at x/L = 70% of the corner vortex with pulsed blowing at
F+ = 0.28

Fig. 7. Phase averaged flow field at x/L = 70% of the corner vortex with pulsed blowing at
F+ = 1.1

with steady blowing. The velocity field is time averaged. The vortex indicated by stream
lines has changed the position from h = 42 mm to 13 mm towards the sidewall. Also the
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region of low wall shear stresses, indicated by small values of the out-of-plane velocity,
changes the position. Due to the repositioning of the vortex, the blockage of the passage
flow is reduced, which is generated by the secondary flow structures. Figure 6 and 7 are
showing the flow field with periodic excitation at two different forcing frequencies. The
flow field is phase averaged for four equidistant phase angles. The vortex, forced with
the low frequency of F+= 0.28, is changing between the position of the actuated case
and the base flow case, as shown above. While blowing, the vortex is attached to the
sidewall and the passage blocking is reduced. During the period without blowing the
corner vortex jumps back in the direction of the midspan. The dispersion of the vortex
is enlarged which indicates a unsteady movement at this phase angles. By using a higher
forcing frequency, as shown in Figure 7, the behavior is different. The position of the
vortex does not change that much during the excitation cycle. The regions of small out-
of-plane velocity values are stationary at the suction surface of the blade. Only the area
with high velocity values of the out-of-plane velocity is deformed.

Summarized, the pulsed blowing is affecting the secondary flow structures. At low
forcing frequencies this causes a very unsteady behavior of the passage flow. Using
higher frequencies, the corner vortex position is more stationary. This results in almost
the same reduction of the passage blockage compared with steady blowing, but requires
only half of the momentum coefficient cμ.

4 Conclusions

Steady and pulsed blowing out of the sidewalls was successfully used for suppression of
secondary flow structures on a highly loaded compressor cascade. This could be shown
by analyzing the passage flow field by means of oil-flow visualization, profile pressure
measurements and stereoscopic PIV. The influence of the strong corner vortex on the
flow field was effectively reduced by AFC. The fluctuation of the passage flow could
be clearly reduced with steady blowing. Pulsed blowing caused a more unsteady flow
field, which was decreasing at higher forcing frequencies. The blockage of the passage
flow was reduced by the repositioning of the corner vortex towards the sidewall. This
causes a decreased total pressure loss and an increased turning across the passage of the
compressor cascade. Compared to steady blowing a distinct reduction of the required
momentum coefficient was achieved with pulsed blowing.
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Simulation of Active Flow Control on the Flap of a 2D 
High-Lift Configuration 
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Summary 

The numerical investigations described in the present paper deal with active flow 
control for a 2D, 2-element high-lift airfoil under low speed wind tunnel conditions. 
Here, the aim of the flow control application is the transport of fluid-momentum from 
the outer part of the boundary layer towards the wall to actively reduce or eliminate 
the large flow separation on the flap. The URANS simulations carried out in this 
study focus on the variation of the streamwise actuator-slot width and the actuation 
direction, and their potential to suppress or delay separation.  Different slot-exit 
settings coupled with a constant frequency, duty cycle, and mass flow are discussed 
regarding their impact on the local flow. 

1   Introduction 

Flow control technologies have been studied intensively for more than 60 years also 
due to their potential to make a breakthrough in drag reduction. Active separation 
control has already been proven to perform well in particular cases for low speed 
wind tunnel (w/t) conditions by several academic groups. Such recent results are 
discussed in [1,2,5]. Most of the already existing CFD applications for active time-
varying control have been carried out for code validation purposes with variation of 
the dynamic parameters, such as frequency, velocity ratio or duty cycle with the 
corresponding geometrical parameters fixed. Classical approaches for performing an 
evaluation of active flow control, such as first building the experimental model, 
followed by w/t measurements and afterwards the CFD simulation are no longer 
sufficient in developing the technology towards industrialization for transport 
aircrafts.  

One of the objectives of the EU-project AVERT (Aerodynamic Validation of 
Emission Reduction Technologies) is to develop active flow control technologies for 
low speed applications through complementary numerical simulations and wind 
tunnel testing. The separation prevention by active devices is investigated in a 
collaboration of DLR, TUB (TU Berlin), and INCAS (National Institute of Aerospace 
Research, Romania). TUB focuses on the development and testing of the actuators for 
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Fig. 1. F15 high-lift configuration 

high-lift, while INCAS is responsible for the manufacturing of the w/t model and test 
campaign. DLR is in charge for the model selection, the variation of geometrical 
parameters for the actuation under w/t conditions, and the extrapolation to flight 
Reynolds numbers based on CFD results. 

Here, the goal of active control is to reduce or eliminate the large flow separation 
on the flap, thus reducing the profile drag. The present study explores the variation of 
the actuation direction and slot width in order to give valuable recommendations for 
manufacturing the experimental model. The emphasis is laid on the comparison of 
flow features for different geometrical settings, while the frequency, duty cycle, and 
mass flow are kept constant for the pulsed blowing application. 

2   Geometry and Test Case Definition 

The computations were performed for the DLR F15 model using the unstructured 
DLR-TAU code. Figure 1 shows the F15 airfoil in 2-element configuration with the 
slat retracted. The reference length for the experimental model is 600 mm based on 
the actuation system requirements and the w/t test. All computations were carried out 
in 2D.  

The first study started with an analysis of a reference configuration without flow 
control with the following flap settings: flap -deflection δF=40.1o, -gap gF/c=0.8% and 
-overlap ovlF/c=2.3%. For flow settings it was decided to run for a Mach number of 
M=0.15, and Reynolds number Re=2.1 million based on the main chord length, 
representative for a low speed w/t. For this first configuration  αmax is reached before 
almost no separation is present on the flap. This trend of having a small or no 
separation on the flap was actually desired and accomplished in previous 
experimental and numerical studies for maximizing the performance without flow 
control [5]. Thus for the study with flow control for the same configuration the flap is 
further deployed (increasing the flap deflection angle and the gap) to generate a large 
separation region on the flap. Indeed the numerical studies confirmed this trend. For 
this the flap was deployed up to δF=49o. Figure 2 shows the flow streamlines for the 
two settings of the flap (δF=40.1o and 49o). In comparison to existing w/t experiments 
at DLR, the pressure distribution is in good agreement overall, Figure 3. Further on, 
the setting of the flap by δF=49o was used as reference case without control for the 
slot-exit geometry variation. 
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(b) 

(a)

 

Fig. 2. Flow streamlines for α=8.5o, M=0.15. 
Re=2.1e06 @ (a) δF=40.1o (b) δF=49o. 

Fig. 3. Pressure coefficient distribution for 
δF=40.1o. 

The experimental setup is represented by a 2D model with the actuation system 
distributed over the complete flap’s span. This actuation system consists of about 20 
actuators located one next to the other. For the CFD work the actuation was 
represented as a single actuator, thus only a 2D domain was considered. A flow 
separation is typically 3D also on 2D geometries. As in 2D high lift state of the art is 
2D computations for multi element configurations with moderate separation, only 2D 
simulations have been carried out with an adequately time request. The actuation was 
located on the flap suction side, at 20% cF, in advance of the separation location. The 
reference flow showed that for large flap deflections the boundary layer already 
separates on the suction side at 30-35% cF. The actuation position was chosen to be in 
the healthy boundary layer (attached flow) and to respect the manufacturing 
constrains (available space in the flap of the w/t model for the actuators). The two 
varied geometrical parameters are the width of the slot and the actuation direction. 
Slot widths of 0.3 and 0.6 mm were considered in the numerical studies, where 
smaller widths as 0.3 mm for inclined directions are not feasible to manufacture. For 
the blowing direction, normal (90o), inclined –downstream (45o) and -upstream (135o) 
were analyzed. The variation of the slot-exit parameters corresponded to the same 
mass flow, with the duty cycle DC=50%, the frequency f=100Hz (non-dimensional 
frequency F+=f*cF/Vinf=0.32) and velocity ratio 2 (λ=Vjet/Vinf), respective λ=1 for the 
large slot width.  

3   Computational Strategy 

The accuracy of the results obtained with CFD is highly depending on the density and 
quality of the computational grids. For the TAU reference computations hybrid grids 
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Fig. 4. Unstructured grid in the flap vicinity with a detail view for the actuation slot. 

were created using the commercial grid generation software CentaurSoft. For all the 
evaluation further presented here the unstructured meshes consist of 126, 000 points. 
In Figure 4 details of the mesh are shown in the vicinity of the actuation slot. The slot 
is modeled in the CFD work using only triangular cells to discretize it. The prisms 
stacks are reduced down to zero layers on the flap surface at the junction with the 
actuator. The simulation of the slot followed the recommendation of Rumsey et al. [3] 
to include at least some portion of the orifice in the computation for time-varying 
flow control applications. All the actuation directions were analyzed first for constant 
blowing by RANS simulations. Later, restarts to URANS with the time varying jets 
were conducted using a dual time-step approach. For the numerical setting the 
actuation frequency f=100Hz guided the length of the dual time step, where Δt=2.5e-
05 sec. with 500 inner iterations per time step and 400 physical time steps for each 
actuation cycle. The experimental actuators use a fast switching valve system which 
leads to a square signal for the mass flow. The boundary condition in the TAU solver 
allows smoothing the switch from constant blow to no blow, where 10 time steps to 
run in between are recommended for stability reasons. Concerning the turbulence 
modeling the 2-equations Menter SST k-ω version was applied. All computations are 
run fully turbulent. 

4   Results 

First numerical results show the effects of the excitation direction variation with time-
varying flow control (Figure 5). The normal and upstream pulsed blowing on the flap 
induce for consistent dynamic settings (frequency, velocity ratio, and duty cycle) a 
reduction in lift coefficient as well as an increase in airfoil drag compared to the 
downstream blowing. For all three lift curves it is observed that maximum lift is 
produced at comparable angles of attack, where the airfoil stall is a leading edge-type. 
Nevertheless, the upstream time varying actuation on the flap induces the airfoil stall 
for a slightly smaller α as for the other two blowing directions. Thus it is shown that 
for the settings used here, actuating in the downstream direction is more promising as 
the other two cases. Figure 6(a) shows the lift curve for αjet=45o, by pulsed and 
constant blowing in comparison to the reference computation (without flow control).  
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(a) (b)  

Fig. 5. (a) Lift curve and (b) drag polar for pulsed blowing with αjet=135o, 90o, 45o. 

 

(a) (b)  

Fig. 6. (a) Lift curve and (b) drag polar for reference and pulsed blowing with αjet=45o. 

The lift curve with flow control indicates no benefit in the linear region with respect 
to the reference case, where as close to CLmax the lift increase is about 0.1 for an α=9o. 
Untypical, for the next computed angle of attack, α=9.5o, the flow reattaches on the 
flap without actuation, and so no further improvement can be realized with flow 
control. With the next increase of α a leading edge stall occurs on the main element. 
The drag polar indicates a slight benefit with flow control, Figure 6(b). Constant 
blowing is obviously weaker for αjet=45o than the oscillatory jet, showing both an 
increase in drag as a decrease in lift, caused mainly by a larger flow separation on the 
flap. These results show the same tendency as for previous flat plate computations 
(not discussed here); an actuation in the flow direction is more promising than 
upwards or normal excitations. 
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(a) (b)  

Fig. 7. (a) Lift curve and (b) drag polar for reference and pulsed blowing with αjet=32o. 

(a)

(a)

(b)

(c) (b)  

Fig. 8. Instantaneous flow streamlines and vorticity 
distribution with control for (a) downstream-, (b) 
normal-, (c) upstream-blowing. 

Fig. 9. (a) Lift curve and (b) drag polar for 
pulsed blowing with αjet=45o where Δ=0.1 
and Δ=0.2. 
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Furthermore it was of interest to check the effects of a blowing direction which is 
more tangential. Thus αjet was reduced to 32o. The same flow conditions, constant and 
pulsed blowing, applied on the flap showed a further increase in airfoil performance. 
Figures 7(a) and 7(b) show that flow control results in an increase in lift in the linear 
region as well as for CLmax while the drag decreases over the whole envelope. Stall is 
still caused by leading edge separation on the main element, as for the reference flow. 
αCLmax decreases by 1.5o for pulsed blowing caused by an induced increase of 
circulation on the main wing. In the linear region the constant blowing is almost as 
beneficial as the time varying actuation mainly as a result of a circulation control 
effect and not by eliminating the separation. 

The instantaneous flow streamlines and the vorticity distribution plotted in Figure 
8(a) for an active flow control case (downstream blowing) show that the large flow 
separation on the flap is reduced by the excitation mechanism, but not eliminated. 
Here the vortices generated by the actuation are moving downstream on the flap, but 
do not necessarily follow the entire flap contour. For the other actuation direction 
analyzed corresponding instantaneous vorticity distributions are plotted in Figures 
8(b) and 8(c). The numerical results show that the vortices generated by the pulsed 
actuation have the tendency to move away from the flap contour for normal and 
upstream excitations.  

Yet, a complete grid and/or turbulence model variation for the URANS 
computations was not included in the study, and so numerical uncertainties are not 
addressed. Globally, from actuation direction variation a better performance is 
observed for a downstream direction, where a more tangential angle (such as 32o ) 
shows the best enhancement in lift mainly due to circulation control, and a slightly 
increased angle (such as 45o) is promising for an oscillatory blowing mainly and the 
reduction/elimination of the flap separation.  

Next the slot-exit width variation was analyzed. The computations were conducted 
with the same flow conditions as before with respect to the F15 model, while now the 
actuation direction was kept constant, αjet=45o. All the results presented above were 
conducted with a slot width of 0.3 mm. This is equivalent to a ratio of Δ=w/δ=0.1, 
where w is the slot width and δ is the boundary layer height. For the width variation 
study a second value of 0.2 was chosen, leading to a width of 0.6 mm for the slot 
actuator.  

The enlargement of actuator width induces a reduction in lift and an increase in 
drag in the linear left region, Figure 9, while the stall mechanism is again a leading-
edge type for the main wing. Just before the flow separates on the main element, a 
flow reattachment on the flap is observed, leading to the same maximum lift for the 
width variation: CLmax

Δ=0.1,λ=2=CLmax
Δ=0.2,λ=1. For constant blowing (not illustrated 

here), the smaller width is also more efficient than the enlarged one, although the 
differences are reduced compared to the time varying actuation study. In general, 
from the width variation study the reduced ratio of actuator size to boundary layer 
height is more promising with a value of Δ=0.1, which is recommended for the 
experimental model design. 
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5   Conclusions 

URANS simulations concerning local pulsed excitation on a high-lift airfoil were 
performed focusing on the slot-exit parameters, width and actuation direction. The 
results show that applying flap gap oscillatory blowing in the flow direction looks 
more efficient than actuating against the flow or normal to the airfoil surface for a 2D 
configuration, while by varying the direction towards tangential, the pulsed jet 
reduces its benefit compared to the constant blowing. Also it was shown that for a 
constant mass flow a narrower actuator may be more efficient as a larger one. The 
computations show that an improvement can be achieved up to a threshold, using this 
preliminary study for the actuation definition. Beyond that further improvements are 
possible only by using the dynamic excitation parameters. Up to now, all blowing 
directions were analyzed for a single mass flow and frequency, and it is known that 
the variation of those two parameters is of great importance for achieving the 
optimum performance for a configuration. 
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Summary

In the present study an active flow control actuator is studied numerically using the
CFD package Fluent R©. A two-dimensional setup is chosen which corresponds to a cut
through a real configuration that was studied experimentally by Lachowicz et al. [5]
and called “Jet and Vortex Actuator” (JaVA) because of its ability to produce such com-
pletely different flow regimes when its actuation frequency and amplitude are changed.
Three cases are selected for validation of the simulations. A vortex mode, a vertical-
jet and a wall-jet mode. Our simulations yield the unsteady flow field, whereas only
time-averaged data are available from literature. Thus, our simulations provide extra
details of the flows through the gaps intended for a better understanding of the actua-
tor flow. Qualitative and quantitative comparisons of the time-averaged data with the
experiments are very encouraging. Especially, the different flow regimes appear for the
same parameters as in the experiments.

1 Introduction

Actuator flow control can be of two kinds: passive and active. A passive or conventional
flow control actuator has the disadvantage that it is designed only for a specific (flight)
condition and also it produces parasitic drag at cruise condition. Active flow control
actuators minimize both these disadvantages. These actuators can be used in multiple
flight conditions in contrast to passive flow control devices. Furthermore, active flow
control actuators produce negligible drag when the system is not actuated.

The current JaVA system evolved from an earlier flow actuator developed by
Jacobson & Reynolds [2]. This actuator consists of a cantilevered beam oscillating
in a cavity. The plate was placed asymmetrically within the cavity to form wide and
narrow gaps when viewed from the top of the plate. A periodically emerging jet, from
the narrow slot, generated longitudinal vortical disturbances when interacting with a
boundary layer in a water tunnel. In the wake of a small circular cylinder placed in a
laminar boundary layer the actuator system delayed transition by about 40 displacement
thicknesses. Koumoutsakos [4] conducted a parametric numerical study of an actuator
with no external flow. Instead of simulating the motion of a cantilevered beam, piston-
type motion was simulated in order to determine the fundamental physical mechanisms

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 217–224.
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(a) (b)

Fig. 1. Basic setup of simulation. (a) Geometry and boundary conditions, (b) Block numbering
and number of grid points used in each block.

responsible for disturbance generation from the actuator; note that the motion of the
JaVA is also of piston-type. For a given slot width, Koumoutsakos showed that at rela-
tively high frequencies a periodic jet developed from the narrow slot, while at relatively
low frequencies, the periodic jet developed from the wide slot. This suggested that the
actuator slot flow is Stokes number dependent. However, Saddoughi et al. [6] conducted
a series of experiments using a cantilevered-beam type actuator with the same Stokes
number as Jacobson & Reynolds [2]. It was found that the flow patterns in the two
experiments were qualitatively different. Thus, similar to the study of Koumoutsakos,
a more basic actuator motion, the piston-type motion, is used in this study to better
understand the actuator flow physics.

The active flow control actuator under consideration is from Lachowicz et al. [5]
and consists of a cavity and a rigid plate that is placed at the top of the cavity such
that it forms a narrow and a wide gap on each side of the plate, see Fig. 1. The plate
is oscillated in the vertical direction with uniform (but not constant) speed along its
length and width, such that the actuator plate acts like a piston pumping air out of the
cavity on the downstroke and sucking air into the cavity on the upstroke. This kind of
active flow control actuator produces different flow fields (free jet, wall jet, and vortex
flow) depending on non-dimensional parameters like scaled amplitudeSa and Reynolds
number, see Fig. 2, which are related to the frequency and amplitude of the actuation.
Thus, an angled jet is produced at relatively low amplitude and frequency from the wide
gap while at relatively high amplitude and low frequency a free jet is produced from the
wide gap. As the frequency is increased at low amplitude a wall jet is produced from the
wide gap directing towards the narrow gap. The wall jet is primarily horizontal near the
narrow gap and is characterized by steady horizontal flow pumping from the wide gap
towards the narrow gap end. Such actuators may be used to energize the boundary layer
by accelerating the fluid tangentially near the wall surface. As the amplitude is increased
from the wall jet regime and at high frequency a vortex is generated at the wide gap. The
vortex regime may be used to promote mixing and suppress boundary layer separation.
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Fig. 2. Comparison with experimentally observed flow regimes [5].

In the present work, different flow fields will be computed and visualized by varying
the amplitude and frequency of oscillation.

2 Grid, Boundary Conditions and Numerical Approach

For the flow calculations and visualization use of the general purpose CFD software
Fluent R© from Fluent Inc. seemed to be the most appropriate, because of the need for
simulating rather complex geometries with moving boundaries and grids at different
unsteady flow speeds [1]. This software appears to be well-suited because of its versa-
tility to deal with dynamic meshes. We use structured deformable dynamical grids with
sliding interfaces between different blocks where necessary, see Fig 1. For the present
actuator geometry and boundary conditions the grid generator GAMBIT is used. Grid
points are concentrated towards the block boundaries.

For the specification of problem-specific boundary conditions Fluent uses the con-
cept of “user-defined functions”, i.e. the user has to specify his/her boundary conditions
in a C-like syntax as a function that is bound to the executable upon execution [1]. This
is very flexible and general. However, not always free of errors. In some cases it turned
out that it is not sufficient to simply specify wall motions (with the idea that this will
automatically drive the flow via appropriate boundary conditions). Unexpectedly, it was
necessary to specify extra boundary conditions for the fluid on the moving boundaries.
This adds extra flexibility, like consideration of permeable walls, for instance, but care-
ful checks are necessary in order to verify use of appropriate boundary conditions for
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a given problem. In the present application the blocks attached to the actuator plate
(nos. 1 and 6 in Fig 1b) are moving together with the actuator plate. Dispensable grid
points are automatically discarded at the interior and at the upper boundary when the
block moves towards it and they are regenerated when the movement turns away from
the boundaries. Typical grid resolutions of each block are given in the figure.

Since only two-dimensional measurements are available with Lachowicz et al. [5]
and the flow field in the middle of the actuator is considered to be two-dimensional (if
placed in still air, i.e. without a free stream flow in the plane-normal direction), we begin
with two-dimensional simulations for comparison but three-dimensional simulations
are performed as well.

The motion of the plate is prescribed by the following set of equations

ω = 2πf, T = 1/f,
x(t) = a sin(ωt), v(t) = ẋ(t) = aω cos(ωt),

where f is the actuator-plate vibration frequency,T the oscillation period, a the actuator-
plate amplitude, and v the actuator-plate velocity.

3 Results

3.1 Case 1, Vortex Mode

The first simulation is performed for a scaled frequency (Strouhal number)
Sr = fb/vmax = b/2πa = 5.47 and a scaled amplitude Sa = 2πa/b = 0.1829, where
b is the plate width. The Reynolds number is defined as Re = vmaxb/ν = 2πfab/ν.
In this case a big vortex is produced above the plate over the wide gap. A secondary
weaker vortex is also present towards the narrow gap. In addition, we also observe a
small and a large vortex inside the cavity. With many simulations it is observed that
the size of the vortex is mesh dependent. So, special care is required to get a mesh-
independent vortex. Fig. 3a shows contours of mean velocity magnitude averaged over
the last four oscillation periods (22nd to 25th) and these are compared with Joslin et
al. [3] and Lachowicz et al. [5] in subfigures b and c, respectively. The qualitative com-
parison of the present velocity-magnitude contours with the stream lines provided by
these two references indicates a rather excellent comparison with respect to the size of
the vortex relative to the width of the actuator plate.

A quantitative comparison of time-averaged velocity profiles along a vertical cut
through the vortex center is shown in Fig. 3d. This comparison once again shows that
the vortex size in our case is almost equal to the one observed by Lachowicz et al.. The
quantitative agreement of the positive and negative velocity magnitude maxima agrees
much better with the experimental results than the results of the numerical modelling
performed by Joslin et al. [3].

Fig. 4 shows plots of the instantaneous velocity in the gaps for eight different phases
of the oscillation. It can be seen that the flow in the wide gap is very complex. There is
flow separation and reversed flow. The reason for this complex flow behaviour is that the
wide gap width is very large compared to the plate thickness. In contrast, in the narrow
gap in Fig. 4b the flow is more like a mixed Couette-Poiseuille flow, simply because
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(a) (b)

(c) (d)

Fig. 3. Comparison of velocity fields. (a) Fluent, (b) Joslin et al. [3], (c) Lachowicz et al. [5], (d)
velocity profiles through the vortex center.

(a) (b)

Fig. 4. Comparison of instantaneous velocity profiles (phase angles 45o−360o) through the gaps.
(a) wide gap, (b) narrow gap.
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the narrow gap width is very small compared to the plate thickness. Another typical
observation (for an oscillating viscous flow) in this figure is that the velocity profiles are
not symmetric during outward and inward flow and that the maximal outflow velocity
does not occur in phase with the plate oscillation. It occurs about 45o after the plate has
reached its upper or lower turning point (Θ = 90o orΘ = 270o). The curve atΘ = 90o

does not return to zero at the right end. This is simply because for the present set-up,
the actuator plate has moved outside the cavity at this time instant and there is no longer
a wall at x > 0.00979. There is no such phase shift in the wide gap in Fig. 4a.

3.2 Case 2, Free Jet Mode

According to Lachowicz [5] at lower frequency and high scaled amplitude we should
expect a free jet at the wide gap. In this case we did simulations for Sr = 5.30 and
Sa = 0.19. With this frequency and scaled amplitude we get a free jet from the wide
gap which is slightly tilted towards the narrow gap.

Our quantitative information is presented in Fig. 5 using streamlines and contours of
the time-averaged velocity field. Averaging has been performed over the last four time
periods. The figure confirms that we get a flow field comparable to the experiment with
a free jet from the wide gap which begins in vertical direction before it bends somewhat
to the right. Continuing the simulation to later times, straightens the jet further, such

(a)

(b) (c)

Fig. 5. Comparison of velocity fields. (a) Lachowicz et al. [5], (b) and (c) Fluent.
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(a) (b)

Fig. 6. Comparison of velocity fields. (a) Lachowicz et al. [5], (b) Fluent.

that the picture of an inclined jet becomes clearer. Unfortunately, there is no quantitative
data available for this mode of actuation to compare the results further.

3.3 Case 3, Wall Jet Mode

According to Lachowicz et al. [5] at low scaled amplitude and high frequency we should
expect a wall jet pumping fluid from the wide gap to the narrow gap. Therefore, we
increased the Strouhal number to Sr = 9.03 and reduced the scaled amplitude to Sa =
0.11 at the same time. In this case we observe a wall jet from the wide to the narrow gap,
i.e., the same qualitative feature as in [5] and this is shown in Fig. 6 where we compare
the two averaged flow fields using stream lines. A counter-clockwise rotating vortex
sits above the narrow gap. In the experiment the flow towards the actuator on the left of
the vortex appears clearer than in the numerical simulation but this is merely an effect
of different integration times of the streamline segments. The next difference is that the
wall jet continues far beyond the actuator region to the right in the experiment which is
less pronounced in the simulation. Here, a continuation of the simulation would extend
the jet further to the right. Again, there is no quantitative data available for this mode of
actuator to compare with our results.

4 Conclusions

Three different simulations have been performed to show the effects of diverse param-
eters which influence the flow field. Vertical jet, wall jet, and vortex modes of actuation
of the actuator have been detected and compared to available previous results where
possible.

In general, it turns out that our simulation methodology is capable of reproducing
the observations by Lachowicz et al. to full extent. However, discretisation of the com-
putational grid needs some care because the size of the observed vortex can depend on
insufficient grid resolution. In other cases it was observed that the jet direction may also
depend on resolution. The comparison of the different flow regimes with Lachowicz et
al. [5] has already been shown in Fig. 2.
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For the JaVA design three-dimensional simulations have been started as well. These
will be used to study side-wall effects due to the finite extend of the actuator in reality.
This is an undocumented feature of the JaVA that deserves attention. Finally, the actu-
ator must be coupled to boundary layer flows in order to assess its efficiency for flow
control.
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Summary

The paper presents a method to perform direct numerical simulations (DNS) of a jet
actuator flow inside a turbulent flat plate boundary layer (TBL). A structured finite dif-
ference method is used for the simulations. The numerical scheme is adapted to account
for the large scale differences both in geometric and fluid dynamic aspect. Analytical
mesh transformations have been implemented to resolve the jet orifice. Suitable bound-
ary conditions are established to model the jet flow. Numerical stability has been added
by implementing a compact filter scheme. The TBL baseflow is generated by mimicing
experimental approaches and direct simulation of the laminar-turbulent transition pro-
cess. Simulations of a jet actuator configuration perturbing the turbulent baseflow have
been undertaken and the results are evaluated.

1 Introduction

Jet actuators or jet vortex generators (JVG) have been proven to provide a mechanism
to positively control boundary layer flows. Experimental work by Johnston et. al. [1]
has shown the general ability to suppress separation in flows with adverse pressure gra-
dient. The effect stems from the fact that longitudinal vortices are established inside the
boundary layer and a mixing of the BL’s faster layers with low-speed layers closer to
the wall takes place. The mixing in turn leads to increased skin friction thus enabling
the flow to overcome larger pressure gradients downstream. This is a very similar ef-
fect observed from passive vortex generators [2]. The advantage of jet vortex generator
systems over existing solid generators lies in their flexibility to be applied only when
necessary and thus to avoid any parasitic drag. An exhaustive parameter study was un-
dertaken by Godard et. al. [3] covering many aspects of jet actuators such as velocity
ratio λ, skew angle β and pitch angle α, hole geometry and direction of rotation. The
tested configurations were compared by the increase of skin friction induced by the
vortex. From these values the authors deduced an optimum jet configuration. Recent
publications also report on the interaction of vortices generated by staggered actuator
arrays [4]. For evaluation a momentum integral was used in this case and it was doc-
umented that jet arrays were capable of prolonging the positive effect of the vortices
further downstream compared to a single line of actuators.
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



226 B. Selent and U. Rist

Albeit the outcomes of these experiments yield a very good general idea of the
mechanism of active flow control devices there still are a number of open questions
involved as no detailed picture of the forming of the vortex and its interaction with
the boundary layer could be gained from experiment yet. Therefore, any design sug-
gestions for actuators rely heavily on empirical data and are difficult to transpose to
different configurations. Within the AERONEXT research program numerical simula-
tions of jet actuators are to be performed by means of RANS and DNS technique. The
regime considered consists of a strong steady jet disturbance in a flat-plate turbulent
boundary layer cross flow. Since RANS simulations allow for a faster computation they
are well suited to cover numerical parameter studies. The DNS approach on the other
hand was chosen for its lack of any model assumptions. Therefore, it is well suited to
provide a reference solution for coarser numerical schemes. Furthermore, DNS allows
for a computation of the unsteady flow formation especially in the beginning of the
vortex generation and detailed analysis of the fluid dynamics involved.

2 Numerical Method

All simulations have been performed using the program NS3D, developed at IAG. The
method utilizes a hybrid finite difference/spectral scheme for spatial discretization and a
standard explicit Runge-Kutte method for time integration. The program is both shared
and distributed memory parallelized using MPI and NEC Microtasking programming
techniques. Additionally the structured mesh approach allows for strong vectorization
on the NEC SX8 platform used.

The program NS3D solves the compressible unsteady conservation equations in
conservative form on a three dimensional Cartesian mesh. Spatial derivatives in down-
stream and wall-normal direction are approximated by compact finite differences of
order (O6) with spectral like resolution [5]. Derivatives on the domain boundaries are
approximated by one sided finite differences of order (O4). Reduction of order on the
boundaries takes place in order to avoid strong numerical damping due to the one-sided
stencil. In spanwise direction periodicity is assumed and a spectral method is used to
compute spatial derivatives.

Time integration is performed by a standard four-step Runge-Kutta scheme of order
(O4). In between the RK sub steps as well as in between full time steps the FD stencils
are shifted forward and backward alternately thus introducing numerical dissipation and
generating a more robust scheme [6].

At the inflow subsonic characteristic boundary conditions are used. At the freestream
boundary exponential decay of all disturbances in wall-normal direction is prescribed.
At the outflow boundary a relaminarization zone is applied. The wall is assumed to
be isothermal and no-slip boundary conditions are used, the wall-normal pressure gra-
dient is assumed to equal zero. Periodic boundary conditions are applied in spanwise
direction. Fluctuations are introduced via inhomogeneous wall boundary conditions. In
this manner wave like periodic disturbances as well as continuous or cyclic suction and
blowing can be realized on the wall.

Initial conditions describe laminar flow on a flat plate with zero pressure gradient.
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3 Jet Vortex Generator Simulations

The very nature of jet vortex generator flow simulations poses a number of challenges
which need to be addressed.

Firstly, the physical domain size and resolution are determined by the actuator exit
geometry and jet dimensions respectively and the downstream development of the in-
duced vortex itself. The resulting scale differences are in the order of magnitude of
L/d = 102. Therefore suitable analytical mesh transformations have been implemented
to assure sufficient resolution on both ends of the scale. These transformations allow for
mesh compression over the jet orifice and a stretching of the mesh towards the domain
boundaries. The actuator is not modelled but the emerging jet is introduced through
inhomogeneous boundary conditions. A polynomial of order (O5) is used to prescribe
the velocity distribution at the jet exit. The implementation also allows for an arbitrary
skew and pitch of the jet.

Secondly, the computational scheme is based on the compressible form of the
Navier-Stokes equations. The scheme was chosen in order to be able to model the speed
range that is encountered for commercial aircraft. Experimental results agree on the
need for a large jet-to-freestream-velocity ratio λ ≈ 5 for efficient vortex generation.
In order to avoid transonic effects, the free stream Mach number thus needs to be quite
small (Ma ≈ 0.15 − 0.2). For small Ma the formulation exhibits increasingly singular
behaviour which has to be accounted for by decreasing the time step to a level at which
dissipation due to forward-backward shifting no longer suffices for stable computations.
Thus, a compact filter was implemented to stabilize the computations [5].

3.1 Turbulent Boundary Layer

In order to obtain a turbulent baseflow an approach is chosen which mimics
experimental setups. Wavelike disturbances are introduced into a laminar boundary
layer and the laminar-turbulent transition is simulated. Suchlike any assumptions of
eddy size and frequencies contained in the turbulent spectrum are avoided. The goal
is to generate a TBL satisfying the statistical properties of turbulence for a designated
Reynolds number based on momentum thickness ReΘ. It was found that breakdown
could be reached fastest using a 2D Tollmien-Schlichting (TS) and a subharmonic 3D
wave in combination with a steady homogenous 2D disturbance. The steady distur-
bance inflicts an inflection point into the laminar profile. A good picture of the effec-
tivity of the tripwire/subharmonic scenario can be gained from figure 1(a). Shown are
the maximum amplitudes of the fundamental frequency obtained from FFT analysis
of the downstream velocity u′ = uturb − U0 with turbulent velocity field uturb and
steady laminar velocity field U0. The graph can be read as description of the baseflow
change due to the perturbations. The fully turbulent state is reached farther upstream for
the tripwire/subharmonic breakdown compared to the purely subharmonic case. Figure
1(b) depicts a comparison of the displacement and momentum thickness of the bound-
ary layer. The shape factor H12 = δ1/θ converges to 1.3 in both cases but at smaller
Rex values for the tripwire case.

The tripwire/subharmonic perturbations have been used to generate a turbulent ref-
erence flow of a boundary layer on a flat plate with zero pressure gradient. The physical
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parameters for the computation are as follows: Re = 100000, based on freestream
velocity U∞ = 52m/s, kinematic viscosity ν = 1.5 · 10−5m2/s and characteristic
length L = 30mm. The mesh consists of 1200x300x128 nodes in x, y and z directions.

Mesh spacings in wall units based on uτ =
√

τ̄
ρ̄ are Δx+ ≈ 12, Δy+ ≈ 1, Δz+ ≈ 6

and the time step is Δt = 3.9 · 10−5. The turbulent flow at Reθ = 800 is compared
quantitatively with both numerical and experimental data and the results are shown in
figure 2. The turbulent velocity profile is in very good agreement with data taken from
Spalart [7] and TU Braunschweig (fig. 2(a)). The rms fluctuations of the spanwise ve-
locity in wall units (fig. 2(b)) is in good agreement with data from Spalart’s numerical
simulations. Deviations to Spalart’s values in downstream and wall-normal direction
originate most likely from the compact difference formulation and might be reduced
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Fig. 3. Jet in TBL, Ma=0.15, λ = 5.2, blue: isosurface λ2 = −2000, red: isosurface λ2 = −200

by decreasing Δx and Δy. Within the context of a JVG simulation the TBL deems
sufficiently resolved nonetheless and was used as baseflow for following computations.

3.2 Jet Vortex Generator in TBL

Into the TBL baseflow a Jet Vortex Generator was included in subsequent simulations.
The jet-to-freestream velocity ratio is λ = 5.2 and jet exit radius r = 1mm. The jet is
pitched by α = 30◦ and skewed to the freestream by β = 80◦. Nozzle distance is set
to 2D in spanwise direction. The jet centre is positioned at x = 4.3. Figure 3 depicts
isosurfaces of the vortex identification criterion λ2 [8] after 144 hrs of computation. It
can be seen how a crossflow jet is formed downstream of the nozzle. The jet develops
ring-like vortices along its trajectory which interfere with each other. The jet is highly
unstable and almost complete breakdown of distinct jet structures takes place over a
short distance downstream. A region of increased vorticity develops behind the jet.

Figure 4 depicts time averaged velocity contours of the downstream velocity and
velocity vectors in the transverse plane. Shown are four stations in order to obtain an
insight in the evolution of the flow due to the jet. The first station at x = 3.8 is situ-
ated upstream of the jet. It can be seen how the flow already exhibits a wavy structure
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Fig. 4. Vortex and streak development caused by JVG, contours represent mean u velocity. Ar-
rows are velocity vectors in y-z-plane

because of the blockage of the boundary layer before the jets. At x = 4.4 a rotational
motion can be observed which mixes the layers inside the boundary layer. Low-speed
fluid is entrained upwards. On the top outward side of these vortices a high-speed streak
is established. Farther downstream at x = 4.8 alternating low- and high-speed streak
structures are present and the vector field shows a strong spanwise motion. At this
station only a small rotational motion is measured. At the last position x = 5.2 the
flow does not contain distinct structures anymore. The streaks and vortices have almost
completely dissipated. For the purpose of separation control, the increase of wall fric-
tion is of interest. Figure 5(a) depicts the spanwise mean and time averaged change of
wall friction coefficient of the perturbed flow based on the corresponding value for the
undisturbed flow over x. In a close distance downstream of the nozzle a negative effect
can be seen. The wall friction decreases compared to the baseflow. This is because the
jet imposes entrainment on the boundary layer whereas the induced rotational motion
is not strong enough to feed high-speed fluid in the near wall regions. Downstream of
x = 4.8 a region of increased wall friction is visible which corresponds to the streak
area described in figure 4. Here the additional momentum of the jet is directed into a
crossflow motion. Representative spanwise mean and time averaged velocities are plot-
ted in figure 5(b). Compared to the reference TBL flow the u veloctiy at x = 4.54 does
not show an increase close to the wall but a strong velocity defect in the overlap region.
The u velocity at station x = 5.2 on the other hand indicates a transfer of momentum
towards the wall whereas the defect in the overlap is diminished. The spanwise velocity
at x = 4.54 contains strong gradients which might result from taking the mean over re-
gions with alternating strong and weak spanwise motion as seen in figure 4 at x = 4.4.
Farther downstream the w profile is more uniform which indicates a directed crossflow
over the whole span. The maximum value for w is decreasing while travelling down-
stream due to dissipation. The positive effect of increased friction is lost after a short
distance downstream of about Δx = 25D. The simulated configuration suffers some-
what from the close spanwise distance of the nozzles. Therefore, the anticipated effect
of generating a longitudinal vortex in the flow is not reached. The momentum input of
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Fig. 5. Effect of JVG in TBL

the jet is mostly used to deflect the flow in spanwise direction rather than to increase
the momentum close to the wall in downstream direction.

4 Conclusions

A numerical scheme is presented for direct numerical simulations of jet vortex gen-
erators in turbulent boundary layers. The method is based on the fully compressible
form of the conservation equations to allow for simulations of flight conditions. The
scheme is capable of resolving the large scale differences involved. A turbulent base-
flow was generated by mimicking an experimental setup. A JVG configuration was test
by introducing a jet disturbance into the turbulent boundary layer flow and the effect on
the boundary layer was evaluated. The simulated case does not show the development
of longitudinal vortices but of streak structures and strong spanwise deflection of the
mean flow. Further simulations are to be undertaken with increased spanwise jet nozzle
distance.
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Summary

The current study is devoted to investigating velocity fields produced by Dielectric
Barrier Discharge (DBD) plasma actuators in quiescent air using a PIV system. The
purpose of the study is to determine whether features in the velocity field can be recog-
nized, which already allow direct conclusions about how effective the actuator might be
for a particular flow control application. The parameter space investigated in the experi-
ments comprises several electrode sizes, modulation frequencies and actuator voltages.
Our interest is focussed at the present time on stabilization of boundary layers or delay
of transition. To identify conducive induced velocity fields, we have chosen to examine
the proper orthogonal decomposition of the velocity field and show that this represen-
tation can have direct physical interpretation of the influence exerted on the boundary
layer. Comparing the present results to previous experience with various actuator con-
figurations, we conclude that the following approach is viable and should be persude.

1 Introduction

In 1968 Velkoff and Ketcham [18] demonstrated the effect of electrical fields
generated by corona wires placed a small distance from the surface of a flat plate on
fluid boundary layers. Roth et al. [16] introduced a wall-mounted plasma actuator as
a tool for boundary-layer flow control, a concept which has since been widely investi-
gated for a large number of different applications [12].

The optimization of plasma actuator geometries and operation parameters depends
intimately on the application at hand and widely differing optimization strategies are
imaginable. For instance, Roth and Dai [17] regarded the power coupled to the neutral
gas flow by ion-neutral collisions when optimizing the actuator geometry and materials,
modulation frequency and voltage. Direct dependency of actuator-thrust production on
the thickness of the exposed electrode was demonstrated by Enloe et al. [5]. Various
methods for a velocity augmentation of the ionic wind itself were investigated by Forte
et al. [6].

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 233–240.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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(a) actuator (b) detail

Fig. 1. General (a) and close-up (b) sketch of a DBD plasma actuator and the flow behavior in its
vicinity; upper electrode shaded gray, lower electrode filled black.

Experimental investigations by Grundmann and Tropea demonstrated transition
delay using continuously operated plasma actuators [7] and active cancelation of
Tollmien-Schlichting waves using pulses actuators [8]. The results could be verified nu-
merically by Quadros et al. [14]. Already in these studies, and subsequently confirmed
by Duchmann [4], it became clear that the effectiveness of an actuator to successfully
influence the boundary layer in the desired manner was very sensitive to the exact ac-
tuator geometry, for instance the length of the upper electrode. This was therefore the
motivation leading to the present investigation, namely to determine whether such ge-
ometry changes are already evident in the velocity field induced by the actuator in a
quiescent field. By removing the mean flow in the experiment, actuators of different de-
signs can be directly compared with one another on the basis of their induced velocity
field.

The overall flow behavior induced by the actuator is sketched in Figure 1(a), showing
a flow directed downwards towards the actuator and a wall jet developing in the down-
stream direction. Indeed, the fact that an actuator induces a negative vertical velocity in
addition to a downstream directed wall jet, is often overlooked. This vertical velocity
can be exploited in various manners, for instance to help cancel TS waves (triggered
at the correct phase) and delay transition, or to promote transition to turbulence, acting
as a simple disturbance. Therefore the magnitude of this velocity may be an important
indicator characterizing how effective an actuator will be. A close-up view of the veloc-
ity directly above the actuator, as demonstrated by Duchmann [4] or Ramakumar and
Jacob [15], reveals that under certain operating conditions a reverse flow can develop,
at least in quiescent air (Figure 1(b)). Parameter combinations leading to suppression
or minimization of such zones are of particular interest, since they will affect also the
magnitude of the resulting wall jet and will also be related to the existence of a vertical
velocity component. Therefore, a major objective of the present study is to characterize
the velocity fields around an actuator in a systematic manner, identifying for instance
translatory or rotational flow patterns as a function of operating parameters. Accom-
panying studies using the same actuators in various flow fields allow an assessment of
which velocity fields are most effective in influencing a boundary layer in a particular
manner. Moreover, the present study is restricted to examining the velocity field imme-
diately above the actuator (Fig. 1(b)). On-going work extends the present results to flow
regions downstream of the actuator.
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2 Experimental Setup

To investigate the velocity field in immediate proximity to the actuator a high resolution
PIV system has been employed. The two-velocity component PIV system comprises
a Nd:YAG-laser (200 mJ) and double-frame camera (1376 × 1040 pixels, 1 fps). To
capture the flow behavior in the vicinity of the actuator, image sizes of 7 × 5.3 mm2

and 18 × 13.6 mm2 were chosen. A time delay between images of Δt = 150 μs
was used, appropriate for the expected velocities in the range of 0 to 3 m/s. In order
to insure statistical significance of the results, 1000 pairs of images were acquired for
each operating condition [13].

The velocity field was computed using the Dantec Dynamics FlowManager software
with interrogation areas of 64 × 64 pixels, i.e. an area of 325 × 325 μm2 for the small
image size (see Table 1), and an overlap of 75%. Typically, 5−10 % of the vectors were
spurious, due to wall reflections etc. These outliers were eliminated using a range vali-
dation. The test section was a closed containment of dimensions 400×280×250 mm3.

Table 1. Parameter variations studied: results presented for highlighted conditions .

Variable Width of upper electrode [mm] 1.0, 2.5, 5.0, 7.5
parameters: Recorded image size [mm2] 7 × 5.3, 18 × 13.6

Actuator voltage [kV] 7, 8, 9, 10
Actuator frequency [kHz] 6.5, 9.5

Constant Width of lower electrode [mm] 10
parameters: Quiescent air [m/s] U∞ = 0

Offset: plane II: Δx1 [mm] -10, -8, -6, -4, -2, 0, 3, 6, 9
plane III: Δx3 [mm] 1, 3, 5

I

II

III

(a) overview

II

III

Δx1Δx3

(b) plane I

Fig. 2. Measurement planes; upper electrode shaded gray, lower electrode filled black.

All experiments were conducted using a DBD plasma actuator. As sketched in
Figure 1(a) these actuators consist of two electrodes that are separated by a dielec-
tric layer. Typically the lower, shielded electrode is grounded, whereas the upper, ex-
posed electrode is driven by a radio-frequency, high-voltage power supply. Although
numerous parameters were varied in this study, emphasis was placed on the effect of
changing the upper electrode size on the induced velocity field. A complete summary
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of all parameters k ∈ K varied is given in Table 1. Those parameters whose results are
displayed in the present work are marked bold. The PIV measurement planes used to
study the velocity field are shown in Figure 2, including planes parallel to all coordinate
directions, placed in close proximity to the upper electrode (but not presented here).

3 Post Processing

From the outset it was not evident which features of the induced flowfield would be
most significant for the present purposes. However, the first step of the analysis is to
separate the mean velocity field ū from the fluctuating parts u′. Exemplarily mean flow
and RMS-values are shown in Figure 3 for an electrode width of 2.5 mm. According to
Adrian et al. [1], the Reynolds decomposition does a fair job of revealing the small-scale
vortices, but it removes large-scale features (mechanisms) that are intimately associated
with the mean flow. In order to identify such flow patterns in the PIV data a proper
orthogonal decomposition (POD) was therefore used to separate coherent large-scale
structures from incoherent small-scale fluctuations like noise, both superimposed on
the mean flow u. A comprehensive overview of this method is given by Aubry [2].

The decomposition utilizes the Reynolds-decomposed fluctuations u′ and represents
the velocity field in terms of modes; mode zero corresponding to the mean flow φ0 = u
and the higher modes j adding fluctuations about the mean in terms of typical flow
patterns φj . The ordering of the modes ensures that the kinetic energy contained in
the modes decreases with increasing mode number j [11]. Coherent flow structures are
generally captured by the first few modes, whereas the main portion of noise and other
incoherent fluctuations are found in higher modes. Reconstruction of the velocity field
results in coefficients ai

j , which correspond to the weighting of each mode φj for every
single snapshot ui. However, the mean coefficient aj of each mode must be zero by
definition [3].

However this form of the POD analysis is not adequate to quantitatively distinguish
differences in velocity fields from different experiments or runs. While similar flows
will exhibit a similar distribution of mode coefficient amplitudes, this is at most a qual-
itative comparison of different velocity fields. For the present purposes therefore, a
Common-Base POD (CPOD), as introduced by Kriegseis et al. [9, 10], is more ap-
propriate, providing quantitative comparisons between different input fields. The main
difference of this modified method is that after reconstruction for any given experiment
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Fig. 3. Mean flow ū, fluctuations u1,RMS and u3,RMS (plane I, image size 7×5 mm2, actuator
voltage 8 kV, actuator frequency 6.5 kHz, upper electrode width 2.5 mm).
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(p) Mode 3; 7.5 mm

Fig. 4. Standard POD: Mean flows φ0,k and the three most powerful flow patterns φ1,k − φ3,k

for varying electrode sizes between 1 mm and 7.5 mm (plane I, image size 7×5 mm2, actuator
voltage 8 kV, actuator frequency 6.5 kHz).

a mean value aj,k �= 0 exists for every mode φj , which will deviate more or less from
the overall mean of zero. The values for aj,k represent the mean portion of mode φj

in experiment k. Therefore a quantitative evaluation is possible when comparing these
mean deviations and corresponding patterns, respectively. The question to be resolved
with this study is whether these mean deviations can be associated with optimum (or
favorable) parameter settings for a given application, in this case transition delay.

4 Results

The comparison of the POD results processed separately for the particular sizes of the
upper electrode (1.0 mm, 2.5 mm, 5.0 mm, 7.5 mm) already yields qualitative insight
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Table 2. Coefficient aj,k of each mode j: power portion Pj in %, mean values aj,k and standard
deviation σj,k.

Exp. k 1.0 mm 2.5 mm 5.0 mm 7.5 mm
Mode j Power Pj aj,k σj,k aj,k σj,k aj,k σj,k aj,k σj,k

1 2.85 % 1.90 2.25 − 2.31 1.92 0.71 1.57 − 0.59 3.64

2 1.80 % − 0.47 1.32 − 1.86 0.86 1.18 0.64 2.30 1.03

3 1.24 % − 0.27 0.77 − 0.13 1.42 0.78 0.92 − 0.76 1.31

4 0.65 % − 0.59 0.34 0.40 0.58 0.33 0.32 − 0.30 0.75

into the flow behavior. Example results obtained with an image size of 7 × 5 mm2 in
plane I for an actuator voltage of 8 kV and an actuator frequency of 6.5 kHz are pictured
in Figure 4. These results reveal the presence of similar flow patterns that describe the
flow behavior for all upper electrode sizes. All modes 0, which represent the mean
velocity distribution (uk = φ0,k), show the same flow field for the different electrode
sizes. The downflow towards the actuator and the associated recirculation zone in the
range of the upper electrode is observed in all experiments. The typical flow acceleration
of the wall jet starts to the right of the depicted domain. A wall-tangential translatory
fluctuation is represented by the first (most powerful) modes φ1,k. The second modes
φ2,k show rotational patterns of different strengths and locations.

Qualitatively, these characteristic patterns occur parameter independent. However,
since the modes are derived from different decompositions, their contributions to the
different flows are quantitatively incomparable. The method of CPOD [9, 10] sheds
light on the strength of these most predominant patterns, allowing quantitative compar-
ison. As the common point of reference to perform the CPOD, the edge between the
upper and lower electrodes (Δx1 = 0) was chosen.

The results of this common-base analysis are given in Figure 5 and Table 2. Fluctu-
ations of the coefficients of modes 1 and 2 are seen to signify wall-parallel and wall-
normal fluctuations of the mean flow. Depending on the sign of the coefficients, mode
3 strengthens or weakens the recirculation zone. Mean values aj,k and standard devi-
ations σj,k of the coefficients are given by Table 2. Note that contrary to modes φ2,k

obtained by standard POD, with the CPOD φ3 represents the rotational mode.
The new mode 2 shows a desirable flow pattern in the sense discussed above, i.e. a

rather strong vertical flow can be associated with mode φ2 (flow from above and ac-
celeration downstream). Hence, one may already speculate that an actuator exhibiting
large negative mode 2 coefficients may work quite favorably for transition delay pur-
poses (compare Figure 1(a)). We conclude that φ2 is a very important mode for the
efficiency of the actuator for this application.

Strong fluctuations of any mode can be understood as a disturbance to the mean
flow. They will likely weaken the coherent effect of the actuator in a boundary layer
or even promote transition. Grundmann and Tropea [7, 8] have already demonstrated
that this indeed can be the case, i.e. an improperly chosen actuator geometry may lead
to overwhelming disturbances of the boundary layer, promoting transition rather than
delaying transition.

The quantitative comparison of the CPOD-modes obtained from different
electrode-size ratios demonstrates the effect of parameter variations to the intensity of
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Fig. 5. Common-Base POD: Mean flow φ0 and the three most powerful flow patterns φ1 − φ3

for K = 4 (plane I, image size 7×5 mm2, actuator voltage 8 kV, actuator frequency 6.5 kHz).

each flow pattern. We conclude that a width of 2.5 mm for the upper electrode is an
optimum size (Table 2). For this configuration the mode φ2 exhibits the highest neg-
ative coefficient of magnitude while the rotational mode φ3 is comparatively small.
Moreover, the standard deviation of the mode coefficients, i.e. magnitude of flow dis-
turbances, are rather small for mode 2 and an upper electrode width of 2.5 mm. This
conclusion agrees with the findings of Duchmann [4] and Grundmann and Tropea [7, 8],
where the configuration with an upper electrode width of 2.5 mm led to the best results
in order to delay transition and stabilize the boundary layer.

5 Conclusions and Outlook

The spatial velocity distribution induced in quiescent air by Dielectric Barrier Dis-
charge (DBD) plasma actuators has been measured using a PIV and characterized using
a Common-Base POD analysis.The experiments were conducted for several electrode
sizes, modulation frequencies and actuator voltages. Coherent structures (modes) of
similar character but strongly different mean strength are identified for various opera-
tional parameters and actuator geometries.

The results of this study suggest that an actuator with an upper electrode width of
2.5 mm may be the most favorable geometry for achieving stabilizing effects on the
boundary layer.

We conclude that the CPOD-based evaluation of the actuator-induced velocity field
in quiescent air is a viable means for evaluating the effectiveness of an actuator for
a particular purpose. The ultimate goal is to incorporate such an evaluation into the
design process of actuators. On the other hand this study is rather preliminary. An ob-
vious extension would be to now investigate also the velocity field downstream of the
actuator, capturing also the induced wall jet, and to examine the resulting POD modes.
Furthermore, it is necessary to investigate to what extent actuator performance can be
characterized using simpler and conventional velocity measures (mean, RMS). A com-
parison between such measures and the POD analysis presented in this study would
then elucidate the benefits of each approach.
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Summary

The analysis of complex flow fields based on the notion of organized motions of flow
field features with spatial and temporal coherence, the so-called coherent structures, is
one of the principal methods in the development of advanced analysis tools in fluid me-
chanics. For decades the focus of research was on vortex structures as the only coherent
structure of interest, caused by the significant role of these structures in the understand-
ing of the main fluid dynamical events, e.g. turbulence in boundary layers. A new topic
is the extension of the flow field analysis by the detection of shear layer structures. The
consideration of shear layer structures allows additional insight into dynamic processes,
e.g. generation and decay of vortex structures.

1 Introduction

For real-life flow control applications it is desirable to have a better understanding of
fundamental fluid dynamical mechanisms and to possess methods for their automatic
detection, quantification and monitoring. Traditionally, people use the concept of vortex
structures, which are also known as coherent structures in the literature, to describe and
generalize a multitude of fluid motions. For a viscous flow, however, shear layers are
equally important. This leads to the question of their interactions, i.e., the formation of
new vortices either by shear layer roll-up or by the interaction and merging of already
existing vortices, and the formation of new shear layers by vortices.

Such problems have already been studied in the past, e.g. in qualitative particle visu-
alisations of flow fields to analyze vortex structures. However, without the availability
of a quantitative analysis of fluid dynamics and of numerical methods for an automatic
detection of relevant events.

In the present work we first identify shear layers and vortices in a given flow field
using numerical implementations of analytical criteria. During their lifetime, criteria,
like position, size, vorticity, enstrophy, circulation, etc. of each structure are recorded
and tracked, such that a compact graphical representation of the identified dynamics
can be shown. We then look for the birth of new vortices, e.g. out of shear layers or
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by the merging of two interacting vortices. Once these have been found “by hand” we
evaluate and compare the extracted data for these events. Our intent is to find criteria
for an automatic identification of events in general configurations using these methods.
For clarity and simplification of the discussions the current state of the work will be
explained on the basis of a two-dimensional laminar shear layer that has been generated
by the merging of two parallel streams behind a flat plate with different velocities in
section 3. Consideration of a three-dimensional case would be complicated by ever-
changing orientations of local coordinate systems, when the identified structures are
twisted.

2 Identification of Coherent Structures

2.1 Vortex Structures

The main vortex identification criteria are derived from the definition of a vortex
structure as a finite volume of fluid particles with a rotational motion around
a center line. They can be classified according to the following categories:

– The first group contains conventional criteria like vorticity, pressure, as well as the
investigation of vortices using streamlines and pathlines. The inadequacies of these
criteria and methods were discussed, e.g., by Jeong and Hussain [5].

– The basic concept of the second group of criteria is the eigenvalue analysis of the
velocity gradient tensor ∇u in order to detect a vortical motion.

– The widely usedQ or Okubo-Weiss criterion, which is described in section 2.2, and
the λ2 [5] criterion are based on the decomposition of the velocity gradient tensor
into a rotational motion and shear stress.

– In the last few years the consideration of shear in the identification of vortex
structure regions gained the attention of research, as higher shear was identified
as a critical factor in the identification of vortex structures.

One of the latest criteria, which is considering the effects of shear in the vortex
identification, is the approach of Kolář [6]. His triple decomposition method is an exten-
sion of the traditional double decomposition of the velocity-gradient tensor ∇u into a
symmetric (Ω) and an antisymmetric (S) part.

The motivation for the triple decomposition is the fact that vorticity cannot
distinguish between pure shearing motion and vortical motion, and strain rate cannot
distinguish between straining motion and shearing motion. The advantage of a triple
decomposition of the velocity-gradient tensor compared to a double decomposition
is the inclusion of pure shearing motion as one of the elementary motions of a fluid
element.

The outcome of the triple decomposition of the velocity-gradient tensor is
∇u = SRES +ΩRES +(∇u)SH , where the term (∇u)SH represents the pure shearing
motion, the term SRES represents the new strain-rate tensor which neglects the portion
of strain rate effected by shear and the last term ΩRES represents the new vorticity
tensor which neglects the portion of vorticity effected by shear.
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The new vortex identification criterion based on the outcome of the triple
decomposition of the velocity-gradient tensor is related to the vortex identification by
vorticity strength in the double decomposition. The newly determined scalar for vortex
identification is called ωRES and represents the corrected vorticity. The new criterion is
Galilean invariant, it requires no thresholds and the magnitude of the scalar represents
the strength of the rotational motion of a fluid element.

Although the influence of high-shear regions in the identification of vortex structure
regions is a currently discussed topic in flow field analysis, the understanding of it is
still not clear. Hence it is necessary to analyze the effects of shearing on vortex structure
identification and vortex dynamics.

2.2 Shear Layer Structures

One of the main characteristics of shear-layer structures is that shear regions are also
regions of high vorticity, comparable to vortex structures. Although most studies of
flow-field features are based on vortex-structure analysis due to their importance for
fluid dynamics, the significance of shear layers on vortex dynamics is not negligible.
Shear layers are of interest, for example in vortex generation, vortex-vortex interaction,
vortex-shear layer interaction, but also in the understanding of vortex structures and
their identification in flow fields.

The main Eulerian shear layer identification criteria are also based on the double
decomposition of the velocity gradient tensor ∇u.

As shear layer regions are defined as regions of high strain, the identification of shear
layers is based on the strain-rate tensor S, the symmetric part of ∇u. In order to identify
a shear layer, it is preferable to compute a scalar value that represents the strength of
the strain. One of the most important criteria is the Q criterion, i.e., the second invariant
of the velocity gradient tensor, which is typically used for the identification of vortex
regions, but can also be used to identify areas of high shear stress. It determines if a
point of a flow field is dominated by rotation, i.e., ‖Ω‖ > ‖S‖ → Q > 0, or by strain,
where ‖Ω‖ < ‖S‖ → Q < 0. Hence it follows that a point is identified as part of a
shear layer if Q < 0, where the norm stands for the Frobenius norm of Ω and S with

‖Ω‖ =

√
n∑

i,j=1

|Ωij |2 and ‖S‖ =

√
n∑

i,j=1

|Sij |2, respectively.

Another method was proposed by Haimes et al. [2], where an eigenvalue analysis of
the strain-rate tensor is applied. Since S is symmetric and positive, it has always three
real eigenvalues (λS1, λS2, λS3). The vector formed by the eigenvalues of S defines the
principal axis of deformation and the norm of the second principal invariant is used as
a measure of the shear. According to Haimes et al. [2], the rate of shear stress is defined
by:

SH =

√
(λS1 − λS2)2 + (λS1 − λS3)2 + (λS2 − λS3)2

6
. (1)

In this work, we use the criterion by Haimes et al. [2] since the criterion works directly
on the shear stress tensor and the outcome is a measure for the strength of shear stress
on a fluid element.
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Each of the criteria, Q and SH , is at least Galilean invariant. Furthermore, the
criterion of Haimes et al. [2] is also rotational invariant in contrast to the Q criterion,
where the result depends on the orientation of the reference frame (for more detailed
information see [3]). Another disadvantage of the Q criterion consists of its exclusive
behaviour, i.e., either a region is detected as a vortex or as shear layer. Thus, the cri-
terion decides which of both features, the vortex strength or the strain, dominates at a
point inside the flow. In our opinion, this makes the Q criterion actually insufficient for
the temporal exploration of shear layers, since they might undergo a roll-up process in
order to activate the generation of new vortices. This makes it necessary to know both
values, especially at points where both quantities are simultaneously present.

3 Identification of Vortex Generation in a Shear Layer

The present investigations are based on the results of a two-dimensional direct
numerical simulation of a subsonic mixing layer behind a flat plate [1]. The analyzed
case is isothermal with the Mach numbers MaI = 0.8 for the upper and MaII = 0.2
for the lower stream. The ratio of the streamwise velocities is UI/UII = 4 and the
temperatures of both streams are T = 280K . The Reynolds number Re = 1000 is
based on the inflow velocity of the upper stream UI and the displacement thickness δ1,I

of the upper stream at the inflow. All quantities are normalized with the displacement
thickness at the inflow of the upper stream δ1,I and the the according inflow velocity
UI .
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Fig. 1. Snapshot of the vorticity field of the 2D mixing layer behind a flat plate with UI
UII

= 4.

The wake of the plate consists of two shear layers of opposite sign, cf. figure 1. The
upper one, which is stronger starts to roll-up into vortices at x ≈ 60. Another observa-
tion is the merging of back-to-back vortex structure pairs at x > 80. The problem with
vorticity, used in figure 1, is that it cannot distinguish between vortices and shear layer.

For that purpose we use the methods introduced above, namely λ2 for vortex and SH

for shear-layer identification. According results for the snapshot in figure 1 are shown
in figures 2a and 2b, respectively.

The shear layer identification in figure 2a shows how the strong upper shear layer
disappears further downstream (note the obvious contrast to the vorticity in figure 1).
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Fig. 2. Visualization of a two-dimensional flow field downstream a flat plate. (a) Shear layer
visualisation with the approach of Haimes and display of vortex structures (lines), (b) λ2 (black
regions: λ2 < 0.05 ∗ (λ2)min; grey regions: 0.05 ∗ (λ2)min < λ2 < 0.001 ∗ (λ2)min and shear
layers (black lines: SH values between 0.03 and 0.27; grey lines: SH values between 0.006 and
0.012.

Inside the vortices, especially as they grow in strength, the shear develops a local mini-
mum. This has to be expected because a solid-body rotation in the vortex cores should
be shear-free. At the same time new shear is generated by friction at the edges of the
detected vortices and around them. This kind of behaviour has already been observed
earlier in the analysis of isolated vortices [4].

The present example also reveals the dependence of the results on the chosen
threshold. To show this, we have considered two different λ2 thresholds in figure 2b.
However, they indicate that the identification of the strong vortices in the downstream
part of the domain is independent of the chosen threshold. But the identification of the
first occurrence of a vortex is strongly threshold dependent. It may happen directly at
x = 0 or at any position further downstream, such that an objective definition is not
possible.

For the purpose of a better understanding and as a possible parameter for the identi-
fication of vortex formation in the present scenario we consider the amplification of the
fundamental disturbance and its higher harmonics in figure 3 (obtained from a Fourier
analysis of the flow field). This decomposition allows to identify the emergence of the
first structures out of very-small-amplitude instabilities. Initially, the fundamental fre-
quency dominates as this one is the most unstable in the upstream boundary layer. As the
wake of the flat plate is encountered beyond x = 0 the most unstable frequency shifts to
a three times higher value, cf. [1]. This is why the second harmonic (3 · f0) grows faster
there. At x ≈ 50 all modes of the disturbance spectrum finally saturate. This coincides
with the formation of the first observable local vorticity maximum within the shear
layer in figure 1. The distance of the ensuing individual vortices perfectly agrees with
the wave length of the according shear layer instability, i.e. the second higher harmonic.
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Fig. 3. Maximum amplitude of the streamwise velocity u′ downstream of the flat plate. The fun-
damental frequency and the two higher harmonics of the fundamental frequency are plotted.
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Fig. 4. Visualisation of streamwise evolution of vorticity, shear, residual vorticity and λ2 based
on the amplitudes of ωrms, Srms, ωRES,rms and λ2,rms at different x-positions designated in
figures 1, 2 and 5

A change occurs around x ≈ 87 where the fundamental frequency supersedes the
second harmonic again. This can be associated to the vortex pairing between neighbour-
ing vortices in the instantaneous pictures. Note that the fundamental herewith becomes
a subharmonic of the second harmonic. The consideration of figure 3 confirms that the
emergence of vortices from the free shear layer is a continuous process that starts at very
low amplitudes such that the threshold-sensitivity of the vortex identification scheme is
not a failure of the latter but rather a true consequence of the underlying physics.
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on the amplitudes of ωrms, Srms, ωRES,rms and λ2,rms at y = 0

In figures 4 and 5 we discuss the streamwise evolution of vorticity ω, shear SH ,
residual vorticity ωRES , and −λ2 further. The idea is to show the interplay between
vorticity, shear and vortical motion from the initial formation of vortices until the
beginning of the pairing stage. For these plots the mean flow has been subtracted and the
fluctuation amplitudes are shown as root-mean-square (rms) values. A similar analysis
could be performed for instantaneous data but here we confine ourselves to the average.

Figure 4 presents vertical cuts through the data at x = const while figure 5 follows
the amplitudes at y = 0 in streamwise direction. Initially, vorticity and shear are iden-
tical and the vortex criteria remain at negligible values, which confirms our statements
made further above. The first vertical cut shown in figure 4a clearly depicts the ampli-
tude of a shear-layer instability. At the next station, the shear maximum at y = 0 starts
to decrease with respect to vorticity. As the vortex criteria start to grow at the same time,
we see that the emergence of vortices has started now. At x = 65 a changeover takes
place: shear SH and residual vorticity ωRES become equally large. This corresponds
to the emergence of a clear vorticity ‘blob’ in figure 1 and one might think about sug-
gesting this cross-over point as a possible unbiased criterion for the first occurrence of
a vortex out of a shear layer. What follows is a dominance of the residual vorticity over
shear inside the mixing layer which indicates that the latter has been split into vortices.
The widening of the mixing layer in y-direction and the continuous decrease of the
maxima further downstream is due to the averaging process when computing the rms
over many individual vortices. A second increase of the shear maximum after x ≈ 80
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can be attributed to the generation of new shear layers that surround the individual
vortices which has already been mentioned in connection with figure 2a. An additional
growth occurs in-between neighbouring vortices before they merge because of the high
friction there. This contributes to the increase of SH,rms as well.

4 Conclusion

Although the focus of research was on vortex structures for decades, discussions about
the importance of shear regions in the identification of vortex structures revealed the
relevance of shear in the understanding of the vortex dynamics and flow field analysis.
As shown in section 2.2 it is possible to define an additional type of coherent structure,
in this case the coherence is based on shear. The example in section 3 shows the im-
portance of shear layer structures in the formation of new vortex structures, hence the
mechanism is a roll-up of the shear layers caused by instabilities. Thus, the formation
of a vortex structure is a successive process, the additional observation of shear layers
and the amplification of shear layer instabilities in the analysis of vortex formation, as
shown in figures 4 and 5, is a promising method in the investigation of vortex dynamics
and yields deeper insights into the dynamics of vortex formation out of a shear layer and
the further development of these vortices, as the observations are based on a threshold
independent method. Our next step will be a more detailed analysis of vortex merging
using the methods presented here.
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Summary

The global linear stability of compressible flow in the leading-edge region of a swept
wing is studied using an iterative eigenvalue method. This method was implemented via
a Jacobian-free framework where direct numerical simulations provide computed flow
fields as the required input. It has been found that the investigated leading-edge flow is,
over a selected range of flow parameters, most unstable to instabilities of the crossflow
type. Our results further confirm that convex leading-edge curvature has a stabilizing
influence on this flow.

1 Introduction

A thorough understanding of compressible flow around swept wings is essential for
the aerodynamic design of high-performance aircraft. In particular, the details of the
transition process from laminar to turbulent fluid motion, which causes an increase
in drag and a loss of flight performance, play a major role in the description of this
flow. Four types of instability mechanisms have been suggested to trigger transition:
the amplification of perturbations in the swept attachment-line boundary layer, denoted
as attachment-line instabilities, the amplification of crossflow vortices in the three-
dimensional boundary layer downstream of the attachment line, known as crossflow in-
stabilities, streamwise instabilities (Tollmien-Schlichting waves) in the boundary layer
even further downstream and the amplification of vortices over concave surfaces, de-
noted as centrifugal instabilities (see, e.g., [1, 2]). Above a critical sweep angle, this
transition process is dominated by attachment-line and crossflow instabilities in the
leading-edge region [3], where convex curvature is known to have a stabilizing effect
on the flow [1, 4]. Hence, sweep and leading-edge curvature play an important role for
the stability of flow around a swept wing, and it is the focus of this investigation to
study the influence of convex leading-edge curvature on the global stability of the flow.

The need for a global stability approach stems from the fact that, owing to the three-
dimensional character of swept leading-edge flow, a separation of the wall-normal and
the chordwise direction is not possible. Furthermore, attachment-line and crossflow
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instabilities are known to coexist in the leading-edge region under realistic conditions
and, thus, have to be treated simultaneously. This has been recently confirmed by Mack
et al. [5] who established a connection between the two instability mechanisms by pre-
senting a combination mode whose amplitude distribution exhibits typical characteris-
tics of both attachment-line and crossflow modes. The necessity of a global approach
combined with a rather large computational domain leads to a large-scale stability prob-
lem which requires the application of iterative techniques [6, 7]. Among these tech-
niques, Krylov methods have been successfully applied to study the hydrodynamic sta-
bility of incompressible (e.g. [7, 8]) as well as compressible flows (e.g. [5]).

1.1 Flow Configuration

Our investigations are based on the flow configuration displayed in Fig. 1b, where the
leading-edge region of a wing (see Fig. 1a in dark grey) was modeled by a parabolic
body of infinite span. The flow model further consists of a three-dimensional body-fitted
grid (in grey) mapped about this parabolic body; the local Cartesian coordinate system
is given by the x-direction, the y-direction and the spanwise z-direction pointing along
the attachment line, and the local parabolic coordinate system consists of the chordwise
ξ-direction and the normal η-direction. The leading-edge radius of the parabolic body is
denoted by R. The incoming flow impinges on the body with a velocity q∞ and sweep
angle Λ yielding a sweep velocity w∞; a zero angle of attack is considered.

x

y

z
q∞

w∞
Λ

R x

y
z ξ

η

q∞

w∞
Λ

R

(a) (b)

attachment line

leading-edge region

Fig. 1. (a) Sketch of a swept wing showing the attachment line (in black), the leading-edge region
(in dark grey), the incoming velocity q∞ and the sweep angle Λ yielding a sweep velocity w∞
as well as the local Cartesian coordinate system. (b) Sketch of our three-dimensional flow model
displaying the relevant flow parameters, the coordinate systems and the grid-point distribution.

We define a viscous length scale δ = (ν/S)1/2, a sweep Reynolds number
Res = w∞δ/ν and Mas = w∞/c∞ with ν, S and c∞ as the kinematic viscosity, the
strain rate at the wall and the speed of sound, respectively. Alternatively, this Reynolds
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number Res can be reformulated to show an explicit dependence on the leading-edge
radius R and the sweep angle Λ

Res =
(
v∞R
2ν

)1/2

tanΛ, (1)

where v∞ is the wall-normal velocity [4].

1.2 Governing Equations and Numerical Method

The flow is governed by the compressible Navier–Stokes equations, the equation of state
for a perfect gas, Fourier’s law for the thermal conductivity and Sutherland’s law (at am-
bient conditions) for the viscosity. A constant specific heat ratio γ = 1.4 and constant
Prandtl number Pr = 0.71 is considered. The equations are formulated based on pres-
sure p, Cartesian velocities (u, v, w) and entropy s, and are solved on a time-dependent,
curvilinear and non-uniformly distributed grid, with a clustering of grid points towards
the wall as well as in the leading-edge region, as displayed in Fig. 1b.

In the wall-normal direction, the computational domain is bounded by a detached un-
steady bow shock which is incorporated via a shock-fitting mechanism. Along the sur-
face of the body no-slip boundary conditions and adiabatic wall conditions are applied.
At the chordwise edges of the computational domain, non-reflecting outflow conditions
are imposed, and, under the assumption of infinite span, periodic boundary conditions
are used in the z-direction.

Our computations are based on direct numerical simulations (DNS), where the gov-
erning equations are solved using a characteristic-type formulation [9]. Within this for-
mulation, the convective terms of the equations are discretized employing a fifth-order
compact upwind scheme, and the dissipative and diffusive parts are computed via a
sixth-order central compact scheme (see [5, 10] for details on the implementation of the
direct numerical simulation).

2 Global Stability Analysis

The complexity of our flow configuration requires us to compute the steady state
φ0(x, y, z) = (p0, u0, v0, w0, s0)T prior to the subsequent global stability analysis.
For this reason, direct numerical simulations are performed to integrate the governing
equations in time, and, due to the assumption of periodicity in the spanwise z-direction,
a two-dimensional base flow φ0(x, y) is sought. Furthermore, since φ0(x, y) is stable
to two-dimensional perturbations, a simple time-integration based on a Runge-Kutta
method can be used to compute it. As an example, the obtained base flow forRes = 800
as well as selected profiles of the spanwise velocity w, which illustrate the boundary-
layer growth in the chordwise ξ-direction, are displayed in Fig. 2.

Applying linear stability theory, a three-dimensional small-amplitude perturbation
field εφ′ = ε(p′, u′, v′, w′, s′)T is superimposed onto this base flow.

φ(x, y, z, t) = φ0(x, y) + εφ′(x, y, z, t) (2)
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Fig. 2. (a) Streamlines (in grey) and pressure field [in Pa] of the computed steady base flow
for Res = 800 and Mas = 1.25; a leading-edge radius of R = 0.1 = 508δ [in m], where
δ = 1.97 · 10−4 m, has been used. The resolution is 128 × 255 points in the normal η-direction
and the chordwise ξ-direction, respectively (attachment line in black). (b) Spanwise velocity w
at selected positions in the positive ξ-direction; δ99 denotes the thickness of the boundary layer
along the attachment line.

For the global stability approach, we assume the disturbance field φ′(x, y, z, t) of the
form

φ′(x, y, z, t) = φ̃(x, y)ei(βz−ωt), (3)

where φ̃(x, y) and β denote the complex amplitude and the real spanwise wavenum-
ber of the perturbation, respectively, and ω = ωr + iωi represents its temporal long-
term evolution. After an appropriate discretization in space, the discrete global stability
problem can then formally be written as

ω φ̃ = J(φ0) φ̃, (4)

where J(φ0) represents the n × n linear stability matrix (the Jacobian matrix), i.e.
the discretized Navier–Stokes equations linearized about the (discrete) basic state φ0;
n = 5nξnη is the dimension of the eigenvalue problem with nξ and nη as the number
of grid points in the chordwise ξ- and the normal η-direction, respectively. For large-
scale stability problems, the direct solution of this eigenvalue problem is prohibitively
expensive, and iterative solution techniques have to be employed to extract pertinent
stability information (see, e.g., [7] for a discussion on the solution of global eigenvalue
problems).
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2.1 DNS-Based Krylov Technique

The algorithm to accomplish this task is the implicitly restarted Arnoldi method
(IRAM), a Krylov subspace technique presented by Sorensen [11]. This method
constructs an orthonormal basis Vm = [v1,v2, . . . ,vm] of the Krylov subspace
Km(φ′,J(φ0)) which is then used to decompose the stability matrix J in the following
way:

JVm = VmHm + fmeT
m. (5)

Herein, Hm denotes an m-dimensional upper Hessenberg matrix (with m � n), fm is
the residual vector orthogonal to the basis Vm, and em represents a unit-vector in the
m-th component.

The eigenvalues {θj} of the Hessenberg matrix Hm, the so-called Ritz values, are
approximations of the eigenvalues {λj} of the matrix J, and the associated eigenvectors
x̃j of J, the so-called Ritz vectors, can be calculated using the orthonormal basis Vm

as
x̃j = Vmyj , (6)

where yj denotes the eigenvector of Hm associated with the eigenvalue θj . In general,
some of the Ritz pairs (x̃j ,θj) closely approximate the eigenpairs (φ̃j ,ωj) of J, and
the quality of this approximation usually improves as the dimension m of the Krylov
subspace sequence Km increases. In order to avoid memory problems and numerical
errors asm increases, the Arnoldi method is implicitly restarted from the k desired Ritz
pairs (see [11] for details).

This class of subspace techniques benefits from the fact that they only require the
action of the Jacobian matrix J(φ0) onto a given velocity field φ′. These matrix-vector
products can readily be obtained from direct numerical simulations via

J(φ0)φ′ ≈ F(φ0 + εφ′) − F(φ0)
ε

, (7)

where ε is a user-specified parameter, chosen as ||εφ′||/||φ0|| = ε0 = 10−8, and F
represents the discretized right-hand side of the nonlinear Navier–Stokes equations.
This first-order finite-difference approximation allows a Jacobian-free framework where
right-hand side evaluations from direct numerical simulations (DNS) provide the input
for the iterative stability solver. For a detailed description of this DNS-based Krylov
technique including a discussion on the choice of the parameter ε0 see [12].

3 Results

The DNS-based global stability solver was employed to investigate the global stability
of computed base flows for selected sweep Reynolds numbersRes. The remaining flow
parameters are Mas = 1.25 and Tw = 728K (adiabatic wall), and selected values
for the disturbance wave number β = 2π/Lz were used, with Lz as the fundamental
length scale, non-dimensionalized by δ, in the spanwise z-direction; the resolution was
128 × 255 points in the normal η- and the chordwise ξ-direction, respectively. For the
implicitly restarted Arnoldi method m = 90, k = 36 and a tolerance tol = 10−4 have
been identified as an efficient choice.
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3.1 Spectrum and Global Modes

The investigated flow configuration comprises a multitude of physical processes which
will be reflected in the full global spectrum. Mack et al. [5] found that shear modes
which express the flow characteristics in the three-dimensional boundary layer are most
unstable to three-dimensional perturbations for the sweep Reynolds number Res =
800. Their computed discrete eigenvalues for the disturbance wave numbers β = 0.105,
0.143, 0.224, 0.262 and 0.314 are shown in Fig. 3b. These eigenvalues appear double,
which is a consequence of the symmetry of the flow, and represent the most unsta-
ble part of the particular global spectrum. The associated eigenfunctions v(x, y, z) =
Real{ṽ(x, y) (cosβz + i sinβz)} of the three depicted eigenvalues of the β = 0.105
branch (B1,B2,B3) are displayed in Fig. 3a.
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Fig. 3. Results from the global stability analysis: (b) most unstable eigenvalues of the temporal
global spectrum for selected values of β (ωr describes the frequency and ωi the corresponding
growth rate of the perturbation, unstable half-plane in grey); (a) three associated global modes
for β = 0.105 displaying the velocity distribution v(x, y, z) = Re{ṽ(x, y) (cos βz + i sin βz)}
of three eigenvalues depicted in (b). The normalized eigenfunctions are plotted using iso-surfaces
with a value of 10−2 vmax. (c) Temporal spectra for selected values of the sweep Reynolds num-
ber Res and β = 0.143. The dashed line in (b) and (c) indicates the evolution of the maximum
growth rate.

The slowest-moving global mode (see Fig. 3a, B1) constitutes a combination mode
which reveals the same connection between attachment-line instabilities and crossflow
vortices as the combination mode (for β = 0.314) presented in [5]. Its amplitude dis-
tribution also exhibits a two-dimensional attachment-line structure while connecting to
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the crossflow pattern, known as co-rotating vortices that nearly align with the external
streamlines, further downstream from the leading edge of the wing. Fig. 3a additionally
displays the most unstable (B2) as well as a fastest-moving global mode (B3). Fig. 3a
further shows that faster moving global modes exhibit a more pronounced crossflow
component and the dominant part of the global mode lies further downstream from the
stagnation line which is in accordance with the findings in [5].

The global boundary-layer modes for β = 0.105 shown in Fig. 3b feature a dis-
turbance frequency ωr ranging from −0.091 to 18.3, where the maximum growth rate
ωi = 1.90 is achieved for a frequency ωr = 9.80. This maximum growth rate increases
as β is increased before decaying again, and in their parametric study, Mack et al. [5]
obtained a maximum modal growth for a spanwise wavenumber of β = 0.213. In gen-
eral, the rather large growth rates of the boundary-layer modes can be explained by the
inflectional nature of the crossflow instability, since instabilities based on inflectional
profiles can be inviscidly unstable.

3.2 Influence of Res

The influence of the sweep Reynolds number Res on the global stability of the flow
is demonstrated in Fig. 3c, and, as expected, a stabilizing effect of convex surface cur-
vature was obtained as Res is decreased from 1000 to 400. This observation is in ac-
cordance with the experimental findings in [1] and the theoretical studies on the effect
of leading-edge curvature in [4]. Our results also indicate that the frequency ωr of the
computed unstable global modes of the crossflow type decreases as Res is decreased
(see Fig. 3c, dashed line).

4 Conclusions

A DNS-based global stability solver was successfully applied to assess the global spec-
trum of compressible flow in the leading-edge region of a swept wing modeled by a
parabolic body. It was found that, for the investigated parameter choices, boundary-
layer modes of the crossflow type characterize the dominant instability mechanism, and
convex surface curvature has a stabilizing effect on them. A combination mode dis-
playing the typical features of both local crossflow vortices and local attachment-line
instabilities was computed which is in accordance with the findings in [5]. In summary,
it was shown that global stability analysis in conjunction with DNS-based Krylov tech-
niques is capable of addressing the global stability of complex flow problems.
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Summary

For decades the stability of nearly parallel shear flows was primarily analyzed
employing the Orr-Sommerfeld-Equation (OSE). We show that the OSE is solely based
on three symmetries of the linearized Navier-Stokes-Equation for two-dimensional per-
turbations. In fact, the OSE is a similarity reduction using the latter three symmetries.
Though rather successful in boundary layer flows the OSE does not give proper results
for the plane channel flow with the classical parabolic flow profile. For this special
case we found a new symmetry. It leads to a new ansatz considerably distinct from the
OSE with two new similarity variables. We analyzed the scope in which the new ansatz
could be used. Finally, we derived a technique to solve the equation via the new ansatz
function.

1 Introduction

We consider a parallel base flow (U(y), 0, 0)T with a two-dimensional perturbation of
the form (u(x, y), v(x, y), 0)T . Assume that the Navier-Stokes-Equation holds for the
base flow. For the perturbated flow, we get the following set of equations:

∂u

∂t
+ U(y) · ∂u

∂x
+ v · dU

dy
+
{
u · ∂u
∂x

+ v · ∂u
∂y

}
= −1

�
· ∂p
∂x

+ νΔu, (1)

∂v

∂t
+ U(y) · ∂v

∂x
+
{
u · ∂v
∂x

+ v · ∂v
∂y

}
= −1

�
· ∂p
∂y

+ νΔv, (2)

∂u

∂x
+
∂v

∂y
= 0. (3)

Introducing a stream function ψ with u = ∂ψ
∂y and v = −∂ψ

∂x eliminates the continuity
equation. Finally, applying the curl gives us equation (4).

∂

∂t
Δψ − d2U

dy2
· ∂ψ
∂x

+ U · ∂
∂x
Δψ + ∇ × (∇ψ ·Δψ) = νΔΔψ (4)

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 257–264.
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Mostly we will consider the linearized equation for our further considerations.

∂

∂t
Δψ − d2U

dy2
· ∂ψ
∂x

+ U · ∂
∂x
Δψ = νΔΔψ (5)

We will show how equation (5) systematically leads to the Orr-Sommerfeld-Equation
using symmetry analysis. We found one additional symmetry for the parabolic channel
flow. This extended set of symmetries leads to a new ansatz function different from
the normal mode ansatz. The structure of the new ansatz function has some properties
which could be of great interest for the stability theory of channel flows.

2 Symmetry Analysis

Symmetries are an important tool to analyze differential equations. They map the
solution manifold of a DE into itself. One point symmetries can be found by means
of the Lie-Algorithm [4]. With the help of symmetry analysis, solutions of DE can be
found, e.g. using invariant solutions. We say that a solution of a DE is invariant with
respect to a symmetry if it is mapped onto itself by this symmetry. For ordinary differ-
ential equations, the general solution can be found using symmetry analysis. In the case
of partial differential equations we may for the most cases only expect to find special
solutions [1, 4].

In the field of fluid mechanics experience has shown that many flows turn out to be
invariant under certain symmetries. Also many classical ansatz functions turn out to
be invariant under special symmetries. In particular we will show that this is the case
of the ansatz leading to the Orr-Sommerfeld-Equation. The present symmetry analysis
was done using the GeM package of Cheviakov [3] and the DESOLVE package of
Carminati and Vu [2].

2.1 Symmetries Leading to the Orr-Sommerfeld-Equation

For general flow profiles U(y), equation (5) has three symmetries with the following
infinitesimals:

X0 = f(x, y, t)∂ψ (6)

X1 = ∂x (7)

X2 = ∂t (8)

X3 = ψ∂ψ (9)

(7) and (8) correspond to translation invariances in x-direction and time. (9) is a scaling
symmetry in ψ which is a consequence of the linearity of equation (5). The symmetry
(6) refers to the superposition principle of any linear DE since f is a solution of the
original equation under investigation, here (5). Note that this is also always implied in
the OSE. Still it will be always employed subsequently without explicitly mention any
more. We formulate a general symmetry as a combination of (7)-(9): X := αX1 +
X2 + γX3 with α, γ ∈ C. The respective invariant solution is given by

ψ = f(y, x− αt)eγt (10)
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with f(ξ, η) : R2 → R. Inserting (10) into (5) gives us

(U − α)
∂

∂η
Δf + γΔf − U ′′fη = νΔΔf. (11)

This equation admits the scaling symmetry X̃1 = f∂f as well as the translation
symmetry X̃2 = ∂η. We repeat the procedure leading to (10). We choose f to be invari-
ant under the symmetry δX̃1 + X̃2 and after renaming the constants, we get an ansatz
which we can write as

ψ = f(y)eiα̃(x−ct) (12)

with α̃, c ∈ C. This ansatz leads directly to the Orr-Sommerfeld-Equation (13)
[5, pp.424-429].

(U − c)
(
d2

dy2
− α̃2

)
f =

1
iα̃Re

(
d2

dy2
− α̃2

)2

f (13)

In other words, the OSE is derived from a successive symmetry reduction of the
linearized Navier Stokes Equation each time using the full set of admitted symmetries.
Note that this holds true for both viscous and inviscid case and is usually referred to as
normal mode or modal Ansatz.

2.2 Additional Symmetries for the Channel Flow

For an inviscid parabolic base flow of the form U(y) = a · (y + b)2 + d, we found one
additional symmetry:

X4 = (2d · t− x)∂x − (y + b)∂y + t∂t (14)

This symmetry does also occur in other formulations of problem (5), e.g. using
velocities and pressure (3 equations) or using the stream function and pressure
(2 equations).

3 The Channel Flow

3.1 Rescaling

In the present subsection we consider a parabolic channel flow of the form

U : [−h/2, h/2] → R y → Umax

(
1 −
(

2y
h

)2
)

(15)

with Umax = − ∂p
∂x

h2

8η where η is the dynamic viscosity (see also [6, p.183]) We define
a characteristic velocity and the respective Reynolds number as

u2
τ := − ∂p

∂x
· h
�

, Reτ :=
uτh

ν
, (16)
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where ν is the kinematic viscosity. We rescale the variables with

x̃i := xi · 2
h

, ũi := ui · 1
Umax

(17)

p̃ := p · 1
�U2

max

, t̃ := t ·Reτ
uτ

4h
, ψ̃ := ψ · 2

Umaxh
. (18)

Then, equation (4) and (5) hold for the dimensionless variables. In place of ν, we then
write 1/Re, where Re is the Reynolds number Re = Umax·h

2ν . The base flow transforms
to U : [−1, 1] → R with

Ũ(ỹ) = 1 − ỹ2. (19)

We see that the dimensionless time t̃ is obtained by multiplication of twith the Reynolds
number Reτ . Hence the gradient ∂/∂t scales with the Reynolds number. Thus for a
possibly unstable flow the instability grows faster for high Reynolds numbers.

Henceforth, we will just work with the dimensionless formulation and all tildes will
be omitted.

3.2 Invariant Solution

We consider equation (5) in the inviscid case (ν = 0) with the base flow U : [−1, 1] →
R : y → 1 − y2. This equation has the Lie-Point-SymmetriesX1, X2, X3 and X4 (see
(6)-(9) and (14)). We thus can formulate the following general symmetry

X := α∂x + δ∂t + βψ∂ψ + γ((2t− x)∂x − y∂y + t∂t) (20)

The case γ = 0 is not interesting for us as it is treated in the Orr-Sommerfeld-Equation.
Hence we rescale X such that γ = 1. All invariant solutions ψ of (5) with ν = 0
respective to (20) are of the following form:

ξ := (t+ δ)(x− t+ δ − α) (21)

η := y(δ + t) (22)

ψ := (δ + t)βf(ξ, η) (23)

with f : R2 → R. Inserting ansatz (21)-(23) into equation (5) gives us the linear PDE
of third order (24)

(
(ξ − η2)

∂

∂ξ
+ η

∂

∂η
+ (2 + β)

)
Δf + 2

∂f

∂ξ
= 0. (24)

This equation has no further symmetries except the scaling symmetry in f . In the sequel,
we analyze solutions which are invariant under (20) and present ways to find solutions
which fulfill the boundary conditions of the channel flow.
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3.3 Interpretation of Invariant Solution

Suppose we have a solution ψ which is invariant under symmetry (20). Then, the two
velocities u and v can be written as

u =
∂ψ

∂y
= (δ + t)β+1 ∂f

∂η
(25)

v = −∂ψ
∂x

= −(δ + t)β+1 ∂f

∂ξ
(26)

where ξ and η are defined in (21) and (22). We search for paths (x(t), y(t)) which
satisfy ξ(x(t), t) = ξ0 and η(y(t), t) = η0, in other words which are constant on ξ and
η. These paths are given by

(
x(t)
y(t)

)
=
( ξ0

t+δ + t− δ + α
η0

t+δ

)
. (27)

The linear component in x(t) suggests a traveling wave solution. Applying the rescaling
conditions shows that the travelling wave would have a velocity of Umax. The compo-
nent 1

t+δ suggests a solution with steepening gradients. On the paths given by (27), the
amplitude of u, v increases with (δ + t)β+1 (see (25) and (26)). Thus, depending on β,
on the paths (27) an algebraic growth or decay of the velocities can be observed.

With the steepening of gradients both in x- and y-direction the effect of viscosity
increases in time. This is also inherently given in the equation which we get if we insert
ansatz (21)-(23) into the dimensionless form of equation (5) with ν �= 0:

((ξ − η2)
∂

∂ξ
+ η

∂

∂η
+ (2 + β))Δf + 2

∂f

∂ξ
=

(δ + t)3

Re
ΔΔf. (28)

Thus it seems useful to divide the life of the flow into a period where similarity and thus
ansatz (23) holds, i.e. (δ+ t)3 � Re, and into a later period where the gradients are too
high for the inviscid assumption. Then, the viscous term on the right side of equation
(28) equilibrates one or several terms on the left hand side. This is of course not fully
valid since t appears as a parameter and similarity is broken in a strict sense. Still, the
importance of viscosity becomes apparent.

Further inserting ansatz (21)-(23) into the fully non-linear equation (4) shows that
the nonlinear terms decay algebraically with β = −3. If viscosity is also employed the
limits for the temporal validity of the solution hold true as given above.

(
(ξ − η2)

∂

∂ξ
+ η

∂

∂η
+ (2 + β)

)
Δf + 2

∂f

∂ξ

−(δ + t)β+3 · ∇ × (∇f ·Δf) =
(δ + t)3

Re
ΔΔf (29)

It remains to be shown if it is possible to formulate an eigenvalue problem for β for
the linear inviscid case. As a result, one could make a statement about the order of the
algebraic growth or decay of disturbances.
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3.4 Taylor Expansion

In the following section, we will present a possible procedure to solve (24) via Taylor
expansion of f in η.

f(ξ, η) =
∞∑

n=0

ηnan(ξ) (30)

We insert this expansion into equation (24). Collecting powers in η gives an infinite
system of ordinary differential equations of third order. For n ∈ {0, 1} we get

ξa′′′n + (2 + n+ β)a′′n − (n+ 1)(n− 2)a′n
+(n+ 1)(n+ 2)ξa′n+2 + (n+ 1)(n+ 2)(2 + n+ β)an+2 = 0 (31)

and for n ≥ 2 we get

−a′′′n−2 + ξa′′′n + (2 + n+ β)a′′n − (n+ 1)(n− 2)a′n
+(n+ 1)(n+ 2)ξa′n+2 + (n+ 1)(n+ 2)(2 + n+ β)an+2 = 0 (32)

The system of ODEs (31) and (32) can be splitted into one system of odd and one
system of even indices. The systems of ODEs can iteratively be solved if a0(ξ) and
a1(ξ) are known.

For even indices, we will give a semi-closed solution. Assume that a0(ξ) = ξm and
m+ β + 1 ≥ 1. Then we get

a2(ξ) :=
1
2!

(
m

m+ 1 + β
· ξm−1 − m(m− 1)

1
· ξm−2

)
(33)

and for n ≥ 2

am
2n(ξ) :=

n∑
k=1

((
n+k−1∏

l=0

(m− l)
)(

n−k∏
l=1

1
m+ β + l

)
bn,kξ

m−n−k

)
(34)

with the following iterative scheme for the coefficients bn,k

bn+1,1 := (2n+ 1)(2n− 2)bn,1 (35)

bn+1,k := (2n)(2n− 1)bn−1,k−1 − bn,k−1 + (2n+ 1)(2n− 2)bn,k (36)

bn+1,n+1 := −bn,n (37)

The first elements of bn,k are given by

b2,1 := 4, b2,2 := 1 (38)

b3,1 := 16, b3,2 := −6, b3,4 := −1 (39)

It remains to verify under which conditions for β, n and m the resulting series (30)
converges uniformly. Furthermore, consistency with the initial conditions has to be
investigated.
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3.5 Boundary Conditions

For the channel flow with inviscid perturbations we have the boundary conditions
v|y=±1 = 0. Applying these conditions to ansatz (21)-(23) gives us ∂f

∂ξ = 0 for all
(ξ, η) (see also (26)). As a consequence, (24) degenerates to

η
d3

dη3
f + (2 + β)

d2

dη2
f = 0. (40)

For β /∈ {−2,−1, 0} (40) has the general solution f = C1η
−β + C2η + C3. The

resulting field of perturbations

u = −C1βy
−β−1 + C2(δ + t)β+1 (41)

v = 0 (42)

does not give any valuable results, as the first term of u is stationary and the second
term does not depend on space. Furthermore, all velocities in y-direction vanish. As a
consequence, we do not apply boundary conditions directly on ansatz (23), but on the
superposition of solutions of (23) for different β.

As (5) is a linear equation, we can apply superposition. We say that our general
solution ψ is the sum of invariant solutions ψi under the symmetries Xi with the 3-
tuples (α, β, δ)i

ψ =
∑

i

ψi. (43)

We use the Taylor expansion (30) for fi

ψi = (δ + t)βi · fi (ξ, η) (44)

= (δ + t)βi ·
∞∑

n=0

ηnai,n(ξ). (45)

Now, we can formulate conditions for ai,n(ξi). Suppose the series (43) converges
uniformly. Then the boundary conditions can be rewritten as follows:

−v|y=1 =
∞∑

n=0

∑
i

(δi + t)βi+n+1a′in(ξi) = 0 (46)

−v|y=−1 =
∞∑

n=0

(−1)n
∑

i

(δi + t)βi+n+1a′in(ξi) = 0 (47)

Substraction and addition of (46) and (47) allows us to split boundary conditions into
one condition for ai,n with even n and one condition for ai,n with odd n:

∑
i

∞∑
n=0

(δi + t)βi+1+2na′i,2n(ξi) = 0 (48)

∑
i

∞∑
n=0

(δi + t)βi+2+2na′i,2n+1(ξi) = 0 (49)
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We define an equivalence relation ∼ by βi ∼ βj ⇔ (βi − βj) ∈ 2Z. The boundary
conditions (48) and (49) act on each equivalence class separately. Assume that αi =
α = const. and δi = δ = const. Collecting powers in (48) and (49) gives us the follow-
ing boundary conditions for every equivalence class [β0].

(∀m ∈ Z)
∑

βi−β0+2n=m
2n≥0
βi∼β0

a′i,2n(ξ) = 0 (50)

(∀m ∈ Z)
∑

βi−β0+2n=m
2n≥0
βi∼β0

a′i,2n+1(ξ) = 0 (51)

Thus, solving the superposition problem with boundary conditions reduces to finding
ai,0(ξ) such that (50) and (51) are satisfied with and such that the Taylor expansion
converges uniformly with the solution (34).

4 Conclusion

We analyzed the symmetries of the linearized equation for stability theory of
parallel flows. We showed that there are three basic symmetries which lead to the Orr-
Sommerfeld-Equation. We also showed that for the parabolic channel flow, there is one
additional symmetry. This symmetry in combination with the three basic symmetries
leads to a completely new Ansatz function. The algebraic growth of the perturbations
as well as growth of the viscous terms is inherently given in this Ansatz. We gave
one expansion of the invariant function and reformulated the boundary conditions with
respect to this expansion.
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Summary

This paper describes different actuators for delaying laminar-turbulent
transition by active boundary layer control. Since transition on an unswept
2D wing is initiated by Tollmien-Schlichting instabilities, friction drag can be
reduced by attenuation of these waves. The performed experiments are based
on earlier investigation with single spanwise as well as streamwise cascaded ac-
tuation. As a consequent step and essential part of this work actuator arrays
consisting of slots and oscillating surface membranes for spatially distributed
actuation were developed. A single spanwise sensor actuator system was applied
to a glider, because flow instabilities of free atmosphere can not be simulated in
wind tunnel experiments. In this way the method of active TS wave attenuation
could successfully be verified under actual flight conditions.

1 Introduction

A delay of laminar-turbulent boundary layer transition on a wing can lead to
significant reduction of skin friction drag. The experimental approach is active
cancellation of naturally occurring Tollmien-Schlichting (TS) waves. The Active
Wave Control (AWC) method is based on the superimposition principle and
was already applied in earlier investigation [6, 2]. Streamwise amplification of
naturally occurring TS waves is prevented by superimposition of these waves with
artificially generated counter waves. Therefore, highly sensitive surface sensors
and a fast and powerful actuator are required. The actuation signal is calculated
in real time by a closed loop controller out of an upstream acquired reference
signal. For effective damping of TS waves the performance of the actuator that
introduces counter waves into the flow is crucial. It is required to generate counter
waves of a suitable wavelength, frequency range and amplitude. A short actuator
response time is necessary for instant reaction to non-periodic instabilities and to
minimise the distance between actuator and reference sensor. Different principles
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Fig. 1. Actuation Principles: a) Single Spanwise Actuation, b) Spatial Actuation

of actuation were applied: a slot-type suction-blowing system and membrane
actuators.

The extension from one sensor-actuator-system to a sequence of streamwise
repeated actuator arrays allows for extended transition delay because reamplifi-
cation of TS waves is retarded [5]. The aim was to perform spatially distributed
actuation. This principle requires travelling-wave actuators like a flexible surface
membrane which can be deflected at different positions.

2 Experimental Setup and Base Flow

Wind tunnel experiments were conducted with an unswept two-dimensional wing
model with a symmetrical NACA0008 airfoil (c=1300mm) in a low turbulence
wind tunnel. Different sensors and actuators could be attached to an exchange-
able wing module. Base flow investigation at u∞ = 20m/s (Rex = 0.7 ·106) with
a single hot-wire probe have shown a boundary layer thickness of 3mm within
the range of transition (fig. 2). TS wave packages propagating downstream are
most clearly detected at 0.1mm normal to the wing’s surface, fig. 3a). Fig. 3b)
shows the spectrum of the time signal next to the wall (y = 0.1mm). It can be
seen that actuators have to cope with amplified TS frequencies between 200Hz
and 600Hz. From correlation measurements a convection speed of TS waves of
approximately 8m/s to 10m/s was determined, depending on the chord position.

For flight experiments a laminar wing glove was mounted on a Grob G103
glider. An actuator and surface sensors were integrated into the wing glove.
Flow conditions were monitored by an electronic Prandtl tube, a static pressure
transducer and a thermocouple. Basic flight measurements were performed to
determine pressure distribution, transition region and TS frequency range [3].
The pre-flight experiments were carried out in the same low turbulence wind
tunnel as mentioned above.

Surface mounted hot-wires (SHW) with 5μm in diameter served as sensors for
detection of very small velocity fluctuations within the boundary layer in wind
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Fig. 2. Boundary Layer Velocity Profiles at Centerline for u∞ = 20m/s

Fig. 3. Velocity Fluctuations within Transition Region: a)Time Traces (x=656mm,

centerline), b) Natural Frequency Spectra for x=656mm; y=0.1mm

tunnel experiments as well as in flight measurements. They generate negligible
surface roughness and provide a high signal-to-noise ratio as well as a 30kHz cut-
off frequency. For all experiments a multi-channel CTA, a fast dSPACETMdigital
signal processor and multi-channel amplifier for driving the actuators were used.
Additionally, a single hot-wire probe was attached to a traversing unit for inves-
tigating the wind tunnel boundary layer flow.

3 Slot and Membrane Actuator Arrays

Conventional actuators only actuated spanwise on a fixed chord position
(fig. 1a)). With an extension to a spatially distributed actuation it should now
be possible to deflect a certain ’active’ surface area for TS wave damping.
A slot actuator array for spatial actuation was developed for the NACA0008
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Fig. 4. Travelling Wave Actuators: a) Piezo Slot Actuator, b) Piezo Polymer Actuator

[1]

Fig. 5. Generation of Artificial Travelling Waves

airfoil. The compact piezo-driven slot actuator is depicted in fig. 4a). Ten slots
were arranged in streamwise direction 3mm from each other, each with a span
of 25mm and a width of 0.2mm. Piezo discs produced an oscillating volume of
air which leads to a fluctuating jet normal (v) to the wing’s surface. With piezo
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Fig. 6. Transition Delay With Piezo Polymer Actuator [1]; u∞ = 24m/s

discs driven in phaseshifted mode (fsin = 400Hz;Δt = 3, 5ms) at a flow velocity
of 15m/s an artificial travelling wave was generated within the boundary layer.
These waves were tracked with SHW sensors between and downstream of the
actuation slots (fig. 5). This demonstrates the suitability of piezo slot actuators
for spatial TS wave damping.

To reduce surface roughness and to introduce counter waves more smoothly
into the boundary layer, progress was made from slot type actuators to flexible
spatial membranes. Fig. 1b) illustrates the idea of a flexible surface membrane
which is driven by three streamwise cascaded piezo beams. A Piezo Polymer
Composite (PPC) actuator was developed in collaboration with ”Department of
Microsystems Engineering” (IMTEK) at the University of Freiburg [1]. Fig. 4b)
shows the PPC actuator that generates travelling bumps on the wing’s surface
and consists of two plungers which are driven by four piezo polymer beams.

This spatial actuation method needs special control strategies, because several
actuation signals have to be calculated out of one global reference sensor. There-
fore a Model Predictive Control Algorithm is developed by project partners from
the ”Department of Plant and Process Technology” (MRT) of Technische Uni-
versität Berlin. Together with a PPC actuator and 20 streamwise adjacent sur-
face sensors this control system was applied in wind tunnel experiments. Figure
6 illustrates the effect of active TS wave damping on transition range. TS
amplification on the test wing is shifted downstream by approximately 100mm.
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4 Membrane Actuator for Flight Experiments

To demonstrate the potential of drag reduction by active TS wave control under
real flight conditions a 2D laminar wing glove was used. A single AWC sys-
tem, consisting of arrays of reference and error sensors and a smooth surface
membrane actuator was applied, fig. 8a). The actuator consisted of a flexible
Elastosil R© membrane (4mm streamwise, 180mm spanwise, 450μm thickness)
which is set into oscillation by six spanwise adjacent magnetic coils, fig. 7a).
Spanwise actuator segments worked in-phase and were fed by one common ref-
erence signal. The counter wave was calculated in real-time by an adaptive FIR
filter algorithm. Filter weights were adapted continuously in order to obtain the
least mean square of the remaining error signal downstream of the actuator.

First in-flight measurements at u∞ = 23m/s have shown a TS amplitude re-
duction of approximately 68%, which equals a 10dB damping rate at error sensor
position, fig. 9a). For further reduction of TS wave amplification the actuator
was then optimised. That optimised actuator is capable of higher Reynolds num-
bers compared to wind tunnel experiments with 15m/s ≤ u∞ ≤ 20m/s. When
excited by a 600Hz sine signal, a smooth membrane deformation with a maximum
displacement up to 0.05mm was observed with a laser vibrometer and plotted in
fig. 7b). Increased damping rates could be expected because the improved mem-
brane has shown lower response times in the unstable frequency range around
800Hz [4]. Additionally, a spanwise differentiated actuation provided damping of
three-dimensional instabilities. In flight experiments these instabilities already
occur in early stages of transition.

With the optimised actuator integrated into the laminar wing glove better
damping results were achieved in a wind tunnel pre-flight investigation. The
wing glove was mounted in a wind tunnel test section which features an ad-
justable top wall (fig. 8b) for changing pressure gradient and thereby transition
region. According to fig. 9b), the fundamental TS mode was reduced by 15dB
which equals 82% of amplitude reduction. These attenuation rates are expected
to be demonstrated in flight experiments soon.

Fig. 7. Membrane Actuator for AWC Flight Experiments: a) Components, b) Mem-

brane Deflection for f=600Hz equiphase
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Fig. 8. Flight Test Setup: a) Grob G103 with Laminar Wing Glove and AWC System

(Actuator Prototype), b) Wind Tunnel Setup with Laminar Wing Glove (Optimised

Actuator)

Fig. 9. Error Sensor Power Spectra: a) Flight Experiment (Actuator Prototype), b)

Wind Tunnel (Optimised Actuator)

5 Conclusion

Different methods of actuation were developed for active attenuation of TS in-
stabilities within the boundary layer of an unswept wing. A piezo-driven slot
actuator and a spatial membrane actuator were employed. Generation of travel-
ling counter waves within the flow was demonstrated successfully with the slot
actuator. Together with a new control strategy a spatial attenuation of TS waves
will be achieved in further investigation. The method of active TS wave reduction
was proved effective under real flight conditions. Improved TS attenuation rates
were observed in first wind tunnel tests with an optimised membrane actuator
which are expected to be verified in flight experiments.
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Summary

The flow field around sharp leading edges in subsonic, low Reynolds number flow
is investigated experimentally. Separation occurs already at small angles of attack.
Under certain conditions reattachment takes place and a separation bubble develops.
As this influences the lift and drag of an airfoil decisively, the conditions leading to
reattachment and the formation of a laminar boundary layer are of special interest.
The influences of the Reynolds number, angle of attack and leading edge apex angle
on the boundary layer properties are studied by means of hot-wire anemometry,
flow visualisation techniques and measurements of the pressure distribution over the
leading edge. For a small parameter range, laminar separation followed by laminar
reattachment is observed.

1 Introduction

The present study focuses on the subsonic flow properties around sharp, wedge
shaped leading edges (LE). Due to the strong suction peak followed by a steep
pressure rise, the laminar flow separates already at small angles of attack. Under
certain conditions reattachment occurs and a separation bubble develops. The sep-
aration at the LE can trigger transition from laminar to turbulent flow. A turbulent
boundary layer (BL) can overcome higher pressure gradients than a laminar BL,
hence BL separation in the rear part of the airfoil and the attending increase in pres-
sure drag are delayed. This can more than compensate the higher skin friction of a
turbulent BL [2]. Understanding those mechanisms is essential to reduce the aero-
dynamic drag of sharp leading edged subsonic airfoils. This is e.g. relevant for small
unmanned aerial vehicles (UAV), whose capability to stay in the air as long as pos-
sible before needing to refuel is crucial. Sharp LE can also be applied as adjustable
turbulators, where the effectiveness depends on the local flow properties at the LE.

The question if there are conditions leading to laminar reattachment of the flow
after the LE separation, as first observed by Hamma [8], is of special interest. Due
to the strong viscous-nonviscous interaction and pronounced recirculation in the
separated flow region, an experimental approach is chosen.
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Two-dimensional profile models are investigated in a low speed wind tunnel.
To describe the flow field, complementary techniques are applied, including flow
visualisation, measurement of pressure distributions at the LE and hot-wire bound-
ary layer measurements (HWA). The influences of the main driving parameters
[10][11], the chord based Reynolds number, angle of attack and leading edge apex
angle, on the properties of the boundary layer and the separation bubble are studied.

2 Experimental Setup

2.1 Wind Tunnel

The experiments [13] are carried out in the small closed loop low speed wind tunnel
of continuous flow type at the Department of Mechanics of KTH, Stockholm. The
test section has a width of 400mm, a length of 1100mm and a height of 500mm.

Fig. 1. Schematic of the experimental setup

Fig. 2. Simplified drawing of the profile models: chord length c = 144 .3 mm, max.
thickness t = 19% of c, trailing edge apex angle θ2 = 20◦, the locations of max. thickness
are 41% and 39% of c for the profiles with θ1 = 30◦ and θ1 = 45◦, respectively

The free-stream turbulence level Tu = 0.3% of this wind tunnel is comparably
high. The Laminar Wind Tunnel at the IAG and the Minimum Turbulence Wind
Tunnel at KTH Mechanics reach values below 0.02%. At those levels the transi-
tion Reynolds number Recrit remains constant in a small region of Tu [14]. With
increasing Tu, Recrit decreases and the transition region moves upstream [6][12].
An increase to Tu ≈ 0.3% should only have a small influence on the results [16],
but Recrit might still be lower than for quiet wind tunnel experiments. It can be
expected that with increasing Tu, the length of the laminar part of the separation

.
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bubble decreases [15][7]. The turbulent BL on the test section walls at the posi-
tion of the model leading edge was estimated to be 9.7 - 12.8mm thick, depending
on the Reynolds number. To partly balance the static pressure distribution, the test
section walls are slightly diverging. The oil visualisation shows disturbances due
to interference effects only close to the wall. The flow around the main part of the
profile model can be considered two-dimensional [13]. For the test setup see Fig. 1.

2.2 Wedge Profile Models

The 2D models are designed in a way to allow extensive measurements in the vicin-
ity of the wedge shaped LE area which thus is considerably enlarged compared to an
actual airfoil. Wedge shaped leading and trailing edge are connected with a round-
ing to get a steady contour and minimise upstream influences of disturbances (see
Fig. 2). The LE angles are chosen based on considerations to reduce radar visibility
of a UAV. The overall performance of the airfoil model is not investigated.

The thickness ratio of the models turned out to be a difficult parameter, be-
cause of possible flow separation in the rear part. Nevertheless, a certain thickness
is needed to obtain a sufficiently large wedge shaped LE part. This also motivates
the location of maximum thickness. In addition, blockage effects [1] are considered.
The relative size of the model is 0.056. The wingspan is equal to the test section
width. The resulting aspect ratio of the modelsAr = 2.8 is quite low, but successful
experiments were performed before with similar experimental setups [12][5]. The
models were manufactured from aluminium by CNC milling. The surface of the
models was carefully sanded and finally polished. The LE is sharp.

The first pressure tap is located 5mm downstream of the LE for technical rea-
sons. Thus, the flow behaviour directly at the LE has to be concluded from other
measurement techniques. Further taps follow in distances of 2mm in chordwise di-
rection. To prevent interferences, the taps are slightly shifted in spanwise direction.

2.3 Measurement and Flow Visualisation Techniques

The pressure taps are connected to a Scanivalve DSA3217, an array with 16 temper-
ature compensated piezoresistive pressure sensors, 0 - 0.75 psi pressure range and
±0.05% full scale long term accuracy. Reference is the static pressure at the test
section sidewall upstream of the profile. Mean and transient values are acquired at a
sampling rate of 200Hz and time of 10 s.

A platinum wire with diameter d = 5μm and length l = 1mm is used for
constant temperature anemometry. The wire is driven by an AALabSystems AN-
1003 CTA bridge at a resistance ratio Rw

R0
= 1.5 [3][4]. The coefficients for the

relation between wire voltage drop and flow velocity, the modified King’s law eq.(1)
[9], and the instantaneous streamwise velocity signal are acquired.

U = k1(E2 − E2
0)

1
n + k2(E − E0)

1
2 (1)

A deviation of maximal 2% of the nominal curve is observed. A sampling rate of
5000Hz was found to be suitable. Time-averaged quantities up to the fourth order,
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i.e. mean wind tunnel speed u, root-mean-square value urms, skewness factor SU
and flatness factor FU , as well as the time derivative of the velocity signal du

dt were
computed from the instantaneous data. As a single wire probe was used, the flow
direction inside recirculation areas cannot be resolved.

For the oil flow visualisation, a dispersion of oil and UV fluorescent pigments
is applied to the model surface. The dispersion is distributed in the local flow di-
rection depending on wall shear stresses. Separation is visualised clearly. Tuft flow
visualisation is used to indicate whether the flow is separated or attached. The tech-
nique has some limitations for the application in this study. In regions with minor
backflow (laminar part of a separation bubble, fully separated flow) tuft movement
is barely visible.

3 Results and Discussion of the Results

The influences of the chord based Reynolds number Re, the angle of attack α and
the leading edge apex angle Θ on the boundary layer in the vicinity of the leading
edge are investigated in a parametric study for 0.5 · 105 ≤ Re ≤ 2 · 105 and
−4◦ ≤ α ≤ 10◦. Closer intervals were chosen around the start of the separation
bubble formation. Not all measurement techniques were applicable to the whole
range of Reynolds numbers. Nevertheless, a detailed evaluation of the flow field
was achieved by overlapping results.

3.1 Formation and Size of the Separation Bubble
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Fig. 3. Separation bubble length versus α (pressure measurements)

Influence of the Angle of Attack In the wedge shaped LE area, the flow is attached
below a critical angle of attack α∗. Above α∗ the formation of a separation bubble
starts directly downstream of the leading edge. With increasing angle of attack, the
bubble length increases (see Fig.3). This trend exists for all Re with similar slope
and with different slopes for both Θ. For α > 10◦ (Θ = 45◦) the bubble bursts
and the flow is fully separated. BL profiles measured by HWA show the shape and
dimensions of the separation bubble in detail. ForRe = 100000, α = 6◦ (see Fig.4),

.
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Fig. 4. Boundary layer velocity profiles scaled with local freestream velocity for Re =

100000, α = 6◦ and Θ = 45◦

the bubble has a length between x
c = 0.08 and 0.09, which agrees qualitatively

with the cp-measurements, where a length of x
c = 0.09 is observed for α = 6.5◦

(see Fig.5). The offset in angle of attack of Δα = 0.5◦ between the flow states
observed by the pressure distributions and HWA results from the non negligible
influence of the HWA traversing system on the circulation of the profile model. The

Fig 5 Pressure distribution over the leading edge of the Θ = 45◦ profile, upper picture
for Re = 1.0 · 105, lower picture for Re = 2.0 · 105

pressure coefficient cp along the LE area is shown exemplarily for Re = 100000
and Re = 200000 for −1◦ ≤ α ≤ 10◦ in Fig.5 (Θ = 45◦). With increasing α,

. .
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the cp-curves shift towards lower values at the LE. This causes the LE separation to
start at lower Re. For α = 4.5◦, a bubble develops from Re = 200000, for α = 6◦

already at Re = 80000 (Θ = 45◦, see Fig.3). For Θ = 30◦ this trend is not visible
as the lengths of the bubbles are too small to be acquired due to the distance of the
first pressure tap from the LE.

Results of the oil flow visualisation confirm those trends but do not show quanti-
tative agreement. In the cp-measurements, α∗ was observed to be slightly larger (not
shown). This might be due to the distance of the first pressure tap from the LE: short
separation bubbles at small α cannot be acquired. In addition, the oil flow visual-
isation shows shorter bubbles. This is due to the fact that the exact end is difficult
to determine, as the oil flow visualisation only shows the laminar recirculation area
clearly, where oil accumulates. In the reattachment area oil can be transported in the
main flow direction or reverse, which cannot be optically detected. This turbulent
part of the bubble is relatively long (see Fig.5), which thus explains the difference.

Influence of the Reynolds Number. Concluding from the shape of the cp-curves,
no suction peak develops for low α and Re (for Re ≤ 100000 up to α ≤ 6◦,
see Fig.5). For a certain Re (for α = 6.5◦, Θ = 45◦ Re = 100000), a laminar
separation bubble starts to develop directly downstream of the LE, indicated by a
pressure plateau (laminar part of the bubble) followed by an increase in pressure
(turbulent part). With increasing Reynolds number, α∗ decreases, which is visible
forΘ = 45◦ in Fig.3. ForΘ = 30◦ the trend cannot be confirmed due to the position
of the first pressure tap. Also the bubble length decreases (e.g. from x

c = 0.13 for
Re = 100000 to x

c = 0.106 for Re = 200000 at α = 4◦, Θ = 30◦ (see Fig.3)).
This influence gets weaker with increasing Re, for Θ = 30◦ basicly no difference
in bubble length is detectable between Re = 150000 and Re = 200000.

Influence of the Wedge Apex Angle With increasing wedge apex angle Θ, α∗

increases, e.g. from α∗ = 2.5◦ for Θ = 30◦ to α∗ = 4.5◦ for Θ = 45◦ for
Re = 200000 (see Fig.3). The influences of α and Re on the pressure coefficient
and the bubble length decrease (see Fig.3), the slopes of the curves flatten and they
are closer to each other. Also the cp-x-curves are closer to each other (see [13]). The
bubble length decreases for increasing Θ (see Fig.3) and the transition Reynolds
number Rec,crit and the angle of attack from which on transition occurs in the
free shear layer increase (HWA, not shown). This corresponds in general with the
observations of Hamma [8] on the HS 3 airfoil (sharp LE with Θ ≈ 45◦).

3.2 State of the Boundary Layer

The streamwise velocity u and its rms-value urms were measured by HWA for dif-
ferentRe and α for both models. The turbulence intensity urms

U∞
is used to investigate

the status of the flow. The hot-wire probe is positioned at x
c = 0.2 downstream the

LE at a distance of x ≈ 0.1mm from the wall. The value urms

U∞
= 0.028 was marked

as transition point according to the observed oscilloscope signal. For a given α, tran-
sition is observed at the critical Reynolds number Rec,crit, defined here based on
the chord length. With increasing α, Rec,crit decreases (see Fig.6).

.
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3.3 Laminar Reattachment

Laminar reattachment was observed for a small parameter range of 114000 ≤ Re ≤
163000 and 3.5◦ ≤ α ≤ 4.4◦ forΘ = 30◦. This range is visualised as shaded area in
Fig. 7. For α < αcrit (transition angle of attack, HWA) and α ≥ α∗ (separation an-
gle of attack, oil visualisation) a separation bubble is observed in cp-distribution and
oil flow visualisation and HWA indicates laminar flow downstream of the reattach-
ment line. Several oil flow visualisation pictures were taken for the same conditions
to assure that the effect was not caused by hysteresis effects or disturbances.
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Fig. 7. Range of parameters for which separation and laminar reattachment are observed
(Θ = 30◦)

4 Conclusion

Separation and reattachment in the vicinity of sharp, wedge shaped leading edges
circulated by subsonic flow at Reynolds numbers Re ≤ 200000 was investigated
experimentally. Two cases with apex angles of 30◦ and 45◦ were compared. The
influences of the chord based Reynolds number, the angle of attack and the lead-
ing edge apex angle on the flow were studied. The conditions for separation bubble
development and the bubble length were described, extracted from flow visualisa-
tion techniques, hot-wire anemometry and the measured pressure distribution over
the leading edge. The flow field depends sensitively on all investigated parameters.
With increasing α, separation bubbles start to develop at lower Re and the separa-
tion bubble length increases. An increase in Re leads to decreasing α∗ and

. .
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ing bubble length. With increasing Θ, the separation angle of attack α∗ increases.
The influences of α and Re on the bubble length decrease, as well as the bubble
length itself. In a small range of Re and α, laminar reattachment was observed for
Θ = 30◦. To clarify if this range can be extended, experiments will be performed in
a wind tunnel with low turbulence level. To make the results of this study technically
applicable, the flow around a model of the actual airfoil has to be studied.
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Summary

Different blowing and suction profiles were analyzed for flow control experiments for a
generic blowing-and-suction actuator. The aim of this actuator is to dampen Tollmien-
Schlichting (TS) waves by superimposing a wave in counterphase. It is essential to
dampen only designated waves without introducing other unstable modes. Therefore,
the receptivity of the TS waves to the introduced disturbances is an issue. Actuator cas-
cades of multiple actuator elements were investigated for time-periodic forcing. Design
parameters and their influence on the ability to generate TS waves without trigger-
ing unwanted waves were investigated Hereby, it was assumed that the spatial velocity
profile of each actuator element is uniform.

1 Introduction

1.1 Objective

Reducing drag of internal and external flows has always been an issue to improve per-
formance and cost efficiency of vehicles. Delay or even inhibition of laminar-turbulent
transition is one possibility to reduce the drag caused by skin friction in wall-bounded
non-separating flows. Our objective is to reduce the amplitude of so-called Tollmien-
Schlichting waves—responsible for laminar-turbulent transition—by blowing and suc-
tion at the wall. Introducing a TS wave of the same amplitude but opposite phase to
the wave to be damped results in cancellation of both waves. Applying this technique
in the linear regime, before secondary instability sets in, can delay transition consider-
ably [2]. On the other hand, the generation of counterphase waves can unintentionally
trigger additional TS waves, promoting the transition process. Applying a time-periodic
sinusoidal input signal on a blowing-and-suction actuator does not imply that the slot
velocity over time is purely sinusoidal. The output signal contains higher harmonics
which are able to trigger higher harmonics of the TS wave to be generated. Our ap-
proach is to design the actuator in such a way that it can generate TS waves of multiple
frequencies (respectively wavenumbers) while keeping the receptivity of the according
higher harmonics as low as possible.
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1.2 Previous Investigations

Depending on blowing ratio, spatial distribution, frequency, and spanwise
wavenumber the laminar boundary layer reacts differently on excitations by a distur-
bance strip. Gmelin [1] has found a linear dependence of the effective wave amplitude
of a generated TS wave on the Fourier transform of the spatial wall-normal velocity
profile at the disturbance strip. Due to the generation of a mixture of modes above the
disturbance strip in his direct numerical simulation, he has used a reference simulation
with a generated TS wave further upstream. By comparison of both simulations at a
control point some wavelengths downstream of the disturbance strip, he determined the
effective amplitude of the designated TS wave at the location of the disturbance strip.
For a Blasius boundary layer, Gmelin’s receptivity constant, i.e. the ratio of the effec-
tive wave amplitude to the Fourier-transformed wall-velocity, decreases with increasing
frequency.

2 Method

2.1 Wall-Velocity Actuation

At the actuator slot a wall-normal velocity vw is prescribed. We assume spanwise
periodicity and time-periodic blowing and suction. Please note that any non-sinusoidal
time-periodic actuation with a period of T = 2π

ω can be Fourier-transformed such that
the wall-normal velocity can be written as

vw = vx(x) cos(βz)
∞∑

h=1

Ah cos(hωt+ φh) . (1)

2.2 Receptivity Considerations

For two-dimensional waves, i.e. β = 0, we apply a Fourier transform on the spatial
amplitude distribution vx with respect to the streamwise wavenumber α

Vx(α) =
∫ ∞

−∞
vx(x) e−iαx dx . (2)

Gmelin has shown that the ratio of the effective amplitude of a generated TS wave with
the streamwise wavenumber αTS divided by the Fourier integral Vx(αTS) is constant
for a given frequency and velocity profile. For oblique-travelling waves the Fourier-
transform has to be done in the direction of the wave propagation. However, we will
focus on two-dimensional waves in this paper. The influences of different design pa-
rameters on oblique travelling waves will head in the same direction. Exemplarily, in
Fig. 1 the value of the dimensionless receptivity constant

Cr =
ũTS

|V (αTS)|
ν

U∞
(3)
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is plotted versus the dimensionsless frequency

F =
ων

U2∞
(4)

for the Blasius boundary layer. Here, ũTS is the effective amplitude of the generated TS
wave defined by its maximum streamwise disturbance velocity. The plot was created
using a correlation for the receptivity constant from Marx [3]. Marx fitted the coeffi-
cients of his ansatz function to data points obtained by evaluating the receptivity with
direct numerical simulation.
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Fig. 1. Receptivity constant Cr versus frequency F for different streamwise positions of the
Blasius boundary layer (obtained using correlation from Marx [3]). Dashed lines denote stable
waves.

2.3 Actuator Design

In order to optimize the actuator, we try to maximize |Vx(α)|
Q for the designated

wavenumber αTS, i.e. the wavenumber of the TS wave to be generated, and minimize it
for the TS waves of its higher time harmonics. Here,

Q =
∫ ∞

−∞
|vx(x)| dx (5)

is the maximum flow rate through the wall. The wavenumbers of the TS wave to be
generated and its higher harmonics are given by the dispersion relation

D(α, β, ω) = 0 (6)

where β is the spanwise wavenumber of the disturbance. Since α is monotonically
increasing with increasing ω, we can say that |Vx(α)|

Q is to be minimized for wavenum-
bers greater than αTS. The value of |Vx(α)| below αTS has no relevance as long as
we force with a period of T = 2π

ωTS
. Since in most cases the wavenumbers of the higher
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harmonics with streamwise wavenumbers greater than approximately 6αTS are stable,
we focus only on wavenumbers up to this value. Please note that the value of |Vx(α)|

Q
can not exceed 1 and is somewhat a measure for efficiency.

In order not to loose generality, the length of the actuator cascade is further scaled
to unit length. Each actuator element is then Le = 1

N wide where N is the number of
actuator elements. The uniform wall velocity vx,j of an element j is taken to be

vx,j = sin(αTSxj + θ) (7)

to achieve a large Vx(αTS) where xj is the coordinate of the slot center of element j.
This leads to the spatial amplitude distribution

vx =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 for x < 0,

sin
(
αTS

2�Nx�−1
2N + θ

)
for 0 ≤ x < 1 ∧

∣∣∣x− 2�Nx�−1
2N

∣∣∣ ≤ Ξ
2N ,

0 for 0 ≤ x < 1 ∧
∣∣∣x− 2�Nx�−1

2N

∣∣∣ > Ξ
2N ,

0 for 1 ≤ x ,

(8)

with the ratio of the slot width to the element width Ξ ∈ (0, 1), a phase parameter θ ∈
[0, π

2 ], and the number of actuator elements N which are to be chosen. Consequently,
a descriptive comparison of the amplitude distribution function is that of a continuous
sine function vx = sin(αTSxj + θ) for 0 ≤ x < 1, which is zero for all other values
of x. A sketch of an actuator cascade with three elements is drawn in Fig. 2. The walls
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Fig. 2. Sketch of three cascaded actuator elements. Arrows indicate the slot velocity.

of the different actuator elements are shaded, and the velocity vectors are drawn in the
slot. The dashed line indicates the function of (7) and the red line indicates the function
vx(x) given by (8).

Please note that the spatial amplitude distribution is adapted to a TS wave of a certain
frequency. In the expected case that two or more waves are to be damped the actuation
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of the actuators can be superimposed using a particular spatial amplitude distribution
for each frequency. Therefore, also wave packets can be damped using the framework
of this paper.

3 Discussion of Different Design Parameters

For the design of the actuator cascade a few parameters can be chosen. The ratio Ξ of
the slot width to the element width in streamwise direction can be chosen with only few
constraints. Please note that in the application a large value ofΞ can affect the baseflow
profile due to the lack of the no-slip boundary condition at the wall. Also, the number
of elements in the cascade can be more or less arbitrarily chosen keeping the design of
the single actuator element. By miniaturization actuator elements with smaller lengths
could be used. Also a change in the baseflow to slower free-stream velocities can reduce
the element length compared to the wavelength of the relevant TS waves.

3.1 Slot Width Ratio Ξ

In Fig. 3 the velocity profile vx of an actuator cascade with seven elements is shown for
different values ofΞ . Hereby, the amplitude of each actuator element is chosen for a TS

0 0.143 0.286 0.429 0.571 0.714 0.857 1
x

-1

-0.5

0

0.5

1

v x(x
)

Ξ=0.2
Ξ=0.4
Ξ=0.6
Ξ=0.8
sin(3πx)

Fig. 3. Comparison of spatial velocity distributions with the same blowing ratio Q for different
slot ratios Ξ when a TS wave of the wavenumber αTSLe = 3π

7
is to be generated. A dashed sine

function is shown for comparison. The dotted line indicates the function of (7).

wavelength of αTS = 3π
7Le

using (7). The continuous function vx(x) = sin(αTSx + θ)
(dotted line)—viable in a numerical simulation—is shown for comparison. The Fourier
transforms according to Fig. 3 scaled with the volume flux |Vx(α)|

Q are shown in Fig. 4.
All functions have a maximum in the immediate vicinity of αTS and show only slight
differences up to a wavenumber of 3αTS. For higher wavenumbers there are large dif-
ferences. The higher the slot ratio Ξ , the lower the receptivity for higher harmonics.



286 M. Zengl and U. Rist

0 1 2 3 4 5 6
α /  α

TS

0

0.2

0.4

0.6

0.8

1
V

(α
) 

/ Q
Ξ=0.2
Ξ=0.4
Ξ=0.6
Ξ=0.8
sin(α

TS
x)

Fig. 4. Comparison of the scaled Fourier transform of the blowing and suction profile for different
slot ratios Ξ when a TS wave of the wavenumber αTS = 3π

7Le
is to be generated. A sine function

(dashed line) is shown for comparison.

3.2 Phase Parameter θ

Even though the phase parameter θ is not fixed by the geometry it is a parameter which
is to be chosen. Varying the phase parameter θ in (7), for αTS = 2π

7Le
we obtain the func-

tions |Vx(α)|
Q plotted in Fig. 5. The higher the parameter θ, the higher the wavenumber

of the first maximum. All curves exhibit secondary maxima which are, in the plotted
region, least distinctive for θ = 0. Therefore, a parameter of θ = 0 is preferable here.
However, results for other wavenumbers do not show a clear trend. Therefore, the phase
parameter has to be adapted to the specific case depending on the wave to be generated.
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Fig. 5. Comparison of the scaled Fourier transform of the blowing and suction profile for different
phase parameters θ when a TS wave of the wavenumber αTS = 2π

7Le
is to be generated using seven

actuators. The slot ratio is Ξ = 0.8.
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3.3 Number of Actuators

For TS waves which have a wavelength of only a few actuator element lengths, e.g. for
αTS = π

Le
, only a few actuators need to be used to achieve a maximum for Vx(αTS).

In Fig. 6 the obtained functions |Vx(α)|
Q are plotted for αTS = π

Le
and Ξ = 0.5 when

different numbers of actuator elements are used. All curves exhibit a maximum for
α ≈ αTS. The more elements are used, the narrower are the peaks. However, the size of
the peaks cannot be reduced by increasing the number of actuator elements and keep-
ing the same number of elements per wavelength. Comparing the results in Fig. 4 and
Fig. 6, we can see that the size of the peaks is smaller in the case with more elements
per wavelength. This is due to a better reproduction of a sinusoidal profile. Using more
elements gives better results in any case.
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Fig. 6. Comparison of the scaled Fourier transform of the blowing and suction profile for a dif-
ferent number of used actuator elements when a TS wave of the wavenumber αTS = π

Le
is to be

generated. The slot ratio is Ξ = 0.5. The Fourier transform of a sine function (dashed line) is
shown for comparison.
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Fig. 7. Comparison of the scaled Fourier transform of the blowing and suction profile for a differ-
ent number of actuator elements. The TS wavelength is fixed to the length of the actuator cascade.
The slot ratio and phase parameter is Ξ = 0.5 and θ = 0, respectively. The Fourier transform of
a sine function (dashed line) is shown for comparison.
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3.4 Length per Actuator Element

In Fig. 7, a comparison of the scaled Fourier transform is shown for different numbers
of actuators. The overall length of the actuator cascade is kept at the length of the wave
to be generated, i.e. αTSLe = 2π

N .
All functions have a maximum at approximately α = αTS. The higher the number of

actuators, the higher is the wavenumber of the first secondary maximum. Furthermore,
the functions tend to the function of the continuous sine function.

4 Conclusions

It is shown that setting the velocity amplitude of an actuator element j as vx,j =
sin(αTSxj + θ) with xj as the streamwise coordinate of the slot center gives good
results in order to generate or dampen TS waves with the wavenumber αTS. Hereby,
the parameter θ needs to be optimized for each particular TS wavelength αTS. In order
to keep the receptivity of the higher harmonics of the wave to be generated low, it is
pointed out that the Fourier transform of the spatial amplitude distribution Vx(α) is to
be minimized for the wavenumbers of the higher harmonics. This can be done by the
following measures. First, the number of actuator elements per wavelength is recom-
mended to be set to seven or more elements to reduce the receptivity of the first four
higher harmonics and might be increased to reduce the receptivity of further higher har-
monics. Secondly, a high ratio of the streamwise slot width to the element width can be
used to reduce the receptivity of higher harmonics. Thirdly, increasing the number of
actuator elements while keeping the actuator length fixed results in narrower peaks in
the Fourier transform, and therefore also reduces the receptivity for higher harmonics.
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Summary

The present numerical investigation of the effect of porous surfaces on transition in
hypersonic boundary layers is intended to improve understanding of the physical mech-
anisms and to provide numerical tools for the prediction of the associated delay in
transition. Direct numerical simulations are carried out by a 4th order version of the
DLR-Flower code, compared with the results of linear stability theory. Good agree-
ment of both approaches and an accurate prediction of the damping of the Mack-mode
instability which is responsible for supersonic transition is demonstrated.

1 Introduction

In contrast to the low speed regime, disturbance evolution in hypersonic boundary layer
flows occurs relatively slowly over long length scales. In the case of low level free
stream disturbances and negligible surface roughness, the transition process is domi-
nated by exponentially growing Mack modes. For these inviscid modes the boundary
layer acts as a wave guide for acoustic noise, where selected frequencies are trapped
and amplified, eventually leading to transition. Recently performed stability analysis
and experimental studies [2] suggested that this mechanism can be delayed by using an
ultrasonically absorptive surface to damp out the Mack mode [1]. Thus the first goal
of transition control in high speed boundary layers is to prevent or delay the growth of
Mack modes. Numerical studies of different accuracy and effort are possible, starting
from stability theory coupled with standard CFD simulations of entire configurations
as well as basic studies of single surface pores by DNS. All these techniques have to
be verified by analytical solutions and validated by experimental data from literature.
Fedorov et al.[2] presented the first linear stability results for porous surfaces, using
a one-dimensional model of flow within blind (closed) pores. For the present study
direct numerical simulations have been carried out by a fourth order compact finite dif-
ference version of the DLR-Flower code implemented by Stephan Enk [3]. We limit
the 3D-calculations to rectangular pores so that grids match at the interface, removing
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interpolation as a possible source of error. Two- and three-dimensional geometries of
the porous surface are investigated. Further simulations of a blunt cone by the second
order finite volume version of Flower will be used for comparison with stability theory
of the porous surface of such configurations [4].

2 Numerical Approach

2.1 Direct Numerical Simulation

While the basic FLOWer code solves the compressible Reynolds-averaged Navier
Stokes equations on block-structured grids with second order finite volume techniques,
the high-order version used in the present work [3] uses fourth-order central differenc-
ing based on standard compact finite differences. High-order compact filters that are
applied at the end of each time step. Sponge-zone boundary conditions are optional to
reduce reflections. For the present work we use a 6th order filter and the standard con-
servative form of the Euler terms. Time advancement is applied by a five-step second
order Runge Kutta method. The equations solved are the compressible Navier-Stokes
equations for flow of a perfect gas with density ρ, velocity components ui, pressure p
and internal energy e, written in conservation law form as

∂ρ

∂t
+
∂ρuj

∂xj
= 0 (1)

∂ρui

∂t
+
∂ρuiuj

∂xj
+
∂p

∂xi
=
∂τij
∂xj

+ fi (2)

∂ρE

∂t
+
∂(ρE + p)ui

∂xi
= − ∂qi

∂xi
+
∂uiτij
∂xj

+ g, (3)

where E = e + uiui/2. Forcing terms fi and g are included in the right hand side
of the equations such that a specified parallel base flow ρ(y), ui(y), E(y) is time inde-
pendent. In practice these terms are evaluated numerically within the code by comput-
ing and storing the initial residual. The equations are closed with the perfect gas law
and constitutive relations for qi and τij [6]. This multiblock approach is used in the
following without modification for all grids with and without pores.

2.2 Linear Stability Theory

The linear stability code of the University of Southampton, which is used for temporal
stability analysis, solves the compressible Orr-Sommerfeld equations for the growth of
small disturbances superimposed on a prescribed base flow. Density waves are repre-
sented as

ρ = ρ̂(y) exp [i (αx + βz − ωt)] , (4)

and similarly for other variables, where α and β are real wavenumbers in the temporal
stability approach and ω as a complex frequency that is the result of the analysis. The
imaginary part ωi gives the disturbance growth rate. A caret over a variable denotes an
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eigenfunction. A direct matrix solution method is used, with derivatives computed with
a mapped Chebyshev method using a minimum of 150 collocation points. The code
was validated by comparison with a number of sources in the literature, including Malik
[5]. As shown in [6], the solutions for base flows that do not satisfy the Navier-Stokes
equations are not unique and vary slightly depending on the method of derivation. The
Orr-Sommerfeld results presented here are based on a derivation from the conservative
equations (1-3). For spatial stability investigations of the blunt-cone boundary layer the
DLR-NOLOT code is used which will be described in a later chapter.

3 Grids and Initial Solutions

For the grid generation of the study a stretching function is used in all cases that places
more points near y = 0, including cases with pores. The wall normal grid distribution
is given by a sinh function with an iteratively determined stretching factor. The cal-
culations use periodic boundary conditions in the x and z directions. A no-slip wall
with temperature set to the wall temperature of the base flow is applied at y = 0 and
on the surfaces within the pores. At the outer boundary characteristic conditions are
used. The base flow is obtained from a separate solution of the similarity equations for
compressible boundary layer flow, solved by a shooting method. We consider here at
Mach number M∞ = 6, Reynolds number Re = 20000, Prandtl number Pr = 0.72,
ratio of specific heats γ = 1.4 and an adiabatic wall boundary condition. Viscosity μ
is prescribed by Sutherland’s law with a constant of 110.4K and a reference tempera-
ture of 216.65K, leading to a wall temperature of 1522.44K. The base profile normal
co-ordinate is normalized by the displacement thickness.

4 Results

4.1 Validation for a Smooth Wall

Stability diagrams of the growth rate ωi against the wavenumber α calculated by the
temporal stability code are shown in Fig. 1a). The other part of the figure (Fig. 1b))
shows the spatial growth rate σ against the dimensionless frequency ω, calculated by
NOLOT. The most unstable mode is the second (Mack) mode, with a maximum am-
plification rate near α = 2.2 and a dimensionless frequency ω = 2.04297. It has to be
noted, that the maxima of the temporal- and spatial growth rates are not identical, but
have been compared successfully by previous tests, using a gaster transformation. The
first case considered is a smooth wall boundary layer that develops a Mack mode of
instability with the base flow as described in the previous section. The two-dimensional
Mack mode wavelength is chosen as three times the displacement thickness, giving a
streamwise wavenumber of α = 2π/3. The DNS is initialized with an artifical dis-
turbance at t = 0 and the eigenmode is allowed to develop from this. The initial dis-
turbance is given by an exponentially decaying harmonic function for the v-velocity
component and the other variables initialized to the base flow condition. From Fig. 1 it
can be seen that the chosen wavenumber puts this wave near the peak growth rate of the
second mode. The linear stability eigenvalue for this case is ω = 2.04297 + i0.03712.
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Fig. 1. Stability diagrams showing the growth rate of two-dimensional disturbances as a function
of (a) wavenumber α and (b) dimensionless frequency ω, for the adiabatic wall case
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Fig. 2. Smooth wall simulation of a Mack mode in an M = 6, Re = 20000 boundary layer
with Tw = Taw, (a) comparison of eigenfunction shape. (b) Direct numerical simulation of
disturbance amplitude (symbols) and linear stability theory growth rate (solid line)

The DNS of this case was set up using 32 points in the streamwise x direction and 401
points in the wall-normal direction y. Fig. 2a shows the development of the natural log-
arithm of the root mean square of the v perturbations (integrated over the y direction) as
the simulation proceeds and the developed shape of the Eigenmode by DNS and LST.
By t = 2 the unstable mode has emerged and grows exponentially over the remainder of
the simulation. The slope of the solid line is the growth rate from linear stability theory.
The agreement for the growth rate is within 0.5%. The shape of the Mack modes in the
field is shown in Fig. 3 by p- and v-contours.

4.2 Mack Mode Stabilisation by Porous Surfaces

Investigating the influence of two dimensional pores on the modes of the previous
section results in a reduction of the porosity into spanwise grooves. Two tests are shown
here for 8 and 16 pores with a constant porosity of 25% and a pore depth of d=1.0. The
grid resolution of the pores in streamwise direction is chosen with 6 cells inside the
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Fig. 3. Mack modes developing inside a Mach 6 boundary layer at re 20000. (a) pressure contours,
(b) contours of normal velocity
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Fig. 4. Mack mode developing above a porous surface with 2D grooves at porosity n=0.25 in a
Mach 6 boundary layer at Re 20000. (a) temporal development, (b) contours of p for 8 pores and
(c) for 16 pores

grooves which was proven to be sufficient by a grid convergence study with 12 cells
inside the pores. In Fig. 4 the Mack mode development for 8 and 16 pores is shown.
The growth rate for 8 pores is calculated with 51.0% of the smooth wall case and for
16 pores with 72.2 %. Thus the growth rates are substantially lower compared to the
smooth wall case, with higher reductions for fewer grooves. The reasons for this effect
are evident from Figure 3 where there is clear flow activity within the grooves. A trail-
ing leg of alternate low and high pressure and positive and negative normal velocity
moves within the grooves as the Mack mode passes above. The Mack mode is seen to
be superimposed with some high-frequency content, particularly for the 8-groove case
(Fig. 4a). This is not a numerical resolution effect, but is caused by sound waves ema-
nating from the groove corners. These waves are of larger amplitude when the grooves
are wider.
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Fig. 6. (a) Mach Number distribution of blunt cone at Mach 8. (b) comparison of temperature
boundary layer profiles by different codes for downstream position s=0.8 m

To confirm the assumption that the main influence on the damping is porosity at
constant pore depth and not the shape of the pores, a three-dimensional testcase with 8
square pores was set up. Two slices of the flow field are shown in Fig. 5 passing through
the pores and the smooth wall part respectively. The damping rate for this case is 48.1
% which is similar to the damping in the two-dimensional case.

4.3 Spatial Linear Stability Theory at a Blunt Cone

For the stability analysis at a blunt cone which is basis for future experiments with
porous surfaces, the DLR code NOLOT (NOn-LOcal Transition analysis) [7] is used.
For the blunt cone case a spatial local parallel analysis is performed. For this case the
NOLOT code used the same wave function as the linear stability code of section 2.2
(see equation 4), but since the NOLOT code is a spatial code the wavenumbers α and
β are complex and the frequency ω is real. For the laminar basic-flow calculation, the
2nd order finite volume version of the DLR FLOWer code is used and for the validation
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the freestream conditions and cone geometries are adapted to the blunt cone numerical
investigations of Rosenboom et al. [4] as also used by Stetson et al. [8] for their ex-
periments. The blunt cone has a length of about 1 m, a nose radius of 3.81 mm and a
half angle of 7◦. The freestream Mach number is set to M∞ = 8, the freestream unit
Reynolds number to Reu = 8.202 ∗ 106 1/m and the freestream static temperature to
T∞ = 54.35 K. Fig. 6a shows the Mach number distribution and 6b the temperature
boundary-layer profile in comparison with former CFD results from [4] for the down-
stream position s = 0.8 m. Only small differences can be seen near the edge of the
boundary-layer, caused by code differences. Fig. 7 shows NOLOT results for the sec-
ond mode instability at s = 0.8 m and a frequency of 120 kHz which is the detected
maximum frequency for the growth rate. In Fig. 7a the amplitude functions ρ̂(y) over
the wall-normal coordinate y, normalised with the Blasius length le are given. Fig. 7b
shows the spatial growth rate σ versus the streamwise position s whereas the maxi-
mum spatial growth location is s ≈ 0.8 m. For further steps of this cone study, porous
boundary conditions will be implemented into NOLOT and Flower and comparison of
stability and DNS results as well as experimental data is foreseen.

5 Conclusion

A direct numerical simulation approach has been used to study hypersonic flow over a
porous surface, in which the individual pores are resolved on the computational grid.
The code is validated by a Mack mode in a Mach 6 smooth wall boundary layer with
fixed adiabatic wall temperature. Results for spanwise grooves and quadratic pores
demonstrate strong stabilization of the Mack mode instability. Except near the region of
entry to the pore the flow within the pores is one-dimensional to a good approximation,
supporting one of the main assumptions made in the linear stability theory. Pore shape
does not seem to be a large factor: different numbers of spanwise grooves and square
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pores all give similar growth rates for the same porosity. Finally preliminary investi-
gations of a blunt cone flow by stability analysis for comparison with planned future
experiments are carried out.
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Summary

This paper describes boundary layer stability experiments with controlled perturbations
at hypersonic flow around a flat plate. Laser pulses are used to generate pressure and
temperature disturbances. By using multiple laser pulses a wave packet with adjustable
amplitude and frequency can be created. The development of such artificial waves is
measured with high frequency pressure sensors. The possibility to generate and excite
second mode instability waves with this setup is demonstrated.

1 Introduction

The transition on a flat plate at zero angle of attack at hypersonic flows is predicted to
result from the growth and final breakdown of instability waves, called the second mode
waves [6]. Although this wave was detected in experiments, see e.g. [8], the dominance
of this instability at noisy wind tunnel conditions is not reliably assured. Despite of
several decades of research the mechanisms leading to and the parameters affecting
boundary layer transition are still not completely understood. There are mainly three
reasons for the difficulties in the research of this field:

– The instabilities with frequencies in the high kHz-range can hardly be detected.
A lot of work has been done using hot-wires, but such measurements are difficult
due to the limited mechanical strength of wires with a frequency response high
enough. Furthermore this technique suffers from the wake behind the hot-wires
support. Recently surface mounted sensors (pressure [1, 2] or heat flux [9]) were
found as minimally intrusive measurement techniques, that allow for simultaneous
measurements at subsequent positions. This is advantageous for the calculation of
amplification rates.

– Nearly all hypersonic wind tunnels have turbulent boundary layers on the nozzle
and test section walls. Such boundary layers are known to radiate acoustic distur-
bances, resulting in noise levels that are much higher than in free flight. In addi-
tion these disturbance levels are different for different facilities. Therefore e.g. the
transition data on cones scatters by a factor of 4-5, [10].

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 297–305.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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– For all kind of stability experiments a ”wave generator” is desirable, so that waves
with well defined amplitude and frequency can be artificially generated or excited.
The setup of a disturber for second modes is difficult, as well. The excitation of
waves at such high frequencies is mechanically not possible. The so far only suc-
cessfully operated perturbers are based on an electric glow discharge [5] and are
fixed at a certain loction.

In previous works a laser-based perturber was used in subsonic flows [4]. Here such
a system is applied to hypersonic flows. A high energy laser pulse can be focussed to
generate a plasma, thus generating a thermal and pressure disturbance. By using several
laser pulses waves can be created and amplitude and frequency can be adjusted in a
very wide range. Another advantage of this setup is, that it is non-intrusive so that the
disturbance position can easily be changed, even to the free stream, thus creating only a
pressure disturbance that impinges on the boundary layer. Here only disturbances on the
surface are treated. The oscillations of natural transition and the artificial disturbances
are measured using fast response pressure gauges.

2 Experimental Setup

Facility: The experiments were performed in the Hypersonic Ludwieg Tube
Braunschweig (HLB). The HLB is a wind tunnel which runs at a nominal Mach num-
ber of 6 for about 80 ms at conventional noise level. The unit Reynolds number regime
is 3 − 20 × 106 m−1. A principal drawing of the HLB is shown in Fig. 1. It consists
of a driver tube of 17 m length. The first 3 m upstream of the valve are heated to ap-
proximately 480 K. The length of the driver tube determines the tunnel run time. When
the valve is opened an expansion wave travels into the storage tube. It is reflected at
the end of the tube and reaches the valve section 100 ms after the valve was opened
causing a change of pressure and temperature. A fast reacting valve separates the driver
tube from the low pressure part. This valve is pneumatically driven and opens within
20 ms, thus reducing the utilizable measurement time to 80 ms. The low pressure part
consists of nozzle, test section, diffuser and a 6 m3 dump tank. The nozzle maintains
an opening angle of 3◦. Hence the flow is still slightly expanding in the test section and
the Mach number varies between 5.8 and 5.95 depending on initial driver tube pressure
and axial position in the test section. To determine the flow conditions the initial driver
tube pressure and the driver tube temperature during the tunnel run are measured. The
unit Reynolds number can be calculated with an uncertainty of ±2%. A large amount
of this uncertainty is due to the temperature stratification (30 K have been measured) in-
side the storage tube. The noise level by means of pitot pressure fluctuations is between
1% and 1.5% depending on the unit Reynolds number and the position inside the test
section [3]. For the experiments described later the position was chosen slightly above
the centreline in order to reduce the noise.

Laser: A frequency-doubled Nd:YAG double pulse laser (Quantel Brilliant B) was used
for producing the disturbances. The maximum pulse energy is 150 mJ, the pulse dura-
tion is approximately 4.2 ns and the repetition rate is 10 Hz, thus only one disturbance



Investigation of Laser Generated Perturbations for Boundary Layer 299

Driver Tube
(17 m)

Heated Part
(3 m)

Fast Acting Valve

Laval Nozzle

Testsection
d=0.5 m

Diffusor

Dump Tank
(6 m³)

Fig. 1. Cross-sectional view of the Hypersonic Ludwieg Tube Braunschweig (HLB)

can be generated within the tunnel run time. Using the two lasers two peaks, i.e. two
oscillations, can be generated. The laser power was measured before the experiments
and the power was adjusted by setting the time delay between the optical pumping and
the release of the pulse. However, the energy stability is about 5.5% and 7.3% for the
two lasers. Therefore the power adjustment yields only in the average equal pulses and
the energy of the two pulses during the tunnel run time may differ by 12.8%. The distur-
bance position for all experiments was at a distance of 260 mm from the leading edge,
where the boundary layer is already instable and receptive for disturbances. The laser
was focussed on the model surface with a diameter of 2 mm.

rotatable inserts pressure
sensors

disturbance
position

630

198

Fig. 2. Sketch of flat plate model

Instrumentation and Model: The boundary layer
instabilities were measured with four flush mounted
pressure sensors of type PCB-M132A31. These sen-
sors measure pressure fluctuations. The natural fre-
quency is specified by the manufacturer as above
1 MHz and the sensitivities are in the range of
0.02 mV Pa−1. The power was supplied by an in-
strument of type PCB-482A22, which at the same
time performed signal conditioning. The high-pass fil-
tered data (>10 kHz) was sampled using a Spectrum
M2i.4652 transient recorder with a sampling rate of 3 MHz. The sensors were mounted
in round and rotatable inserts between 284 and 316 mm from the sharp leading edge of
the flat plate (630 × 198 mm2), see Fig. 2. Supersonic triangles were mounted on the
sides of the model in order to minimize 3-D effects. Due to the free stream disturbances
that increase towards the centreline the model was installed 90 mm above this line with
a small incidence to compensate for the conical flow.

3 Results

3.1 Boundary Layer Instabilities at Natural Transition

Before showing results with artificial disturbances the natural transition is shown. These
measurements were already published before and more informations are given in [8].
Figure 3 depicts the spectra of pressure fluctuations for four subsequent pressure gauges.
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For the sensor at 192 mm from the leading edge apart from low frequency oscilla-
tions (below 50 kHz) no significant peak is visible. The curves of the later sensors
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Fig. 3. Spectra of pressure fluctuations at four posi-
tions

show an additional peak slightly
above 100 kHz, representing the sec-
ond mode. The frequency of max-
imum amplitude decreases towards
increasing running length. This is
due to the increasing boundary layer
thickness, since the second mode
waves have wavelengths of approx-
imately twice the boundary layer
thickness [6]. The unit Reynolds
number (Re∞/l = 6.66 × 106 m−1)
is quite high. This results in a shorter
transition length. The second mode
is already near its saturation at x =
316 mm. The contour plot in Fig. 4
was obtained from several spectra
like those in Fig. 3. Only the sensor
at x = 284 mm was considered and the unit Reynolds number was varied. The second
mode is first detectable for a Reynolds number of Rex = 1.3 × 106. With increasing
Rex the most unstable frequency increases slightly.
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Fig. 4. Spectra of pressure fluctuations at x = 284 mm for different unit Reynolds numbers

3.2 Boundary Layer Instabilities with Artificial Disturbances

The disturbances were introduced at a distance of 260 mm from the leading edge.
Since the experiments were made at a fixed unit Reynolds number of approximately
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4.19 × 106 m−1 the Reynolds number, where the disturbance is generated, is fixed at
1.09 Mio. The dashed line in Fig. 4 shows this Reynolds number. Figure 5 shows for five
tunnel runs the time traces of a pressure sensor 40 mm downstream of a point shaped
single pulse disturbance. In this case the laser was focussed to a diameter of about
Ø = 2 mm and the pulse energy was about 110 mJ. The data shows a lot of scattering
for the five runs. However, the average clearly shows three peaks. At this high energy
there should be a shock wave propagating from the perturbation position. The first peak
represents this shock wave, which reaches the sensor about 20μs after the laser has
fired. With the distance of 40 mm this yields an average velocity of 2000 m s−1 for
the shock wave plus free stream velocity (≈920 m s−1). After this peak two additional
peaks appear with 10.8μs between. This Δt represents a frequency of f = 92 kHz,
which is in the range where the second mode would be expected. However, the ques-
tion arises by means of which mechanism a wave can be generated by a single pulse.
Possibly the heating of the air causes the boundary layer to get unstable so that a wave is
released. This result is quite well repeatable. Masad & Nayfeh, [7] investigated the pre-
mature and delayed transition of subsonic boundary layers in dependency of introduced
cooling and heating. They found that a cooling strip upstream of the neutral stability
point destabilizes the boundary layer, because the wall appears warm to the cooled air
that passes over the strip. So the integrated amplification is greater downstream, after a
short time where the instability waves were damped. But this is only valid for Tollmien-
Schlichting waves in low speed. The theoretical work of Mack [6] indicates a vice versa
behaviour for second mode waves, i.e. cooling has a destabilizing effect. In Fig. 6 the
time traces of three sensors are shown for three different pulse energies. The curves
are averages of five tunnel runs. The upper plot shows an excitation with the highest
energy. The shock wave is detected by all three sensors. The foremost sensor 24 mm
downstream of the disturbance detects no peaks apart from the shock wave whereas
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Fig. 6. Time traces of pressure sensors downstream a single point shaped disturbance for pulse
energy variation

the sensor at x = 40 mm detects two ripples at t = 30 − 40μs of about the same
size and shape. 16 mm downstream these ripples are also visible, while the amplitude
is increased, but the amplification of the two peaks is different. For medium pulse en-
ergy the shock wave for the foremost sensor shows of course a smaller amplitude. The
curve for the sensor at x = 40 mm shows one peak apart from the shock wave. But the
x = 56 mm-curve shows two ripples. I.e. for this less heated air the boundary layer is
less destabilized and the formation of a wave happens more slowly. In the lower plot
only for the middle and not for the last sensor one additional peak appears. This might
be due to a too small heating or it might result from the small signal to noise ratio. It
seems that the amplitude of the waves can be adjusted by properly setting the energy
of the lasers. In the present case a medium energy was appropriate. For higher energies
the growth of the waves took place too fast and for the lower energy the sensors did not
detect anything. It must be mentioned that the amplitudes of the artificial waves were
already rather large. Note that an amplitude of 700 Pa correlates to the amplitudes of
natural wave packets at Reynolds numbers twice as high as in the experiments in Fig. 6
and it must be assumed that non-linear effects influence their growth.
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If the instability is generated by a local destabilization of the boundary layer it is
questionable if a certain frequency can be prescribed by this approach. In Fig. 7 two
laser pulses with different Δt between were used in order to generate waves with dif-
ferent frequencies. The three plots show time traces for Δt = 11.11,10.0 and20.0μs
representing the frequencies f = 90, 100 and50 kHz, respectively. In the upper plot
(90 kHz) the foremost curve exhibits the peak of the shock wave of the first laser pulse.
The shock wave of the second pulse nearly coincides with a released wave. 16 mm fur-
ther downstream a wave consisting of two ripples is present and the frequency matches
the set value very well. The middle plot shows the same good agreement for 100 kHz.
This frequencies are very close to the waves released by a single pulse. The good agree-
ment between set and measured time might be a result of mere serendipity. Therefore
it is necessary to show the possibility to excite frequencies that are quite different from
the unstable ones. This is depicted in the lower plot. Here the forward sensor detects
both shock waves more clearly due to the larger Δt, although the first one exhibits a
larger amplitude. Although the curves shown here are averages it is assumed that this
difference results from deviations in the pulse energies. The curve of the rear sensor
shows four peaks, two of them representing the shock waves. However, the adjusted
50-kHz-frequency can still be found in the signal.
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4 Conclusion

A laser-based perturber for controlled boundary layer transition experiments was
validated for the application in the hypersonic flow regime. The properties of such a
perturber are unique concerning the possibility to adjust frequency, amplitude and loca-
tion of the disturbance. The results of some experiments with point-shaped disturbances
on the surface were presented. These results show that by means of such a point source
a wave packet can be generated that is extending as it convects downstream. To the
author’s knowledge this is the first detection of second mode waves, that were gener-
ated optically. The wave is presumably generated by the destabilization of the boundary
layer due to the thermal disturbance. In this experiments always a combination of pres-
sure and thermal disturbance affected the boundary layer. These two disturbances could
be detected separately in the time traces because of their different propagation veloci-
ties. It appears that the thermal disturbace mainly drives the forcing since the peaks of
the shock wave decreased while the peaks of the thermal disturbance showed growth.
In the following experiments with the disturbance above the model are planned in order
to separate the effects of thermal and pressure perturbation and clarify this issue.
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Disturbance-Level and Transition Measurements in a Conical Boundary Layer at Mach
6. In: AIAA-2008-3951, 26th AIAA Aerodynamic Measurement Technology and Ground
Testing Conference, Seattle, Washington, June 23-26 (2008)

[4] Kähler, C.J., Dreyer, M.: Dynamic 3D stereoscopic PIV and schlieren investigation of tur-
bulent flow structures generated by laser induced plasma. In: 12th International Symposium
on Applications of Laser Techniques to Fluid Mechanics, Lisbon, Portugal (2004)

[5] Kosinov, A.A., Maslov, A.A., Shevelkov, S.G.: Experiments on the stability of supersonic
laminar boundary layers. J. Fluid Mech. 219, 621–633 (1990)

[6] Mack, L.M.: Boundary Layer Linear Stability Theory. Special Course on Stability and
Transition of Laminar Flow, AGARD Rept. 709, 379–409 (March 1984)

[7] Masad, J.A., Nayfeh, A.H.: Laminar flow control of subsonic boundary layers by suction
and heat-transfer strips. Phys. Fluids A 4(6), 1259–1272 (1992)



Investigation of Laser Generated Perturbations for Boundary Layer 305

[8] Rödiger, T., Heitmann, D., Knauss, H., Smorodsky, B.V., Bountin, D.A., Maslov, A.A.,
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Summary 

Turbulent boundary layer (TBL) flow consists of manifold temporal and spatial scales 
and is governed by the organization and decay of self-sustaining coherent flow 
structures driven by entrained high momentum fluid. Generic flow structures such as 
hairpin-like vortices and spanwise alternating wall bounded low- and high-speed 
streaks have been observed and extensively analyzed with both experimental and 
numerical methods. The role of these structures for the wall normal and spanwise 
fluid exchange has been highlighted mostly within an Eulerian reference frame. But 
for an understanding of the momentum exchange in turbulent wall flows a step 
towards a spatially resolved Lagrangian frame of reference would be advantageous. 
The data achieved from the present application of time-resolved tomographic PIV to a 
flat plate turbulent boundary layer flow enables for the first time the investigation of 
the flow structures and related particle motions within a temporally and spatially 
resolved Lagrangian and Eulerian frame of reference.  

1   Introduction 

In the turbulence research community two branches can be distinguished either with a 
more or less application driven focus on shear- and wall bounded turbulence or with a 
more fundamental research driven interest in so called homogeneous, isotropic 
turbulence. In the isotropic turbulence branch Lagrangian statistics on temporally 
highly resolved trajectories of few single spatially independent tracer particles in the 
flow using different PTV techniques are dominant on the experimental side. While in 
the shear- and wall bounded turbulence research Eulerian reference frame approaches 
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using PIV or hot-wire probe techniques became dominant leading to concepts and 
models of coherent structures as the main carriers of turbulent fluid exchange. This 
branch development seems to be quite natural as in shear flows the intrinsic turbulent 
dissipation scale ε and therefore the Kolmogorov scales η and  τη are depending on 
the position in space resp. wall distance for TBL, while they are universal in isotropic 
turbulence making assumptions on highest levels of generality possible relying on 
high performance DNS data [1][2]. Up to now the experimental Lagrangian 
turbulence characterization has been performed by statistical analysis over several 
spatially independent single or groups of particles measured by tracking methods 
[3][4]. One of the challenges of experimental turbulence research is therefore the 
combination of both viewpoints in a single experiment.  

In the past two decades considerable experimental and numerical work on coherent 
structures in wall bounded turbulent flows has been carried out. A focus of the present 
work will be models of coherent flow structures, which have been developed partly 
by using the PIV techniques [5][6][7][8][9]. In a most recent paper [10] the scaling 
properties, topologies and distribution functions of vortices in a turbulent boundary 
layer using conditional averaging and space correlation functions have been 
described. They found in accordance to earlier PIV measurements [8] that hairpin like 
vortices are dominantly one sided and cane shaped and play a major role for the 
spatial organization of wall normal and spanwise flow exchange. They are apparently 
connected to the turbulence production events, the (instantaneous) negative Reynolds 
stresses u’v’, so called Q2- and Q4- events in the buffer- and log- layer.  

The first time results of time-resolved 3D-3C velocity vector fields from turbulent 
wall bounded air flows gained by using tomographic PIV have been published in [11]. 
The turbulent mixing due to the Q-2- and Q-4-events, has been found to be connected 
to a staggered pattern of hairpin-like vortices, see idealized mixer-model of 
substructure formation inside a turbulent spot [12]. Hairpin vortex forming events 
have been found in the 3D-3C and time resolved data of [13]. 

For the first time we achieved flow information with sufficient resolution from 
both reference frames: Eulerian and Lagrangian. The very high time sampling rate 
allows to fully resolving the flow for the Kolmogorov time scales. After tomographic 
reconstruction of a time series of particle image recordings in volumes a PTV 
algorithm from LaVision has been employed enabling to describe the motion of 
several thousands of particles in a Lagrangian frame of reference within the 
measurement volume. Time series of instantaneous 3D velocity vector fields have 
been determined, while 3D-vorticity and swirling strength fields λ2 are represented by 
iso-surfaces.  

2   Test Set-Up and Procedure 

The experiments have been conducted in the water tunnel at TU Delft where a 
turbulent boundary layer flow has been established along a flat acrylic glass plate at a 
free stream velocity of 0.53 m/s. The plate was employed with an elliptic leading 
edge, while a nearly zero pressure gradient has been adapted by a trailing edge flap. 
The flow on the observation side was tripped by a spanwise attached zig-zag band  
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150 mm downstream of the leading edge resulting in a thickness of the turbulent 
boundary layer of 38 mm corresponding to Reθ ~ 2460 based on momentum 
thickness. The turbulence level of the free stream was below 0.5 %. For the general 
characterization of the boundary layer flow a high resolution 2C-PIV experiment with 
a low-repetition rate system with LaVision Imager PRO-X camera of 4 Mpixels has 
been performed. One thousand statistically independent particle images in a region of 
~ 50 x 50 mm² have been evaluated by 8 x 8 pixels interrogation windows 
corresponding to a spatial resolution of 4.4 wall units in x- and y-direction in an 
ensemble correlation mode. The resulting semi-logarithmic boundary layer profile 
calculated in wall units after applying the Klauser-method for skin friction velocity 
estimation is given in Figure 1 (bottom-right). The skin friction velocity has been 
estimated by regression between y+ = 44 and y+ = 200 to uτ = 0.0219 m/s and the 
coefficient to cf = 0.00345. Buffer layer, log-layer and bulk region can be 
distinguished in the single wall distance regions by their characteristic curvatures.  

 

Fig. 1. Six CMOS cameras at 1 kHz framing rate at TU Delft water tunnel. The measurement 
volume of 63 x 15 x 68 mm³ in TBL at 2.09 m downstream of the leading edge (left). 
Polyamide seeding particles with ~56 µm diameter (top-right). Profile of TBL at Reθ ~ 2460 at 
measurement position (bottom-right).  

In a second step a high-repetition rate tomographic PIV system has been applied by 
making use of a diode pumped double cavity Nd:YLF high repetition rate laser from 
Quantronix with a pulse energy of 25 mJ at 1 kHz and six Photron CMOS cameras in 
1024 x 1024 pixels full frame modus (see Figure 1 left). Six cameras have been 
positioned in an angular viewing geometry adapted in Scheimpflug mounts. The 
volume illumination in a rectangular shape was realized by guiding the laser beam 
through two spherical and two cylindrical lenses and a final knife edge frame. As 
sufficient light was scattered by the polyamide seeding particles with 56 µm average 
diameter (see Fig 1 top-right) astigmatism effects could be avoided without the use of 
prisms by reducing the aperture of the four Zeiss f = 100 mm and two Nikkor f = 105 mm 
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Fig. 2. An instantaneous 3D-velocity volume  extracted from a time series depicting flow 
structures by iso-surfaces of swirl-strength value  λ2  and selected velocity planes at y+~75  
(u–uref color coded, U = 0.53 m/s) 

camera lenses down to f# = 11. A volume of about 63 x 15 x 68  mm³ = 734 x 176  x 
793 voxels = 1380 x 328 x 1490 wall units  in x-, y- and z direction (x- stream wise 
and y- wall normal) centred 2090 mm downstream of the leading edge has been 
illuminated at 1 kHz frequency. Five times 2040 images were captured in a time 
series of 2 s at 1 kHz each. With the DaVis7.3 software tool the reconstruction of the 
three-dimensional particle light intensity distributions has been calculated by means 
of the MART tomographic algorithm optimized for PIV signals [14] returning a 3-D 
array of voxels where the intensity is digitally stored. Before final reconstruction of 
the particle image volumes a volume-self-calibration according to [15] has been 
performed. The particle image volume is analyzed by 3D cross-correlation with an 
iterative multi-grid volume deformation scheme reaching a final 32³ voxels 
interrogation box size. For particle image cross-correlation the Δt between two 
reconstructed volumes has been chosen to be 2 ms in order to enhance the dynamic 
range of the velocity fluctuations and reduce the number of correlated ghost particles. 
With a given magnification of 85.9 µm/voxel the final 32³ voxels corresponds to a 
spatial resolution of ~ 2.75 x 2.75 x 2.75 mm³ and with 75 % overlap a series of 
instantaneous three-dimensional velocity vector volumes over a grid of 92 x 99 x 22 
(200,376) measurement points located every 0.687 mm ~ 15 WU in all directions in 
space.  

3   Results 

3.1   Instantaneous 3D-3C(t) Velocity Vector Fields 

Processing of 10200 tomographic particle volume reconstructions by MART and 
local 3D cross-correlations of 5100 (each second pair) has been realized by using 
DaVis 7.3. Instantaneous velocity vector volumes with a mean particle image shift of 
~9 voxels were calculated and after conversion to physical quantities 3D vorticity and 
swirl strength λ2 have been determined besides the overall average over all 5100 
 



 Eulerian and Lagrangian Insights into a Turbulent Boundary Layer Flow 311 

 

Fig. 3. Generic 3D topology of conditional averaged y-vorticity separated by sign (plus-left and 
minus-right) represented by iso-surfaces and corresponding Q2- (left) and Q4- (right) events 
represented by the contour plot with magnitude colour coding in a horizontal plane at y+ = 150  

samples. After subtracting the mean from the single instantaneous velocity vector 
volumes the fields of fluctuation velocities u’, v’ and w’ and the four quadrants of the 
Reynolds stress Q1 to Q4 have been derived. Examples of the results of global and 
local statistics are shown in the next chapters. 

The number of spurious vectors was less than 1 %. In Figure 2 a snapshot out of 
the time series of velocity vector volumes shows the distribution of vortical structures 
formed as arch or hairpin-like (A), cane (B) or arbitrary (C) vortices within the 
turbulent flow visualized by the iso-surfces of the swirl-strength value λ2. The colour 
coding of the vectors represents the u – uref velocities indicating low and high speed 
regions. It is visible that low speed regions are closely surrounded by vortical 
structures of different scales, while the smaller ones are close to the wall. Most of 
these vortical structures remain stable over longer times while convecting 
downstream. They are slightly increasing in height while canes induce sometimes a 
“counter rotating vortex leg” on the opposite side of a low speed streak, but often on a 
slightly different streamwise position. In some cases very low speed streaks are 
formed by or connected to packages of successive arch vortices as described in [16]. 
A topological analysis by space-time-correlations and conditional averaging has been 
calculated in a next step. 

3.2   Conditional Averaging 

Two point 3D space-time correlation functions have been calculated and will be 
presented in another paper due to page limitation. For the vortices and their 
connection to the turbulence production, namely the Q2 and Q4 events a conditional 
averaging has been employed over the whole dataset. Therefore a detection and 
segmentation algorithm has been developed using a threshold and number of 
neighbours’ criteria. A 3D box around that event detected at a distinct wall distance 
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Fig. 4. Relative motion of Lagrangian tracks with more than 40 time steps in a sub-volume 
(left) and PDFs of the lagrangian acceleration components in the logarithmic layer of the TBL 
at Reθ ~ 2460 normalised by the standard deviation  in x-direction (right) 

(here y = 6.87 mm corresp. to y+ = 150) has been cut out of the single instantaneous 
velocity vector volumes. Then all boxes at all found events in 5100 samples have 
been averaged for gaining a smooth generic topology. Results of the averaged 3D 
vortex structure for the positive and negative y-vorticity component events with the 
thresholds +/- 0.05 1/s and the related Q2 and Q4 flow through a horizontal plane is 
shown in Fig. 3. One can see the vortex structures, connected to both y-vorticity 
signs, are inclined by an angle of approximately 45°. Q2- and Q4- production events 
are located directly in the spanwise vicinity of the vortex tube depending on rotation 
direction, while Q2 possesses ~2 times higher values with less spatial extension. A 
weak second vortex structure with an opposite sign, but only ~15 % vorticity can be 
found on the opposite side of the low speed and Q2 event, indicating the low 
probability of the appearance of symmetric hairpin-like or arch vortices. Streamwise 
shifts of the counter vortex can also contribute to this low probability value. 

This confirms the dominant role of vortices for the turbulence production in 
general. Another calculation for the conditional average of the Q2 event at the same 
y+ = 150 position the distance of the averaged neighbouring y-vorticity cores is Δz+ = 
120 and for the Q4 case Δz+ = 140, which confirms the spanwise spacing of vortices 
found in literature [9] and supports the idea that the vortex formation at corresponding 
Reynolds stress events is ruled by near wall streaks even at this wall distance. 

3.3   Lagrangian Approach 

For the detection of tracer particles in the time series of reconstructed particle image 
volumes a 3D-PTV algorithm from LaVision has been employed. Sub-pixel 3D-
particle locations are fitted within the volume by a 5x5x5 Gaussian fit for all peaks 
above a certain threshold. Possible particle matches are restricted by several criteria. 
First velocities must fall within a global possible range, and the change in velocity 
from one time step to the next must be below an absolute value (here 1 pixel) and also 
less than an allowed velocity gradient in pixel-displacement / pixel-distance (here 
0.5). Finally particles must be visible for several time steps. Only particle tracks 
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longer than 18 time steps are taken. Next particles are resolved by taking the path 
where the particle intensity remains the most similar. Figure 4 (left) shows selected 3-
D Particle trajectories in a section of the investigated volume with subtracted 
convection. Note that the figure depicts only a small fraction of the overall identified 
trajectories. The total number of tracked particles is in the order of 105. In order to 
calculate the Lagrangian accelerations, a moving 3rd order polynomial is used. For 
each time step, t, and around each point of a measured trajectory a third order 
polynomial is fitted from t−9 Δt to t+9 Δt for each component, x, y, z.. The 
acceleration is then derived from the second derivative of the polynomial at the 
respective time step (see [17] for more details). Figure 4 (right) depicts the PDFs of 
the acceleration components in the measurement (logarithmic) region normalized by 
the standard deviation in x-direction. A detailed interpretation of the Lagrangian 
acceleration goes beyond the scope of this paper. But as a first result, it can be seen 
that the acceleration distribution has a more intermittent character especially for the  
y-direction then described by a Gaussian distribution.  

4   Conclusions and Outlook 

The tomographic PIV technique has been applied to time-resolved particle images for 
an investigation of the coherent structures in a turbulent boundary layer flow along a 
flat plate in a water tunnel at Reθ ~ 2460 . Six high speed CMOS cameras are imaging 
tracer particles which are illuminated by two high repetitive pulse lasers in a volume 
of 1,66δ x 0.39δ x 1.79δ at 1 kHz. Each of two subsequently acquired and 
reconstructed particle distributions have been cross-correlated in small interrogation 
volumes using iterative multi-grid schemes with volume-deformation in order to 
determine a time series of instantaneous 3D-3C velocity vector fields. Consistent and 
frequently appearing flow structures can be identified and related to the known 
models (arch- or hairpin- vortices etc.). Conditional averaging over certain flow 
events found inside the 3D velocity volumes provides a model of the connection of 
the turbulence producing Q2- and Q4-events and vortices in a spatial flow topology. 
Additionally the PDF’s of Lagrangian accelerations have been calculated as a first 
result within the moving reference frame. The aim is to contribute to an enhancement 
of the understanding of structural self-organization processes, scaling properties and 
the energy and momentum budgets of wall bounded turbulent flows in the near future.  
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Summary

A wind tunnel test section setup is described, which allows an automated analysis
and optimization of the aerodynamic performance of two-dimensional three-element
high-lift systems by varying the slat and flap settings. The gap, overlap and angle
of attack of the high-lift devices are varied by remote by means of side wall inte-
grated flush mounted traverses. The side wall implemented balance system is able
to measure lift, drag and pitching moment of each of the high-lift system elements
(slat/main section/flap) individually. Finally, results of a systematic analysis of the aero-
dynamic performance depending on the flap setting as well as an automated flap setting
optimization using the Nelder-Mead method [1] are demonstrated.

1 Introduction

The design of high-lift systems is an essential part of the airplane development process.
Among structural and system integrative aspects, the aerodynamic performance of the
system, which has to fulfill the requirements of the different flight phases, is of ma-
jor importance. Already during the preliminary phase of the high lift design-process,
the definition of the specific high-lift devices for the leading and trailing edge of the
wing takes place as well as the determination of the optimum device profiles and their
spanwise and chord extension, [2]. In addition, the takeoff and landing performance is
optimized depending on the high-lift device settings. The modern CFD-based high-lift
design process combines 2D-CFD-methods with optimizer-tools to find the optimum
setting, which means the optimum gap, overlap and deflection angle for the high-lift
devices, [3]. Multiple flow phenomena affect the flow around a high-lift system; each
of them poses a challenge for numerical methods: the laminar-turbulent transition, re-
laminarization, geometry as well as pressure-induced separation and the interaction be-
tween the wakes and boundary layers. Down to the present day, CFD-methods capture
these phenomena occasionally insufficiently due to the complexity of the high-lift flow
physics. This paper describes a wind tunnel test section that allows an automated sys-
tematic analysis as well as the optimization of the aerodynamic performance of high-lift
systems by varying the slat and flap settings. Therefore, this test section is intended to
support the numerical preliminary design of high-lift systems.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 315–322.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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2 Experimental Set-Up

The experimental optimization of the slat and flap setting of a high-lift system is based
on the interaction between the optimizer and the wind tunnel test setup. The optimizer
defines the settings of the high-lift devices and evaluates the aerodynamic performance
of the high-lift system on the basis of the aerodynamic coefficients delivered by the test
setup. Therefore, the wind tunnel test setup has to be able to determine the aerodynamic
forces and moments for arbitrary gaps, overlaps and deflection angles of the high-lift
devices as well as to transfer this information in terms of aerodynamic coefficients to
the optimizer. Subsequently, the specific components of the test setup will be explained
in greater detail.

2.1 Balance

The three-element high-lift system contains a slat, main section and flap. The mounting
of the three elements between both sides of the test section takes place by means of the
side wall integrated balances, shown in Fig. 1. The implemented balance system that
determines the aerodynamic forces and moments via strain gauges, which are symmet-
rically arranged to the balance beams, is based on the idea of [4], which was originally
developed for controlling the forces and moments of robot tools. The body of the bal-
ance consists of nine solid blocks, connected by symmetrically arranged horizontal and
vertical beams. The four corner blocks are fixed mounted to the test section side wall.
The other blocks have no contact with the wall and are therefore moveable. The specific
high-lift element is mounted to the center block.

The forces and moments induced by the center mounted element of the high-lift
system is determined by twelve strain gauges, applied symmetrically to the connection
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into the center block
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Fig. 2. Arrangement and geometric parameters of the three rotary disks building the eccentric
traverse

beams, Fig. 1. The balance is able to detect the forces in x- and z-direction as well as
the moment around the y-axis independently. According to [4], the interference errors
of a balance of this type are less than 3%. The minimum measurable force is Fx,min =
Fz,min = 0.01N, the minimum measurable moment is My,min = 0.001Nm. Based on
the measured forces and moments and the setting of the high-lift element, the applied
lift, drag and pitching moment can be determined.

2.2 Eccentric Traverse

The slat and flap of the high-lift system can be positioned arbitrarily by side wall in-
tegrated eccentric traverses. The three necessary degrees of freedom (gap, overlap and
deflection angle) are realized by three eccentrically mounted rotary disks, Fig. 2. If the
high-lift device is attached to the small rotary disk (3), the rotary angles of the large
rotary disk Φ1 and medium rotary disk Φ2 define the position of the high-lift device in
the x-z-plane. The deflection angle δ is defined by the rotary angle of the small rotary
disk Φ3.

Based on identical distances a between the centers C of the rotary disks, arbitrary
settings within a circular traversing range with the radius r = 4a are realizable while
retaining closed and smooth test section side walls. Overall, there are four eccentric
traverses necessary for moving the slat and flap; one traverse for the slat and one for
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Fig. 3. Schematic set-up of the eccentric traverses within the test section walls
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Fig. 4. Overall view of the test section with the integrated high-lift system

the flap in both side walls of the test section, Fig. 3. The main section of the wing is
mounted directly to the side walls. The rotary disks are driven by stepping motors using
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free of play tooth belt drives with a rotation accuracy of ΔΦ1 ≤ 0.02◦, ΔΦ2 ≤ 0.03◦

and ΔΦ3 ≤ 0.05◦. Small pins in the face sides of the rotary disks interrupt the light
barrier in a reference position that is used as a basis for the calculation of the high-lift
device setting.

2.3 Test Section

Fig. 4 depicts the complete wind tunnel test section. The two-dimensional high-lift
system consisting of the main section (1), slat (2) and flap (3) is mounted between the
two side walls (I and II). The gap between the side walls and the high lift elements has
a width of d = 0.2 mm. The mounting of the three elements on both sides of the test
section takes place by means of the side wall integrated balances (4-6). The balances and
therefore the high-lift devices are positioned by side wall integrated eccentric traverses.
These traverses consist of the three rotary discs (12-14), driven by the three stepping
motor units (7-9). The angle of attack α of the whole high-lift system can be varied
manually by rotating the disk (15).

3 Results

The test setup allows the analysis of the aerodynamic performance of the high-lift sys-
tem depending on the high-lift device setting as well as the automated optimization of
the device gap, overlap and deflection angle. The following pages present some results
concentrating on the flap flow obtained at a Reynolds number of Re = 2.7 · 105 at an
angle of attack of α = 10◦.

3.1 Systematic Analysis

The individual variation of the parameters gap gF , overlap oF and deflection angle δF
allows an analysis of the influences of the parameters on the aerodynamic performance
of the high-lift system. Fig. 5 (left) for example shows the distribution of the lift co-
efficient cL of the high-lift system depending on the gap gF and overlap oF of the
flap for a fixed flap angle δF = 30◦. Gap gF and overlap oF are related to the chord
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Fig. 5. Lift distribution for different flap settings, δF = 30◦
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length lc = 200 mm of the cruise wing in clean configuration. The distance between the
measuring points is set toΔgF = ΔoF = 0.5%lc. The circular label marks the position
of the maximum lift within the flap field. Fig. 5 (right) illustrates the corresponding flap
setting that delivers maximum lift for the given flap angle of δF = 30◦. If the maxi-
mum lift coefficients are determined in the exact same manner for several different flap
angles δF , the optimum flap setting for maximum lift can be found systematically.

During preliminary investigations of different flap settings, the global optimum of
the flap setting with respect for maximum lift was determined systematically within the
range: gF,optε [0.5, 1%lc], oF,opt ≈ 2%lc and δF,optε [31◦, 36◦], [5].

3.2 Optimization

More efficient than the systematic search for an optimum flap setting is a targeted
optimization possible with the presented test section. In the following, an experimental
optimization of the flap setting with respect to the maximization of the lift coefficient
cL of the high-lift system is demonstrated using the gap gF , overlap oF and deflection
angle δF as optimization parameters. The goal function for the maximization of lift is
set to f = 1/c2L. Usually, the angle of attack α is an additional optimization parameter
of a high lift system optimization with respect to maximum lift. However, since the ad-
justment of the angle of attack is not yet automated, the optimization is performed at a
fixed angle of attack.

Two different optimization runs with different flap start settings using the
Nelder-Mead simplex algorithm [1] will be presented. During preliminary investiga-
tions, the simplex algorithm had proven its ability to find good solutions even in a noisy
search space using only a moderate number of measurements, [5]. Even if the opti-
mization runs presented here find the global optimum, it has to be considered that the
simplex algorithm does not guarantee the detection of the global optimum.

The start setting of the flap for case (a) is set to gF = 1.5%lc, oF = 1.0%lc and
δF = 10◦. Case (b) has almost identical start settings, with just a minor change of the
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overlap oF = 1.5%lc. The setting of the slat as well as the angle of attack of the high-lift
system is fixed.

Fig. 6 depicts the development of the lift coefficient cL of the high-lift system during
the optimization process for the two different start settings of the flap. Although the
flap start settings are almost identical, the development of the lift coefficient of the two
optimization runs shows a significantly different behavior. While optimization (b) lo-
cates a flap setting close to optimum setting within 40 measurements, optimization (a)
needs more than twice the number of measurements. This is caused by the established
start simplex generation. The start simplex contains the start flap setting as well as three
additional flap settings, generated by random modification of the given start parame-
ters. Therefore, the development of the parameters of two optimization runs can differ
significantly, even if the Nelder-Mead simplex algorithm is a deterministic method and
the start parameters are almost identical.

To clarify the difference between the two optimization runs and to explain the
difference of the necessary number of measurements to find a solution close to the
global optimum, the development of the parameters gap gF , overlap oF and flap angle
δF is depicted in Fig. 7. Each point describes one analyzed flap setting (gF , oF ). Based
on the start configuration, the line connects the best achieved settings in chronological
order. The color of the line expresses the development of the flap angle δF . The dot-
ted circle marks the area, where the Nelder-Mead algorithm finally stagnates. While
the parameters of optimization (b) move quickly towards the optimum, optimization
(a) initially enlarges the gap gF overshooting the optimum. Therefore, optimization (a)
needs a much higher number of measurements to finally stagnate close to the global
optimum. The behavior of the high lift system in a certain area around the located opti-
mum is of particular importance for most practical applications. Therefore, a systematic
scan around the located optimum is still necessary.

The presented test section features some shortcomings that have to be considered
when analyzing and interpreting the optimization results. The small test section height
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is problematic from the viewpoint of wall interferences. Blockage correction methods
have to be applied to the measured aerodynamic forces and moments, [6]. The flow
around the high lift system is not really two-dimensional. Wall effects like corner vor-
tices and separation at the intersections of the high lift system elements and the side-
walls affect the flow around the high lift system. These effects and the effects due to the
low Reynolds numbers are always included in a 2D-experimental optimum obtained by
total force and moment measurements.

4 Conclusion

An automated test section was introduced, which allows the systematic analysis and
optimization of the aerodynamic performance of a two-dimensional multi-element high-
lift system depending on the slat and flap settings. The gap and overlap of the high-lift
devices as well as their deflection angle is varied by remote via stepping motor driven
side wall integrated traverses. The aerodynamic forces and moments are determined on
each element of the high-lift system individually by means of strain gauge based bal-
ances. A successful optimization of the flap setting with respect to the maximization of
lift was presented, using the Nelder-Mead simplex method.

The number of checked flap settings that were necessary to find a flap setting close
to the optimum setting is in the same range as for the analysis of one flap field shown
in Fig. 5. Thus, for the shown examples, the determination of the optimum flap setting
based on the Nelder-Mead simplex method is much more efficient than an analytical
search that requires the analysis of multiple flap fields for several different flap angles.
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Summary 

Visualization and measurements of aerodynamic effects on a 2D-wing-profile model 
were conducted using an optical pressure measurement system based on the pressure-
sensitive paint (PSP) technique. The PSP technique can be used to obtain absolute 
pressure distributions on the surface of a model and in addition to evaluate 
quantitative aerodynamic flow phenomena e.g., shock location, shock-shock 
interaction, and shock boundary layer interaction, by using scientific grade cameras 
and image processing techniques. The PSP technique has been used here for 
investigations of periodic and unsteady flows. In a wind tunnel campaign in the 
DNW-TWG, a 2D-wing-profile model, which is pitch oscillating at up to 30 Hz, was 
investigated. The experiment presented here was performed at angles-of-attack α = 
1.12° ± 0.6° at Ma = 0.72. With this work the area of application of PSP to dynamic 
systems where oscillating pressure changes of the order of 1000 Pa have to be 
measured at rates of up to 100 Hz is demonstrated. 

1   Introduction 

Becoming interested by the pressure data measured with PSP for steady cases the 
aerodynamicists working in the high-speed regime have been asking for a similar 
technique for investigations of unsteady flow phenomena, such as aeroelastic 
investigations, turbo machinery, and helicopter rotors. This is the reason why DLR 
started an internal "Unsteady PSP" project to develop the required hard- and software 
for industrial unsteady PSP measurements with a time resolution of better than 1 
millisecond and with a sampling rate of up to 100 Hz. Application of the PSP 
technique to unsteady aerodynamic flows requires special measurement 
instrumentation. The main challenges to obtain PSP results with sufficient accuracy 
are the development of hardware components, model illumination, and camera 
observation as well as the pressure-sensitive paint itself. First of all, a dedicated fast 
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paint has to be designed as pressure sensor in order to reduce the response time of the 
paint with respect to pressure changes. DLR has developed high porosity paints in 
which the luminescent dyes are incorporated in a porous polymer. The dynamic 
calibration of the unsteady paint consists of measuring the phase- and amplitude 
response of the paint under pressure variations. A dynamic calibration system for 
measuring the transfer function of the paint has been designed and manufactured. 
Then, the instrumentation has to be able to acquire images with high framing rates 
and at low light intensities. Moreover, the software should be able to manage all the 
necessary synchronization between the PSP system and the wind tunnel in a short 
time. The industrial aspects of the development are considered in the DLR project as 
well, which means that the knowledge obtained from the implementation of this 
measurement techniques for industrial wind tunnels will be used to develop a PSP 
system that is mobile and fast in both implementation and data processing. 

2   Model and Test Facility 

The wind tunnel measurements presented in this paper were performed in the 
Transonic Wind Tunnel DNW-TWG in Göttingen [7]. For the measurements, the 
wind tunnel was set-up with the "adaptive walls" test section. Since the wind tunnel 
can be pressurized from 0.3 to 1.5 bar, steady calibration measurements of the 
pressure-sensitive paint for the complete model could be performed inside the test 
section itself. 

The NLR7301 (DLR-AE4) model [1] is made from carbon fibre material and has a 
chord length of 300 mm with a span of 1000 mm, see Figure 1. The suction side of 
the model is equipped with 38 pressure taps (KULITE) along two chordwise lines at 
mid-span. A spanwise area of 60% of the model surface has been painted with DLR's 
unsteady PSP and 40% with DLR's temperature-sensitive paint (TSP). Some of the 
conventional pressure transducer data are used for an offset correction of PSP and 
others for the comparison between PSP and KULITE data. In addition, the model is 
equipped with one PT100 thermocouple to measure the model surface temperature 
during data acquisition. 

 

Fig. 1. NLR7301 model painted with unsteady PSP and TSP. Two pressure tap sections are 
visible in the mid-span area 
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3   Unsteady Pressure-Sensitive Paint 

DLR has been developing pressure-sensitive paints in cooperation with a team from 
the Organic-Chemistry Institute of the University of Hohenheim.  

3.1   Development of Unsteady Pressure-Sensitive Paints 

Since the unsteady pressure-sensitive paint should be usable on different model 
materials (e.g., carbon fibre, steel or aluminium) and should finally also be applicable 
to large and fully instrumented models, DLR has focused its efforts on pressure-
sensitive paint formulations which can be applied by using a spray gun. DLR has 
developed paints where the luminescent dyes can be incorporated into a highly porous 
polymer. Other paint formulations such as surface contact paint (anodized-aluminium 
PSP) [3, 5], where the dye is adsorbed onto a porous alumina layer, can be applied 
only to aluminium and can not be sprayed. The response time of the high porosity 
polymer based paint is about 1 ms, while the anodized-aluminium PSP can achieve 
response times of some 10 µs. The advantage of the DLR paint is that it can be 
sprayed on any surface. A two-color PSP formulation, based on PtTFPP as the 
pressure-sensitive luminophore and with a pressure-insensitive reference 
luminophore, was used for the tests presented here. The radiative lifetimes of the 
pressure-sensitive dye and the reference dye were measured and do not exceed 0.1 
ms. These two dyes were embedded in a fluoric binder. To enlarge the porosity of this 
polymer TiO2 material has been added. This paint is applied directly to the model 
surface, i.e., without an additional screen layer underneath, using a spray gun. A total 
paint thickness of about 10±2 μm was achieved. Drying time of this paint is about 10 
min. Figure 2 shows the emission spectrum of the pressure-sensitive paint when 
excited at approx. 400 nm. An intensity change of 0.1% with the paint results from a 
pressure change of approx. 150 Pa. The temperature sensitivity of the paint can be 
determined from the calibration curves to be approximately -800 Pa/°C.  
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Fig. 2. Emission spectra of the two-color unsteady pressure-sensitive paint at 20°C 

3.2   Dynamic Calibration of PSP 

The dynamic calibration of the unsteady pressure-sensitive paint consists of 
measuring the response for amplitude- and phase characteristics of the paint in the 
presence of pressure variations. An unsteady calibration system for sinusoidal 
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pressure changes with an amplitude of about ± 5000 Pa between 0 - 100 Hz has been 
designed and manufactured [6]. For higher frequencies, the amplitude of pressure 
variations becomes smaller. The maximum frequency of the unsteady calibration 
system is about 5 kHz. As references for the pressure signal in the unsteady 
calibration chamber four pressure sensors (ENDEVCO) with high frequency response 
have been used. Based on this calibration system, the unsteady paint used for the 
measurements presented here has been calibrated to measure the transfer function of 
the paint. Figure 3 shows the amplitude and phase characteristics for the paint. At 100 
Hz the amplitude of the paint signal shows a decrease of about 5% intensity whereas a 
phase shift of 12° was measured.  
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Fig. 3. Amplitude and phase transferfunction for the two color unsteady pressure-sensitive paint 

4   Data Acquisition 

4.1   Phase Locked Unsteady PSP Data Acquisition 

For each observation direction one high power UV flash light source  
(RAPP-DLR-EP1) is used for excitation of the paint (λex = 350 - 400 nm). Each light 
source consists of three separate high pressure Xenon bulbs with appropriate optical 
filters and each is connected to optical fibers of 2.0 m length. Therefore, in total, 6 
fiber optics illuminated the painted model surface from two directions. For each 
flashbulb up to 1 J white light in a 100 µs pulse, equivalent to 10 kW peak power, was 
measured at the exit of each light fiber. Maximum repetition frequency of 0.2 Hz was 
attained for the high power flashes. It is connected via the internal TCP/IP network 
with the PSP data acquisition system. The maximal flash duration of the lamps is 180 
μs, depending on the actual power settings. A flash monitor output was used to 
determine the exact time of model illumination. Scientific grade CCD cameras (PCO) 
with 14-bit resolution were used for image acquisition. The employed optical filters 
transfer the emitted light as follows: one filter at λem_p = 630-800 nm for the pressure 
signal itself and another filter at λem_ref = 475-590 nm for the reference component 
(see also the emission spectrum of PSP in Figure 2). Thus, pairs of images were 
acquired simultaneously by using the twin CCD camera system from each viewing 
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position. Even though an exposure time of 1 sec for the cameras was used, the 
effective observation interval was about 300 μs, which is the sum of flash length and 
fluorescence lifetime of the paint. With this arrangement, just one single flash of 180 
μs pulse length of the light sources is sufficient to give a sufficiently large intensity 
for the CCD camera. 

4.2   Unsteady PSP Data Acquisition 

In this setup the pressure-sensitive paint was excited by a high power LED  
(RAPP-DLR-ULD119 with λex = 395 - 405 nm). This LED was driven in pulse mode, 
having up to 15 mJ with pulse durations of about 1 ms. One PhotonMAX: 512B 
EMCCD (PRINCETON INSTRUMENTS/ACTON) camera was used for image 
acquisition. PhotonMAX is a 16-bit EMCCD (ElectronMultiplying Charge Coupled 
Device) camera. This is a new technology on the market today which is able to 
amplify the charge on-chip (Avalanche Gain technique) before the charge-to-voltage 
conversion [2]. This makes it extremely light sensitive, being able even to register 
single photons. As well as the capability of single-photon sensitivity, this camera also 
allows high framing rates. A 512 x 512-pixel, back illuminated, frame transfer 
EMCCD and a 10-MHz, 16-bit digitizer provide the performance to measure up to 30 
Hz with full pixel resolution. It minimizes dark current by thermoelectrically cooling 
the detector down to -80 °C.  

The employed optical filter in front of the EMCCD camera transmits only the 
emitted light at λem_p  = 630-800 nm for the pressure signal of the paint. 

For the measurements in the wind tunnel the exposure time of the EMCCD was 
fixed to 1 ms. Depending on data acquisition parameters (ROI, binning, Avalanche 
Gain) the flash duration of the LED light pulse was adapted between 400 - 800 μs. 
For the full 512 x 512 pixel resolution of the EMCCD camera a data acquisition 
frequency of 30 Hz could be realized. Just one single flash of 800 μs pulse length of 
the LED is sufficient to give enough intensity for the EMCCD camera. 

4.3   Triggering the Data Acquisition System 

One part of the DLR software "ToPas" (Three dimensional optical Pressure analysis 
system) controls the automatic data acquisition [4], integrating the PSP system into 
the wind tunnel data acquisition system. The data acquisition for all systems (wind 
tunnel parameters, conventional unsteady pressure transducer data, and unsteady 
pressure-sensitive paint images) is started automatically via computer (using the 
software SEM_COLLECT in combination with PC-based hardware and software), 
but the exact triggering mechanism of cameras and excitation light source depends on 
the data acquisition type (unsteady or phase locked). The software is designed to work 
with different cameras and light sources using TTL triggers. All monitor output 
signals from cameras and light sources were measured in parallel by the conventional 
unsteady data acquisition system (TEDAS). 

5   Data Reduction 

For data reduction the ToPas Software is used. As a result of the PSP measurement 
one obtains the pressure distribution on the model surface, which is delivered at each 
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node of a structured 3D surface grid of the model. Markers are applied at well defined 
coordinates on the model surface. After detecting the markers in the PSP images, 
eleven alignment parameters (rotation in x, y and z-direction, translation, perspective, 
projection, scaling, and lens correction) are calculated by a least square fit of the 
difference between calculated and measured marker positions. Then, according to 
these parameters the pixel values can be assigned to the corresponding node of the 
grid. From this, the pressure on each node can be calculated using the calibration 
relation. For calculation of absolute pressure values an in-situ calibration is added, 
which is performed by comparison of conventional pressure sensor values with the 
PSP results at the location of the corresponding pressure sensors in the wind tunnel 
model. Data reduction using DLR's software ToPas is performed by scripting methods 
with a very high degree of automation and reproducibility. 

6   Results for the NLR7301 Model 

For the pitch oscillating case of the model, oscillations in the intensity of PSP that 
occurred due to shock oscillations were observed. Using the phase-locked unsteady 
PSP data acquisition for the 30 Hz oscillating 2D-wing-profile model, 72 images were 
acquired; this represents a phase resolution of 5°. Although the model is exposed at 
each phase position only once, the data acquisition for all 72 phase positions of the 
model takes several minutes due to the limitations imposed by the 0.2 Hz flash 
frequency and the image readout time. Three typical PSP results using phase-locked 
unsteady PSP data acquisition, for the 30 Hz pitch oscillating case of the investigated 
model on the suction side, for Ma = 0.72 at angles of attack (AoA) 0.588, 1.828, 
1.564° are shown in Figure 4. In this figure flow is coming from the left for all three 
different angles-of-attack (AoA) and the pressure coefficient is shown in the area 
beginning from the centerline of the model in direction to the wind tunnel side wall. 
Independent of the angle of incidence the non-2-dimensional pressure distribution is 
clearly visible especially nearby the wind tunnel side wall, caused by the interaction 
of the flow around the 2D-wing-profil model and the wind tunnel boundary layer. In 
addition for all different AoA a low pressure area is measured which is caused by a  
vortex generated at the leading edge of the model close to the wind tunnel side wall. 
For all different AoA, significant movement of the shock system is also found. For  
α = 0.588° and α = 1.828° two separate shock positions are found. The first shock is 
moving downstream into the direction of the second shock whereas the second shock 
is not moving downstream. The results for the different phase positions for the pitch  
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Fig. 4. Cp pressure distribution on the surface of the suction side of the NLR7301 model for 
Ma = 0.72, pitch oscillating frequency 30 Hz, for three different AoA (phase-locked measured) 
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Fig. 5. Comparison of conventional pressure measurement data (KULITE) and PSP on the 
suction side of the NLR7301 model for Ma = 0.72, pitch oscillating frequency 30 Hz, for AoA 
= 0.588° (phase-locked measured) 

oscillation show significant differences in the position of the shocks. For α = 1.564° 
only a single shock is measured by means of unsteady PSP. Thus, the response time 
of the pressure-sensitive paint formulation is sufficiently small to resolve the pressure 
fluctuations arising from the pitch oscillation of the 2D-wing-profile model in the 
flow. In order to compare the accuracy of the PSP results they are compared with the 
conventional pressure measurement (KULITE) data, measured simultaneously. In  
figure 5 the pressure distribution for α = 0.588° is shown. The agreement is quite 
good, only nearby the two shock positions a larger discrepancy is obvious. This can 
be explained by response time of the unsteady paint. To improve the accuracy of the 
PSP data it is now very interesting to correct the measured PSP data with the 
information coming from the transfer function of the paint. The evaluation of this data 
reduction is still ongoing. 

With the aid of the unsteady PSP data acquisition technique images have been 
taken with full pixel resolution (512 x 512 pixels) at an image acquisition rate of 
about 30 Hz. Since the pitch oscillation of the model was constant at 30 Hz, different 
timing modes for data acquisition were used: 

a) Δφ= 5 ° phase-shift mode 
images for model at different phase positions: φ = 0, 5, 10, 15 …,360, 5, 10, 15…° 
b) no-phase-shift mode:  
images for model at constant phase position: φ = constant 

In each mode of operation the complete data acquisition took less than 10 seconds. 
In the timing mode a) the shock oscillation is measured by means of unsteady PSP 

with 5 ° phase resolution. For mode b) relatively small oscillations of the shock 
position can be resolved by this technique. In this timing mode buffeting effects could 
in principle also be resolved. By changing the resolution of the EMCCD camera to 
128 x 128 pixels by 4 pixel binning, an image acquisition rate of about 100 Hz was 
achieved. This enables us to get at least 3 images within one period. The complete 
model could not be measured due to the lower optical resolution of the system. 
Because of the strong intensity changes arising from the shock oscillation, they could 
be visualized even in the raw images without requiring any further image processing. 
This was possible since the EMCCD camera chip was exposed only by one single 
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LED light pulse for each image. Therefore the result represents the pressure 
distribution at a well defined time and again no assumptions of periodicity need to be 
made for averaging reasons. 

7   Conclusion 

The PSP technique is used for investigations of periodic and unsteady flows. A 
porous pressure-sensitive paint formulation has been developed. The unsteady PSP 
formulation has a response time of approx. 1 millisecond with a layer thickness of 
about 10 μm. The newly developed hardware and synchronization worked well in an 
industrial wind tunnel environment. Two different experimental set ups have been 
utilized to investigate periodic and unsteady flows. First, a phase-locked unsteady 
PSP technique for measurements on periodic processes has been applied. One single 
flash of less than 200 μs duration was sufficient for paint excitation and delivered 
enough light for data acquisition by the CCD cameras. There was no need for 
averaging. The experimental results obtained for the 2D-wing-profile model show that 
the local pressure can be measured by means of pressure-sensitive paint with an 
observation time of 1 ms. In addition, real unsteady PSP has been realized by using 
LED's with one single light pulse in combination with an EMCCD camera. By using 
this instrumentation the local pressure can be measured in real time. For industrial 
wind tunnel applications this work extends PSP's useful range to dynamic systems 
where oscillating pressure changes of the order of 1000 Pa have to be measured at 
rates of up to 100 Hz. 
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Summary 

A new wind tunnel environment for low Reynolds number testing of Micro Air Vehi-
cles (MAV) is introduced, providing a test rig for plunge and pitch motions and a 6-
component force balance. In this study a rigid as well as a flexible version of a typical 
MAV wing is investigated. Optical measurements techniques are adapted to measure 
simultaneously the instantaneous model position, orientation, wing deformations and 
flow fields. 

1   Introduction 

Micro Air Vehicles (MAVs) operate at very low Reynolds numbers for which exist-
ing design methods of conventional aircraft are usually not adequate. The perform-
ance of airfoils normally deteriorates rapidly as the Reynolds number decreases below 
105 [1]. Additionally, the wings of MAVs usually have low aspect ratios, so that the 
wing tip vortices influence the overall wing behavior significantly which results in 
non-linear characteristics. Torres and Mueller [2] investigated experimentally differ-
ent types of wing platforms with aspect ratios in a range of 0.5 – 2 and found larger 
nonlinearities in the measured lift data. The application of flapping wing principles 
used by birds could be a more efficient way to produce lift and thrust for MAVs in 
comparison to conventional fixed wing designs and propeller propulsion. Jones et al. 
[3] give an overview over flapping wing propulsion techniques and the kinematics. 
Another aspect related to the design of MAVs is to introduce some kind of wing 
flexibility in order to improve the aerodynamic stability (gust response) by damping 
unsteady forces [4]. 

The objective of this research is to establish experimental methods allowing a  
detailed investigation of the behavior of low aspect ratio wings at low Reynolds num-
bers in plunging or pitching motion. As a test case a rigid as well as a flexible version of 
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Fig. 2. Actuation principle of dynamic test rig for pitch 
and plunge. 

a typical MAV wing consisting a thin cambered-plate airfoil (S5010-TOP24C) of 6% 
camber with reflex in the trailing edge [5] was fabricated, see Fig. 1. Measurements of 
the forces and moments are performed on the plunging wings at reduced frequencies of 
k = π f c / U∞  = 0.125 and k = 0.25. Optical measurement techniques are applied to get 
details of the wing behavior and unsteady flow with respect to flexibility effects. 

 (a)      (b)  

Fig. 1. Elliptic wing platforms (b = 15 cm, c  = 11.7 cm), leading edge to the left: (a) rigid wing 
made of carbon fiber (b) flexible version, stiff inner section and battens of carbon fiber with at-
tached thin plastic sheet. 

2   Experimental Environment 

A low-speed low-turbulence wind tunnel was established at the Institute of Fluid  
Mechanics (ISM) in Braunschweig, which was especially designed for low Reynolds 
number testing [6]. The continuously working atmospheric Eiffel-type wind tunnel 
consists of a 1:16 contraction ratio nozzle. Its rectangular test section of 60 cm height, 
40 cm width and 150 cm length incorporates transparent walls. The wind tunnel is 
driven in suction mode at speeds between 4 and 19 m/s, whereas the maximum turbu-
lence level is Tu < 0.1% at 10 m/s. Motor and fan are decoupled from the wind tunnel 
circuit to minimize vibrations. 

The exchangeable test section consists of a dynamic test rig for 3d wing platforms. 
The model is connected via a sting to two vertical rods (s. Fig. 2) arranged along the 
centerline downstream the model. Both can move longitudinally resulting in a pitch-
ing and/or plunging motion of 
the model. The maximum 
amplitudes for pure pitch and 
plunge are ±25° and ±200 mm, 
respectively. The max. fre-
quency for both motion types 
and their combinations is about 
3 Hz. Two additional linear 
actuators will be provided in 
near future, allowing also a 
horizontal movement of the 
second rod, as indicated in Fig. 
2, in order to displace the ro-
tary center of the pitching 
upstream to the location of the 
model. 
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Fig. 3. Painted MAV model (rigid version) illumi-
nated with green laser light. 

A very small, especially designed six component internal strain gauge balance is 
used to determine the aerodynamic forces (107 mm length, 11.2 mm diameter, weight 
35 g). The upper limits of the axial and transverse forces are 7 N and 20 N respec-
tively, and the upper limits of the pitch/roll and yawing moments are 0.750 Nm and 
0.374 Nm respectively. Using a Hottinger Baldwin Messtechnik MGCplus strain am-
plifier, the overall accuracy of the balance data is better than 0.025% FS. To eliminate 
inertial forces, wind-off balance data are taken and subtracted from the wind-on data 
using the same conditions and after averaging the raw data over 80 periods. Finally, 
the data is low pass filtered to remove high frequency perturbations from the signals 
caused by the harmonics of the natural vibration of the system. 

3   Optical Measurement Techniques 

3.1   MAV Wing Preparation 

For the wing position determination point markers and for the 3d shape and deforma-
tion measurement a fine dots pattern is needed to be applied to the surface [7]. The 
markers and patterns should be of high contrast for a good measurement precision. 
But for PIV the model surface usually should be coated with a suitable black paint to 
reduce background noise and to avoid laser light flare on the surface [8]. To enable a 
simultaneous application of these techniques the MAV models are coated using a 
fluorescent paint and the markers as well as a fine random dots pattern are created 
with a black paint. The cameras are equipped with optical filters such that the cameras 
for PIV see only the 
illumination light (green), 
while the cameras for wing 
position detection and 
deformation see only the 
emission light of the 
fluorescent dye (orange). 
After drying a smooth high-
gloss surface appears (Fig. 3) 
which is elastic enough to 
avoid its cracking in the case 
of the flexible wing. 

3.2   Optical Setups at Test Section 

The same optical setup is used for measuring the model position and orientation and 
to measure the wing shape and deformation (Fig. 4). Two JAI A1 cameras (1392 x 
1024 px) are arranged above the top window of the test section symmetrically along 
the center line of the model. The lenses (f = 16 mm) are chosen such that the model is 
always completely captured from both cameras at viewing angles of ±20°. The upper 
model surface is homogenously illuminated from above by an extended beam from a 
25 mJ Nd:YAG pulse laser. 
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Fig. 4. Side view of optical arrangement at test section. 

The PIV setup utilizes two laser light sheets in order to capture the flow field inside 
a streamwise plane below and above the moving wing at a fixed span position of b/4. 
Two double pulsed Nd:YAG laser heads (Big Skye CFR-400) each providing about 
150 mJ light energy per pulse are located behind the top and bottom window of the 
test section. Two separate PCO-1600 double shutter cameras (1600 x 1200 px) are 
used to observe the flow field below and above the wing at a right angle to the light 
sheets. 

The optical measurements were performed simultaneously at 10 different phase 
positions of the sinusoidal movement of the model. The plunging frequency of the 
models was fixed to 3.14 Hz. To account for the maximum pulse frequency of the 
used Nd:YAG lasers the sampling rate of the measurements was set to 10.45 Hz, so 
that a single data set was obtained after three successive cycles. For each run 1050 
images were taken by each camera allowing a phase averaging of the results using 
105 samples. 

3.3   Data Evaluation 

For the data evaluations the “Point-Tracker” and “Strain-Master” modules of the 
Davis software package of LaVision is used. Both techniques [7] use standard algo-
rithms of photogrammetry to determine 3D coordinates of specific targets recorded by 
a stereo camera system. The point tracking method uses six single point markers, 
placed in the stiff middle section of the models, to determine the rigid body motion in 
space. 
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Fig. 5. Static lift and drag coefficients for both wings and Re = 72 500. 

The image pattern correlation technique (IPCT) uses a random dots pattern on the 
surface to determine the 3D-deformation of the surface by correlating the obtained 
images with reference images, e.g. wind-off images. The standard IPCT evaluation 
process fails if both images are not similar enough. Since in the current case the mod-
els exhibit larger movements, this would necessitate one reference image per recorded 
model position. Here, the results of the position detection technique could be used al-
lowing a deformation analysis with only a single reference image per model. From 
this a 3d-transformation matrix describing the model movement with respect to posi-
tion and orientation between the measurement and reference case can be determined 
which in turn is used to map the measured images into the frame of the reference im-
age. The accuracy of the point tracking and IPCT technique can be estimated to 0.06 
mm in physical space. 

The moving wing appears in the PIV images of both cameras as a bright line. 
Such bright areas affect the correlation result and must be masked out before the PIV 
algorithm can be applied. A small set of masks is manually created for the reference 
positions of the models. The remaining masks for each run and phase position are 
automatically generated using the results of the model position detection to shift and 
rotate the reference mask within the PIV-images. For the evaluation of the PIV im-
ages the in-house developed PIV evaluation software package is used applying an  
iterative multi-grid algorithm [8]. The final interrogation size was 16 x 16 px which 
corresponds to a spatial resolution of 3.8 mm. Assuming a precision of the determined 
displacements of better than 0.1 px the uncertainty of the velocity vectors is less than 
1% of U∞. Another systematic error caused by out-of-plane velocities must be  
considered, which can reach 2% for an out-of-plane velocity magnitude of 0.3 U∞. 

4   Results 

4.1   Static Measurements 

Figure 5 shows the results of the static force measurements for a chord based Rey-
nolds number of Re = 72 500. Both wings (rigid / flexible) behave similar up to an 
angle of attack of 20°. The flexible version produces a slightly lower lift (ΔcL ≈ 0.1) 
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for a specific angle of attack, whereas the lift versus drag curves match very well. The 
abrupt drop of lift at α = 20° indicates that both wings exhibit a leading-edge stall [9] 
which is less pronounced in the case of the flexible wing. 

Figure 6 shows an instantaneous as well as the time averaged flow field above the 
rigid wing at an angle of attack of 8°. At this spanwise position of y = b/4 small vor-
tices shed instantaneously from the wing downstream a chord position of about x/cR = 
0.4. A flow separation region can be seen in the time averaged result between x/cR ≈ 
0.5 and ≈ 0.9. 

 

Fig. 6. Instantaneous (top) and time averaged (bottom) flow field above stationary model with 
rigid wing at a span of b/4 for Re = 72 500 and α = 8°. 

4.2   Effects of Wing Flexibility and Plunging Motion 

In the following results of one investigated dynamic case is described, for which    
larger differences between the rigid and flexible wings can be seen. Using the maxi-
mum possible model frequency of 3.14 Hz and a Reynolds numbers of Re  = c U∞  / ν 
= 72 500 (U∞ = 9.24 m/s) a reduced frequency of k = π f c / U∞  = 0.125 results. The 
geometric angle of attack is initially set to α = 8°, whereas the maximum change of 
the effective angle of attack is Δαeff = ±5.88° calculated from the model plunge veloc-
ity and the free stream velocity. The resulting maximum plunge amplitude related to 
the wing chord length is h = l/c = 0.412. Due to a phase lag between the two servo 
motors driving the vertical rods of the test rig, the pure plunging motion is actually 
superimposed by a slight pitching motion. The resulting variation in the geometric 
angle of attack is resolved by the position detection measurements (s. Fig. 7). 

The trace of the dynamic lift coefficient for the flexible wing is plotted in Figure 8 
against the sum of geometric and effective angle of attack showing a clear hysteresis 
reaching higher lift values during the envelope around the bottom dead center (BTC) 
of plunge with respect to that around the top dead center (TDC). 

Figure 9 shows a comparison of the measured velocity fields between the rigid and 
flexible wing at four different phase positions. The velocity magnitudes vary for both 
wings according to the change of effective angle of attack. In the case of the flexible 
wing the extension of the separation region is always smaller in comparison to that of 
the rigid wing which applies particularly for the midway position of the downward 
moving wings (Fig. 9c).  
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Fig. 7. Measured variation of the geometric 
angle of attack α . 

 

 

Fig. 8. Dynamic lift coefficient for flexible 
wing, Re = 72 500 and k = 0.125. 

 

The corresponding deformation distributions of the flexible wing are shown in Fig. 
10. Asymmetric deformations get visible for the cycle average (Fig. 10a) as well as 
for the deviations from the cycle average (Fig. 10b-d) which are only mentionable 
high (± 0.2 mm) close to the top and bottom dead center. The asymmetrical wing  
deformations reveal slight inaccuracies of model fabrication. 

 

(a)   

(b)   

(c)   

(d)   
 

Fig. 9. Phase averaged velocity fields at b/4 for Re = 72 500, k = 0.125, h = 0.412, (left) rigid 
wing and (right) flexible wing. (a) half way upward, (b) close to top dead center (c) half way 
downward and (d) close to bottom dead center. 

    

    

    
 Rigid wing Flex. wing 



338 R. Konrath et al. 

   

Fig. 10. Deformations Δz (colors) of flexible wing for Re = 72 500, k = 0.125. 

5   Conclusion 

For the first time a simultaneous measurement of forces, model motion, wing  
deformation as well as flow velocity fields are successfully performed in a wind tun-
nel. A new dynamic test rig for 3d-MAV models was put into operation along with an 
especially designed six component balance. A specific painting of the models enabled 
a parallel application of different optical measurement techniques. 

The results allowed a direct comparison between a rigid and flexible MAV wing. A 
reduced flow separation region could be seen for one dynamic case. More fundamen-
tal experiments are necessary to improve the knowledge about the dynamic behavior 
of MAV wings to improve their aerodynamic performance. 
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Summary

In recent years, investigations regarding novel thermo-optical techniques for the
visualization and quantification of wall shear stress distributions were conducted, [1],
[2], [3]. These techniques correlate the temperature field on a structure to the near wall
flow. Based on these findings, a new sensor was developed that is capable of measur-
ing skin friction magnitude and direction as well as visualizing the near wall flow. The
new thermo-optical sensor presented in this paper was investigated numerically at first,
to find suitable correlation parameters. In contrast to existing investigations, a unique
correlation parameter was found that produces better and more reliable results than
previously proposed parameters. With the help of the numerical results, a sensor was
designed, built and tested in wind tunnel experiments.

1 Introduction

The wall shear stress is an important quantity for the evaluation and investigation of
flow fields, since a variety of phenomena, such as flow separation or reattachment and
transition from laminar to turbulent flow, can be detected from the skin friction distri-
bution. For this reason, in-depth information about the viscous forces is of great interest
in fluid mechanics and aerodynamics and a variety of measurement techniques have
been developed and tested in the last decades, [4], [5], [6]. Commonly used techniques
include skin friction balances, surface hot wires or hot films and pressure probes (i.e.
Preston tubes or surface fences). However, many of these techniques require elaborate
instrumentation or are restricted to flat surfaces and are only capable of measuring the
skin friction magnitude and not the direction (there are some surface hot wire tech-
niques that are able to detect skin friction angles within a 180◦ range, but they require
the use of multiple sensors). In addition to those quantitative techniques, a number of
qualitative, shear stress visualizing techniques have emerged in recent years, [7], [8].
These techniques exploit that changes in surface temperature are dependent on the state
of the flow.

The new sensor that is presented in this paper combines the advantages of the qual-
itative, visualizing and the quantitative techniques and is able to not only measure the
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skin friction magnitude but also its direction. The sensor is based on the so called
”thermal tuft” technique which recently has been the focus of studies, [3], [9], [2]. It
should be noted that the thermal tuft definition used throughout this paper and in recent
literature differs from that used by Eaton, e.g. [10], where a pulsed wall probe consist-
ing of three wires is used to measure the skin friction and the ”thermal tuft” or wake of
the wires to determine the flow direction. Using the more recent thermal tuft definition,
a sensor in its most basic form is a heated spot on a surface. If there is no flow across the
sensor, the temperature field will be centered around the sensor. However, if the sensor
is subjected to a flow field, the temperature field around the sensor changes and forms
what is called a ”thermal tuft”, which is teardrop shaped and points in the direction of
the flow. This characteristic temperature field can be correlated to the wall shear stress
and magnitude and direction can be determined. In the present study, numerical simu-
lations were performed to determine possible correlation and design parameters. From
these results, a sensor was designed, built and tested in wind tunnel experiments.

2 Numerical and Experimental Setup

The numerical investigations were carried out with the ANSYS CFX software package.
A laminar Couette flow (a shear flow between two plates) was simulated, because it
allows for a small computational domain and an easy adjustment of the wall shear
stress. Since a Couette flow exhibits a linear velocity distribution, the wall shear stress
can be calculated from the velocity of the upper wall

τw = μ

(
∂u

∂y

)
w

= μ
uwall

h
(1)

where uwall is the wall velocity and h the distance between the lower and upper wall.
Therefore, the shear stress on the sensor can be set to a desired value by adjusting the
upper wall velocity accordingly. Simulations were carried out for a range of wall shear

(a) Numerical domain with mov-
ing upper wall and heated sensor
spot

(b) Experimental setup and schematic layout of
the sensor design

Fig. 1. Setup of the numerical simulations and experimental investigations
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stress values from τw = 0.2 − 3N/m2. The computational domain is illustrated in
figure 1(a). The sensor, approximated by a circle, was heated by a constant heat flux
boundary condition, while the surrounding structure was assumed to be adiabatic. The
ambient temperature was set to T∞ = 300K .

Since the experimental investigations were carried out in a turbulent flow, it was
unclear if the results from the numerical simulations, where the temperature boundary
layer exceeds the thickness of the viscous sublayer, i.e. y+(δT ) > 5, could be trans-
ferred. In order to clarify the situation, a turbulent flow across a flat plate was simulated
as a reference for one shear stress value using the ”shear stress transport” (SST) tur-
bulence model. The resulting temperature distribution differed only slightly from the
laminar case. Therefore, it was deduced that the Couette flow could be used as a fast
and computationally time efficient method to investigate the sensor’s temperature field
and possible correlation and design parameters.

The experimental investigations were carried out for turbulent flow conditions in
an open wind tunnel facility. The setup and the sensor layout are illustrated in fig-
ure 1(b). The sensor consists of a copper spiral on a circuit board that is produced
in an etching process. The electrical connections are attached from the backside to
guarantee a smooth surface. By applying a voltage, the copper heats up due to Joule
heating, creating the desired heated spot. The sensor can be inserted into a flat plate
with an elliptical nose at a position of x = 190mm. The sensor insert can be re-
placed with a skin friction balance which was used for reference measurements. The
skin friction balance is a differential head model by Les Industries Fanny Inc. with a
floating head diameter of d = 28.6mm and an accuracy of ±2%. An infrared camera
(SC3000 by FLIR Systems) was used to detect the temperature field around the sensor.
The camera is calibrated with an accuracy of ±1% and has a closeup lense which is
able to resolve 34mm × 25mm with 320 × 240 pixel. Measurements were carried
out for velocities from u∞ = 2.5 − 19m/s, corresponding to Reynolds numbers of
Rex = 29500 − 225000 and skin friction values of τw = 0.04 − 1.5N/m2.

3 Numerical Results

The numerical simulations were carried out to investigate possible parameters to corre-
late the temperature field around the sensor with the skin friction and, in a first step, to
numerically calibrate the sensor.

Four correlation parameters were investigated and can be found in the schematic
drawing of a thermal tuft in figure 2(a):

- tuft length from midpoint: the largest distance from the sensor’s center to a point
on a temperature isoline (distance CE)

- tuft length overall: the largest distance between two points on a temperature isoline
(distance AE)

- area: the area contained within a temperature isoline
- integral: the area integral over the whole simulated area or the entire infrared im-

age of the temperature distribution (see figure 2(b)) normalized by the maximum
temperature I =

∫ ∫
T/Tmax dx dy.
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(a) Sketch of a thermal tuft with points
used for the correlation parameters

(b) Characteristic temperature distribu-
tion used for the integral parameter

Fig. 2. Correlation parameters

The area integral differs from the other parameters, because it does not need a temper-
ature isoline to be evaluated. All four parameters produce good calibration curves, but
the quality of the length and area parameter calibrations depends very strongly on the
choice of evaluation temperature. For this reason, the integral parameter was chosen for
the sensor calibration. Figure 3(a) shows numerical sensor calibrations for three differ-
ent heat flux boundary conditions, where the integral parameter is normalized with the
respective maximum for a better comparison. The heat flux influences the calibration
curves a great deal. Larger values result in steeper curves, because the changes in the
temperature field are comparatively larger.

As mentioned before, the sensor is not only capable of measuring the wall shear
stress magnitude but also its direction. The skin friction angle cannot be detected from
the integral parameter. However, if the sensor center and an isoline are known, the angle
can be directly calculated from the tuft length from the center. Figure 3(b) shows results
for one sensor that was operated at three different skin friction angles, 0◦, 10◦, 50◦.

(a) Comparison of the integral calibra-
tion curves for three different heat flux
boundary conditions

(b) Deviation of the shear stress angle
determined from the numerical results

Fig. 3. Results of the numerical investigation

For the 0◦ case, the angles are correctly detected, for the larger angles the accuracy
decreases a little. Overall, the method is able to detect the skin friction angle with a
deviation of less than four percent.
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Fig. 4. Infrared images of the temperature distribution around the sensor for four different heat
flux values and a wall shear stress of τw = 0.7 N/m2

4 Experimental Results

Figure 4 shows infrared images of the temperature distribution around the sensor. The
sensor was operated at four different heat flux values which are compared for a wall
shear stress of τw = 0.7N/m2. For the lowest heat flux value, the characteristic ther-
mal tuft is hardly noticeable and the temperature field seems noisy. With increasing heat
flux, the thermal tuft becomes more pronounced and the overall temperature field less
noisy. The electrical contacts, which slightly distort the temperature field, can also be
seen in the infrared images (above and below the sensor), although their influence also
decreases with increasing heat flux. Even though it seems like a heat flux value as high
as possible would be the ideal operating point for the sensor, the influence of the local
heating on the boundary layer, and therefore on the quantity to be measured, has to be
taken into account. That is why a compromise between good signal to noise ratio with
low temperature field distortion and as little influence on the boundary layer due to the
heating as possible has to be found.

A direct comparison of numerical and experimental thermal tufts is shown in figure
5 for two wall shear stress values. The characteristic features of the thermal tuft are
clearly visible and compare very well. It can be seen in both cases that the tempera-
ture field around the sensor contracts with increasing skin friction due to the increased
convection. The differences in the temperature fields stem from the assumption of an
adiabatic wall for the numerical simulation. Because of that, the wall regions outside of
the sensor’s direct influence remain at the ambient temperature and do not heat up. Since
in reality there are no adiabatic walls, the surface surrounding the experimental sensor
clearly allows for a heat flux into the surface. The heating of the sensor does not only
create a hot spot but also leads to a slight rise in temperature of the surrounding surface.
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Fig. 5. Comparison of numerical and experimental temperature fields for two wall shear stress
values

The influence of the structure and its material properties will be investigated further in
new numerical simulations which include the structure underneath and surrounding the
sensor.

The integral calibration curves, normalized with the respective maximum, for all four
heat flux values are displayed in figure 6(a). The curves compare very well with the nu-
merical calibrations. Higher heat flux values lead to larger changes in the temperature field
and therefore to steeper calibration curves, but all values that were examined yield very
good results. The influence of the surrounding structure that was described above can be
seen here as well. The same heat flux leads to a steeper calibration curve for the numerical
sensor than for the experimental sensor. This is caused by the adiabatic wall, which does
not account for heat loss into the structure. For this reason, the heat flux in the experiments
has to be a lot higher to achieve conditions similar to the numerical simulations.

Figure 6(b) shows the skin friction angles calculated from the infrared images for all
four heat flux values. The sensor was not rotated with respect to the flow, so the angle
should be zero for all cases. Overall, the angles from the experimental data scatter more
than the numerical angles, which is not surprising, considering that the spatial resolution
of the numerical data is much higher than the resolution of the infrared images. It can also
beseen that theaccuracy improveswith increasingheatflux.For the largestheatfluxvalue,
the angle can be determined with an accuracy of 3◦. One drawback of the current method
for the angle detection is the need to pick a temperature isoline. The choice of this isoline
largely influences the scatter and accuracy of theangle detection. Therefore, a new method
using principal component analysis will be tested in the future.



Development of a Thermo-Optical Sensor for Measurements of Wall Shear Stress 345

(a) Comparison of the integral calibration
curves for four different heat flux values

(b) Comparison of the shear stress angle for
different heat flux values

Fig. 6. Results of the experimental investigation

5 Conclusion

A new thermo-optical sensor for the measurement of skin friction magnitude and di-
rection is presented. The sensor produces a characteristic, teardrop shaped temperature
field (”thermal tuft”), which can be correlated to the wall shear stress. Furthermore,
the skin friction angle can be detected from the shape of the thermal tuft. Numerical
simulations were performed to identify possible correlation parameters. The area in-
tegral of the temperature field was chosen for the skin friction calibration, because it
produced the best and most reliable results. This was confirmed for the experimental
investigations, where the sensor was successfully calibrated using the integral parame-
ter. The skin friction angle was detected from the tuft length. To evaluate the length, a
temperature isoline has to be chosen. The choice of isoline was found to strongly influ-
ence the accuracy of the angle detection. From the numerical data the angle could be
detected reliably and with a good accuracy. The angles that were calculated from the
experimental data showed more scatter due to the lower spatial resolution of the data,
but the accuracy improved with increasing heat flux. A new method based on principal
component analysis will be tested in future studies.

The numerical and experimental calibration curves compare very well. Higher heat
flux values lead to steeper calibration curves because the changes in the temperature
fields are comparatively larger. However, the same heat flux leads to a steeper calibra-
tion curve for the numerical sensor than for the experimental sensor. This is due to the
heat loss through conduction into the surrounding structure in the experiments, which
was not accounted for in the numerical simulations. This effect of the assumption of
an adiabatic wall could also be seen in a comparison of the temperature distributions
around the sensors. In the experiments, the surface surrounding the sensor is heated as
well, whereas in the numerical simulations the surrounding structure remains at the am-
bient temperature. Future numerical studies will account for the heat flux into the walls
by including the structure surrounding the sensor in the numerical domain.
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Summary

The research unit FOR 493 tackles the challenging task of fluid-structure interaction
(FSI). On the one hand, the objective is to provide reliable experimental reference data
for all groups which are developing numerical methodologies to predict such coupled
FSI problems. Since measurements on fluid-structure interaction setups using well-
defined boundary and operating conditions are rare, the present Particle Image Ve-
locimetry and excitation measurements for a swiveling flat plate support to fill a gap
by providing phase-resolved data of this useful test case. On the other hand, the ob-
jective is to develop numerical methods for coupled FSI investigations which involve
turbulent flows. Thus, an especially designed coupling scheme to be used in combina-
tion with the large-eddy simulation technique was set up and applied to study the flow
around the hinged flat plate and the development of self-excited periodic processes with
rotary oscillation of the flat plate.

1 Introduction

Since FSI plays a dominant role in many fields of engineering such as mechanical
engineering (e.g. valves) [1], aerospace engineering (e.g. wings), process engineering
(e.g. stirrers), medicine technique (e.g. substitute vocal folds), or civil engineering (e.g.
suspension bridges), a strong need for appropriate numerical simulation tools exists.
During the development and test phase of these tools reference test cases are required
to serve as verification and validation data in order to check the physical models as well
as the efficiency of the numerical implementation.

The aim of the present project is twofold. On the one hand, relatively simple but se-
lective and meaningful test cases were established to produce a reference data base
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Fig. 1. Test geometry (a) and measured rigid plate angle (b) within a period of motion at
Re = 68,000.

of experimental results on fluid-structure interaction [2]. For all test configurations
considered, the resulting two-dimensional flow and structural periodic swiveling move-
ment driven by a uniform incoming flow were characterized in detail under well-defined
boundary and operating conditions. On the other hand, a numerical methodology was
set up which allows to tackle complex turbulent FSI problems by using large-eddy
simulation (LES) in connection with an appropriate coupling scheme for FSI.

The experimental and numerical investigations of which the results are presented in
this paper were conducted for an uniform incoming flow velocity up to 2 m/s using
water as test liquid. The model consisted of a rigid and flat carbon fibre reinforced plate
(density equal to 1475 kg/m3) of 2 mm thickness with a chord length of 64 mm. The
model possessed a single rotational degree of freedom around an axle located 20 mm
downstream of the leading edge (z-axle in Fig. 1(a)). The spanwise dimension of the
plate was chosen to match the dimension of the test section to satisfy approximately the
two-dimensionality of the test case.

2 Solution Method

2.1 Experiment

The experimental tests were performed on a vertical closed circuit tunnel specially
designed for fluid-structure interaction investigations over a wide range of Reynolds
number. The facility not only permits to specify the Reynolds number of the tests by
controlling the kinematic viscosity of the working liquid up to 5 × 10−4 m2/s but also
guarantees that the gravity force is aligned with the x-coordinate avoiding the intro-
duction of any asymmetry into the problem. The model was mounted in the 338 mm
long test section (cross-section 180 mm × 240 mm) on low-friction ball bearings at
55 mm from the inlet of the test section (see Fig. 1(a)). As far as the measurements
are concerned, information of both structure and flow quantities are of capital impor-
tance to understand the coupled fluid and structure self-excited movement. Therefore,
the measurement techniques were adapted to the present study in a way to measure the
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time-phase resolved flow velocity field around the model as well as the unsteady angle
of the plate within a period of motion. To measure the flow velocity field, Particle Image
Velocimetry (PIV) was the chosen measurement technique [3]. The system consisted of
two 1280 pixel × 1280 pixel synchronized cameras and two laser light sources. Opting
for the solution of two parallel cameras and multiple light sources, it was possible to
acquire time-dependent composed PIV images at constant frequency of an unobstructed
272 mm × 170 mm flow field measuring area in the midplane of the test section while
keeping the spatial resolution as low as 133 μm × 133 μm per CCD pixel.

To resolve the measurements in time, the PIV measuring system was operated at
constant acquisition rate and both events, the acquisition of a pair of images and the start
of a new cycle of the model motion were recorded based upon an absolute clock. Using
the recorded events time information, the time-resolved results were reconstructed in
a post-processing software introducing the time-phase angle tpa=t/T · 360◦, where T
is the period of the structure swiveling motion cycle in which the measurement was
performed and t is the delay of the measurements in respect to the beginning of the
cycle. Besides resulting in the minimum acquisition time needed, this solution turned
out to be very efficient to cope the small cycle-to-cycle fluctuations of the period time of
the plate motion. To record the events time information, a time-phase detector module
was designed and integrated into the PIV measuring system. The hardware module
works based on a Field Programmable Gate Array and a 1 MHz internal clock. It proved
to be capable to monitor up to 250 events/s from 6 different lines with an accuracy better
than 2 μs.

The position of the model was monitored using a non-contacting position magnetic
sensor on one extremity of the rigid plate axle to measure its angular position. This
signal was used to reconstruct the time-phase resolved angular position of the plate as
well as to define the beginning of the model swiveling motion cycles. Based on the time-
phase angle, the experimental measurements were resolved in the time-phase space with
a resolution of 2.5◦ associated to an uncertainty of 0.5◦. Each result corresponded to
the average value over 100 measurements.

2.2 Simulation

Since the numerical task is to predict complex turbulent flows around moving
(or deforming) structures, which involve large-scale flow phenomena such as separa-
tion, reattachment and vortex shedding, the LES technique was chosen as the most
appropriate ansatz. In [4] it was shown that RANS is not a suitable approach to com-
pute the flow around an inclined plate. DES is more appropriate if an adjusted version is
applied [4]. For the purpose of LES the filtered Navier-Stokes equations for an incom-
pressible fluid are discretized by a finite-volume scheme using blockstructured, curvi-
linear body-fitted grids with a co-located arrangement of the variables. The integrals
are approximated by the mid-point rule and the flow variables are linear interpolated
to the cell faces leading to a second-order accurate central scheme. In order to account
for the moving/deforming grids, the well-known Arbitrary-Lagrangian-Eulerian (ALE)
formulation is applied. It guarantees that besides the mass and momentum conservation
also the space conservation law is satisfied.
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The turbulent flow field is resolved in time by using small time steps within the
LES which leads to a preference of explicit time-marching schemes, i.e., a predictor-
corrector scheme of second-order accuracy. The momentum equations are advanced in
time based on a three sub-step low-storage Runge-Kutta scheme once per time step
(predictor). Afterwards a Poisson equation for the pressure correction is solved based
on an incomplete LU decomposition solver until mass conservation is achieved (cor-
rector). Based on this efficient explicit time-marching procedure, a special coupling
scheme was designed [5, 6]. It preserves the structure of the predictor-corrector scheme
and thus couples the structure to the fluid within the corrector step taking the so-called
added-mass effect into account. Consequently, instabilities known from loose coupling
schemes and high computational costs of fully implicit schemes (see, e.g., [7]) are
avoided.

The LES is performed with the in-house code FASTEST-3D using the Smagorinsky
model (Cs=0.1) with Van Driest damping near solid walls. The response of the rigid
structure exposed to the fluid flow is described by a spring–mass–model in form of an
ordinary differential equation for the plate angle ϕ, i.e., I ϕ̈(t) + C sin(ϕ(t))=Mz(t).
This equation is solved by a classical Runge-Kutta scheme where the external mo-
ment Mz(t) is determined by the pressure and shear forces acting on the structure.
The moment of inertia of the plate and axle is denoted by I=1.624·10−5 kg m2 and
C=3.934·10−3 Nm is given by the gravitational forces acting on the plate. Thus, the
eigenfrequency of the structure is equal to fe=2.48 Hz. Based on the excitation of the
plate which represent boundary nodes of the fluid solver, the entire grid has to be ad-
justed within each coupling step. Presently, this is conducted by a transfinite interpo-
lation scheme for the movement of the inner grid nodes. For a first prediction of the
coupled FSI problem, only an adequate section of one chord length of the experimental
setup was taken into account which reduces the computational effort and allows to apply
periodic boundary conditions in spanwise direction. Thus the influence of the sidewalls
was ignored. At the inlet a constant inflow velocity of 1.07 m/s was set, whereas at the
outlet a convective outflow boundary condition was used. No-slip boundary conditions
were defined on the upper and lower channel wall and on the swiveling plate itself. The
simulation was performed on a rather coarse grid with only 434,176 control volumes.
The spanwise direction was resolved with only 4 control volumes. At the trailing edge
of the plate the centre of the wall-nearest control volume is placed at y+=1.51 wall
units in wall-normal direction. At the opponent channel walls a wall-normal resolution
of y+=3.02 wall units is chosen. In total 128 control volumes, distributed with a bige-
ometric mesh law, have been used to resolve the flow field between the plate and each
opponent channel wall. The initial wall-normal stretching factor is equal to 1.05 at the
trailing edge of the plate.

3 Results

The general character of the self-excited movement of the rigid plate in a uniform
turbulent flow up to 2 m/s was registered. For all the flow velocities tested, the result-
ing swiveling motion has revealed to be very symmetric and reproducible. The RMS
of the movement period and of the maximum deflection amplitude was measured to
be less than 1.5% and 1◦, respectively. Thus the oscillations can be characterized as
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limit cycle oscillations (LCO). Increasing the incoming flow velocity, the plate exhibits
a reproducible movement for the first time at about 0.25 m/s. From this point on the
frequency of the resulting coupled movement increases linearly with the incoming flow
speed at a rate of about 0.23 Hz · s/m while the amplitude of the movement presented
a local maximum for 1 m/s, approximately. The results shown in the following where
obtained for an incoming flow velocity equal to 1.07 m/s and comprehend the time-
phase resolved plate angle and velocity field. At this velocity, the Reynolds number,
based on the chord length of the plate, was about 68,000. Figure 1(b) represents the
evolution of the rigid plate angle within the plate swiveling motion period. During the
experiments, the frequency of the motion was measured to be equal to 2.49 Hz associ-
ated to a maximum deflection of about ± 27◦. As far as the flow field is concerned, in
Fig. 2 one can observe the flow field around the plate at four consecutive instants within
the swiveling period. The velocity direction is represented by streamlines whereas the
scalar map represents the magnitude of the flow velocity non-dimensionalized by the
incoming velocity. Concerning the CFD predictions the new coupling scheme adopted
for FSI in connection to LES turned out to work quite well for computations of flows
around cylindrical structures [5, 6, 8]. First simulations of the swiveling flat plate are
carried out, where the effect of the sidewalls in spanwise direction is excluded. The

(a) tpa = 0◦ (b) tpa = 60◦

(c) tpa = 120◦ (d) tpa = 180◦

Fig. 2. Measured phase-averaged velocity field (streamlines and total magnitude of velocity) and
plate deflection at four different instants of the swiveling motion period at Re = 68,000.
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(a) (b)

Fig. 3. Computed angular displacements of the plate: (a) as a function of time, (b) for one period
as a function of the time phase angle.
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(d) tpa = 179◦

Fig. 4. Computed instantaneous velocity field (streamlines and total magnitude of velocity) and
plate deflection at four different instants of the swiveling motion period at Re = 68,000.

resulting external moment Mz(t) is adapted to the original spanwise extension of the
plate. Starting the computation with a fixed plate (ϕ=0◦), the plate is released, i.e. the
coupling between fluid and structure is performed at 0.36 s real time. After a settling
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time of about 2 s the plate swivels with a frequency of about 3.14 Hz. The amplitudes
vary in a range of ϕmin=−45◦ to ϕmax=+49◦ (see Fig. 3(a)). In Fig. 3(b) the instan-
taneous time-phase resolved plate angle for an exemplarily chosen period is shown.
Streamlines and contours of the non-dimensionalized velocity magnitude of this period
for nearly the same instants in time as for the experiment are plotted in Fig. 4. With
increasing deflection angle ϕ (see Fig. 4(b)) a vortex is generated close to the leading
edge of the plate. This vortex grows and is transported in downstream direction, even if
the deflection is decreasing again (Figs. 4(c) – 4(d)). Finally, it is convected downstream
behind the plate and a similar cycle starts at the opposite side of the plate. Thus the flow
field observed can hardly be compared with the flow past an inclined plate at a fixed
angle of attack, where a large recirculation region and a trailing-edge vortex shedding
process was found [4]. Due to the higher frequency and amplitudes of the predicted
motion, the plate angles do not correspond to the experimental plate angles in Fig. 2.
Consequently, the predicted and measured flow fields deviate from each other, which
can be seen in the different characteristics of the streamlines. For a direct comparison of
the simulation and the experiment it has to be taken into account, however, that for the
former instantaneous results are depicted in Fig. 4, whereas for the latter Fig. 2 presents
phase-averaged data. Nevertheless, computational and experimental results show good
qualitative correspondence concerning the spots of high and low velocity magnitude
but still differ to some extent regarding the amplitude and frequency of the swiveling
motion. Also the limit cycle effect of the oscillation is not fitted as well as in the exper-
imental investigation because of higher cyclical variations of the oscillation amplitudes
(see Fig. 3(a)).

4 Conclusions and Outlook

In the experiments, and for the entire flow velocity range tested, the structure reached a
oscillating movement with a constant amplitude and a constant frequency very rapidly.
After reaching the limit cycle oscillation state, the RMS value of the cycle-to-cycle fluc-
tuation of the period and maximum deflection of the plate was measured to be smaller
than 2%. Referring to the simulation, the coupling scheme used was found to be stable
for this case, but the maximum deflection angle of the plate obtained in this preliminary
simulation turned out to be too large compared to the experiment. Possible reason might
be the restriction to a section of the rigid plate. Preliminary tests with an increased grid
resolution of 64 an 177 control volumes in spanwise direction have not shown an impact
on the computed amplitudes up to now. Thus, in the next step the computational domain
has to be extended and the influence of the sidewalls has to be taken into account. Fur-
thermore, the grid resolution has to be increased. As soon as the experimental results
and the numerical simulations show a good agreement for the present test case, a similar
study is thought to be conducted on more complex geometries. The next object of study
will be relatively simple two–dimensional flexible structures. Preliminary experimental
tests have shown that a freely rotating cylinder with an attached thin metal membrane
satisfies the requirements in terms of reproducibility of the coupled movement within
the fluid-structure interaction. Such geometry undergoes large deformations and shows
a behavior which justifies its choice for future investigations.
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Summary

This study deals with experimental and numerical investigations of the time response
of a mantle thermocouple. Using two different experiments, a clear influence of a glue
covering is indicated. The numerical analyses are done using a stand-alone structure
and a coupled flow-thermal calculation. Both computational results agree with the ex-
perimental data and established a detailed flow investigation of the VxG-experiment.
The experimental and numerical investigatons confirm that a thin glue layer of about
1mm is responsible for a time delay of few seconds.

1 Introduction

There is often a neglected problem with respect to the time response of an applied
thermocouple for temperature measurement within a structure or fluid [3]. Mainly, if
the temperature is changing within a small time scale, the thermocouple is not able to
measure exactly the gradients. An additional delay appears, if the thermocouple is glued
together with the object, because the heat conduction of the glue is low. Consequently,
there are differences between the measured and the real temperature which have to
identify in order to interpret correctly the experimental temperature data. In this study
it is shown that a mantle thermocouple with and without a glue covering have a time
response of different size. The second objective is to outline the difference between a
glued and a pressed thermocouple which are bounded within a ceramic. Both purposes
have been analysed using experimental and numerical methods.

2 Experimental Investigations

The experimental studies are based on two different experiments. The first one is a
dipping experiment in water of a thermocouple with and without glue. The thermo-
couple is dip into hot water while the time response will be measured. The second
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experiment takes place in the vacuum wind tunnel Göttingen (VxG) of the German
Aerospace Center (DLR). It consists of a ceramic body which is loaded by a hyper-
sonic nozzle flow (Ma ≈ 4). During the heating process the temperature in the middle
of the body is measured by a glued thermocouple and by a thermo element which is
pressed directly at the ceramic body without lagging. This experiment is complex and
quite difficult to simulate. Especially the probe holder affects the flow field and heat-
ing process of the probe. Nevertheless, there are different reasons for the choice of this
experimental setup and the ceramic probe geometry. The used geometry of the ceramic
body should be the same as for the used plane thermal protection panels of a flown
re-entry experiment (SHEFEX). Furthermore, with respect to save resource, the avail-
able experimental equipment should be used. Finally, the flow phenomena in the VxG
should be investigated in detail for further experiments.

All measurements are repeated a few times to ensure that repeatability is given. The
investigated thermo element is a standard mantle thermocouple (type K) with a diameter
of d = 0.5mm. The measuring point is isolated from the covering. The high tempera-
ture glue is often applied and based on a SiO2 compound. Table 1 shows the important
properties of the used ceramic and glue.

Table 1. Thermal properties of the applied ceramic and glue

Parameter Unit Ceramic (C/C-SiC) Glue (Polytec 905)

Density ρ kg/m3 1900 2650

Heat conductivity λ W/mK
⊥ 7.6 − 9.7

1.4‖ 16.8 − 18.0

Heat capacity cp J/kgK 750-1450 1170

2.1 Dipping-Experiment

This kind of experiment is typical in order to determine the response of thermocouples,
because it is inexpensive and quite simple. In few cases the water is flowing with mod-
erate velocities (v ≈ 0.2m/s) in order to increase the heat transfer and enable a faster
response. In Figure 1(a) the setup of the applied dipping experiment is shown. For this
experiment, the water is not flowing and the thermocouples (with and without glue)
are dipping into the hot water (Twater = 83 ◦C). The diameter of the glue covering is
dglue = 3mm. In Figure 1(b) the results of the measurements are shown. The added
line of the diagram corresponds to 90 % of the final temperature which is the reference
value for the analysis [6]. It is analysed how much time (t90%) is required in order to
reach this temperature level (T90%). For the thermocouple without glue the response
time amounts t90% = 0.2 s which corresponds to the manufacturer information. In case
of a glue covering this time increases to t90% = 2.6 s. Here, the time constant is in the
order of τ = 1.4 s and four time constants (t99% = 4τ = 5.6 s) are required in order to
decrease the measurement error to 1 %. Already this simple experiment shows clearly
that an application of a glued thermo element is not recommended for a time accurate
measurement. Even a thin glue layer of only s = 1.25mm (s = dglue−dthermocouple

2 ), as in
this case, causes a delay of few seconds. This is a typical problem of high temperature
glue and is caused by its small heat conductivity (λglue = 1.4W/mK).
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(a) Setup of the dipping experiment (b) Results of the dipping experiment

Fig. 1. Setup and results of the dipping experiment

2.2 VxG-Experiment

This experiment is done in order to outline the difference between a pressed and glued
thermo element. Both elements have to measure the temperature in the middle of the
ceramic body. For this purpose two grooves with a depth of 1.5mm are included into the
sample (depth 3mm), where the thermocouples will be pressed and glued respectively,
as it is shown by the lower sketch in Figure 2(a). The sample is fixed by two brackets

(a) Setup of the VxG-Experiment (b) Results of the VxG-Experiment

Fig. 2. Setup and results of the VxG-Experiment

on the left and right side, so that the nozzle flow can flow up along the upper side of
the ceramic. In order to avoid a blocking of the nozzle flow, the plate is inclined by
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an angle of 45 ◦. The operating gas of the experiment is nitrogen which is compressed
and heated in the chamber to 50 bar and 1500K respectively. The supersonic nozzle
accelerates the gas at the exit to Mae ≈ 3.1 where a further expansion to Ma ≈ 4 is
following. This supersonic jet with a mass flow of ṁ = 3.34 · 10−3 kg/s flows on the
plate and heats up the structure. The time of the heating process is 10 seconds. After
than, the sample is cooled down to ambient temperature. The results of this experiment
are shown in Figure 2(b). Although the position of the glued thermocouple is closer
to the impact point of the nozzle flow, the measured temperature distribution of this
thermo element keeps clearly below the pressed thermocouple. The time delay between
both elements at the end of the heating process is 2.65 s. The maximum temperature
deviation is within the first three seconds and amounts approximately 20 %. This error
becomes smaller, because a final steady state will be arrived. In order to understand in
detail this experiment, in section 3.2 numerical simulations for this case are following.

3 Numerical Investigations

The numerical investigations are based on a stand-alone structure calculation and a
coupled fluid-thermal computation using the DLR-TAU-Code and the ANSYS-Code.
TAU is a three-dimensional parallel hybrid multigrid code. It is a finite volume scheme
for solving the Euler and Reynolds-averaged Navier-Stokes (RANS) equations using
tetrahedrons and prisms. A validation and description of the unstructured DLR-TAU-
Code for hypersonic flows is done in [5]. ANSYS is a commercial development and
analysis software which uses the Finite Element Theory to study the physical behaviour
of a structure model.

3.1 Sensitivity Analysis

In this subsection the influence of the position of a glued thermocouple (a) and the high
of the glue overhang (b) are analysed based on a sensitivity analysis. The dimensions
of the ceramic probe are 3 × 20 × 100mm3. It is assumed that the lateral extension of
the glue is 10mm.

Fig. 3. Description of a and b

The parameters (a and b) are illus-
trated in Figure 3. Thereby, two restric-
tions are included in order to limit the
variation range: The maximum overhang
of the glue is assumed to 1.5 mm. The
second assumption is that the thermocou-
ple is always bounded within the body.
So that the maximum distance of the
thermo element with respect to the mid-
dle of the ceramic is 1.5 mm. Each pa-
rameter will be changed in 0.5 mm-steps. Thus, 12 combinations of a and b are in-
vestigated. For the upper surfaces of the probe an adiabatic boundary condition is ac-
cepted. The thermal load on the lower side of the ceramic is in the first case, a constant
temperature (900 K) which corresponds to a steady heating process. In the second



Investigations to the Response Time of a Glued Thermocouple 359

case the thermal load is a exponentially increasing heat flux (≈ 0 − 1MW/m2). The
numerical results of the three dimensional computations are summarized in Figure 4 for
three combinations of a and b. Here, the black solid curve corresponds to the tempera-
ture in the middle of the sample. Both parameters have a distinct influence on the tem-
perature measurement for both load cases. The analysed temperature decreases with an

(a) Load: constant temperature (b) Load: increasing heat flux

Fig. 4. Numerical results of the sensitivity analysis for different load cases

increasing overhang due to the higher heat capacity. The same applies for the sensor
position (a), also here the temperature decreases with increasing distance. Finally, this
study shows clearly the different core problems depending on the kind of load. If a con-
stant temperature is acting on the body, the largest inaccuracy is in the first seconds. In
case of an increasing heat flux, the inaccuracy rises with the proceeding time.

3.2 Coupled Simulation of the VxG-Experiment

In addition to the experimental studies of section 2.2, coupled simulations of the VxG-
experiment are done. The coupling environment is a loosely coupled approach. The heat
flux on the surface is calculated by the flow solver. After then, the solution is interpo-
lated to the boundary grid points of the structure by the commercial MpCCI software
of the Fraunhofer Institut. These data serve as boundary conditions for the commercial
structural solver ANSYS. Finally, the structural solver gives the temperature associated
with the applied heat flux, which is then in turn interpolated to the boundary grid points
of the flow field and set as boundary condition to the flow solver. A detailed description
of this approach is documented in [1].
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(a) TAU grid (b) Ansys grid

Fig. 5. Mesh sensitivity study: Temperature in the middle of the ceramic

Fig. 6. Numerical heat flux distribution (k-ε-model) and photo of the oxidized ceramic

Firstly, a mesh sensitivity study is carried out in order to demonstrate the influence
of the mesh fineness. The results of the temperature in the middle of the ceramic are
summarized in Figure 5.

Based on these results a standard mesh is applied for the structure as well as flow
calculations. Using these grids 400,000 iterations are necessary to complete the numer-
ical flow simulation. The computational physical time steps varied between 0.01 second
at the beginning and 0.2 second at the end. Finally, nine seconds of the heating process
are observed. A convergence of the solution is achieved after 115 fluid-structure cou-
pled iterations. The numerical data of one complete simulation amounts 50 GBytes.
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The nozzle flow is not included within the numerical computations in order to reduce
the calculation effort. The flow conditions of the nozzle outlet are set as inflow con-
dition of the inlet, see Figure 8(a). Consequently, only the free stream of the flow is
computed. The state of the boundary layer within the impact point is assumed to be
laminar. Due to the high Reynolds number the state of the remaining boundary layer
is set to turbulent. These assumptions are approved by [2] and [4]. In the numerical
simulations the turbulent boundary layer is modeled using different turbulence models:
Spalart Allmaras (SA), k-ω-model, LEA k-ω-model, and k-ε-model. In Figure 6 the
numerical heat flux distribution is compared with the oxidized sample surface.

Due to high thermal loads the surface color of the ceramic is changed (oxidized) and
reflects the characteristics marks like: impact point, separation area, reattachment line,
and area of high thermal load. Based on this comparison, a first interpretation to the ap-
plicable turbulence model can be done as follows. The k-ε- and LEA-k-ω-models offer
the best agreements with experimental results. In case of the other both models (SA and
k-ω) the thermal loads are too low and the reattachment position differs respectively.
This assessment will be confirmed by the results of the coupled numerical calculations
which are shown in Figure 7. Also here, the best agreement with the measurement for

(a) Temperature at the pressed position (b) Temperature at the glued position

Fig. 7. Comparison of experimental and numerical results

the glued and pressed thermocouples is obtained using the k-ε- and LEA-k-ω-models.
The reasons for the higher variation of the pressed thermo element may be see in the ne-
glected roughness of the ceramic and the modeled thermal conductivity of the brackets.
Nevertheless, in consideration of this very complex hypersonic flow case, the numerical
results are very satisfying in comparison with the experiment.

Finally, in Figure 8 a detailed overview about the complete flow topology is given.
Here, the Mach number (flow field) and heat flux (surface) distributions are shown at the
beginning of the experiment (t = 0 s and Twall = 300K). The nozzle flow is expanded
to Ma ≈ 4. Behind the point of impact a separated flow is following, see Figure 8(b).
In this range a weak thermal load can be detected. There after the flow is reattached and
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(a) Mach number and heatflux distributions (b) Separation of the flow, x-y-plane

(c) Temperature along s (d) Heat flux along s

Fig. 8. Numerical results for the VxG-experiment

causes a high heat flux on the structure. In the diagrams of 8(c) and Figure 8(d) the heat
flux and temperature distributions are analysed along a cross line (s) over the sample
for three time steps (tstart = 0 s, t = 0.5 s and tend = 9 s). Considering these curves it
can be summarized that already after 0.5 second the maximum surface temperature in
the impact point is nearly reached and the heat flux decreases clearly.

4 Conclusions

The dipping experiment shows that the response in time of a glued thermocouple
amounts to 2.6 seconds in order to reach 90 % of the final temperature. Even a stan-
dard mantle thermocouple has a time delay of 0.2 seconds which has to be taken into
account for a measurement analysis. The VxG-experiment shows clearly the influence
of the glue on the measurement in comparison to a pressed thermo element. The differ-
ence between a pressed and glued thermocouple is at the end of the heating process in
the order of 2.5 seconds. These results have been confirmed by coupled flow-thermal
calculations. Consequently, a glued thermocouple should be avoided for a time accurate
temperature measurement.
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Summary 

An experimental and numerical study of lateral jet interference with hypersonic cross 
flows was performed at ISL. The experiments were conducted with a generic high-
velocity missile model in the ISL high-energy shock tunnel STA at Mach numbers of 
4.5 and 6. For each Mach number two duplicated atmospheric altitude conditions, 
three angles of attack and three side jet pressure ratios were studied. The flow was 
visualized using differential interferometry and the surface pressure was measured 
with fast response pressure gauges. In parallel, a numerical simulation with a CFD 
code was done and the calculations were validated by the experiments. The CFD 
simulation allowed calculating the jet interaction amplification for the different 
experimental flow parameters. 

1   Introduction 

Lateral jets can be effectively used for aerodynamic flight control at low stagnation 
pressures, which means either a low-pressure flow to be found at high altitudes or a 
low-velocity flow. At higher, super- or hypersonic flight velocities in the lower 
atmosphere, however, the interaction between lateral jet and the super- or hypersonic 
cross flow leads to a complex flow pattern, which was already discovered more than 
40 years ago [1]. The main aspects of this pattern are shown schematically in Fig. 1 
with the separation shock in front of the bow shock and the wake region downstream. 
In addition to the jet thrust a considerable pressure force acting on the body is 
generated by jet/cross-flow interference resulting from shock wave/boundary layer 
interaction and boundary layer separation. To design a flight control system it is 
important to know the effectively exerted force at the actual flight condition. This 
force is generally redefined as an interaction amplification factor, which is the ratio of 
the total normal force, including the jet thrust, divided by the pure jet thrust. Such  
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Fig. 1. ISL shock tunnel STA 

amplification factors were measured in an experimental wind tunnel study for a 
generic axisymmetric missile by Brandeis and Gill [2]. In addition to flow 
visualization they measured forces, moments, and surface pressures in three different 
wind tunnels for a Mach number range between 2 and 10. However, for Mach 
numbers above 4.8 the Reynolds numbers of the wind tunnels were too low to 
produce fully turbulent boundary layer flow. In a more recent study, Havermann and 
Seiler [3] used a shock tunnel facility to generate both laminar and turbulent boundary 
layers. They found that depending on the boundary layer state in front of the side jet 
the separation shock extension changed. An appropriate experimental duplication of 
real flight conditions is therefore essential.  

2   Experimental Tools 

2.1   Shock Tunnel STA of ISL 

The side jet experiments were carried out in the ISL high energy shock tunnel facility 
STA, which now allows to reproduce real atmospheric flight conditions at Mach 
numbers of 3, 4.5, 6, 8 and 10. The facility consists of a conventional shock tube with 
an inner diameter of 100 mm, which is equipped with a supersonic nozzle and a 10-
m³-dump-tank (Fig. 2), forming a so-called shock tunnel. The shock tunnel is operated 
with hydrogen as driving gas and nitrogen as driven gas in the shock-reflection mode 
with tailored interface conditions yielding a stationary testing time of about 2 
milliseconds for the Mach numbers in this study. The Mach number 4.5 and 6 flows 
were produced by different parallel-flow Laval nozzles that expanded the flow into 
the test section. Experiments for two atmospheric flight conditions with altitudes of 
15 and 21 km are discussed herein with the correct density, pressure and ambient 
temperature as they are in these heights, see Table 1 for the flow conditions. 

Table 1. Shock tunnel flow conditions used for experiments and CFD simulation 

Altitude 
[km] 

M∞ 

[−] 
u∞ 

[m/s] 
p∞ 

[kPa] 
T∞ 

[K] 
ρ∞ 

[kg/m3] 
Re∞ 

[m-1] 

15 4.53 1354 11.8 215 0.185 17.9×106 

15 5.94 1782 11.9 217 0.185 23.5×106 
21 4.53 1354 4.9 215 0.077 7.2×106 

21 5.94 1782 4.8 217 0.075 9.5×106 
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Fig. 2. Flow field created by side-jet interference and force components (Fi: interaction force, Fj: jet 
thrust) 

2.2   Missile Mock-Up 

A generic missile model was designed for the shock tunnel experiments (Fig. 3). The 
model geometry is a cone-cylinder configuration with a cone half-angle of 7.125 deg, a 
length of 507 mm, and a diameter of 50 mm, corresponding approximately to LFK’s 
hypersonic demonstration missile HFK-L2 scaled down by a factor of 4. The supersonic 
side jet was generated by expanding pressurized nitrogen gas from an external gas supply 
through a conical Laval nozzle that was mounted in the model. The nozzle exit diameter 
was 5 mm and the exit Mach number 2.5. The jet stagnation pressure was varied between 
10 and 30 bar to obtain always underexpanded jets with pressure ratios between 70 and 
220. The experiments were carried out for three different angles of attack (AOA): 0 deg, 
+5 deg, and -5 deg.  

 

 

309 mm198 mm

58 mm

50
 m

m
 

5 mm

 

Fig. 3. Generic shock-tunnel HFK-missile model 

2.3   Measurement Techniques 

Two measurement methods were applied: a) flow visualization and b) pressure 
measurements. The variation of the density gradient in the compressible flow around the 
model was visualized by a differential interferometer (DI), which uses polarized light and 
a Wollaston prism to generate two light beams with a very small spatial beam separation 
(Fig. 4). The two beams are collected by a second Wollaston prism and analyzed by a 
second polarizer allowing interference of the two beams, which usually gives interference 
fringes. In the setup used here, the interferometer was adjusted to an infinite fringe spacing 
so that the interferograms look similar to schlieren pictures [4]. The images were captured 
with a single-frame PCO Pixelfly CCD camera at a resolution of 1280 x 1024 pixels. 
Light illumination was provided by a continuous light source and the camera’s shutter 



368 M. Havermann, F. Seiler, and P. Hennig 

time was 100 µs. The surface pressure on the model around the lateral jet was measured 
by means of fast-response piezo-resistive pressure transducers (Kulite XCL 80). An array 
of 24 sensors mounted flush to the wall was grouped around the jet exit (Fig. 5). From 
calibration measurements the measurement uncertainty is estimated to be ± 10 %. 

 

Fig. 4. The differential interferometer as used at the ISL Shock Tube 

   

   

Fig. 5. Array of pressure ports and angular positions 

3   Experimental Results 

Because of the limited number of pressure transducers the experimental data can only give 
a first indication on the effects of the different parameters on the interaction amplification. 
The boundary layer influence (related to this is the flight altitude) was already discussed in 
a previous publication [3]. For the three angles of attack the measured pressure distribution 
is plotted together with the theoretical pressure for the jet-off case on the centreline axis; 
the corresponding interferograms are also shown (Fig. 6). The pressure rise in front of the 
side jet caused by the separation shock (cf. Fig. 1) is clearly visible. It can be estimated 
that the 0-deg and the +5-deg case have higher relative pressures p(jet_on)/p(jet_ off) both 
upstream and downstream of the jet compared to the -5-deg case, which indicates higher 
interaction amplification. 

Similar figures with centreline pressure distributions and interferograms are plotted 
for the two Mach numbers and the different pressure ratios of the lateral jet (Figures 7 
and 8). The pressure ratio of the lateral jet seems to have a great influence on the 
relative pressure distribution. Comparing the Mach numbers, some higher pressures 
upstream can be recognized for Mach 4.5, whereas downstream of the jet the Mach 6 
case has higher pressures. However, for a comprehensive quantification of the effects 
of the different parameters a CFD simulation is necessary. 



 Shock Tunnel Experiments and CFD Simulation of Lateral Jet Interaction 369 

AOA 
0°

AOA 
+5°

AOA 
-5°

 

Fig. 6. Wall pressure measurements on centreline axis at Mach 6 for 0/+5/-5-deg AOA and 
corresponding differential interferograms 

p0j/p∞ 

=82

p0j/p∞ 

=159

p0j/p∞ 

=228

 

Fig. 7. Wall pressure measurements on centreline axis at Mach 4.5 (AOA: 0 deg) and 
corresponding differential interferograms 

p0j/p∞

=72

p0j/p∞ 

=144

p0j/p∞ 

=220

 

Fig. 8. Wall pressure measurements on centreline axis at Mach 6 (AOA: 0 deg) and 
corresponding differential interferograms 
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4   CFD Simulation 

4.1   CFD Code 

A steady-state, 3D-CFD simulation was done using the code CFD++ by Metacomp 
Technologies [5]. This code solves the conservation equations in a density-based 
formulation and is therefore well-suited for highly compressible fluid flows. Both 
laminar and turbulent flows can be simulated; for the high-temperature effects real 
gas models are available. In the turbulent flow simulation the realizable k-ε-model 
was used to close the turbulent RANS equations. The side jet itself was not 
modelled, instead a one dimensional outflow at Mach 2.5 with defined conditions 
was assumed, which is justified considering the small jet half-angle of about 10 deg. 
A half-cylindrical hybrid 3D-grid with 1.57 million cells (Fig. 9) was generated 
with the MIME grid generator, also from Metacomp Technologies. For the 
boundary layer simulation a structured grid with 20 layers from the body surface up 
to a height of 3 mm was created. The first grid layer had a distance of 2.5 μm from 
the wall so that a correct wall boundary layer simulation with y+<1 was assured. 
The rest of the grid was modelled with unstructured elements, which were refined in 
the side jet area down to 0.6 mm of cell size. The calculation was stopped when the 
normalized residuum fell below 10-5, which occurred at less than 500 iterations.  A 
CPU time of about 7 h was required running two Pentium 4 processors in parallel at 
3 GHz.  

 

 

 
Fig. 9. Half-cylindrical hybrid grid with mesh refinements around the jet area  

 
 

One example for CFD validation by the experiments is shown for Mach 4.5, 
AOA=0 deg and a side jet pressure ratio of 228: Figure 10 compares the calculated 
density gradient to the experimental interferogram and Figure 11 the calculated 
pressure distribution at the angular positions of the pressure ports (cf. Fig. 5) to the 
pressure measurements. Considering the measurement uncertainties, simulation and 
experiments agree reasonably well.  
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Fig. 10. Comparison of experimental and 
numerical density gradient (Mach 4.5; 
AOA=0°; p0j/p∞=228) 

 

Fig. 11. Comparison of experimental and 
numerical pressures at angular positions of  
pressure ports (Mach 4.5; AOA=0°; 
p0j/p∞=228 

4.2   Calculated Interaction Amplification Factors 

Each experimental condition was simulated and the interaction amplification factor 
was determined in the following way: the pressure distribution on the body surface 
excluding the jet exit area was integrated and the resulting force in the jet axis was 
calculated. The jet thrust FJ was obtained in the same way considering only the jet 
area (compared to the 1D theory this gave nearly the same results). For the flow cases 
with an angle of attack the pressure force due the asymmetrical shock and expansion 
fan pattern also had to be taken into account (FI(jet off)). The amplification interaction 
factor therefore reads: 

j

IIj

F

)offjet(F)onjet(FF
K

−+
=                                                (1) 

A factor of K > 1 indicates that the jet thrust is amplified, K =1 that the pure jet thrust 
is available and 0 < K < 1 means that the jet thrust is reduced by a pressure force in 
the opposite direction of the jet thrust vector.  

The results for all calculated conditions are summarized in Fig. 12. The Mach 
number of 6 exhibits nearly 50% more interaction amplification than the Mach 4.5 
flow, which is mainly due to the higher pressures downstream of the jet. Furthermore 
it can be seen that compared to the 0-deg AOA, a positive AOA increases and a 
negative AOA decreases the interaction amplification. A laminar calculation also 
showed a reduced interaction amplification. The dependence on the jet pressure ratio 
was found to be small for both Mach numbers.  
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Fig. 12. Interaction amplification factors obtained from CFD simulation for different flow and 
side jet conditions 

5   Conclusions 

The interaction of a supersonic side jet with a hypersonic cross-flow was studied 
experimentally and numerically for a generic high-velocity missile model. The 
experiments were conducted in the ISL shock-tunnel facility at Mach numbers of 4.5 and 
6 for real flight conditions, which means that both turbulent and laminar boundary layers 
could be correctly simulated. Several other parameters were varied during the 
experiments: the flight altitude, the angle of attack, and the side jet pressure ratio. The 
experimental results gave a first indication of the influence of these parameters and they 
were further used for validating the CFD simulation. The CFD data allowed to quantify 
the influence of the different flow and side jet parameters on the interaction amplification. 
The highest influence had the angle of attack and the flight Mach number. The boundary 
layer state (laminar or turbulent) also showed some effect, whereas the side jet pressure 
ratio influence was found to be low for the range of studied pressure ratios. 
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Summary 

The heat loads during high-speed missile flight have to be considered in the design 
process by selecting appropriate geometries, structures and materials. To model these 
loads, especially at the nose, it is necessary to know the heat flux data in dependence 
of the time-dependent flow conditions. Therefore, great interest is focused on heat 
flux data gained from ISL shock tunnel experiments. These were done for Mach 
number between 3.5 and 10 for flight altitude conditions ranging from sea level up to 
60 km. On the nose surface of a blunt and a sharp cone heat fluxes were measured 
with special, fast-reacting thin film temperature gauges. The results are compared 
with theoretical calculations based on the classical boundary layer theory for the 
laminar as well as for the turbulent boundary layer formation at a conical missile 
nose. Best agreement exists between the heat fluxes measured and the analytical 
solutions for a sharp cone. 

1   Introduction 

The flow around a hypervelocity missile is strongly influenced by the bow wave at 
the head of the missile. Especially the front part of such a missile experiences 
extremely high heat fluxes. As a consequence, the temperature of the nose can 
increase during flight. Parameters influencing the heating are: the flight altitude, i.e. 
the atmospheric density, the flight speed and the flight time. Additionally, the 
geometry, material and dimensions of a missile and especially the nose’s cone angle 
and the contour of the nose tip are also significant parameters influencing the heating 
rate on the front part of the missile. Very high heat loads can destroy the surface. 
Therefore, the design procedure of all high-speed and hypersonic missiles has to 
consider, by selecting appropriate geometries structures and materials, the heat loads 
which missiles have to withstand. Since the heat transfer rate depends on flow 
conditions and on missile design characteristics, it is essential to measure reliable heat 
fluxes to correctly predict the heat loads on missile surfaces and structures. 
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The analytical method of Seiler et al. [2] for calculating the surface heat flux as 
applied in this paper is shown to be accurate enough to be used as a fast prediction 
tool in early design phases. In later development phases CFD (Computational Fluid 
Dynamics) codes have to be used to model geometrical details of the missile and to 
reach higher precision in local temperature predictions. 

To predict the structural load capacity of a high-speed missile and to protect the 
surface, especially the nose, with suitable materials, comprehensive information on 
the heating scales present in flight must be provided. A generic design of a missile 
nose has been selected to carry out experiments and theoretical studies for realistic 
flow conditions. In this way we are confident to get a better insight into the heating 
processes and to obtain reliable data also for other less critical parts of the missile. 

Surface temperature measurements in flight are very difficult to carry out. For that 
reason, the ISL’s shock tubes were used. In this test facility the conical missile head is 
fixed in front of a shock tunnel nozzle inside a measuring chamber. The 
measurements and the corresponding calculations were carried out for Mach numbers 
3.5, 4.5, 6, 8 and 10 for flight altitude conditions from sea level up to 60 km. Two 
geometries were tested, i.e. a sharp cone and a blunt cone. A boundary layer develops 
at the surface of the cone. For moderate flight altitudes the Reynolds number ranges 
from zero at the nose tip to more than 6

e 106R ⋅≈  at the end of the cone. Therefore, 
transition from laminar to turbulent boundary layer occurs in these flight scenarios 
somewhere downstream the tip of the missile predicted at 6

TR 103Re ⋅≈ . At very 
high altitude flights, i.e. at low atmospheric densities, only laminar boundary layer 
formation may occur along the surface of the cones. For this study fast running 
calculation procedures were developed to find solutions for the boundary layer 
formation at the surface of a missile’s front part in flight, modelled as sharp tipped 
conical nose. This is done for both, the laminar and the turbulent case. For this 
purpose, the boundary layer approximations of Prandtl are applied to obtain solutions 
in terms of quasi-analytical relations, see Schlichting [1], Seiler et al. [2] and Srulijes 
et al. [3]. 

2   Experiments 

2.1   Shock Tunnel Facilities 

Two high energy shock tubes, having 100 mm inner diameter and a total length of 
about 22 m, are located in the shock tube laboratory of ISL. Test flows with Mach 
numbers ranging from 3 up to 10 can be duplicated using nozzles having exit 
diameters from 200 mm up to 400 mm. The atmospheric conditions can be varied in 
these shock tunnels in order to simulate the flight conditions at altitudes from sea 
level up to more than 60 km. Test times up to 3 ms are obtained when the facilities are 
operated as a shock tunnels in reflected mode. The facilities are driven under tailored 
interface conditions. The shock tunnel experiments are able to fully duplicate the real 
atmospheric flight conditions [9]. 

The scope of this paper does not allow discussing all the measurements and 
calculations done in the frame of the joint ISL / LFK project. Therefore, and just as an 
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example, we restrict ourselves to present in detail two flight altitudes for one Mach 
number only. For these experiments the flow is accelerated inside of a contoured 
nozzle of 218.7 mm exit diameter, designed for M = 6. The two flight altitudes 
discussed are: a) 15 km and b) 21 km, respectively. The average measured flow 
conditions at the nozzle exit are: 

 

 a)  p = 12.2 kPa,  ρ = 0.186 kg/m3,  T = 222 K,  u = 1800 m/s,  M = 5.93. 
 b)  p = 4.7 kPa,  ρ = 0.074 kg/m3,  T = 215 K,  u = 1778 m/s,  M = 5.95. 
 

The free stream unit Reynolds number has been calculated for condition 
a) 23.5·106 m-1 and for condition b) 9.6·106 m-1. A sharp conical body of 7.125° half 
angle and length L of 210 mm, measured along the cone's surface, as well as a blunt 
cone having a nose radius of 4.5 mm were used. The unit Reynolds number at the 
cone surface has been calculated to be 33.9·106 m-1 for condition a) and 13.0·106 m-1 
for condition b). 

Figure 1 shows the blunt shock tunnel model and a Pitot probe arranged in front of 
the contoured Mach-6-nozzle used.  

 

Fig. 1. Blunt nose cone model and Pitot probe in front of the Mach-6-nozzle 

2.2   Heat Flux Measurement 

Special thin film gauges for fast heat transfer measurement, bought from the 
"Stoßwellenlabor" of the RWTH Aachen in Germany were used to measure the 
surface heat flux [4]. In Fig. 2 left two sensor photos are shown with the cylindrical 
gauge body and the thin film covering the front part. The body is made from 
Zirconium oxide and the thin layer is of Nickel. 

y

 

Fig. 2. Thin film gauge (left) and opened missile head model (right) 
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At eleven measuring stations along the cone’s surface the thin film gauges are 
mounted flush with the outer contour. The implementation procedure is seen in Fig. 2, 
right hand side. The heat flux transferred from the gas flow to the gauge’s thin film 
heats the gauge body and the thin film layer temperature rises by the same amount. 
By measuring the film layer temperature increase ΔT as a voltage change using an 
electrical circuit, the temperature rise of the gauge body is measured. The variation 
ΔR of the film resistance R0 is detected and related to the temperature change as 
follows: TRR 0 Δα=Δ (α = temperature coefficient). Applying a one-dimensional 
solution of the heat conduction equation, see Oertel [5, 6], the heat flux at the gauge 
surface at y = 0 is calculated as a function of time: 

∫ τ
τ−

Δ⋅
π
λρ==

t

0

d
t

)t,0(T

dt

dc
)t,0y(q&

                                     
 (1) 

The variables ρ, c and λ used in this relation are the density, the heat capacity and the 
heat conduction of the body of the thin film gauge. With the calibration factor 

αλρπ= 2cE  for each gauge the heat flux q&  is calculated from the recorded 
temperature change ΔT. 

2.3   Experimental Results for M = 6 

The heat flux measured along the surface of the cones for 15 km flight altitude is 
shown in Fig. 3. It can be seen that for x < 90 mm, i.e. for x/L = 0.43, the measured 
heat flux matches quite well the laminar boundary layer solution. For x > 90 mm 
transition to turbulent boundary layer starts for both the sharp and the blunt cones, 
finally reaching for the sharp cone a heat flux about three times the amount of the 
laminar one and for the blunt one, as expected, a lower value. 
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Fig. 3. Heat flux density in 15 km flight altitude for the 7.125° cone at Mach 6 

The transition Reynolds number range at the cone's surface is for both cases 
3.05·106 ≤ ReTR ≤ 3.73·106. The agreement of the measured values with the turbulent 
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boundary layer solution for the sharp cone is quite good within the given error bars of 
about ±10%. A temperature overshoot at transition near the edge of the boundary 
layer was not found, probably due to an insufficient resolution of the experiments in 
length direction, see Schneider [7].  

For the 21 km altitude flight condition the experimental and theoretical heat flux 
results are given in Fig. 4. The calculation is just done for a laminar boundary layer 
formation. Looking at the measured data points, there are only small deviations 
between the two. The boundary layer is fully laminar along the projectile surface. No 
transition occurs. 
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Fig. 4. Heat flux density in 21 km flight altitude for the 7.125° cone at Mach 6 

The heat fluxes obtained at the blunt cone contour in case of experiments with 
models inclined by ±2.5° angle of attack (AoA) are drawn in the Fig. 5 diagram 
compared to the case with no AoA. The windward (-2.5°) and leeward (+2.5°) heat 
fluxes are about ±30% compared to the zero AoA ones.  
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Fig. 5. Heat flux density in 15 km flight altitude at Mach 6 with angle of attack 
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For the 21 km altitude flight condition the experimental and theoretical heat flux 
results with AoA are given in Fig. 6.  
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Fig. 6.  Heat flux density in 21 km flight altitude at Mach 6 with angle of attack 

The calculation is just done for the laminar boundary layer formation for the case 
without AoA. A comparison with the measured data points only shows small 
deviations between the two for the zero AoA experiment with regard to the measuring 
error of ±10%. The agreement is well established showing the applicability of the 
solution obtained for laminar boundary formation. In this case the boundary layer is 
fully laminar along the missile’s nose surface. No transition occurs along the surface 
of the cone’s nose. In the case of a laminar boundary layer, with ±2.5° AoA, the 
windward (-2.5°) and leeward (+2.5°) heat fluxes are increased, respectively lowered, 
compared to the heat flux data theoretically and experimentally determined with no 
AoA. 

2.4   Summary of the Experimental Results for M = 3.5 up to M = 10 

Figure 7 shows a summary of heat flux measurements with the generic missile blunt 
nose for all flight altitudes and Mach numbers studied. The heat flux values shown are 
measured at a distance of 50 mm from the (sharp) cone’s nose. It can be seen that 
considerably high heat flux values were measured up to a flight altitude of about 15 
km ( 2m/MW 6.0q ≥& ). For higher flight altitudes the measured heat flux values are 
much lower than 0.6 MW/m2. Depending on the flight time duration these heat fluxes 
may still represent a significant threat to the structure of the flying missile.  

As an example of the mentioned threat, Fig. 8 shows the surface temperature as a 
function of flight duration for the nose of a generic missile flying at Mach 10 in a 
flight altitude of about 25 km. The conical nose is hollow with a 2 mm CrMoVa-Steel 
shell. The calculation is done using a stepwise in time quasi-stationary algorithm  
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without considering radiation thoroughly described in Seiler et al. [8].  
Four positions from the cone’s tip, i.e. 65 mm, 70 mm, 75 mm and 80mm are plotted. 
After flight duration of about 35 s the melting temperature is reached and due to the 
ablation of the surface material the temperature remains constant at about 1800 K.  
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Fig. 7. Heat flux density measurements on a blunt nose for 3.5, 4.5, 6, 8 and 10 Mach numbers 
and flight altitudes up to 60 km 
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Fig. 8. Cone surface temperature vs. flight duration for a CrMoVa-Steel nose 
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3   Conclusions 

The heat flux at the surface of a 7.125° nose cone of a missile flying in earth 
atmosphere at Mach numbers ranging from 3.5 up to 10 and at flight altitudes up to 
60 km was simulated with the high energy shock tunnels of ISL. For comparison, 
theoretical data for the surface heat flux on a sharp cone model have been calculated 
using relations given by solutions for the laminar and turbulent boundary layer 
formations. The scope of this paper does not allow discussing all the measurements 
and calculations done. Therefore, as an example, we restrict ourselves to present only 
two flight altitudes for Mach number 6 with ±2.5° and without AoA. The 15 km 
altitude flight duplication shows boundary layer transition from laminar to turbulent 
for a Reynolds number greater than 3.05·106 at about a distance of 90 mm from the 
cone tip. At 21 km altitude the boundary layer develops fully laminar. A summary 
plot of the ISL / LFK study for the whole range between Mach number 3.5 and 10 
from ground level up to 60 km flight altitude is presented as well. The theoretically 
determined heat fluxes and the experimental results are, within the given error bars, in 
good agreement.  
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Summary 

An experimental and computational study of a supersonic missile with a slender 
cylindrical airframe and a divert jet thruster system for attitude control was a coop-
eration of the French-German Research Institute of Saint-Louis and MBDA LFK. The 
aerodynamic of a defined missile model with lateral jet was calculated with 
Computational Fluid Dynamics (CFD) methods and the same configuration was 
measured in a shock tube for validation of the numerical procedure. The verified CFD 
flow field solutions allow an extensive analysis of the jet thruster control 
effectiveness, the complex fluid interactions of freestream and thruster crossflow and 
their physical effects on the airframe. It is possible to analyze the change of the 
pressure contours on the complete airframe or dedicated aerodynamic surfaces of  
the missile and therefore the deviations of the missile aerodynamic caused by  
the lateral jet.  

1   Introduction 

Modern air defense missiles (see example in figure 1) designed to intercept very fast 
and/or maneuvering targets have to provide a high amount of surpassing agility and 
speed. Especially if the system requirements demand an effective hit to kill ability, as 
necessary for the defense against ballistic missiles reentry vehicles. Therefore the 
effect on the intruder’s warhead is primarily realized by the kinetic energy of the high 
speed approach of the interceptor and the target. To ensure the safety of the defended 
area it is mandatory to maintain a specified keep out altitude, but with increasing 
altitude air defense interceptors suffer from decreasing effectiveness of standard 
aerodynamic control surfaces. The dynamic pressure at the fins is, in spite of the high 
missile velocity, insufficient to change the missile attitude with the necessary speed 
and agility. It is possible to advance the control command response times 
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considerably by additional use of lateral jet thrusters for attitude control (figure 1). 
The divert thrusters induce additional aerodynamic moments for a fast change of the 
missile attitude also at high intercept altitudes. The attitude control system provides a 
high amount of additional agility over the complete mission envelope.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For that reason defense systems with an effective lateral thrust technology are cha 
 

 
For that reason defense systems with an effective lateral thrust technology are cha-

racterized by improved hit performance. The divert thruster delivers not only lateral 
thrust, the jet also alters the complete missile flow field and the pressure contours of 
the airframe. The strong and complex flow interactions of the missile freestream and 
the crossflow depend on the fluid parameters Mach number, altitude, attitude, missile 
airframe design and the magnitude of the jet and it is not practicable to specify these 
fluid interactions with a simple mathematical model. 

2   Geometry 

Most air defense interceptors are similarly designed: Ogival supersonic nose, high 
aspect ratio fuselage, cruciform fins and high chord wings. All examined operational 
missile systems use solid propellant rocked motors, so air intakes and the 
aerodynamic interactions with the air intake flow are not regarded for the analysis of 
fluid dynamic effects on aerodynamic surfaces of a generic air defense missile 
configuration. The attitude control system thruster is located right behind the nose (to 
ensure the best turning moment) and upstream, in front of the wings. Looking forward 
from behind the missile, for this study the radial orientation of the thruster nozzle 
centerline and outflow direction lies aligned with the vertical body fixed axis (z-axis). 
The wing and fin panel roll angle Ф is 45° (x-roll attitude) to the jet flow symmetry 

Fig. 1. Hit-to-Kill missile, attitude control lateral reaction force interaction characteristics.  
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nozzle 

gas pipe stagnation chamber 

Fig. 3. Jet nozzle drawing 

surface. Due to the upstream position of the jet right in front of the wings it was 
expected that the altered missile flowfield changes not only the pressure contours on 
the fuselage close to the thruster nozzle, but also the effectiveness of the wings and to 
some amount also of the far downstream installed fins or stabilizers. To prove or 
discord these assumptions a complete missile design with all aerodynamic relevant 
surfaces had to be considered.  

 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 shows the selected missile geometry in conformation to the described air 

defense missile design characteristics. For the shock tube tests the missile model had 
to be scaled 1:10. The computer-aided-design (CAD) drawing in figure 2 illustrates 
also the sub components of the shock tube missile model design: The missile frontend 
with the nozzle for the jet, the wing section and the control fins without deflection 
angle. The drawings show also the positions of the piezo-resistive miniature pressure 
transducers to measure the missile surface pressures. Twenty sensors are aligned with 
the nozzle at irregular distances. As apparent in the model pictures the pressure 
measurement positions are closer together in the vicinity of the nozzle and wings. 
This array of sensors was selected to capture the crossflow effects for the complete air 
defense missile configuration. Extensive measurements close by and around the 
outflow nozzle were subject of a preceding study [1].  

The scaled model is well suited for the 
ISL’s shock tube measurement chamber but 
the miniaturization made the integration of the 
gas supply pipe, nozzle and additional twenty 
sensors complex. Figure 3 illustrates the 
solution for the gas jet of the shock tube ref-
erence model. The position of the gas supply 
pipes ensures enough installation space for the 
sensors and cabling. The gas flows into a 
stagnation chamber before it is accelerated by 
a conical divergent supersonic nozzle to the crossflow jet. The outflow nozzle 
component of the model is a cylindrical exchangeable part of the missile model and it 
is possible to mount it in different radial positions. That makes the model more 
flexible, because it is possible to vary the outblow direction relative to the 
aerodynamic surfaces. Another advantage is that the nozzle part is easily 

Fig. 2. CAD drawing of the lateral thrust missile 
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Table 1. Boundary conditions for the lateral 
thrust nozzle 

 

exchangeable to realize different jet Mach numbers with additional supersonic 
nozzles (for this study a Mach 2.5 nozzle was used). The boundary conditions for the 
lateral thrust nozzle of the shock tube model are summarized in table 1. 

Parallel to the shock tube model a 
CFD volume mesh for the same missile 
configuration was generated. The used 
volume mesh is a hybrid unstructured 
grid. The boundary layer at the missile 
surfaces is discretized with multiple 
structured layers of prisms. To advance 
the accuracy of the flow simulation the 
very dense boundary layer mesh has a 
moderate grid growth rate normal to the 
wall and fulfills the ‘non-dimensional 
wall distance’ y+ criterion without the 
use of wall functions. Unstructured 
tetrahedrons are used to build the 
freestream volume mesh close to the 
missile. This grid of tetrahedron elements is much more compact in the vicinity of the 
thruster nozzle outflow and in the area of the jet. The number of grid points is also in-
creased where structural features of the missile change, like at the wing-fuselage in-
tersection line. This selective mesh refinement ensures the solution independency of 
the grid with application oriented use of computing resources. Computing power is 
focused on flow areas with high gradients of the solution vector. The mesh gets rapid-
ly coarser in direction to the far field boundaries of the computation volume. With this 
meshing strategy it was possible to realize close to twenty million 3D cells (up to 14 
million tetrahedrons and 6 million prisms). 

3   Test Campaign 
 

All measurement runs for this study were 
realized at the ISL shock tube wind tunnel STB 
(see photo in figure 4). STB is a high energy 
shock tube and it enables to simulate flow 
conditions similar to the free flight environ-
ment for a real missile. The measurement range 
of the ISL shock tubes goes up to Mach 
number 10 and altitudes of 60 kilometers 
complying with the realistic static pressure Fig. 4. STB test chamber interaction  
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according to the standard atmosphere model. That is only feasible with these kinds of 
wind tunnels and therefore shock tubes are a well suited test facility for aerodynamic 
data validation of supersonic missiles at high altitudes. To perform supersonic flight 
velocities a special Mach number adapted expansion nozzle is necessary to ensure a 
parallel free stream flow within the wind tunnel measurement volume.  

4   Numerical Solution 

For the step to validate the numerical method and the procedures to compute the 
aerodynamic coefficients the same configuration, under the same boundary conditions 
(table 1) as for the experiment, was calculated with CFD. Special comparison runs 
with the DLR TAU-solver were computed for the previously defined missile 
configuration. Figure 5 shows in the top picture Mach number contours in the vertical 
symmetry plane for angle of attack of 0° and Mach 4.5 for the complete missile. The 
contour picture shows already how asymmetric the flowfield becomes because of the 
interaction with the jet flow. The bottom left picture shows the crossflow area. This 
numerical contour solution is the exact complement to the corresponding shock tube 
test. The match of the schlieren photo and the numerical contour plot shows a good 
conformity of all flow interaction characteristics. From left to right, the boundary 
layer, increase of boundary layer thickness in the front of the nozzle, recirculation 
area, separation shock and bow shock in front of the crossflow are all well captured. 
Further to the right the shocks in the jet, the jet flow mixing and the recompression 
shocks in the low pressure wake of the jet are also very well reproduced by the 
numerical solution.  Of course a sole visible check of the solutions is not usable to 
prove the method.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
In a next step the fuselage surface pressure values of the CFD solutions were, for  
 
In a next step the fuselage surface pressure values of the CFD solutions were, for 

the same 20 transducer installation points, extracted. Figure 6 shows the comparison 
of experimental and numerical data (pressure is referenced to farfield pressure) for 

Fig. 5. Comparison of experimental and numerical solution 
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angle of attack 0° and Mach 4.54. The topview of the missile shows the CFD 
calculated surface pressure contours. The blue line represents the CFD data slice 
collinear with the jet nozzle and the transducer measuring points (orange dots). In the 
comparison plot the numerical data (blue) is plotted with 4% error bars and the 
experimental data (orange) is plotted with 10% error bars. In the upper right corner of 
figure 10 an enlargement shows the solution data in front of the jet. For the 0° angle 
of attack comparison the experimental and numerical data matches very well, 
including the high pressure area in front of the jet. The comparison data and the 
missile topview picture show that due to the lateral thruster crossflow the missile 
surface pressure contours are significantly altered. The resulting surface forces and 
therefore aerodynamic coefficients are validly reproduced by the numeric method.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5   Analysis 

It was now, with the validated numerical method and procedure, possible to calculate 
a complete aerodynamic data field for a slender cylindrical missile with jet thruster 
attitude control. The missile aerodynamic was computed and analyzed under 
consideration of the flow interactions with the aerodynamic surfaces (here fuselage 
and wings) of the missile. The complete aerodynamic data field was generated with 

Fig. 6. Validation - Pressure Comparison [α= 0°] 
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realistic hot gas crossflow of a thruster (with layout design massflow) and without the 
thruster. The ranges of the aerodynamic data field are summarized in table 2. 

Table 2. Aerodynamic data field ranges 

velocity range (Mach) [-] [1.2, 5.0] 
incidence angle range [°] [-20, +20] 
altitude range [km] [0, 30] 

It was assumed that the interaction of the jet crossflow with the fins has a minor 
effect on the missile aerodynamic compared with the effects on fuselage and wings. 
For an example case at Mach 2 and 15 km altitude the missile CFD surface was 
partitioned to compare the lift forces of the wings (upper and lower) with the lift 
forces of the fins (upper and lower) if the jet is switched on or off. In this case, only 
the upper wings show a mentionable difference between lift for jet on and off. For 
negative angles of attack the change of lift on the upper wings is even more obvious. 
Between -10° and 0° angle of attack the lift of the upper wings is more or less 
neutralized by the jet interaction. So this test case is evidence for the effect of jet flow 
interaction on aerodynamic forces and also for the assumption that the effect is 
negligible on the fins of the defined slender missile geometry (depending on the 
distance between thruster and fins).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
With generating a complete missile aerodynamic with lateral thrust effects we were 

able to analyze that the crossflow of lateral thruster alters the aerodynamic 
coefficients of a missile aerodynamic and that this effect is increasing with the 

Fig. 7. Normal force coefficient [left] and Pitch moment coefficient [right] at different 
altitudes (jet on) compared to pitch elevator deflections (jet off) 
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altitude of the missile (see green carpets in figure 7). The question is how to evaluate 
the changes of the missile aerodynamic. Figure 7 (left side) shows that the deviations 
of the normal force coefficient are in order of a ±10° fin deflection (blue carpets in 
figure 7), for negative incidence angles in the transonic range even more. Quantitative 
the deviations are not negligible. This has to be considered for missile designs with 
direct lateral thrust control. But for the presented missile design with attitude control 
system we have to consider other conditions as well:  

 
1) The thruster is used for attitude control => deviations of the moment 

coefficients and therefore the distributions of changed pressure areas (w.r.t. 
the moment reference point) are dominant. 

2) The major flight Mach number range of air defense missiles with attitude 
control systems is supersonic. Effects in the transonic range are not crucial. 

3) Depending on the short jet runtime (short pulses instead of continuous flow); 
deviations of the normal force may have no considerably effect on the 
missile performance (like the lateral acceleration ability) but they are 
certainly additional impulses to be handled by the autopilot.   

 
We see in figure 7 (right side) that the effect on the pitching moment of the presented 
missile design is quite small and negligible in the supersonic Mach range. For the 
normal force coefficient (figure 7, left side) the effect was in order of a ±10° fin 
deflection but not for the pitching moment coefficient. There is only one considerable 
difference between sea level and 30km altitude around incidence angel of -10° and as 
before the effect is increasing with decreasing speed.  

Summarizing, the effect of jet thrusters on aerodynamic surfaces is generally 
significant and has always to be considered and understood in aerodynamic modeling. 
For the analyzed missile configuration the deviation effect is small for the 
effectiveness of the attitude control systems.  
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Summary 

Supersonic jets emit Mach waves producing noise in their environment. Various 
experimental techniques have been used in the past for investigating the behaviour of 
structures present in the supersonic jet boundary layer. These structures are 
accompanied by long, almost straight and nearly parallel Mach waves. These Mach 
waves appear both outside and inside the jet. It was experimentally found that these 
Mach waves move at three preferred speeds: w , w′  and w ′′ . They depend simply 
and exclusively on the jet Mach number iM  and the speed of sound ratio between 

inside ( ia ) and outside ( aa ) of the jet. Quite simple empiric formulae for w, w′  and 

w ′′ have been established by Oertel sen. but no satisfying explanation could be found 
at that time. Recently, however Oertel sen. proposed a new idea based on the growth 
of long living pairs of vortices formed inside of the jet boundary layer. Vortices move 
with the velocities w′  and w ′′  respectively, whereas the centre of the pair moves 
with w. The w’- and w’’-vortices move supersonically with respect to aa , therefore 

produce the so-called w′ -Mach waves outside of the jet. The w” - vortices move with 

ii a"wu >− , therefore produce the so-called w”-Mach waves inside of the jet. This 
theory suggests a new method of jet noise reduction.  

Nomenclature 

flow velocity Mach numbers 
 u* speed in jet boundary layer iii auM =  inside the jet 

 ui inside the jet aa/w of the w -Mach wave outside 

progagation velocity aa/w′  of the w′ -Mach wave outside 

w  center of vortex pair ( ) ii awu −  of the w -Mach wave inside 

w′  front vortex ( ) ii awu ′′−  of the w ′′ -Mach wave inside 

w ′′  rear vortex Mach angles 
speed of sound α  w  - Mach wave inside and outside 
 a     general α′  w′ - Mach wave outside 

     ia , aa  jet inside, gas outside α ′′  w ′′ - Mach wave inside 
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1   Introduction 

A supersonic jet is known to be the source of tremendous noise which can become 
intolerable in the neighbourhood of jet engines, cutting torches and other supersonic 
jet producing devices. Most of the noise is emitted in form of Mach waves. Many 
Mach waves are long, almost straight and nearly parallel. They appear inside and 
outside of the jet and are quite regular. It is clear that a certain order must exist inside 
of the jet boundary layer, the mixing layer, separating the moving jet inner part from 
the outside gas at rest. The practically ideally expanded supersonic free jets in Fig. 1 
at iM = 2 shows the outside and inside produced Mach waves visualized by Oertel [1] 

using a differential interferometer. 

 

Fig. 1. Mach waves inside and outside of a supersonic correctly-expanded free jet 

In the past, the origin of the noise produced by Mach waves was attributed to a 
multitude of different phenomena. They have been assumed to originate from 
turbulence [2] as well as from coherent structures of different nature [3, 4, 5]. 
Experimental investigations using shadow visualization technique [6] did not answer 
the question definitely and none of the above assumptions corresponds to reality. This 
is why various investigations were conducted at ISL. The kinetics of the Mach waves 
was investigated extensively by Oertel [7-11] using high speed movies, double 
exposure streak records and immobilizations on a film moving at the searched wave 
speed. Recent descriptions on supersonic jet noise produced by fine- and large-scale 
turbulent structures are given by Tam [12] and Bailly et al. [13], which are in fact 
quite different built compared to the explanations herein. For example D. 
Papamoschou and A. Bunyajitradulya [14], D. Papamoschou and M. Debiasi [15] as 
well as A. Bassetti [16] investigate the jet noise production too, but on a basis which 
not compares to the mechanisms described in this. 

The experiments of Oertel [7-11] were performed with the ISL high energy shock 
tubes as extensively described by Oertel in some of the referenced reports. The 
reflected shock method as well as the non-reflected shock method had been used for 
producing pressure adapted jets, most of them having Mach numbers iM about 2. The 

experimental results can be represented by simple formulae empirically predicted by 
means of the experimental outcomes. Two strong different Mach waves (w and w′ ) 
exist outside the jet as well as two different inside (w and w ′′ ). They were found to 
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be produced by “jet boundary layer structures” propagating downstream at the three 
mentioned speeds. The 327 experimental points in Fig. 2 were fitted given the 
following Mach number equations: 

ai

i

a

w

a

wu =−
 (1),   1

a

w

a

wu

ai

i −
′

=
′−

 (2),   1
a

w

a

wu

ai

i +
′′

=
′′−

. (3) 

The w′ -Mach waves outside of the jet are 
the most easily recognizable and were 
those which have also been visualized by 
[6]. They appear at aaw ≥′ , that means at 

supersonic speed of the coherent 
structures compared to the speed of sound 

aa outside of the jet. The w ′′ -Mach 

waves appear at ii a"wu >− because for 

this the velocity difference "wui −  must 

exceed the sound speed ia  inside. The w-

Mach waves exist in the range of aaw ≥  

(outside) or ( ) 1a/wu ii ≥−  (inside). They 

are much shorter than the other two 
because their angle is much larger The w  
- w′  - w ′′ -Mach waves only depend on the jet speed iu  and the speed of sound 

inside, ia , and outside, aa , and do not depend on the gas viscosities. An explanation 

for the w -Mach waves near the jet exit had easily been found. It supposes that the 
thin jet boundary layer is seen as a shear layer with some inner deformations moving 
with the w-velocity but w -waves may also be seen downstream. Their contribution 
to the jet noise is small. 

2   w - Mach Waves 

In the experiments of Oertel [e. g. 10] a very thin jet boundary layer developed for a 
short distance after the jet’s exit. In this case the jet boundary layer could be 
considered as a shear layer in which deformations are present as shown in Figure 3. 
Long-living deformations will subsist in case the gas pressures are equal at both sides. 
The point-symmetric deformation of the shear surface subsists at the condition of 
pressures at both sides of the surface being point-symmetric too. They are point-
symmetric at equal relative Mach numbers in the frame moving with the speed w  of 
the point of symmetry. For the speed w  of the deformed shear layer this is the case 
if: 

i

i

a a

wu

a

w −= . (4)  

 
Fig. 2. Mach numbers 
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Fig. 3. Deformation of the shear layer 

Using iii auM =  it follows: 

 
ia

i

a aa1

M

a

w

+
= . (5) 

The w -wave Mach numbers 

aaw  outside and ii a)wu( −  

inside are required to be ≥ 1 for 
a Mach wave formation. The 
Mach angle can be calculated 
by: wasin a=α  (6). 

3   New Approach to the Jet Boundary Layer Structures 

3.1   General Considerations 

With growing distance from the jet exit the jet boundary layer thickens more and 
more. The jet boundary layer deformations develop into coherent structures which 
form pairs of vortices moving downstream, one behind the other, see Fig. 4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Its centre is still moving with the w-speed, but the axes of the vortices move with 

ww >′  (front vortex) and ww <′′  (rear vortex). The front vortex produces a Mach 
wave outside and the rear one inside the jet, comparable to the bow wave around a 
supersonically flying projectile. The w′  and w ′′ vortices grow downstream. Their 
lengths are proportional to the velocity differences ww −′  and ww ′′− , their lateral 
extend proportional to the following conditions for coexistence: 

 

• The front and rear vortices must remain in different separated zones, 

• It this does not occur, the front vortices destroy the rear vortices of the 
foregoing pairs, 

• Both zones touch each other in a plane moving with velocity w . 

 

Fig. 4. Pair of vortices 
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Additional requirements are: 

• The rear vortices move with 0w ≥′′  for producing at ii a"wu >−  Mach 
waves inside the jet, 

• The front vortices velocities are aaw ≥′  for producing Mach waves outside 
of the jet,  

• Equal local under pressures at both sides of a vortex exist at the condition of 
equal subsonic relative Mach numbers in the frame moving with the speed of 
the centre of the vortex. In this frame the vortex is a virtual stationary one. Its 
outer streamline as a convex one forces the passing flows to temporarily 
contraction, 

• The front vortices “dredge gas” from the jets inside with ia  and the rear 
vortices “dredge gas” from outside with aa  towards the jet boundary layer, i. 
e., the plane where the two vortices touch each other, see Fig. 4, 

• The condition of touching at velocity u = w is quite important. Only with this 
assumption the theory validates the empirical results. 

This new approach provides a totally different profile of the sound speed present 
inside the jet boundary layer as compared to the former theories for turbulent jet 
boundary layer formation. 

3.2   The w′ -Mach Waves 

The w′ -Mach waves outside are created by the front waves which move with the 
w′ -velocity (blue coloured zone). Lets begin by considering the special case 

aii aau +=  with ia aa = as shown in Fig. 5. For producing Mach waves in the region 

outside of the jet, the flow velocity in this zone must be in the range given by 

ai auu >> .  

By the above mentioned 
“gas dredging”, gas from 
outside is transported into 
the jet boundary layer and 
therefore the speed of sound 

aa  can be used for 
calculating the relative Mach 
number at the upper layer of 
the blue w′ -zone: 
( ) aa aaw −′ . Using the 
relative Mach number at the 
lower layer of this zone in 
Fig. 5, ( ) ii awu ′− , the 
following equations (7 and 8) can be established. The Mach angle is: wasin a ′=α′ . 

 
 

Fig. 5. Front vortex: case w 
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Fig. 6. Rear vortex: case ii auu −=  
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In the general case ia a/a1a/'w += the requirement of equal relative Mach numbers 

writes 

ai

i

a

w'w

a

'wu −=−
. (9) 

With w calculated by equation 5 the following equations come: 
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a a/a1

a/wM

a

'w
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( )2
ia

ia
i

a a/a1

a/a2
M

a

'w

+
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In the special case 1a/w a =  this equations 10 and 11 becomes exactly equal to 

equation 8. The Mach angle 'α  can be calculated by: 'w/a'sin a=α  (12) 

3.3   The w ′′ -Mach Waves 

Similar considerations can be taken into account for the w ′′ -Mach waves inside the 
jet. They are produced by the rear vortices. They move downstream with the velocity 
w ′′  and are only able to form Mach waves if the velocity difference "wui −  is larger 

than ia . This is valid for vortices moving in a layer with the velocity 0uau ii >>− . 

The relative Mach numbers can be deduced from Fig. 6.  
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In the general case 
1a/w a =  the requirement 

of equal relative Mach 
numbers writes: 

ai a

"w

a

"ww =−
, (16) 

as shown in Fig. 6. 
With w calculated by 

equation 5 the following 
equations result: 
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In the special cases 1a/w a =  the equation 17 reduces exactly compared to equation 

10. Of interest is the resulting equation for ( ) ii a/"wu − : 
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For the special case:  
ia
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For the general case:  
2
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. (21) 

The Mach angle "α  can be calculated by: 

0"wat
M

1
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"wu
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i
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i ==α>
−
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4   Conclusions 

The central point of the theory presented herein is the new concept of “gas dredging” 
where rear vortices transport gas from outside and front vortices jet gas into the jet 
boundary layer. Consequently, the sound speed profile is totally different to the 
profiles assumed up to now by existing theories. The well-known formulae from 
previous research work for the w′ - and w ′′ -Mach waves are explained 
straightforwardly by these new theoretical assumptions. Combining the formulae 8 
and 14 or 10 and 17 furnishes the result: 2/)"w'w(w += . This is true for all values 
of w/a, i. e., w/a = 1 in the special cases as well as w/a > 1 or w/a < 1 in the general 
cases. Some observed occurrence of w-Mach waves all over the length of the jet may 
be due to the fact that the contact surface moving with w in reality is a weak shear 
layer producing Mach waves too. Its contribution to the jet noise is small. Such 
production of Mach waves must not be confused with the transformation of long w-
Mach waves to short w-Mach waves out of the transition zone at the end of the 
supersonic jet. They must be due to vortex interactions. The equations for the special 
cases feed exactly the empirical values. Those for the general cases are somewhat 
more complicated. Within a wide range of iM and ia a/a  the special formulae are 
satisfying approximations. It is exclusively in the special case ia aa = that the Mach 
angles 'α and "α are equal ones. At other sound speeds their difference could easily 
be measured. This fact supports the theory. Remember that sin "α goes to 1/ iM for 

"w  going to zero. 
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A direct experimental verification of the theory could be done by light sheet 
experiments with coloured gases and particles to see if the “dredging” is as efficient 
as assumed. Further results could be provided by experiments with relative Mach 
numbers exceeding one which cause the vortices to collapse because in this case the 
gas pressures acting from both sides change from suction to pressing. The relative 
Mach numbers have been assumed to be subsonic ones. Only in this case they 
produce the suction which is necessary for the widening of the vortices up to the 
coexistence limit. For to high Mi the relative Mach numbers would become 
supersonic ones. The under-pressure transforms into over-pressure. The formation of 
the regular vortex pairs must become suppressed. This does not mean the 
disappearing of all Mach waves. Also in this case w’- and w’’-Mach waves have been 
observed. But they were rare and random ones. The jet noise might become 
diminished. The relative Mach numbers become supersonic at the following limits: 
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Summary

Time resolved digital high speed image recordings of flow properties using schlieren
and shadowgraph methods have become standard tools in today’s investigations of hy-
personic flows. Postprocessing is often necessary to enhance image quality, followed
by quantitative image analysis to measure important flow features. Therefore, a soft-
ware has been developed allowing flexible design of evaluation workflows and a high
degree of automation. Evaluation of shock stand-off distance and shock angle in exper-
imental visualization series at HEG can be carried out. Even force prediction based on
analysis of model displacement has been realized. The tool and design considerations
based on typical problems of hypersonic flow visualization are discussed. Flow image
analysis processes and results using a pattern recognition approach known as “Hough
transformation” are presented.

1 Introduction

Since more than 140 years [6] optical diagnostics utilizing schlieren and shadowgraph
methods are applied to evaluate gaseous flow topologies in general and later on in hyper-
sonic flows. The emerging digitalization of high speed kinematics enables observations
of flow processes at small time scale in order of milliseconds or below. At transient
working facilities like the High Enthalpy Shock Tunnel Göttingen (HEG) with typical
measurement times in the order of few milliseconds, such diagnostics also support the
measurement of time dependent flow behavior. Modern digital image based approaches
can provide important support for automatic evaluation of such time resolved data. Im-
portant information such as shock shapes, shock-shock interactions and mixing layers
should preferably be extracted fully automated by pattern recognition methods. This
allows drawing conclusions considering the time development of flows.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 399–406.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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1.1 Experimental Conditions

The High Enthalpy Shock Tunnel Göttingen, HEG, of the German Aerospace Center,
DLR, is one of the major European ground based test facilities for the investigation of
hypersonic and re-entry flows. More information about the HEG is given in Hannemann
et al. [2].

While data for physical values such as pressure and heat flux is obtained at model
surface, optical measurements like schlieren and shadowgraph methods are utilized to
measure gas phenomena in the test section flow field. Typical test times in HEG are
in the order of few milliseconds. In this duration high speed time resolved recordings
of optical flow visualization techniques are applied during experiments in HEG. The
optical layout for schlieren or shadowgraph measurement at the HEG follows a Z-path
arrangement [5]. Two types of cameras are used for image acquisition, an analog Cordin
drum camera model 318 and a Shimadzu HPV-1, which is a digital high speed video
camera with frame rates of up to 1 million frames per seconds. Typical image sequence
lengths are about 50 pictures using the Cordin and 100 pictures using the Shimadzu
camera. As light sources a Nd:YAG laser or spark gap lights are used.

1.2 Measurements in Visualizations

After acquiring time resolved image sequences of flow conditions a postprocessing
stage is useful to enhance image quality dependent on evaluation process goals. First
of all there are properties of the measured flow itself. Objects of investigation in hyper-
sonic flows typically are the flow around the model under test and local flow properties
as shock waves or mixing layers which can be resolved by the here mentioned flow
visualization methods.

The first step of postprocessing digital images achieved by optical measurements is
to enhance the quality of the images. Dependent on the purpose this step may vary. For
example preparing image sequences for movie animations of the recorded flow needs
other processing chains than preparation for mathematical image analysis to extract ag-
gregated information. A lot of impairments must be addressed. The most important ones
are contrast enhancement to better turn out wanted features, correction of changing or
inhomogeneous illumination, noise reduction and image registration, if necessary. For
each of these tasks numerous algorithms and methods are known. Each of them hav-
ing advantages and disadvantages, an elaborate selection by the evaluating scientists is
necessary. Following such mainly low level image processing, the goal is to automat-
ically extract application dependent information of the visualized flow properties. For
example to extract a shock stand-off distance at a tunnel model a detection of the shock
shape and also the model in the image is necessary. While the tasks mentioned before
are often carried out partially in an automatic manner, these problems are often solved
by manual measures in images. Even if this generates often fine results in practice this
process is very time consuming. Further on results are hard to reconstruct or to repeat,
because of implicit subjective influence by the evaluating person and not having a doc-
umented process from origin data to results. An appropriate software tool could solve
such shortcomings.
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2 Visual Data Manipulator

A visual programming environment [4] called “Visual Data Manipulator (VDM)” is
used as base platform for in-house software development of flow visualization analysis
software. The software is still under development but already allows building and ex-
ecution of workflows to analyze image sequences measured in HEG experiments. Up
to date more than 100 building blocks are available for designing a goal-oriented auto-
matic digital image evaluation [7]. These building blocks cover a broad range from low
level to high level based image processing methods, like contrast enhancement, edge
extraction, noise removal, transformations, feature detection and the measurement of
geometric forms.

The platform is realized as a distributed system using the Java programming lan-
guage. The data exchange between the building blocks uses OMG’s CORBA technol-
ogy as middleware approach. This allows the building blocks to be developed and pro-
vided in most of the popular programming languages and operating systems. By now,
most building blocks are implemented in Java using the built-in multithreading capabil-
ities to achieve high calculation throughput on modern multicore computer systems.

Batch processing for image sequences is provided by looping capabilities. Parts of
processes could also be used as a building block on their own to reduce complexity and
provide additional modularity. Even though most building blocks are designed for au-
tomatic use, user interaction for semi-automatic evaluation processes is also supported.
Furthermore the user is able to track the evaluation progress and to examine the results

Fig. 1. Screenshot of “Visual Data Manipulator” with example process chain represented as graph
of building blocks at the right, an opened property editor for one of the used building blocks at
the center, and the list of available building blocks on the left.
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of every execution step during the execution phase in order to adapt the process to suit
needs better.

To get an impression of the visual programming environment used, Fig. 1 shows the
software’s user interface containing an example image processing graph and an opened
property editor of one building block.

3 Results and Discussion

In many cases in hypersonic flow visualizations shock waves play an important role.
The first two examples of flow image analysis below cover such cases. The third exam-
ple is dedicated to object tracking. All image series of these cases were automatically
processed by the VDM with therefore optimized process chains consisting of up to
about 30 combined building blocks. Every example makes in some way use of a pat-
tern recognition method developed by Hough [3]. In short, the idea is to create a search
space for parameterized image object definitions. For every candidate point in an image,
which could be part of the object searched for, a process is triggered. Several specific
calculations are performed increasing a vote value for suitable parameter combinations
in the search space. If all candidate points are processed, the parameter combination
with the highest vote count is accepted as result. This technique is used here for line
and circle detections. But this method is not limited to the mentioned shapes. An ap-
proach for arbitrary complex shapes has been published as “Generalized Hough Trans-
formation” by Ballard [1]. The method of Hough provides better results than e.g. fitting
models with least square minimization under noisy circumstances. The main drawback
of the method is its high computational complexity.

3.1 Shock Stand-Off Distance Measurement for Cylinder Model

An important case is the extraction of shock stand-off distance at an object, here a
cylinder, in hypersonic flow. In Fig. 2 selected steps from image evaluation are pre-
sented. Starting from the original image after some manipulations a circle detection
matching the cylinder is performed. The circle center is located on the stagnation point
line. In parallel a shock wave fit is performed using a region growing approach. Then

Shock
Wave

Cylinder
Shape

Circle
Center

Stagnation
Point Line

Circle
Shape

Fig. 2. Processing stages of shock stand-off distance measurement. From left to right: original im-
age; gradient image with detected circle as cylinder shape; partial shock wave fitting; stagnation
point line intersecting circle center and shock shape.
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Fig. 3. Comparison of development of free stream conditions to automatically detected shock
stand-off distance in front of a cylinder over time. With Δ = shock stand of distance, R = cylinder
radius and (pt2/p∞)1/2 ratio beeing approx. proportional to the flow Mach number. Measure-
ment time starts after shock reflection (SR).

these results are combined. The distance between intersections of the stagnation point
line with the matched circle and the shock wave fit is measured. This shock stand-off
distance is evaluated for the whole image series recorded at HEG. Fig. 3 shows the
normalized measured shock stand-off distance over time (zero indicates the start of the
tunnel) along with the measured pressure ratio of the stagnation point pressure of the
cylinder to the free stream static pressure. This ratio is proportional to the freestream
Mach number of the flow. The development of both quantities can be used to monitor
the flow. Especially in facilities like the HEG a sudden increase of these quantities can
be an indication of the arrival of driver gas from the tunnel, which is usually different
from the test gas used.

3.2 Shock Angle Measurement in Scramjet Combustion Chamber

In the second case a shock angle is measured in a scramjet combustion chamber. With
the knowledge of this angle it is possible to draw conclusions on the flow Mach number
in the combustion chamber spatially shortly before fuel injection. Fig. 4 presents steps
of this image analysis. Starting from the original recording denoising and calculation
of gradient image is performed. Because of strong noise additional context sensitive
filtering is necessary to match lines in the image afterwards. A linear approximation of
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H2 Injection

Initial Inlet Shock Detection

Chamber Wall Detection

H2 Mixing Zone

Initial Inlet Shock

Fig. 4. Processing stages of combustion chamber shock angle measurements. From left to right,
first row: original and gradient image; second row: detected initial inlet shock approximated by a
straight line and detection of lower chamber wall.
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Fig. 5. Comparison of Mach number in scramjet combustion chamber determined by freestream
flow condition and by automatic measurement of shock angle (Mach angle) in flow visualizations.
Recording time starts after shock reflection (SR).

the selected shock wave and the chamber wall is extracted. The angle between these
two lines is measured for all images of the shot. Treating this angle as Mach angle one
can determine the flow Mach number at the combustion chamber inlet. Additionally a
prediction of the Mach number in the combustion chamber is given. The determination
of this Mach number is based on the free stream Mach number of the flow calculated
from the pressure ratio described above. After the application of oblique shock theory
considering the geometry of the combustor, the Mach number in the combustion cham-
ber can be calculated. A comparison over time is given in Fig. 5. It is obvious that the
steadiness in the combustion chamber is not as good as the assumption based on the
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free stream proposes. Here it is demonstrated that image analysis techniques deliver
additional important information about flow characteristics.

3.3 Model Displacement Tracking for Force Prediction in HEG Flow

In this proof of concept study the approach of predicting total forces applying on a
model by displacement tracking using pattern recognition techniques is investigated. In
future this is going to be applied to high speed visualizations of HEG flow. In this study
no flow was present. A sphere with diameter d = 0.04 m and massm = 0.2864 kg was
fastened at the end of a several meters long suspension to represent a pendulum. With
a momentum measuring hammer a force is exerted resulting in a spatial sphere dis-
placement. By considering small deflection angles the harmonic motion can be reduced
to a linear motion in drag direction. Images of a high speed visualization recording of
such an experiment are shown in Fig. 6. By using the VDM the location trajectory of
the sphere was determined over time fully automatically using once again a “Hough
approach”. The trajectory provides the displacement velocity of the sphere. Moreover
from the time resolved hammer force recordings a momentum can be calculated by in-
tegrating this force signal. This allows a calculation of the model displacement velocity
under assumption that the momentum transfers without losses into displacement. The
comparison of these with both methods determined displacement velocities is promis-
ing. The average deviation between results of these two measurement methods is about
4%. But especially applying lower momentums led to increasing differences between
both measurement methods mainly caused by limited spatial resolution of the visual-
ization processing. Therefore for future applications at HEG with low spatial model
movement the pattern recognition methods for model tracking have to be improved to
provide trajectories with several times higher accuracy as the camera resolution.

1 2 3 4

Hammer

Sphere

m
v

Fig. 6. Time resolved displacement of a sphere after transfer of momentum from a hammer strike.
Time after strike increases from left to right image.

4 Conclusions

The presented image processing software based on the VDM is well suited for at least
semi-automatic evaluation of image series of high speed flow visualizations. This tech-
nique offers a fast, reproducible and self describing analysis of important flow features.
Because of flexible and extensible design this tool can be adapted to future hypersonic
flow field investigations.
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In future existing building blocks for high level object recognition should be im-
proved to deliver accuracy above camera resolution first. Additional methods are going
to be developed which will deal with the description and tracking of complex geome-
tries. This requires as another future task, to improve performance of algorithms respec-
tively their implementations. Last but not least the field of force prediction should be
developed to higher maturity.
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Summary

The paper presents a multidisciplinary optimization (MDO) process for the analysis of
configurations with engines strongly integrated into the airframe. The coupled treat-
ment of several physical disciplines like aerodynamics, flight mechanics, propulsion
and structure is discussed taking into account the major steps of a flight envelope of a
hypersonic transport aircraft like transonic acceleration, hypersonic cruise and subsonic
landing. The technique is successfully applied optimizing a Mach 6 transport aircraft
considering a single as well as multiple flight conditions. In both cases the optimization
technique allows to improve the cruise range of the vehicle.

1 Introduction

In the frame of the EU ATLLAS Project (Aerodynamic and Thermal Load Interactions
with Lightweight Advanced Materials for High Speed Flight) the appropriate require-
ments for the airframe and propulsion materials of future high speed transport airplanes
are derived from two configurations, a Mach 3 supersonic and a Mach 6 hypersonic
transport. For the Mach 6 configuration is not the aim of the ATLLAS project to design
a specific vehicle but to explore todays state of the art technology limits to realize such
kind of concept.

Hypersonic atmospheric vehicles are propelled either by ram- or scramjet type of
engines, i.e. a kind of propulsion system which requires a successful integration into
the airframe in order to avoid major propulsion-efficiency losses. Such propulsion-
integration has received considerable attention during the eighties. While it was rec-
ognized the need of use massively CFD in order to achieve a successful design, CFD
was at that time almost in its infancy. However, today a multidisciplinary optimization
technique could provide the right platform for the realization of such kind of vehicle as
is the aim to demonstrate in the present work.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 407–414.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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2 Reference Design Configuration

In order to carry out a MDO process, the definition of the vehicle to be optimized shall
be done in a way that sufficient information about engine performance and structure
layout are available. Since EU projects are strongly limited in time and resources to
perform a completely new design, it was here decided to select from open literature of
past studies a baseline configuration. Only configurations which match the reference
ATLLAS mission, i.e. transportation of 200 passengers over a distance of 7000 km at a
cruise Mach number 6 and an altitude about 30km, while providing the major amount
of technical data have been considered. In view these criteria, the HYCAT-1A [1][2] has
been selected as baseline for a future MDO process. The availability of a huge database
including wind tunnel tests and the promising compromise between hypersonic and
subsonic performance as well as good trim capabilities, both major requirements for a
realistic hypersonic aircrafts, favor the HYCAT-1A. This vehicle has a classical hori-
zontal tail, characteristic sharp forebody leading edge which merges to the wing leading
edge and it is driven by a combined turbojet-ramjet engine based on hydrogen fuel. The
fuselage is 105 meter long with a spanwidth of 28 meters.

Being rigorous, the baseline vehicle for the MDO process, namely the ATLLAS
Mach 6 reference configuration, is not equal to the HYCAT-1A but similar. Also corre-
sponding mass budget estimation, turbo-ramjet performances, mission profile, aerody-
namic database, structure analysis and trim capabilities have been specifically generated
for the baseline configuration while those of the HYCAT-1A are used for crosscheck
purpose. In such a way, the most critical issues of the configuration can be indicated
and hence major objectives and important system requirements and constraints for the
MDO can be formulated. In particular here the major issues that have to be considered
during the MDO process are (1) the mandatory integration of the engine due to the lift
increase, (2) the identification of the end of cruise phase with worst trim conditions and
(3) the low frequency lateral and vertical bending of the configuration due to the large
dimensions.

3 MDO Tool

The MDO tool consists of several modules for different subtasks which are added to a
function chain where at the end a defined objective function is updated. The workflow
for a 3-point MDO process is demonstrated in Figure 1 and is generally defined by pa-
rameterized geometry generation, mass modelling for component masses and centre of
gravity computation, CFD grid generation, numerical aerodynamic flow solving, thrust
and trim capability determination, FEM grid generation and dynamic structure analysis,
constraints check and objective function update. Most of the modules are also depend-
ing on the flight regime e.g. transonic or cruise conditions. Concerning the MDO this
has mainly a big impact on the propulsion system integration. Hence geometrical and
physical differences of the engine in different mission points are considered.

The MDO tool includes both, hypersonic critical issues as well as general MDO rel-
evant aspects. The propulsion system is integrated in the MDO in a form that intake and
nozzle flow is directly computed in the CFD and the combustion chamber is covered as
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Fig. 1. Flow chart for 3-point MDO process

a black box with given properties so that the gross thrust can be determined. To speed
up the MDO process special methods are developed like a modular mesh generation
procedure which strongly reduces meshing time. The MDO tool is built up using some
commercial software but also using own developed source codes. All modules are em-
bedded in a new and fully automated PYTHON environment taking over running and
monitoring of modules, data exchange and conversion, machine communication and
database update. The modular concept of the MDO process allows simple removing,
adding and modifying of modules.

The MDO tool is linked to the commercial software SYNAPS POINTER PRO [7]
which offers several types of optimizers. In the presented MDO the Subplex optimizer,
a function ranking method, is favoured. Below the basic modules of the MDO tool are
shortly presented.

3.1 Geometry Generation

The geometry generation is one of the major modules of the MDO tool because most
of the engaged modules are depending on the geometry. For the geometry generation
an own tool is developed based on NURBS curves [3] by defining control points. A
certain number of NURBS curves are arranged in 3D-space resulting in a surface. The
geometry is divided in several surfaces and changing NURBS attributes offers different
kinds of surface interfaces from complete smooth to kinked ones. The geometry de-
scription is completely parameterized, so that the airframe is controlled by about 100
parameters and the engine by 40 parameters. Figure 2 shows the generated geometry
of the reference design. The tool allows global and local geometry changes modifying
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NURBS control points and guarantees water closed geometry. Additionally inner sur-
faces for tanks and passenger cabin are created. Furthermore the geometry tool can be
used directly for node creation needed for structure models.

Fig. 2. Reference design geometry Fig. 3. FEM: vertical bending mode

3.2 FEM Calculation

An initial FEM model provided by ATLLAS partner FOI is adapted to the MDO process
including automated mesh generation connected to the geometry procedure. The model
consists of 4 nodes shell elements for cover plates, bar elements simulating frame sta-
tions, spars and stringers and rigid body elements for component connections. For FEM
computations the numerical structure solver NASTRAN is used with concentration on
dynamic eigenvalue analysis [6] to consider critical bending modes of the configuration
as demonstrated in Figure 3.

3.3 Mass Estimation

For the mass estimation the initial mass budget is splitted into constant and geometry
depending masses in form of mass distributions. Applying a new configuration geome-
try now surface areas and geometrical centre of gravity of these surfaces are determined.
Every surface is then loaded with a constant mass and a mass distribution given by the
splitted mass budget. In combination with the new calculated tank volumes component
masses, fuel masses and centre of gravity depending on fuel charging can be updated,
see Figure 4.

3.4 CFD Grid Generation

Allowing large geometry changes during the MDO re-meshing of the CFD grid within
every optimization loop is needed. Therefore the commercial unstructured grid gener-
ator CENTAUR [5] is used. For higher accuracy grids with about 1.8 million nodes
are used where almost half of the nodes reside inside the engine zone. Suitable source
placement guarantees constant mesh refinement for certain local geometry parts like
wing leading edges. For an optimization procedure covering 3 flight conditions it is
necessary to use 3 different meshes due to (1) the different engine modes, (2) the
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(a) Mass components (b) COG influence due to fuel charging

Fig. 4. Mass and centre of gravity modelling

different deflections of the horizontal stabilizer and (3) the CFD requirements in far
field for each flight conditions. It turns out grid generation is one of the main driver
for the overall loop time. So a special modular grid generation procedure is developed
by splitting the 3D-field around the configuration into several zones which can be re-
meshed independently, see Figure 5(a). Only zones where the geometry changes have
to be re-meshed and then grids for different flight conditions are created by grid uniting
of main, engine and horizontal stabilizer zone. Hence the overall meshing time during
one loop is strongly reduced.

(a) Grid zones of modular CFD grid (b) Mach number plot for M = 6.0

Fig. 5. TAU CFD calculation

3.5 CFD TAU Calculation

The CFD calculations are performed using the DLR TAU code [8], a Reynolds-averaged
Navier-Stokes flow solver applicable for subsonic as well as hypersonic cases. For re-
ducing flow solver time TAU is running in Euler mode in addition with large parallel
computing. The drag due to skin friction is taken into account after CFD calculation
by a turbulent flat plate model. Fast convergence is reached using three level multigrid,
2nd order AUSMDV upwind scheme for flux discretization and three step Runge-Kutta
method for relaxation solving. The targeted lift is provided by the mass estimation hence
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(a) Force definitions (b) Horizontal stabilizer performance

Fig. 6. System forces and horizontal stabilizer performance

the resulting angle of attack and flow field is numerically computed. Figure 5(b) shows a
Mach number plot for cruise conditions including a zoom to the engine where the outer
engine walls are set to invisible to show intake compression and nozzle expansion.

3.6 Force and Trim Calculation

The force balance is calculated from the CFD results plus a force model for the black
box combustion chamber presented in Figure 6(a) including the gross thrust and small
intake corrections. Forces for intake and nozzle are already included in the CFD cal-
culation. Thus the main force coefficients for lift, drag, thrust and pitch moment are
computed. To determine the trim capability, the location of the pressure point is com-
puted based on the above information and compared with the centre of gravity. Here
plays an important role the effectiveness of the horizontal-stabilizer deflection, which
as Figure 6(b) brings out decreases as the Mach number increases. On the other side the
specific fuel consumption is calculated from the net thrust given by intake, combustion
chamber and nozzle force and fuel mass flow for the current engine mode.

3.7 Objective Function and Constraints Handling

As objective function for the MDO process it is chosen the range due to linkage of
aerodynamic and engine performance as well as fuel and operating empty mass.

For an optimization considering only one flight condition, the Breguet range is used.
For a multiple flight-condition optimization, a new expression for the range is evaluated
by integrating the basic range equation for un-accelerated horizontal flight.

The configuration constraints which can not be found in the range equation are added
to the objective function in form of a penalty function which gives the final objective
function. Hence the constrained optimization problem is changed to an unconstrained
optimization problem. As disadvantage of this method a noisy objective function char-
acteristic is expected. Main constraints are: (i) the intake air mass flow for begin of
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cruise, (ii) the distance between centre of gravity and pressure point for all calculated
mission points, (iii) the gross lift off weight and (iv) the resulting force in flight direction
for all cruise points.

3.8 Optimizer

As mentioned in the beginning the Subplex optimizer is applied for the MDO process.
The Subplex optimizer is based on the Nelder-Mead simplex (NMS) method which is
often recommended as best optimizer for noisy function due to a function value rank-
ing system which is not depending on absolute objective function values. Furthermore
no parameter sensitivity study is necessary, but NMS is limited to low dimensional
problems (n < 6). The Subplex optimizer now makes the NMS feasible for high di-
mensional problems by determining subspaces of the parameter space where the NMS
can be applied, a so called subplex cycle is evaluated. Convergence can be observed
after three till five subplex cycles [4].

4 MDO Applications

The structural module is not included in MDO processes below. A first MDO
considering only one flight condition, begin of cruise, has been performed to validate
the functionality of the MDO tool. In every loop the targeted lift is determined by the
configuration gross lift off weight calculated by the mass module minus a constant fuel
mass for acceleration and climb. The targeted lift is then given as input for the CFD
calculations. Overall 13 geometrical design parameters, 4 for wing, 4 for horizontal
stabilizer and 5 for fuselage have been chosen. The result of the optimization for a sin-
gle flight condition is shown in figure 7(a). There the initial configuration is compared
against the optimized one. The cruise range is increased by 10 percent due to increase
of L/D and tank volume without losing aerodynamic performance.

(a) 1-point MDO result (b) Characteristics of 3-point MDO

Fig. 7. MDO applications
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Then an optimization considering 3 flight conditions has been realized as described
in Figure 1 by adding the transonic acceleration phase (M = 1.3) and the end of cruise
phase (this last due to the critical trim condition mentioned above). The configura-
tion mass at begin of cruise is now depending on the transonic performance which
determines fuel consumption during acceleration and climb. The number of design pa-
rameters has increased up to 22. Assuming lift is proportional to mass, constant cruise
velocity and flight height the basic range equation is integrated in a form that the
aerodynamic performance at end of cruise is included in the cruise range calculation.
Figure 7(b) presents the current results for the multiple flight conditions optimization.
The objective function (OF) is defined by the range to initial range ratio R

Rinit
divided

by the penalty function p. The Figure shows the evolution of the configuration along the
MDO process. The optimization process leads out a system with an increased objective
function by 9 percent.

5 Conclusions

A new MDO tool with application to a Mach 6 hypersonic configuration has been
presented. The initial design, major requirements and important constraint formula-
tions for the MDO process are discussed followed by the description of the automated
modules for the different subtasks. Three of four targeted disciplines are considered
while a structural modeling concerning dynamic eigenvalue analyses is prepared for its
implementation in the MDO tool. The modular build-up of the MDO tool allows mod-
ifying several modules for future improvements. The functionality of the MDO tool is
demonstrated for a single as well as for a multiple flight conditions resulting in all the
cases in an increase of the cruise range.
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Summary 

The flow field in an isolator of a scramjet configuration has been investigated at 
elevated wall temperatures for different free stream conditions in the hypersonic test 
facility TH2. The influence of wall temperature and total temperature has been 
investigated. It has been found that the separation phenomena grow with higher wall 
temperatures and lower total temperatures.  

1   Introduction 

At the Shock Wave Laboratory heated ramp models have been investigated in the 
hypersonic wind tunnel TH2 for many years. The stagnation temperature of the 
facility reaches from 1500 K to 7400 K and the Mach number from 6.8 to 12. For  
the Graduiertenkolleg 1095/1 “Aero-Thermodynamic Design of a Scramjet 
Propulsion System for Future Space Transportation Systems” an inlet model with 
isolator has been manufactured. The surfaces of that model (ramps and lips) can be 
heated up to 1000 K. In the first phase of the project the external compression was 
investigated experimentally and numerically [6], [7]. This is now followed by the 
investigation of the isolator flow field. 

The flow field in the isolator is strongly influenced by the boundary layers on the 
wetted walls and their possible separation regions. Existing investigations of the 
isolator flow [1], [2], [8] show the strong influence of the boundary layer profiles on 
the flow field.  In [2] the thickness of the boundary layer profile was experimentally 
simulated with a foreplate leading to a decreased achievable pressure rise with a 
thicker boundary layer profile. In [1] and [8] the flow field in constant area ducts with 
backpressure was investigated with variations in the boundary layer profiles. In [1] 
the shock train length was reduced with wall cooling. In [8] an empirical correlation 
was obtained for the shock train length. It was found to be growing for increased 
values of momentum layer thickness and therefore for bigger boundary layers. 

During hypersonic flight the aerodynamic surfaces do heat up influencing the 
boundary layer profile. This has to be considered for the design of a SCRAMJET 
engine intake. As far as known by the authors for flight conditions the effect of 
elevated wall temperatures on the flow field has not been investigated experimentally 
in previous studies of the isolator. Therefore as first attempt this effect is studied 
numerically. Within the Graduiertenkolleg experiments with SCRAMJET-models 
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with heated inlets and isolators are planned for the near future. The goal of the 
described research is the numerical characterization of the influence of wall and free 
stream temperature on the shock wave boundary layer interaction at the lip shock 
induced separation bubble and the shock train created by the pressure rise in the 
combustion chamber. 

2   Numerical Tool 

The commercial CFD code CFX has been employed for the numerical study of the 
outer compression flow because it easily allows to simulate boundary layer transition 
with a well validated transition model. Experimental data has indicated transitional 
behavior of the ramp flow. CFX can solve the steady or unsteady Navier-Stokes 
equations implicitly using a finite volume method and a second order advection 
scheme. The employed mesh generator ICEM Hexa 11.0 allows the generation of 
high quality hexahedral grids. For all computated cases a grid convergence study has 
been performed showing the grid independence. At the wall the criteria y+ less than 1 
was ensured. All the results shown in the following have been obtained for a grid 
converged solution. The code was validated for hypersonic flow by Neuenhahn [5] 
and successfully used to simulate double wedge [5] and scramjet inlet flow [7]. To 
simulate the whole system of inlet and isolator the method of mesh splitting was used. 
The simulation of the whole system was splitted into three spatial regions. First the 
whole inlet was calculated to obtain the inflow profile for the isolator. Two domains 
were used to calculate the isolator. One in the front for the expected huge separation 
bubble [3], [4] caused by the shock wave boundary layer interaction induced by the 
lip shock. The second domain covers the rear part of the isolator to catch the buildup 
of the shock train.   

 

Fig. 1. Scheme of SCRAMJET inlet flow 

3   Free Stream Conditions 

Conditions I and II as listed in Table 1 were used as free stream conditions for the 
calculations. Both sets of free stream conditions are characterized by the same Mach 
and Reynolds number, which allows to study total and wall temperature effects on the 
flow field separately. 



 Numerical Investigation of the Isolator Flow Field of a SCRAMJET Engine 417 

Table 1. Free stream conditions for simulations 

Cond. T0 [K] p∞ [Pa] T∞ [K] U∞ [m/s] Ma∞ [-] 
Re∞,l 

[106/m] 

I 1680 570 120 1770 8.1 4.6 

II  3360 1910 240 2490 8.1 4.6 

4   Model Geometry and Outer Compression 

In Figure 2 the geometry of the model is shown together with a schlieren image of the 
ramp flow, numerical Cond. I Tw= 300K. It shows that in this case the ramp shocks 
intersect at the leading edge of the intake lip. The separation bubble in front of the 
compression corner is also visible. The model can be divided into five sections, the 
first two ramps add to an outer compression angle of 20.5° (l1 and l2). Downstream of 
the first part of  the isolator where the lower wall (l3) and the lip (l5) are parallel and 
have no angle of attack the lower wall (l4) gets an slightly negative angle of attack to 
counteract the buildup of the boundary layer. The parallel part of the isolator has a 
height of 15.5 mm. At the end of the isolator a movable symmetric double wedge 
simulates the pressure rise in the combustion chamber to initiate a shock train.  

 

Fig. 2. Model geometry and numerical schlieren for the inlet flow  (Tw = 300 K, Cond. I) 

5   Inflow Profiles at the Isolator Entrance 

Figures 3 and 4 show temperature and velocity profiles for the boundary layer on the 
inlet. The profiles in Figure 3 were taken in front of the separation bubble on the inlet 
ramps (left dotted line Figure 1). They show a laminar boundary layer which is 
thicker for higher wall temperatures and lower total temperatures (Cond. I). For the 
same total temperature the boundary layer is thicker for higher values of Tw/T0 while 
the comparison of the two conditions shows different profiles for cases with constant 
Tw/T0 with different values of the two. Cond. II 800K has a thinner boundary layer 
compared to Cond. I, 300K even so it features a higher Tw/T0.  
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Fig. 3. Temperature (left) and velocity profiles (right) in the boundary layer in front of 
separation bubble on inlet ramp 

 

Fig. 4. Temperature (left) and velocity profiles (right) in the boundary layer at isolator entrance 

This increased thickness reduces the velocity gradient at the wall and with it the 
shear stress. Due to the force balance of the upstream acting pressure of the second 
ramp shock and the shear stress the separation point travels upstream and increases 
the separation size [6]. For higher total temperatures the boundary layer is thinner for 
the investigated wall temperatures including those cases with constant   Tw/T0. This 
together with the higher velocity gradient due to the higher free stream velocity 
increases the velocity gradient at the wall leading to a decrease in separation size. So 
the effect is influenced by the wall and total temperature and the temperature ratio 
Tw/T0. 

The profiles in Figure 4 were taken on the ramp at the position of the isolator lip 
(right dotted line Figure 1). At this point the boundary layer profiles are fuller 
indicating turbulent flow. As before the boundary layer thickness is also thicker for 
higher wall temperatures and lower total temperatures.  
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6   Isolator Flow Field 

In Figure 5 the flow field in the first part of the isolator is shown. The lip shock 
induces a big separation bubble filling about 60% of the height of the duct. The 
incoming shocks from the ramps also induce a small separation bubble on the lip near 
its leading edge. Experimental investigations of a similar inlet isolator configuration 
with a continuous passage between inlet ramp and isolator at Mach 7 [2] show a 
similar but smaller separation bubble filling about 30% of the duct. Numerical 
computations of the same setup [3] resulted in a separation bubble filling about 50% 
of the duct. The computations were performed for a wall temperature of 300 K. 

 

Fig. 5. Schlieren image of the SWBI at the beginning of the isolator (Cond. I, Tw=300K) 

In Table 2 the separation length for the separation bubble is listed for different wall 
temperatures and different total temperatures (Cond. I and II). The length of the separation 
bubble has been determined by the classical criterion of negative skin friction. The 
separation length is increasing for higher wall and lower total temperatures. In summary as 
it is obvious from Table 2 there is a separate influence of the wall and total temperature on 
the length of the separation bubble as well as of the wall to total temperature ratio. The 
effect is also consistent with the boundary layer profiles shown in Figure 4. There are 
higher gradients in the profiles for higher wall and lower total temperatures and higher 
values of Tw/T0. Especially the velocity profiles do not differ as much as for the laminar 
boundary layer on the inlet ramps. Therefore the relative change of the separation size in 
the isolator is consistent but smaller than the change of the separation size on the inlet as 
discussed before and in [6].  

 

Table 2. Separation length for lip shock induced separation bubble for different wall and total 
temperatures 

Tw [K] Sep. length 
Cond. I [mm] 

Sep. length 
Cond. II [mm] 

300 44.3 43.4 
400 45.0 43.6 
600 46.2 43.7 
800 46.5 44.9 
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Fig. 6. Schlieren image of the SWBI at the beginning of the isolator (Cond. I, Tw=800K) 

 

 

Fig. 7. Schlieren images of the rear section of the isolator without (top) and with compression 
zone (bottom), (Cond. I, Tw = 300K) 

 

Fig. 8. Detail of the compression zone with streamlines (Cond. I, Tw = 300K) 

For the higher wall temperatures (600 K and 800 K at Cond. I;     800 K at Cond. II) the 
separation bubble does grow upstream beyond the kink and therefore first there is a shock, 
followed by the expansion changing the flow field in the whole isolator (Figure 6). 
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Figures 7 and 8 show schlieren images of the rear part of the isolator. In the picture 
at the top the flow field in the isolator is undisturbed while in the picture below a 
shock train is initialized by a double wedge. The shock system induced by the double 
wedge generates a pressure rise as the combustion chamber does. The leading edge of 
the wedge is placed 10 mm upstream of the isolators end leading to a throttle degree 
of 40.6 %. 

The length of the shock train for different wall and total temperatures is listed in 
Table 3. The length of the compression zone was defined as the distance between the 
rear end of the isolator and the most upstream separation point. As for the separation 
bubble the trend shows growing length for higher wall temperatures and lower total 
temperatures. 

Table 3. Compression zone length 

Condition length [mm] 

Cond. I, Tw = 300K 39.1 

Cond. II, Tw = 300K 37.9 

Cond. II, Tw = 600K 41.3 

7   Conclusion 

A series of numerical calculations was conducted to investigate the influence of 
elevated wall temperatures and total temperatures on the flow field of a scramjet 
isolator. Both the separation bubble and the compression zone do grow with 
increasing wall and decreasing total temperatures and different values of the two with 
the same ratio does not lead to a similar flow field. In future simulations will be 
conducted with higher throttle degrees and higher wall temperatures. 
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Summary

Laminar nitrogen flow expanding through a conical nozzle into high vacuum is
numerically reproduced and compared to available experimental data. As the gas den-
sity varies quickly by several orders of magnitude, leading to high rarefaction and ther-
mal non-equilibrium, standard (continuum) CFD tools are not sufficient to accurately
model the expanding flow. In the work presented here, the efficiency of Navier-Stokes
solvers is to be exploited where applicable, supplying the boundary conditions for a
kinetic Direct Simulation Monte Carlo (DSMC) solver to handle the domain of rarefac-
tion and non-equilibrium. The hypersonic character of the flow suggests to attempt a
pure downstream coupling. The validity of this approach is to be verified.

1 Introduction

The experimental investigation of small satellite thruster plumes is an important area
of research in the Spacecraft Section of the DLR Institute of Aerodynamics and Flow
Technology, and the unique DLR High-Vacuum Plume Test Facility (STG) allows for
investigation of plume expansion under space-like conditions. STG is a large cryo-
pumped vacuum chamber of about 10m3 expansion volume that is capable of maintain-
ing a background pressure of pb < 10−8 bar while the thruster is in operation. Suitable
numerical methods to support the experiments are however not readily available, as the
common Navier-Stokes solvers may only be applied to the dense, near-isentropic core
of the flow, while the non-equilibrium regime of the plume expansion has to be treated
by kinetic methods such as Direct Simulation Monte Carlo (DSMC). Solving the whole
of the nozzle flow with the DSMC method is however prohibitively inefficient.

In order to support and complement the experimental investigation of thruster plumes
in the STG, possible ways of combining the DLR’s own continuum flow solver TAU
[1] with a particle method [2] are to be investigated. To this aim, a well documented
reference case of pure nitrogen gas expanding through a conical thruster nozzle into
high vacuum is selected to be numerically reproduced and compared to measurements.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 423–430.
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To obtain a solution of the whole nozzle flow field, the efficiency of the continuum
solver is to be exploited where applicable, supplying the boundary conditions for the ki-
netic solver. The hypersonic character of the flow suggests to attempt a pure downstream
coupling. The validity of this approach is to be verified.

2 Nozzle Expansion

Gas flow expanding from a reservoir into a high vacuum is characterized by a
hypersonic radial expansion from the exit plane. Figure 1 schematically shows the main
features of such a flow. The gas is assumed to be nearly at rest at the nozzle reservoir at a
pressure p0 and temperature T0. The rapid expansion downstream the nozzle throat and
hence the decrease in density also decreases the number of intermolecular collisions,
thus hindering instant energy exchange among the molecules and leading to thermal
non-equilibrium. The rarefaction and the subsequent establishment of non-equilibrium
lead to a breakdown of the continuum assumption as the gas continues to expand.

Fig. 1. Schematic view of a nozzle flow expanding into vacuum

When T0 is of similar order or less than the temperature of the nozzle wall, the effec-
tive flow heating leads to the formation of thick boundary layers with strong gradients
that may again be responsible for the formation of thermal non-equilibrium, and thus
are subject to treatment by a kinetic approach.

3 Numerical Methods and Problem Approach

It is well known that the conservation equations of mass, momentum and energy in
a small spatial fluid element can be derived macroscopically by assuming the gas to
be sufficiently dense to be approximated as a continuum, or microscopically from the



Numerical Simulation of Nozzle Flow into High Vacuum 425

Boltzmann equation by allowing only a small deviation from local thermal equilibrium.
This implies that typical length- and time scales of a particular problem are large com-
pared to the molecular mean free path or mean time between intermolecular collisions.
If either assumption fails, more general descriptions need to be resorted to.

The tool used in this work to treat this so-called continuum domain is the DLR
TAU code, an implementation of the finite volume method to solve the conservation
equations [1].

The numerical treatment of rarefied and strongly non-equilibrium flows requires
methods that recognize the particulate nature of the gas. The most efficient, robust and
most popular numerical method today for treating rarefied gas flows is termed Direct
Simulation Monte Carlo (DSMC) [3]. The algorithm employs simulator molecules,
each representing a large ensemble of real particles, and decouples their motion and
collisions within a timestep: first, the position of the particles is updated according to
their velocities, regardless of wether the trajectories might intersect. Then collisions be-
tween nearby molecules are carried out on a stochastical basis. To obtain macroscopic
quantities like density, bulk velocity and temperature, the properties of the particles
are sampled over many timesteps. The actual number of timesteps used for sampling
determines the degree of statistical scatter in the solution.

As physically accurate simulations rely on a spatial resolution of the order of a parti-
cle’s mean free path (i. e. the average distance between two subsequent intermolecular
collisions) and a meaningful number of particles within a cell is required to keep sta-
tistical scatter low, the DSMC method gets computationally more expensive as the gas
density increases. It is thus limited by economic, not by physical constraints.

3.1 Determination of Interface Conditions

The two fundamental questions associated with combining two simulation methods is
where to couple them and how the coupling is to be done. In this work the codes are
to be combined along a physically significant boundary, and hence the first question
associated with the location of the flow interface requires the definition of a criterion
that signals the domain of validity for the CFD method.

The number of concurrently employed continuum breakdown parameters in recent
literature suggests difficulties in singling out one universally applicable criterion. Sev-
eral proposed formulations have been trialed in the course of this work.

A well known parameter characterizing the degree of rarefaction in a flow is the
Knudsen number Kn, relating the mean free path λ to a characteristic dimension. It is
frequently suggested to employ a gradient length based on some flow parameter Q, such
as density ρ , speed u or temperature T [4]:

KnQ = λ
|∇Q|

Q
, where Q ∈ {ρ ,u,T} . (1)

These can be shown to be not independent of each other, and the Knudsen number based
on density is most frequently used.

The Navier-Stokes equations of continuum gas dynamics can be derived from ki-
netic theory by assuming only small deviation from local thermal equilibrium. This
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small deviation introduces terms associated with heat flux q and shear stress τ . It is
thus reasonable to assume, that the magnitude of these non-equilibrium terms may in-
dicate the degree of deviation from local thermal equilibrium. One such parameter has
been put forth by Garcia et al. [5], it compares the suitably normalized values of the
non-dimensional heat flux and shear stress:

B = max(|q̂|, |τ̂ |) . (2)

The parameter B can be shown to slightly over-predict continuum breakdown if
compared to more rigourous mathematical derivations, and thus lends itself well as
a breakdown parameter.

Of the different breakdown criteria investigated in this work, the Knudsen number
based on the density gradient length, Knρ , and the parameter B seemed most promising
to detect the continuum limit where it would be expected from experimental observa-
tions. Figure 2 compares Knρ and B when applied to the flow under investigation in
this work. Two important conclusions can be drawn from Fig. 2: first, both parameters
(and in fact all others investigated) clearly signal non-equilibrium in the boundary layer,
up to the nozzle throat. Second, the anticipated pear-shaped structure of the continuum
domain (cf. Fig. 1) is only reproduced by parameter B. Separate investigations carried
out in the course of this work indicated that a value around B = 0.03 would result in
an acceptable trade-off between best-possible physical accuracy and a smallest possible
DSMC domain.

The second question posed at the beginning of this subsection was concerned with
how to couple the two solvers along the interface detected by the continuum breakdown
parameter. As a two-way communication between a DSMC solver and a classical CFD
code poses significant challenges due to the scatter inherent in results of the DSMC
simulation, it was decided to follow a most simple approach: the whole flow field is
initially computed with the CFD solver with as low a background density as possible
and disregarding physical appropriateness. Then a continuum breakdown parameter is
applied to the solution and a coupling interface is determined. This interface line acts
as an inflow boundary for the DSMC domain and the corresponding boundary condi-
tions are extracted from the CFD solution. This essentially corresponds to a one-way

Fig. 2. Comparison of continuum breakdown in the flow investigated here (see Sec. 4) pre-
dicted by the Knudsen number based on the density gradient (bottom) and parameter B based on
non-equilibrium terms in the Navier-Stokes equations
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transport of information from the CFD into the DSMC domain, labeled "downstream
coupling" in this text. It is expected that this simplification is justifiable in the case of
hypersonic flows.

4 Reference Case

A small conical thruster nozzle (cf. Fig. 3) is selected for which there are numerous
experimental results available [6]. One of the best documented sets of data for the noz-
zle under investigation is available at DLR for pure nitrogen flow at p0 = 0.5bar and
T0 = 300K. The nozzle wall may be approximated as isothermal at a temperature of
TW = 300K.

Fig. 3. Geometric dimensions of the DASA 0.5N conical nozzle (values given in mm)

5 Results

Two aspects need to be verified to judge the applicability of the pursued detached
downstream coupling approach. One is concerned with the vicinity of the coupling
interface (near field), which needs to exhibit physically reasonable (i. e. smooth) state
transition from the continuum to the kinetic domain, the other is of more pragmatic na-
ture, namely to determine how well the numerical results can reproduce the
experimental data in the far field.

5.1 Near Field Results

A successful coupling of two solvers along an interface is characterized by not
displaying discontinuities of flow variables across the interface. Figure 4 shows plots of
normalized number density n and temperature T in two representative planes A and B
perpendicular to the coupling interface. It immediately becomes apparent that the tem-
perature transitions smoothly from one domain into the other, while the number density
shows unnatural behavior in both planes. In plane A, the density in the DSMC domain,
right at the coupling interface, is noticeably smaller than the value at the continuum
side of the same location. Recall that DSMC is treating the flow as composed of a large
number of particles, each having a random thermal velocity component superimposed
on the macroscopic, observable bulk flow velocity. The ratio of the flow speed u to the
most probable thermal speed c̃ of the random molecular motion (approximately equal
to the sound speed) is called molecular Mach number S. If the normal component of
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Fig. 4. Density (n) and temperature (T ) variation across the coupling interface

the flow velocity is in the order of the most probable thermal speed or smaller, i. e. if
Sn � 1, a significant number of molecules actually cross the interface in the opposite
direction of un.

The coupling interface was chosen in this work on a purely physical basis and it was
stated in subsection 3.1, that large gradients in the boundary layer caused breakdown
of the continuum assumption in the shear layer between the near-isentropic core of the
nozzle flow and the boundary layer. The interface thus determined on physical reasoning
is however nearly parallel to the flow streamlines for the most part of the identified
continuum limit, and hence the normal component of the velocity is mostly very small.
This explains the discontinuity of the density profile A in Fig. 4. Though density profile
B exhibits large amplitudes of scatter, which is a well known problem in axisymmetric
DSMC simulations, the general trend does not indicate a density jump. This is expected,
as Sn � 1 at this position of the interface.

5.2 Far Field Results

Particle flux measurements at various positions in the flow field for the setup
investigated here were already available as angular and radial profiles at distance r
measured from the nozzle exit plane and angle θ measured from the axis of symmetry.
A representative angular profile at r = 0.5m comparing the measured values of parti-
cle flux (crosses) and the results of the DSMC calculation (solid line) is displayed in
Figure 5.

Despite the problems at the DSMC inflow boundary, discussed in the previous sub-
section, the far field results agree quite well. There are two discrepancies to be noted,
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Fig. 5. Angular profile of particle flux ṅ at r = 500mm from the nozzle exit plane

the most obvious being the "dent" in the numerical results at θ = 0o. This unphysical
result has to be attributed to general problems of less sophisticated axisymmetric DSMC
procedures near the axis of symmetry. Apart from that the measurements yield a notice-
ably higher particle flux in the region of 45o < |θ | < 90o. This may be explained by
again resorting to a description of the gas at a molecular level. For simplicity, the noz-
zle wall was assumed to be of uniform temperature in the simulation, while in reality
it will be cooler at the nozzle lip than near the nozzle throat. Since particles colliding
with the wall are assumed to be reemitted diffusively, i. e. assuming a random thermal
velocity depending on the wall temperature, a warmer wall will result in a more pro-
nounced thermal motion, which in turn leads to a larger number of particles in the back
flow (θ > 90o) and a smaller fraction of molecules reaching areas further downstream.
Also the observed lower density in the boundary layer due to the suboptimal coupling
conditions may contribute to the lower particle flux.

6 Conclusion

Large gradients in the shear layer cause the continuum breakdown parameters to signal
non-equilibrium in the whole (thick) boundary layer, up to the nozzle throat. More than
80% of the coupling interface is thus nearly parallel to the flow direction. In a molecular
picture, this means significant backflow of particles into the continuum domain, hence
the assumption of uni-directional transport of information is violated, which becomes
manifest in an unphysical density jump across the coupling interface.

A pure downstream coupling is thus not applicable to this kind of flow. This
deficiency however appears not to have a significant impact on the flowfield far
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downstream of the nozzle exit plane. The downstream coupling approach may thus be
sufficient for an engineering estimation of flow field conditions distant from the nozzle.

The development of hybrid continuum/DSMC methods remains an active field of
research, since (upstream) coupling to Navier-Stokes solvers poses difficulties mostly
due to the stochastic nature of the employed DSMC algorithm. A flexible 3D, state-of-
the-art DSMC solver is currently being developed, bearing in mind possible coupling
approaches to the DLR TAU code to allow for a numerical treatment of flow interaction
with realistic spacecraft geometries.
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Summary

The first SHarp Edge Flight EXperiment of DLR has been established to demonstrate
the feasibility of space vehicles with facetted Thermal Protection System (TPS). This
study presents the thermodynamic behaviour of SHEFEX-I during the re-entry flight
range of 60 km down to 20 km using a multidisciplinary simulation. Major effects
like influence of the thermocouple position, overhang of the glue, and contact condi-
tion between the heat flux sensor and the TPS are analysed. The results of numerical
calculations agree well with the experimental data.

1 Introduction

Hypersonic systems are complex, difficult to design and expensive to develop due to a
lack in the physical understanding of the involved flow regimes and a lack of data for
design. In order to improve the reliability of the access to space, problems related to

Fig. 1. View of SHEFEX-I

vehicle operations and refurbishing for
instance, must be highly simplified.
SHEFEX-I was started from northern
Norway Andøya Rocket Range on 27.
October 2005. The project is a low cost
flight experiment, which should demon-
strate the feasibility of space vehicles
with facetted TPS by keeping or improv-
ing aerodynamic properties. The TPS
consists of simple flat panels with sharp
edges and without any constraints in the
system compatibility and reliability of
space vehicles, see Figure 1. The main
purpose was to enable the time accurate
investigation of the flow effects and the
associated structural answer during the
hypersonic flight. An additional goal of the experiment was to verify the potential of
multidisciplinary design tools [3]. Data of 47 sensors distributed on the surface of the
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forebody like pressure transducers (8), thermocouples (34), and heat flux sensors (5)
have been recorded for analysis [4]. A complete description of the experiment is pub-
lished in [2].

2 General Comments

In this study the thermodynamic behaviour of SHEFEX-I during the re-entry flight is
studied using a coupled fluid-thermal calculation. For this the energy balance between
convection, radiation, conduction, and ablation is essential. Only the term of ablation
is neglected, the other components will be taken into account by the numerical compu-
tation. In Figure 2(a) the sensor positions on the upper site of SHEFEX-I are shown.
The sensor denotation conforms to the following definition: ”Sensor”-”panel number”-

(a) Sensor positions (b) Thermal model

Fig. 2. Sensor positions and thermal model of SHEFEX-I

”positon”, for example: ”HFS-3-b” corresponds to the heat flux sensor on panel 3 at
the back position. The TPS, with a thickness of 3 mm, consists of the DLR’s Carbon
Reinforced Silicon Carbide (C/C-SiC) material. The heat flux sensor consists of a com-
bination of Nickel (housing) and Nichrome/Constantan (thermopile). Because of that
the thermal properties of the TPS and the sensor are different. Therefore, both materials
will be heated-up at different speed and their wall temperatures have to be considered
separately for the thermal model. The inside of the vehicle is isolated by an Aluminium
oxide (Al2O3) fibre with a thickness of 27mm. The complete thermal model is shown
in Figure 2(b).

3 Numerical Investigations

For the numerical flow simulations Navier-Stokes calculations are performed using the
flow solver TAU of the DLR. TAU is a three-dimensional parallel hybrid multigrid code
and is validated by [7] for hypersonic flows. It is a finite volume scheme for solv-
ing the Euler and Reynolds-averaged Navier-Stokes (RANS) equations using tetrahe-
drons and prisms. Prismatic elements were used for boundary layer regions while the
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tetrahedral elements are used primarily in inviscid flow layer regions. A second order
upwind scheme is used for the inviscid fluxes. For time discretization, including lo-
cal time stepping, a three stage Runge-Kutta method is implemented. The TAU code
includes different turbulence models. In the present case, the two-equation k-ω-model
was used, because other studies, for instance [8], pointed out that satisfactory results
can be obtained using this turbulence model. The coupling environment is a loosely
coupled approach and is validated by [6]. Firstly, the heat flux on the surface is cal-
culated by the flow solver. Secondly, the solution is interpolated to the boundary grid
points of the structure by the commercial MpCCI software of the Fraunhofer Institut.
Thirdly, these data serve as boundary conditions for the commercial structural solver
ANSYS. Finally, the structural solver gives the temperature associated with the applied
heat flux, which is then in turn interpolated to the boundary grid points of the flow field
and set as boundary condition to the flow solver. Then, as the beginning of the next
iteration step, the heat fluxes are again computed by the flow solver.

(a) TAU grid (b) Adapted and refined meshes

Fig. 3. Numerical grids for flow calculations

To generate the grids from the CAD data, the commercial CENTAUR mesh generator
was used. The Navier-Stokes mesh has 30 prismatic layers at the wall. The height of
the first cell is selected in such a way, that y+ < 1 for all simulations. The mesh for
each altitude range consists of approximately 3.400.000 points. Figure 3(a) shows the
grid with the prismatic layer and detailed views on the leading edge and at the location
of a heat flux sensor. The leading edge has a small radius (R = 0.2mm), because an
absolute sharp edge is not feasible with respect to manufacture tolerances. Also, during
the re-entry flight a change of the geometry as a result of high temperature (ablation)
would be possible. In previous studies [1] the influence of the rounding radius was
analysed with the result that a radius smaller than 0.2mm has no impact on the shock
position. The heat flux sensors have a small projection length (obstruction height) of
0.5mm, because the installation condition within the TPS was not absolutely smooth.
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In order to use the same grid within a defined altitude range for different time steps with
different flow conditions (for instance: angle of attack, angle of yaw, velocity) the grid
is refined within the whole shock area (all occurring shock positions included) so that an
adaptation of the grid is not needed. Otherwise for every time step an adapted grid has
to be created and loaded for the post-processing. To ensure that the refined mesh is fine
enough to solve correctly the regions where high gradients are presented, three different
refinement levels are investigated for the critical free-stream condition (H = 20km and
Ma = 6.2). For these calculations a steady-state coupled algorithm is applied. Figure
3(b) shows the analysed grids. The first one is an adapted mesh with three adaptations.
The total number of nodes for all grids amounts between 3 and 4 million points. The
comparison of the heat flux for all four grids along the lower side of SHEFEX, see
Figure 4(a), shows that the discretization of a standard mesh fulfils the criteria of mesh
independence and can be used instead of the adapted grid. Furthermore, the influence of

(a) Flow (b) Structure

Fig. 4. Heat flux and temperature along the windward side for different meshes.

the structure’s mesh is evaluated on the basis of three grids of different sizes. In Figure
4(b) the results of the mesh sensitivity study are shown. The results pointed out that the
differences between the investigated meshes are mainly on the order of 1-2 %. Only the
coarse grid delivers a clear deviation in comparison to the other meshes. Consequently,
the application of the standard grid is recommended for a global thermal analysis.

4 Sensitivity Analysis

In order to interpret correctly the comparison of the experimental and numerical
temperature data, in this section a sensitivity analysis is done. Figure 5 shows a sketch
of the mounting condition for the mantel thermocouple within the TPS. The thermo
element was glued in a slot with a depth of 1.5 mm. For the post-flight analysis of
SHEFEX-I, the mantle thermocouple position within the structure (a) and the over-
hang of the glue (b) are two important parameters and source of errors during the anal-
ysis. Unfortunately, both parameters (a and b) are unknown and as documented by
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Fig. 5. Description of a and b

pictures, these parameters were not equal
to zero. In order to outline the influence
of the sensor position, Figure 6(a) shows
the computed distribution of the tempera-
ture within the TPS and isolation normal
to the wall. The results pointed out that
the sensor position affects enormously
the temperature measurement, because
the gradients are very high.

(a) Temperature normal to the wall (b) Diathermic and adiabatic condition

Fig. 6. Results of the sensitivity analysis.

In addition, the modelling state between the heat flux sensor and the TPS is analysed
on the basis of two different boundary conditions. In the first case a free heat exchange
(diathermic condition) between both is applied. In opposite to that, for the second case
no heat transfer (adiabatic condition) over the contact area is possible. The results, see
Figure 6(b), with respect to the temperature distribution at the probe center for both
variants differ clearly, but enclose as expected the experimentally observed data. At
the end of the heating process the surface temperature of the heat flux sensor using
the diathermic boundary condition heats up 100 K more than for the adiabatic case.
In summary it can be noted, that the temperature analysis is subject to a relative large
source of error and respective uncertainties in comparison to the numerical simulations.

5 Numerical Results of the Re-entry

In this section comparisons of numerical and experimental data for the re-entry flight
within the altitude range of 60 km (tre-entry = 422 s) down to 20 km (tre-entry = 445 s)
are carried out. The investigated re-entry flight comprises 23 seconds represented with
460 computations of �t = 0.05 s, for the flow solution while convergence of the
solution has been achieved after approx. 1000 fluid-structure coupled iterations. All
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in all approx. 1.5 · 106 iterations have been necessary to complete the numerical flow
simulation, generating almost 4.000 GB numerical data.

At first, the surface pressure of PS-1-h is discussed in Figure 7. A previous study [1]
pointed out that a maximum uncertainty of 14 % in pressure may be expected depending
on the applied atmospheric model (CIRA86, US Standard 1976, and GRAM90).

Fig. 7. Pressure distribution of PS-1-b

Measurements obtained for the
mesosphere and upper stratosphere
(95 − 35 km) in north Norway be-
tween April and September 1999 by
the German ”Physikalisches Institut
der Universität Bonn” [5] indicate,
CIRA86 is the best model for the
SHEFEX-I conditions. The experi-
mental pressure values of SHEFEX-
I are well captured by the numer-
ical results for the whole investi-
gated altitude range. The pressure in-
creases from 20Pa (H = 60 km) to
40.000Pa (H = 20km) and reflects
clearly the changing of the angle of
attack.

For the comparison of the HFS-1-
b heat flux sensor, see Figure 8(a), a
well agreement with the experimental data has been achieved. The flow solver does not
model transition from laminar to turbulent flow. Consequently, the user has to define
the state of the boundary layer. Here three ranges have been considered: the first one
is laminar and has been assumed between 60 and 28 km. After that (28 − 26 km), a
transition region is followed, where depending on the AoA a change between laminar
and turbulent flow takes place. Finally, the boundary layer becomes fully turbulent.

Figure 8(b) shows the heat flux of the sensor (HFS-3-b). Here it is evident that the
transition from laminar to turbulent takes place earlier, namely already beginning at
approx. 34 km. Furthermore, there is no transition like for the first heat flux sensor
(HFS-1-b). The change between the laminar and turbulent status of the boundary lay-
ers occurs suddenly. In Figure 8(c) the results of the surface temperature (RST-1-b) of
the first heat flux sensor are presented. The behaviour and gradients of both curves are
concordant. The deviations observed in the range between 36 and 25 km are related to
corresponding differences in heat fluxes. The same applies for the surface temperature
(RST-3-b) of Figure 8(d). Also here, the temperature distribution reflects the heating
process and heat flux behaviour, respectively. The calculated heat flux distribution of
the HFS-3-b sensor is a little low. Because of that, also the temperatures are below the
measured values. Nevertheless, a reasonable agreement between numerical and experi-
mental data with respect to the temperature of the heat flux sensors is given.

As explained in section 4, the temperature measurement of the TPS using thermo-
couples is subject to relatively large uncertainties, because the exact position of the
mantel thermocouple (a) and the overhang of the glue (b) are unknown. Consequently,



Advanced Flight Analysis of SHEFEX-I 437

(a) Heat flux HFS-1-b (b) Heat flux HFS-3-b

(c) Temperature RST-1-b (d) Temperature RST-3-b

Fig. 8. Results of the coupled simulation.

for the following comparison a variation of a and b is useful in order to include all
possible combinations. Thereby, two restrictions have been included in order to limit
the variation range. The first one is that the maximum overhang (b) of the glue amounts
to 1.5mm. The second assumption is that the thermocouple was always bounded with
glue. So that the maximum distance (a) of the thermo element is 2.5mm. Figure 9(a)
shows the temperature distribution of TS-1-b. Here, the black dash-dot-line presented
the temperature in the middle of the TPS. The remaining curves include the influence
of a and b. The measurement (symbols) is within the possible combination range and
agrees with three combinations which appear probably. Finally, Figure 9(b) shows the
numerical surface temperature distribution of SHEFEX-I for H = 20 km, where the
post-flight analysis is finished. From this picture it is clearly identifiable that mainly
the leading edge heats up. Here, temperatures of the order of 1500K are predicted. The
remaining panels keep quite cold. Thus, the experiment has shown that a vehicle, only
consisting of flat panels and sharp edges, can be practicable for a re-entry flight.
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(a) Temperature TS-1-b (b) Temperature (H = 20 km)

Fig. 9. Results of the sensitivity analysis.

6 Conclusions

In this study an advanced aerothermodynamic analysis for SHEFEX-I has been per-
formed. Careful investigations of the influence of the thermo sensor position, the over-
hang height of the glue, and the heat transfer between the heat flux sensor and the TPS
are carried out in order to identify the source of errors of the thermal analysis. A coupled
fluid-thermal calculation within the re-entry flight range of 60 km down to 20 km has
been performed. This extensive calculation delivers the aerothermodynamic behaviour
during the re-entry flight. The investigation of the structure’s temperature shows clearly
the problem of a glued mantel thermocouple and the uncertainties with respect to a
post-analysis. Considering all investigated sources of errors the numerical results for
the pressure, the heat flux, and the surface temperature distributions of the analysed re-
entry flight range offer a very reasonable agreement in comparison with experimental
data. Finally, this study pointed out that a faceted vehicle with sharp edges can be a
feasible concept for re-entry flight.
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Summary

Simulations of supercritical nitrogen flow in cooling channels are compared with exper-
imental results provided by EADS-Astrium Ottobrunn. The objective is to extend and
validate the DLR-Tau code to compute and predict the heat transfer in cooling channels
of liquid rocket engines. To simulate the flow accurately, the roughness of the surface,
the thermophysical properties of the supercritical fluid, as well as the conduction in the
structure are modeled.

1 Introduction

The reliable design of a rocket combustion chamber, such as the one of the Ariane 5
liquid rocket engine, has to be based on accurate predictions of heat transfer for both
the cooling channel and the combustion chamber. The most loaded part is the throat of
the nozzle, where the high heat fluxes and the pressure difference cause the so-called
dog-house effect which limits the lifetime of the structure [14]. The design of the chan-
nels so far relied mostly on Nusselt number correlations combined with the experience
of the designer. With the development of Computational Fluid Dynamics (CFD) and
the increase in computational power, there is a need to use these techniques to reduce
the uncertainties in the design process. Moreover, other effects can be analyzed, such
as the stratification in the cross section and thus providing a complete characterization
of the flow entering the combustion chamber. This article is focused on the heat trans-
fer in cooling channels and on heat conduction across the wall. Heat transfer on the
hot-side including combustion and injection in the chamber is not taken into account.
Up to now, an approch which includes the full physics of the flow in cooling chan-
nels is not available in the open literature. For example, Fröhlich et al. [5] describe the
challenges in designing a liquid rocket engine at high pressures. Concerning the cooling
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channels, they characterize the flow as being turbulent with a Reynolds number between
2.5 and 4.0 · 106, and a Prandtl number between 0.7 and 1.1. To design the engine, one-
dimensional heat transfer correlations are used. The correlations have to be adjusted, for
example, near the throat to take into account the curvature of the channel, the boundary
layer development, and other effects. It is also emphasized that the evolution of CFD
methods allows the cross-check with one-dimensional tools, and the evaluation of the
thermal stratification which can affect the mixture ratio in the chamber. Naraghi et al.
[12] use a similar approach. Woschnak et al. [18] extend the one-dimensional approach
by considering the diffusion in the cross section. It is a quasi two-dimensional approach
which permits the prediction of the thermal stratification. Fröhlich et al. [4] investi-
gate the flow in the cooling channels with the k-ε turbulence model and wall functions
with a parabolic marching procedure. Liu et al. [10] consider the two-dimensional ther-
mal conduction across the structure between chamber and cooling channels; take into
account the effects of the roughness but with a simplified one-dimensional approach.
Wang et al. [17] investigate a standard high pressure engine case and optimize the aspect
ratio and the number of channels using the commercial code Fluent and the k-ε turbu-
lence model. Kuhl et al. [8] develop a tool to analyze the thermomechanical problem
in cooling channels, which covers the elasto-plastic response of the material. However,
they treat the flow as incompressible with constant viscosity and thermal conductivity
as a function of the temperature. Immich et al. [6] investigate the main technologies for
future combustion chambers. They point out, that there is a need to characterize the flow
in the cooling channels and to evaluate the uncertainties resulting from the temperature
distribution, thermal stratification, and turbulence.

2 Numerical Methods

The DLR-Tau Code is used to solve the Navier-Stokes equations and the commercial
Finite Element Method (FEM) solver Ansys is applied for the heat conduction in the
structure. Flow variables are discretised using a central scheme, and the advancement in
time is done by a multi-stage Runge-Kutta time stepping solution algorithm. To improve
the convergence and accuracy, the preconditioning technique already implemented in
the code [15], was extended to a generic fluid. Both computational codes are coupled
using a tool which was developed and validated within the DLR IMENS-3C and its
precursor projects [11]. The simulation of the cooling channels takes into account both
the roughness of the wall and the thermophysical properties of the fluid.

2.1 Roughness Modelling

There are mainly three ways to simulate the roughness effects of a surface: (1) the
models which rely on the idealized sandgrain roughness, (2) discrete element methods
which take into account the pressure blockage of the rough elements, and (3) meshing
of the complete rough surface. The sandgrain approach seems to be the most appropri-
ate, since the interest is focused on the general effects of a rough surface in the mean
flow, not on the flow between the roughness elements. The sandgrain roughness of the
surface is modeled by changes in the turbulence models. For the one equation Spalart-
Allmaras model (SAO), the so-called Boeing extension of Aupoix and Spalart [1] is
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used. For two equation models, Wilcox k-ω and k-ω Shear Stress Transport (SST), a
new roughness extension [7] was recently developed and validated. This new model
overcomes the necessity of finer meshes by increasing the roughness Reynolds number
k+

r . For internal flows, the models were validated with the experiments of Nikuradse
[13] in the transitional (5 < k+

r < 70) and fully rough regimes (k+
r ≥ 70). The rough-

ness of the surface increases the pressure drop in the channels causing a higher friction
velocity and the velocity profiles become sharper. The other main effect is the change
in the thermal boundary layer. The heat transfer is higher than on a smooth surface,
and the Reynolds analogy valid for smooth surfaces does not apply anymore [3]. The
increase in momentum is caused by pressure forces acting on the rough elements, while
the only mechanism of heat transfer is the molecular thermal conductivity. The current
models slightly overpredict the heat transfer [1].

2.2 Dense Gas Properties

The properties of the hydrogen which flows through the cooling channels of a liquid
rocket engine are given by the cryogenic state in the tank. It is heated along the length
of the channels and becomes supercritical. The pressure is higher than the critical pres-
sure and the temperature increases causing a change from liquid to supercritical, and
exhibit large variations. Therefore, the properties of nitrogen - considered here - are
calculated using a state-of-the-art multiparameter equation of state of Span et al. [16],
and the transport properties of Lemmon and Jacobsen [9]. Instead of computing the
thermodynamic properties starting from the equation of state, a table containing all the
variables is provided to the flow solver. The table contains the thermodynamic variables
as a function of the conservative variables, density, and energy. During the iterations,
the solver looks up the variables in the table. This procedure is robust and computational
efficient. The implementation of the thermophysical properties was verified comparing
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Fig. 1. Density (left) and thermal conductivity (right) as a function of pressure and temperature.
Lines: thermophysical properties obtained with [16] and [9], symbols: data of the NIST (National
Institute of Standards and Technology).
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the results with the data base of the National Institute of Standards and Technology
(NIST). Figure 1 shows the comparison of the density and the thermal conductivity as
a function of pressure and temperature.

2.3 Coupling of Computational Codes

The DLR-Tau code is coupled with Ansys using a coupling environment developed
within the DLR IMENS-3C project. Ansys is only used to solve the conduction prob-
lem across the structure. The physical quantities of the thermal problem, heat flux
and temperature, are exchanged using the MpCCI (Multi parallel Coupled Computa-
tional Interface) interpolation routine. An equilibrium solution is achieved using a loose
coupling approach until convergence is achieved [2].

3 Results

A generic thermo-mechanical fatigue experiment to test life and fatigue processes in
rocket engines is considered here. As can be seen schematically in Figure 2, the exper-
iment consists of five straight cooling channels with an inlet and an outlet manifolds.
The boundary conditions set to solve the problem are temperature and mass flux at the
inlet, pressure at the outlet. The channels are heated by two lasers in the center of the
panel. It was observed that during the experiments the channels begin to deform chang-
ing both the pressure drop and the mass flux across each channel. Therefore, in order
to simplify the problem, a test case without deformation was defined and provided by
EADS-Astrium Ottobrunn. The boundary conditions were chosen to be an average of
the two experimental runs SN07 and SN20. The outlet pressure is 45 bar, the inlet tem-
perature is 160 K, and the ratio between hydraulic diameter and roughness height is
Dh/kr = 1000. The material of the channels is the alloy Inconel 600.

The flow in the channels is turbulent and weakly compressible with high heat transfer
rates. The heat addition accelerates the flow and the density decreases. Further, the
thermal stratification effects are remarkable at the outlet section. Three different meshes
are used to solve the problem, consisting of approximately 0.3, 0.6 and 1.2 millon points
for a half channel with a first spacing of 0.1 micrometers at the wall. The complete grid
including the inlet and outlet manifolds consists of 5.5 million points.

Fig. 2. Schematic representation of the experiment, main parts: inlet manifold, five cooling
channels, and outlet manifold. Two lasers radiate the center of the cooling channels.
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3.1 Panel Test Case Results

The symmetrical, thermally coupled problem is solved iteratively for different
turbulence models. The temperature distribution along the central channel is shown
in Figure 3 (left). The agreement with the experimental runs is satisfactory. The high
differences in the temperature originate in the turbulent heat flux vector of the energy
equation, and may be caused by the nonlinear evolution of the thermophysical prop-
erties. The validation of the roughness models has shown that the differences in the
temperature are small when the fluid behaves like a perfect gas, and become higher as
the critical temperature is approached. The thermal field in the fluid is shown in Figure
3 (right). The pressure drop increases in the heated region due to the changes in the ther-
mophysical properties, see Figure 4 (left). As a result of the heat addition, the density
decreases near the wall, the flow is accelerated and the maximal velocity occurs near
the upper wall of the channel. This effect increases with higher heat flux and heated
length.

Fig. 3. Calculated temperature profiles along the symmetry axis of the five cooling channels using
different turbulence models compared with two measured profiles (left); Equilibrium temperature
field on the fluid side obtained with SAO (right).

3.2 Sensitivity Analysis

To analyze the sensitivity of the solution, only the central channel of the panel is
considered. The hypothesis is that the mass flux is uniformly distributed among the
five channels being one fifth of the total mass flux at the manifold inlet. A grid refine-
ment study for the SAO model shows that the medium mesh is appropriate to analyze
the problem, see Figure 4 (left). Results, not shown here, with two-equation turbulence
models show nearly grid independent results. A refinement of the FEM mesh has no in-
fluence on the solution of the coupled problem. Computations with different roughness
levels show almost no difference between a rough and a smooth wall. The evolution of
the roughness Reynolds number along the center line of the channel is shown in Figure
4 (right). It starts in the transitional rough regime (5 < kr

+ < 70), and as the heat



446 J. Bartolome Calvo and K. Hannemann

is added to the flow it decreases to a value below 5, i.e. the surface is hydraulically
smooth. Although the roughness does not play an important role in this test case, in a
real application, it is necessary to predict the pressure drop to be able to dimension the
pumps which feed the channels. Furthermore, the Reynolds number computed with the
hydraulic diameter of the channel is higher than in the present test case. Thus, the vis-
cous length is smaller, and it is expected that the roughness of the surface would have
more influence on the results.
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Fig. 4. Temperature along the symmetry of the channels with different meshes (left) and different
roughness levels (right) with SAO. Pressure drop (left) and kr

+ evolution (right).

The results are sensitive regarding the inlet temperature. This is a consequence of the
large variation of the thermal conductivity and viscosity near the critical temperature.
If the inlet temperature is decreased, for example to 150 K at the inlet, the thermal
conductivity of the fluid decreases considerably as shown in Figure 1. The maximal
temperature in the central channel increases by 5%. If the temperature at the inlet is 170
K, the maximal temperature decreases by approximately 4%. Also, the pressure at the
outlet was varied in the study showing no influence on the maximal temperature. During
the experimental runs, the mass flux is kept constant although the channels undergo a
deformation. To analyze this effect, four computations were performed with different
mass fluxes. The results show that a change in the mass flux of 5% causes the maximal
temperature to change 3%. Finally, the uncertainties regarding the lasers which heat the
panel are analyzed by changing the heat flux. The results show that changes in heat flux
are nearly proportional to changes in temperature. The variation of the heat flux also
covers the uncertainties involved in the estimation of the absorption coefficients of the
surface.

4 Summary

To compute the flow in cooling channels of liquid rocket engines, modifications of
eddy-viscosity turbulence models to model rough surfaces, and the thermophysical
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properties of supercritical nitrogen were separately implemented and validated in the
DLR-Tau code. Both modules were subsequently used to compute a generic cooling
channel test case with temperature levels similar to those expected in flight. The capa-
bility to simulate the flow in cooling channels of liquid rocket engines could be demon-
strated. The analysis was completed by sensitivity studies of the input parameter and
satisfactory agreement with the experimental results were obtained.
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Summary

The flow field and the acoustic field of a high-lift configuration consisting of a slat and
a main wing are numerically investigated by an efficient hybrid LES/CAA method. The
flow parameters areMa = 0.16,Re = 1.4∗106, and α = 13 deg. The simulated flow is
in good agreement with experimental findings. The turbulent flow structures especially
in the slat cove shear layer reveal patterns similar to those observed in a plane shear
layer and an impinging jet, respectively. The acoustic analyses identify the slat gap as
the origin of tonal and broadband noise ranging from 1 to 3 kHz.

1 Introduction

Due to the increasing air traffic during the next decade the development of larger
aircraft and a higher take-off and landing frequency are expected. Both imply a signif-
icantly higher noise exposure to the people living or working near airports whereas the
sensitivity concerning noise rises. Therefore, stricter regulations for airplane licenses
and night flying restrictions are required. Hence, it is essential for the aviation industry
to consider a low-noise design during the aircraft development process.

The generated noise can roughly be divided in engine and airframe noise. Since quite
some progress has been made in the reduction of jet noise, airframe noise has become
more and more important. Especially during landing, when engines run almost in idle
condition, airframe noise is an essential part of the emitted sound. The major contribu-
tors of airframe noise are high-lift devices, e.g. slats and flaps, and landing gears. For
a low-noise design of these airplane parts a detailed understanding of the underlying
sound generating turbulent flow field is required.

In the current work the noise generated by the flow over a high-lift configuration
consisting of a slat and a main wing is numerically investigated using an efficient
hybrid LES/CAA method. That is, in the first step, a three-dimensional compressible
large-eddy simulation is performed to study the unsteady turbulent flow field and to
sample data, which is required for the further acoustic analyses. Then, in the second
step, the acoustic simulations are based on solutions of the acoustic perturbation equa-
tions (APE) [3, 4]. The simulations are done for a flow at a Mach number of M=0.16
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and a Reynolds number, based on the freestream velocity and the clean chord length, of
Re=1.4·106. The angle of attack is α=13 deg. These flow parameters are related to the
experiments of Kolb et al. [9].

The paper is organized as follows. In section 2, the numerical methods and the
computational setups of the flow field and the acoustic field are described. Subsequently,
in section 3 the results are shown. First, the flow field is analyzed starting with the mean
flow properties followed by the evaluation of the turbulent flow structures. Then, the re-
sults of the acoustic simulation and the associated post-processed data are discussed.

2 Numerical Methods and Computational Setup

2.1 Large-Eddy Simulation

The three-dimensional unsteady compressible Navier-Stokes equations are solved
based on a large-eddy simulation (LES) using a MILES (monotone integrated LES)
approach [1]. The vertex-centered finite-volume flow solver is block-structured. A mod-
ified AUSM method is used for the formulation of the inviscid terms [10] which are dis-
cretized to second-order accuracy by an upwind-biased approximation. For the viscous
terms a centered approximation of second-order is used. The temporal integration from
time level n to n + 1 is done by a second-order accurate explicit 5-stage Runge-Kutta
method, the coefficients of which are optimized for maximum stability. For a detailed
description of the flow solver the reader is referred to Meinke et al. [11].

The computational mesh used for the LES consists of 32 blocks with approximately
55 million grid points. The extent in the spanwise direction amounts to 2.1% of the
clean chord length and is resolved by 65 points. Roughly 3000 and 280 cells are dis-
tributed in the streamwise and normal extension of the computational domain. Using
the friction velocity u∗ =

√
τw/ρ to define the non-dimensional inner coordinates

Δh+
i = Δhu∗/ν the mesh resolution near the surface is Δx+ ≈ 100, Δy+ ≈ 1, and

Δz+ ≈ 22. These values are approximated by the analytical solution of a flat plate
during the grid generation process.

On the far-field boundaries of the computational domain boundary conditions based
on the theory of characteristics are applied. A sponge layer [7] is imposed on these
boundaries to avoid spurious reflections, which would affect the acoustic analyses. On
the walls, an adiabatic no-slip boundary condition is applied with a zero pressure gradi-
ent normal to the wall. In the spanwise direction periodic boundary conditions are used.

2.2 Acoustic Simulation

The acoustic analyses are done by solving the acoustic perturbation equations (APE) in
the APE-4 formulation [3]. This system of equations possesses the same wave operator
as the basic acoustic perturbation equations which have been derived by filtering the lin-
earized conservation equations in the Fourier/Laplace space [3]. The left-hand side of
the APE-4 formulation constitutes a linear system describing linear wave propagation
in mean flows with convection and refraction effects. The right-hand side represents
the acoustic source terms. In this work only the perturbed Lamb vector (ω × u)′ is
considered. That is, it is conjectured that vortex sound is the major contribution.
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The numerical algorithm to solve the APE-4 system is based on a 7-point
finite-difference scheme using the dispersion-relation preserving scheme (DRP) [16] for
the spatial discretization including the metric terms on curvilinear grids. This scheme
accurately resolves waves longer than 5.4 points per wave length (PPW). For the time
integration an alternating 5-6 stage low-dispersion low-dissipation Runge-Kutta scheme
[6] is implemented.

To eliminate spurious oscillations the solution is filtered using a 6th-order explicit
commutative filter [15, 17] at every tenth iteration step. Since the APE system does
not contain convection of entropy and vorticity perturbations [3] the asymptotic radi-
ation boundary condition by Tam and Webb [16] is sufficient to minimize reflections
on the outer boundaries. On the inner boundaries between the differently resolved LES
and acoustic domains, where the transition of the inhomogeneous to the homogeneous
acoustic equations takes place, a damping zone is formulated to suppress artificial noise
generated by a possible discontinuity in the vorticity distribution [14].

The two-dimensional acoustic mesh for the APE solution has a total number of
1.8 million grid points. This 2D-formulation is due to the fact that especially at low
Mach number flows the turbulent length scales are significantly smaller than the acous-
tic length scales and as such the noise sources can be considered compact. This treat-
ment tends to result in somewhat overpredicted sound pressure levels which can be
corrected following the method described by Ewert et al. [5].

3 Results

The discussion of the results starts by presenting time and spanwise averaged flow data
and by comparing numerical and experimental findings. Subsequently, a discussion of
the instantaneous turbulent flow structures follows. Then, the distribution of the major
noise source, i.e., the distribution of the Lamb vector is shown. Finally, the results of
the acoustic simulation and the obtained post-processed data are shown.

The Mach number distribution and some selected streamlines of the time and span-
wise averaged flow field are depicted in Fig. 1. Two stagnation points are visible, one
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Fig. 1. Streamlines and Mach number con-
tours of the time and spanwise averaged
LES flow field data. The dashed box marks
the section shown in Fig. 2.

Fig. 2. Streamlines and Mach number dis-
tribution of the PIV measurement. The dot-
ted area marks the position of the slat sup-
port used in the measurements.
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near the nose of the slat and the other one on the lower side of the main airfoil. It is
evident that the slat cove region is an area of very low Mach number, which is charac-
terized by a strong recirculation being illustrated by the streamlines. This recirculation
area is separated from the flow passing the slat gap by a shear layer which emanates
from the slat cusp. Shortly downstream of the slat gap the Mach number distribution
reaches its peak value in the suction area above the main wing. In Fig. 2 the result
from a particle-image velocity (PIV) measurement is shown. The laser for the light sec-
tion was positioned beneath the high-lift configuration such that no data for the flow
on the suction side is available. However, by juxtaposing Figs. 1 and 2 it is obvious
that the computational and experimental findings on the pressure side are in very good
agreement. The distribution between the slat cusp and the main wing stagnation point
is caused by some diffuse reflections due to the test arrangement. Figure 3 shows the
LES and experimental velocity distribution on the lines A, B, and C, defined in Fig. 1,
as a function of the non-dimensional coordinate s. Except for the near wall regions,
where slight differences are visible, the numerical and experimental results match very
well. Figure 3c shows that both, the large-eddy simulation and the PIV measurement to
determine approximately likewise recirculation zones in the slat cove.

The distribution of the turbulent kinetic energy k = 1
2

(
u′2 + v′2 + w′2) is depicted

in Fig. 4. High k values occur in the shear layer, the recirculation area, and in the wake
of the trailing edge of the slat. The peak value of k is produced in the reattaching shear
layer where the flow impinges upon the lower surface near the trailing edge of the slat.
This corresponds to the results presented in [2].

We turn now to discussing the unsteady turbulent structures in the slat region. The the
vortical structures are visualized by λ2 contours [8]. Figure 5 reveals vortical structures
in the boundary layers of the slat and main airfoil, downstream of the slat trailing edge,
and in the slat cove region. The turbulent flow in the slat cove is bounded by a turbulent
shear layer which develops from the slat cusp and reattaches near the slat trailing edge.
The grey scales mapped onto the λ2 contours visualize the Mach number distribution.
Right downstream of the cusp the shear layer forms predominantly two-dimensional,
spanwise vortex structures in the following referred to as rollers which result from of
the velocity profile in the shear layer and the associated Kelvin-Helmholtz instabil-
ity [12]. The vortical structures from the slat cove recirculation area penetrate into the
shear layer and distort the rollers. The mixing and interaction of shear layer structures
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Fig. 3. Distribution of the velocity on line A (a), line B (b), and line C (c), which are defined in
Fig. 1, as a function of the coordinate s along this line; comparison of LES and PIV data.
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Fig. 4. Turbulent ki-
netic energy k non-
dimensionalized by u2

∞ in
the slat region .

Fig. 5. Vortical structures
in the slat area visual-
ized by λ2 contours with
mapped on Mach number
distribution.

Fig. 6. Rollers and
streamwise rib vor-
tices in the shear
layer visualized by
λ2 contours.

Fig. 7. Vortical structures in the
reattachment area of the slat cove
shear layer visualized by λ2 con-
tours.

Fig. 8. Y-component of the per-
turbed Lamb vector.

with structures from the recirculation area seem to lead to instabilities, which enhance
the development of streamwise orientated vortical structures between two rollers. Sim-
ilar structures, which are termed rib vortices, have been described e.g. in [12] and [13].
Figure 6 shows some rollers and rib vortices shortly before the shear layer reattaches.
Note the sinusoidal appearance of the rollers. It seems that the rollers develop a slightly
curved or wavy shape due to their interaction with the rib vortices.

Figure 7 illustrates some more pronounced vortices in the reattachment region,
whose axes are aligned with the streamwise direction. These structures seem to be
generated by sinusoidal form of the spanwise rollers and by the convection of the
rib vortices which are highly stretched by the accelerated slat gap flow. It is obvious
that the parts of the rollers pointing in the direction of the slat gap undergo a stronger
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Fig. 9. Acoustic pressure
contours based on the CAA
solution.

Fig. 10. Power spectral den-
sity for an observer point lo-
cated at r = 3.53c, θ =

305◦; experimental (symbols)
and numerical (solid line) re-
sults.

Fig. 11. Results of a space correlation between
the acoustic pressure at r = 3.53c, θ = 305◦

and the perturbed Lamb vector.

Fig. 12. Zoom of Fig. 11. Points a, b, c, and d
define the position where a cross correlation
has been performed.

Fig. 13. Results of the cross correlation for the
points a, b, c, and d (Fig. 12). Maximum corre-
lation at a time shift of t = 3.5c/a∞ .
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acceleration leading to a pronounced distortion of the rollers such that they finally
collapse. The remaining structures are predominantly aligned with the streamwise
direction.

The major noise source, the perturbed Lamb vector, is shown in Fig. 8. High Lamb
vector values are located in the turbulent boundary layers, the wakes of the slat and
the main wing, and in the slat cove shear layer. The resulting acoustic field is shown
in Fig. 9. The pressure fluctuations are mainly generated in the slat region and at the
trailing edge of the main wing. It is obvious that the waves generated in the slat region
dominate. Likewise results were computed by a discontinuous Galerkin method.

The frequency spectrum for a far-field location of a radial distance r = 3.53c and
an angle θ = 305 deg, where c is the clean chord length and θ is defined counter-
clockwise, is shown in Fig. 10. Except for some tonal components at 5 kHz which are
not captured in the measurements [9] the magnitude and the decay of the simulation is
in good agreement with the experimental findings. To analyze the acoustic field in more
detail the distribution of a filtered acoustic signal is investigated. Therefore, a 2 kHz
band-pass filter at the center frequency of 2 kHz is applied to the frequency domain and
the filtered time signal is reconstructed by an inverse Fourier transformation. A spatial
correlation RSAB = <A(x,t)B(x+Δx,tret)>√

<A((x,t)2> <B(x+Δx,tret)2>
, where <> denotes the time aver-

age and tret is a retarded time, between the acoustic signal A and the perturbed Lamb
vectorB is shown in Fig. 11. It is evident that the maximum correlation occurs in the slat
gap region. Furthermore, a cross correlationRCAB = <A(x,t)B(x+Δx,t+Δt)>√

<A((x,t)2> <B(x+Δx,t+Δt)2>

between the acoustic pressure and the Lamb vector is performed. The results for the
points a, b, c, and d, defined in Fig. 12, are shown in Fig. 13. All four points have
their highest correlation at a phase shift of t = 3.5c/a∞. Especially the correlation for
point c, which is located in an area of high spatial correlation, is extremely pronounced.
The observed phase shift of t = 3.5c/a∞ is nearly exactly the time a signal traveling
at the speed of sound a∞ needs to cover the distance Δx between points A and B.
Hence, both correlations reveal the slat gap as a major contributor to the mixed tonal
and broadband noise in the frequency range of 1 kHz to 3 kHz. It can be concluded that
the coupling between the pressure waves generated by the periodically impinging turbu-
lent structures of the slat cove shear layer on the slat surface and the reflection of these
waves at the main wing surface leads to some resonance effects causing the tonal noise
components. In other words, the geometry of the slat gap and the nature of the shear
layer are responsible for the pronounced tonal components between 1 and 3kHz. From
this analysis it seems to be useful to use active flow control to suppress the macroscopic
shear layer oscillations to obtain a low noise slat design.
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Summary

Experimental and numerical investigations of the fluid-structure interaction and the
radiated sound induced by the turbulent flow over a thin flexible plate structure are
presented. Various inflow conditions are generated by placing obstacles of different
size, shape, position and material in front of a flexible plate. The flow-induced vibra-
tion of the plate structure is measured using a laser-scanning vibrometer. Based on the
measurement of the vibration of the flexible plate, the sound radiation to the far field is
computed employing a finite-element acoustics solver. The flow is investigated in detail
using three-component hot-wire anemometry. Microphone measurements are carried
out to generate a basis of comparison. The experiments are performed in an acoustic
wind tunnel.

1 Introduction

In many technical applications one can find a constellation where a fluid is flowing
over a flexible plate structure. Due to turbulent fluctuations in the fluid, the structure is
loaded irregularly with pressure and shear stress forces causing a vibration of the plate.
On the other hand, the vibration influences the flow field so that one has a two-sided
coupling between fluid and structural mechanics. In this situation, two mechanisms of
sound generation arise. Vibrational sound is generated by the structural movement of
the plate. Additionally, the turbulent flow fluctuations lead to the production of flow-
induced sound.

The emission of noise due to flow-induced vibrations of a flexible plate has
received much attention in the literature. One of the early investigations in this direc-
tion was the work of Davies [1], where the excitation of a thin flexible panel by wall-
pressure fluctuations of a turbulent boundary layer was studied using modal analysis.
The boundary layer excitation of flexible plates and the resulting emission of noise has
also been investigated by, e.g., Howe and Shah [2]. In most of the studies, the influence
of the fluid on the flexible plate is modeled based on spectra of the turbulent wall-
pressure fluctuations in the boundary layer. A more explicit treatment of the flow over
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the plate was performed by Zolotarev [3]. Up to now there is very little work towards a
comprehensive investigation of the fluid flow, the structural mechanics and the acoustics
as well as the interaction of the different fields (see, e.g., Vergne et al. [4]).

In the present work, the interaction of a fluid flow with a thin flexible plate structure
and the resulting acoustic field was studied in detail. For this purpose, a test case was
developed which represents a simplified model of a car underbody. A description of the
test case is given in the following section. Both experimental and numerical investiga-
tions of the test case were carried out. The experiments were performed in a low-noise
wind tunnel. Further details of the numerical and the experimental methods are given
below. Finally, the results of the study concerning the flow field, the vibration of the
flexible plate and the generated sound are presented.

2 Model Setup

The basic setup consists of a flexible plate structure which is part of an otherwise rigid
wall. The streamwise and spanwise extension of the whole setup amounts to 1000 mm
× 660 mm, respectively. The flexible plate is made of stainless steel with a thickness of
h = 40 μm. The density is ρ = 7855 kg/m3, the modulus of elasticity is E = 2 × 1011

N/m2, and the Poisson number is ν = 0.3. The plate is pre-stressed in the main flow
direction at a value of σ = 7 × 106 N/m2. The streamwise and spanwise extension of
the flexible part of the plate amounts to 130 mm × 660 mm, respectively. To modify
turbulence characteristics of the inflow, different obstacles were mounted in front of the
flexible plate. A sketch of the setup and the investigated obstacle shapes are depicted in
Figure 1 and Figure 2, respectively.
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mm)

20

2
0

2
0

2020

4
5

°

R
 20

R
 10

2
0

2
0

410

1
0

�
20

U
�

Fig. 2. Investigated obstacle shapes
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In this paper, the results of three different configurations are presented. One case with
a square cylinder obstacle in front of the flexible plate, the other with a rubber strap and
the last without an obstacle. The edge length of the square cylinder is D = 20 mm and
the cross-section area of the rubber strap 20 mm × 4 mm, respectively. The obstacles
were positioned spanwise in 0 mm horizontal distance to the thin steel plate and just on
top of the rigid aluminum plate. In the present investigation, free-stream velocities of
U∞ = 20 m/s and U∞ = 40 m/s were studied, corresponding to a Reynolds number of
Re = 26 000 and Re = 52 000, respectively, based on U∞ and D.
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3 Experimental Method

The measurements were performed in the acoustics wind tunnel of the University of
Erlangen-Nuremberg, which is equipped with sound absorbers (unechoic chamber
condition).

A 1/2” free field condenser microphone (B&K 4189) at a 1 m distance perpendicular
to the overflown side of the flexible plate is employed for the sound measurements.

Phase-resolved scanning vibrometer measurements are carried out to identify the
vibration modes of the flexible plate. For this purpose, a Polytec single-point Laser-
Doppler velocimeter (OFV-303) is used together with a Polytec scanning vibrometer
(OFV-056). The single-point vibrometer constantly detects the vibrations of the centre
point of the plate, where the highest amplitudes are expected, while the surface of the
plate is scanned with the scanning vibrometer. This measurement yields the amplitude
and the phase of the plate vibration at each node of the measurement grid (15 × 19
points).

To investigate the structure-acoustic interaction, correlation measurements with the
single-point velocimeter and the microphone are carried out. Simultaneous recording
of the radiated sound in the far-field and the velocity of the plate surface is guaranteed
by the data acquisition card employed (NI 4472).

For the measurement of turbulent velocity fluctuations at high sampling rates, hot-
wire anemometry (HWA) is applied using a three-component hot-wire probe (Dantec
55P91). A state-of-the-art StreamLine system by Dantec is employed. The measure-
ments are made at different positions in main flow direction along two lines 10 mm and
20 mm above the flexible plate. At each location, a measurement time of 55 s is used at
a sampling rate of 20 kHz.

4 Numerical Method

For the acoustics computations, the in-house finite-element multi-physics solver
CFS++ [5] is applied. This program is based on a finite-element discretization of the
wave equation which describes the propagation of sound to the far field. Thereby,
the acoustic fluid is at rest, i.e., the mean flow is not taken into account. Structure-
acoustic coupling is incorporated by applying appropriate boundary conditions to the
wave equation.

The phase-resolved vibrometer measurements result in information on amplitude and
phase of the plate displacement at discrete frequencies. Applying these results to the
plate (Dirichlet boundary condition), the velocity field of the plate surface is computed
in the frequency domain by use of the Finite Element Method. The normal compo-
nent of the acoustic particle velocity at the interface between structure and acoustic
fluid is set to the velocity of the plate surface in normal direction. Based on this, the
time-harmonic sound pressure at the microphone position is computed in the frequency
domain at certain frequencies. The results comprise the superpositon of different modes
without performing a modal analysis.
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5 Results

5.1 Measured Sound Radiation

Figure 3 and 4 show frequency spectra of the measured sound pressure level for
U∞ = 20 m/s and 40 m/s. For U∞ = 20 m/s, the spectrum of the case without ob-
stacle shows several peaks in the range between 100 and 200 Hz, which corresponds
approximately to the first eigenfrequency of the plate obtained by modal analysis. In the
higher frequency range, there is only a small difference from the reference case with the
empty test section. The spectra obtained for the cases with obstacle are very similar. In
comparison with the empty test section, the sound radiation of the flexible plate with
obstacle shows a prominent peak at about 115 Hz, which corresponds exactly to the
first eigenfrequency of the plate. Additionally, at higher frequencies a large increase in
broadband noise is observed.
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Fig. 3. Sound pressure level at a 1 m dis-
tance perpendicular to the plate (U∞ = 20
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Fig. 4. Sound pressure level at a 1 m dis-
tance perpendicular to the plate (U∞ = 40
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The sound pressure level of the tonal noise component at 115 Hz in Figure 3 is
much lower in the case without obstacle than in the cases with obstacle. However, this
finding cannot be generalized. In the mesurements a strong influence of the free-stream
velocity U∞ on the acoustic field was observed. Overall, the sound pressure levels for
U∞ = 40 m/s (see Figure 4) are significantly higher than for U∞ = 20 m/s, which is
in accordance with expectation. However, in this case the presence of an obstacle leads
to a peak between 100 and 200 Hz which is lower and wider than without obstacle
while the broadband noise over 1 kHz is higher than in the case without obstacle. The
rubber strap as obstacle leads to a stronger reduction of the height of the tonal peak at
around 115 Hz than the square cylinder obstacle. To understand this phenomenon and
to separate vibrational sound from flow-induced sound, detailed investigations of the
structural movement and the turbulent flow field were conducted.
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Fig. 5. Distribution of the vibrational ampli-
tude of the flexible plate without obstacle at
115 Hz (U∞ = 40 m/s)
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5.2 Fluid-Structure Interaction

The distributions of amplitude and phase of the plate vibration at 115 Hz for the case
without obstacle and the case with square cylinder are depicted in Figures 5 and 6 and
in Figures 7 and 8, respectively. The displacements were measured with the scanning
vibrometer at U∞ = 40 m/s. One can clearly identify the first eigenmode of the flexural
vibration of the plate in the case without obstacle. Contrary, the case with obstacle
shows a diffuse excitation of the surface of the flexible plate.

Figure 9 shows frequency spectra of the measured vibration amplitude of the plate
which are averaged over the 285 points of the measurement grid. The spectrum for the
setup without obstacle shows a prominent peak at about 115 Hz, which corresponds
to the first eigenfrequency of the plate. In agreement with Figure 7, the spectra for the
cases with obstacle show significantly smaller vibration amplitudes without any sharp
peak.
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To identify the contribution of the plate vibration to the sound in certain frequency
ranges, measurements of the correlation between the acoustic pressure at the micro-
phone position and the velocity in the center point of the vibrating plate were con-
ducted. The corresponding coherence spectra are provided in Figure 10. In the case
without obstacle a strong correlation is found around 115 Hz, which is in accordance
with expectation in view of the measured sound pressure level and the measured plate
vibration. In agreement with the spectra of the sound pressure level in Figure 4, the cases
with obstacle show similar results with a lower and wider peak in the coherence spec-
tra. The results of the correlation measurements indicate that the tonal low-frequency
noise is due to the structural vibration of the flexible plate, whereas the high-frequency
broadband noise is due to flow-induced sound.

The data of the three-component hot-wire measurements plotted in an anisotropy
invariant map [6] are shown in Figure 11. In contrast to the case without obstacle,
the cases with obstacle can be found in the lower middle of the invariant map. This
means that the turbulence generated by the obstacles close to the plate is much more



Acoustics and Turbulence Related to the Flow over a Flexible Plate Structure 463

isotropic than in the turbulent boundary layer in the flow without obstacle. A property
of isotropic turbulent flows is a short correlation length of the turbulent patterns. This
leads to an uncorrelated excitation of the plate (see Figure 7) and consequently to a
reduction in the peak of the tonal frequency and to more broadband noise than in the
better correlated flow without obstacle (see Figure 4). Moreover, the rubber strap leads
to a stronger isotropic turbulence than the square cylinder obstacle, which can be seen
as explanation for the stronger reduction of the height of the tonal peak in Figure 4.
It seems that additional vibrations of the flexible rubber strap are the reason for the
stronger isotropy of the turbulent fluctuations in comparison to the case with the rigid
square cylinder.

5.3 Simulated Sound Radiation

Figures 12 and 13 show a comparison of the measured and the simulated sound
pressure level at 1 m distance perpendicular to the overflown side of the flexible plate
for U∞ = 20 m/s and U∞ = 40 m/s, respectively. Results of the phase-resolved scanning
vibrometer measurements acted as input for the calculation of the sound propagation to
the far field with CFS++.
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Fig. 12. Measured and simulated sound
pressure level at a 1 m distance perpendicu-
lar to the plate (U∞ = 20 m/s)
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For U∞ = 20 m/s, both cases without obstacle and with square cylinder show a good
agreement between measurement and simulation. The tendency is predicted correctly
by the computational method with higher amplitudes in the case with obstacle in front of
the plate structure. The good result of the computation of the sound pressure level based
on the measured velocity field of the plate surface indicates that the sound generation
at these discrete frequencies is dominated by the vibration of the flexible structure and
not by the flow-induced noise due to turbulent fluctuations.

For U∞ = 40 m/s, one can observe a nearly in-phase movement of the plate surface
in the case without obstacle which corresponds to an acoustic monopole (see Figure 6).
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In this case the simulated sound pressure level agrees very well with the measurement
(see Figure 13). Contrary, in the case with square cylinder no correlation of the phase
is observable in Figure 8. The difference of around 30 dB between measurement and
simulation indicates that the noise induced by the structural vibration contributes signif-
icantly less to the detected sound in the far-field than the noise induced by the turbulent
fluctuations in the wake of the obstacle.

6 Conclusion

Experimental and numerical investigations of the fluid-structure interaction and the
radiated sound induced by the turbulent flow over a flexible plate structure were con-
ducted. Based on the scanning vibrometer measurements of the plate vibration, the
sound radiation to the far field was computed employing the finite-element
multi-physics solver CFS++. Three-component hot-wire measurements provided de-
tailed information concerning the distribution of the turbulent velocity fluctuations in
space. Microphone measurements were performed to generate a basis of comparison.
For U∞ = 40 m/s, the presence of an obstacle right in front of the flexible plate led
to a reduction of tonal low-frequency vibrational noise due to an uncorrelated excita-
tion of the plate by strong isotropic turbulence. Simultaneously, the stronger turbulence
resulted in more high-frequency broadband noise than in the case without obstacle. For
a conveyance this means that less noise is radiated into the passenger cabin.
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Summary

A three–dimensional time–conservative finite–volume method is employed for the
numerical analysis of the compressible flow and sound generation of an open rectangu-
lar cavity with a length–to–depth (L/D) ratio of 5 and a width–to–depth (W/D) ratio
of 1. A Mach number of 0.85 and a Reynolds number of 6.8 million based on the cav-
ity length are used as flow conditions. The large–eddy simulation (LES) technique is
used in order to predict the turbulent flow field and the near–field cavity noise directly.
Numerical results are compared with experimental data and results of high–order nu-
merical schemes for sound pressure level (SPL) along the cavity floor. The computed
near–field results using the present second–order scheme show high accuracy and high
resolution comparable to those of high–order numerical schemes.

1 Introduction

Compressible flows over open cavities have significant industrial applications, such as
car sunroof, aircraft weapon bay, and landing gear wheel well. The flow over cavities
generates very complex flow fields and involves shear layer instabilities, turbulence,
aeroacoustics, flow separation, and reattachment. Open cavity flows are governed by a
feedback mechanism. Instability waves are generated in the free shear layer and con-
vected from the cavity leading edge to the cavity rear wall along the shear layer. Due
to the interaction between the vortices and the back wall of the cavity, strong pressure
variations and acoustic waves are generated in the vicinity of the cavity rear wall. Part
of the acoustic waves radiate into the far–field and the other part of the acoustic waves
(i.e. pressure waves) propagate inside the cavity in the upstream direction. When the
pressure waves reach the cavity leading edge they further excite vortical disturbances in
the shear layer and cause the shedding of new vortices. Since these vortical structures
are convected again in the streamwise direction along the shear layer, a feedback loop
results. Self–sustained oscillations inside the cavity generate intense density and pres-
sure fluctuations that may lead to strong vibrations up to structural damage as well as
aerodynamic and acoustic problems. Initial investigations to understand the physics of

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 465–472.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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the flow over rectangular cavities were conducted by Rossiter [1] in 1964. Furthermore,
a well–known semi–empirical relation to predict the frequency of the cavity tones was
first proposed by him.

The modeling requirements of aeroacoustics problems are substantially different
from traditional fluid dynamics problems. Even loud flows radiate a small fraction of
their total energy as sound [2]. The acoustic signals are typically much smaller than
those of the mean flow variables. The sound intensity is five to six orders smaller [3].
The numerical schemes should resolve acoustic waves with low dissipation and dis-
persion errors in order to obtain accurate sound prediction. Thus high–order numerical
schemes [3,4] have been widely used to investigate the cavity noise [5,6,7,8]. However,
they attend to have difficulties in simulating regions with high gradients or discontinu-
ities, e.g., shock waves. The major drawbacks of high–order schemes are the lack of a
shock capturing property and the difficulty to deal with complex geometries.

In this study, the objectives were twofold. On the one hand, to develop an advanced
high resolution, low dissipation second–order accurate scheme based on a
time–conservative finite–volume approach to be able to simulate complex unsteady
aerodynamic and aeroacoustic problems similar to high–order schemes. On the other
hand, to couple this numerical methodology with the LES technique, since LES is well
suited to predict the near–field aerodynamic noise directly as well as to simulate the
turbulent flow field.

This paper compares the present second–order scheme with the results of high–order
numerical schemes [7, 8] as well as experimental data [9, 10] for the flow over a rect-
angular cavity. The specific case was provided by AGARD [10] as a benchmark prob-
lem and experiments were carried out by QinetiQ as part of the project on Turbulence
Modeling for Military Application Challenges [9].

2 Numerical Methodology

Numerical analysis of cavity noise prediction is carried out using a high–resolution
three–dimensional time–conservative finite–volume method. The flow solver was devel-
oped at the School of Engineering, Durham University in UK [12]. The method is based
on the space–time conservation element and solution element (CE/SE) method origi-
nally proposed by Chang [11] at NASA Glenn Research Center. The original CE/SE
method was extended for structured grid by Zhang et al. [14].

2.1 Subgrid–Scale Modeling for Compressible Turbulent Flows

The time–conservative finite–volume method is combined with a top–hat filter where
the smallest filter width Δ is chosen as equal to the grid spacing. Thus an explicit
filtering operation of the velocity distribution assumed to be cell–wise constant leads to
the initial distribution again. Hence the governing equations are not explicitly filtered
and the filtering operation is implicitly given by the numerical method used. The full set
of governing equations can be found in [12].

In this study due to its simplicity the classical Smagorinsky subgrid–scale (SGS)
model [13] is employed. The subgrid–scale stress tensor is modeled as

τSGS
ij = −2CRρΔ

2S̃M (S̃ij − 1
3
S̃kkδij) +

2
3
CIρΔ

2S̃2
Mδij (1)
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where S̃M = (2S̃ijS̃ij)2 and S̃ij = 1/2 · (∂ũj/∂xi + ∂ũi/∂xj), CR = 0.0324 and
CI = 0.00575 are the Smagorinsky model constants. The filter width Δ is defined as
(Δx · Δy · Δz)1/3. The first term appearing on the right–hand side of eq. (1) is the
incompressible term in Smagorinsky’s model and the second term is the compressible
correction known as Yoshizawa’s expression [12].

The subgrid–scale heat flux is modeled as follows

qSGS
i = −Cp

CRρΔ
2S̃M

Prt

∂T̃

∂xi
(2)

where Cp and Prt = 0.9 are the specific heat and turbulent Prandtl number, respec-
tively. Expressions defining the resolved shear stress τij and the resolved heat flux qi
can be found in [12].

2.2 Time–Conservative Finite–Volume Method

The time–conservative finite–volume method employed in this study is based on a
multiblock structured grid in three–dimensional space, which was extended from the
numerical scheme given by Zhang et al. [14] with some modifications [12]. In this
method, spatial and temporal discretizations are unified. The conservation of space–
time fluxes is enforced over the surface of the control volume. The conservation form
of the three–dimensional unsteady Navier–Stokes equations with respect to a stationary
reference frame, with no external body force and heat generation can be expressed as:

∂U
∂t

+
∂F
∂x

+
∂G
∂y

+
∂H
∂z

=
∂Fv

∂x
+
∂Gv

∂y
+
∂Hv

∂z
(3)

where U is the vector of conservative variables, F, G and H are the convective flux
vectors and Fv, Gv and Hv are the viscous flux vectors in the x, y and z directions,
respectively.

Let x1 = x, x2 = y, x3 = z and x4 = t be the coordinates of a four–dimensional
space–time Euclidean space E4. By using Gauss’ divergence theorem the integral form
of eq. (3) can be expressed as follows

∮
S(V )

h · ds = 0 (4)

where h = (F − Fv,G − Gv,H − Hv,U) are the flux vectors in space–time of
mass, x–momentum, y–momentum, z–momentum, energy and the vector of conser-
vative variables. S(V ) is the surface of an arbitrary space–time region V in E4 and
ds = ndσ where n is the outward unit normal vector and dσ is the area of a surface
element on S(V ). The time–conservative finite–volume method integrates eq. (4) in
E4 to evaluate the flow variables. The equation states that the total space–time flux
h, leaving the volume V through S(V ) vanishes. The discretized conservative vari-
ables and the convective fluxes are assumed to be continuous and linearly distributed
inside the control volume and they are approximated by the first–order Taylor series
expansion whereas the viscous fluxes are assumed to be constant. For any space–time
solution point U (x, y, z, t), F (x, y, z, t), G (x, y, z, t), H (x, y, z, t), Fv (x, y, z, t),
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Gv (x, y, z, t) and Hv (x, y, z, t) are approximated with the help of U∗, F∗, G∗, H∗,
F∗

v, G∗
v and H∗

v, respectively.
The conservative variables (U) are approximated by the first–order Taylor series

expansion as follows

U∗ (x, y, z, t) = (U)Q∗ + (Ux)Q∗ (x− xQ∗) + (Uy)Q∗ (y − yQ∗)

+ (Uz)Q∗ (z − zQ∗) + (Ut)Q∗

(
tn − tn− 1

2

)
(5)

whereQ∗ stands for the solution point. The approximated convective fluxes (F, G, H)
are expressed similarly by using the first–order Taylor series expansion. Then, the dif-
fusive fluxes (Fv , Gv , Hv) are assumed to be constant inside the control volume (i.e,
F∗

v (x, y, z, t) = (Fv)Q∗).
(U)Q∗ , (Ux)Q∗ , (Uy)Q∗ , (Uz)Q∗ and (Ut)Q∗ , are the coefficients of the Tay-

lor series expansion in eq. (5) and they are the numerical analogues of the values
of U, ∂U/∂x, ∂U/∂y, ∂U/∂z and ∂U/∂t at point Q∗, respectively. Let (Fm,l)Q∗ ,
(Gm,l)Q∗ and (Hm,l)Q∗ are the components of the Jacobian matrices of F, G and H
associated with the solution point Q∗, respectively. The components of the Jacobian
matrices can be defined as

(Fm,l)Q∗ =
∂F
∂U

, (Gm,l)Q∗ =
∂G
∂U

, and (Hm,l)Q∗ =
∂H
∂U

. (6)

for m = 1, 2, . . . , 5 and l = 1, 2, . . . , 5. The spatial derivatives of F, G and H can be
expressed by using the chain rule. Here only the spatial derivative of F in x direction is
given and the other spatial derivatives can be expressed similarly

(Fx)Q∗ =
5∑

l=1

(Fm,l)Q∗

(
∂U
∂x

)
Q∗

(7)

In order to define the temporal coefficient (Ut)Q∗ of the Taylor series expansion in the
eq. (5), eq. (3) can be considered without the viscous flux vectors and the following
expression can be obtained

(Ut)Q∗ = −
5∑

l=1

[(Fm,l)Q∗ (Ux)Q∗ + (Gm,l)Q∗ (Uy)Q∗ + (Hm,l)Q∗ (Uz)Q∗ ] (8)

The viscous diffusion terms have no influence on the distribution of (Ut)Q∗ in each
control volume. However, the viscous terms ((Fv)Q∗ , (Gv)Q∗ and (Hv)Q∗ ) will have
their contributions on the integral equations. Furthermore, the viscous fluxes can be
evaluated as functions of U, Ux, Uy and Uz .

Consequently, the only independent discrete variables to be solved simultaneously at
each grid points are the components of the conservative variables (U) and their spatial
gradients (Ux, Uy and Uz). Although the convective fluxes and the diffusive fluxes can
be completely determined inside the control volume as functions of the conservative
variables (U) and their gradients (Ux, Uy and Uz) one should note that the temporal
coefficients (Ft)Q∗ , (Gt)Q∗ and (Ht)Q∗ of the Taylor series expansions will appear
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Table 1. Comparison of modal frequencies at K29

Mode I II III IV

Rossiter’s Formula 159 Hz 371 Hz 582 Hz 794 Hz

Experiment [9, 10] 151 Hz 370 Hz 605 Hz 773 Hz

4th–order Scheme [7] 131 Hz 332 Hz 553 Hz 794 Hz

Present 2nd–order Scheme 154 Hz 367 Hz 580 Hz 823 Hz

with additional time terms to evaluate the total space–time flux over the control volume.
Hence the flux conservation is not only enforced in space but also in time. Contrarily,
traditional methods focus only on the conservation of the spatial fluxes and employ a
separate discretization in space and time.

2.3 Test Case: Rectangular Cavity Flow

The cavity geometry with a length–to–depth (L/D) ratio of 5 and a width–to–depth
(W/D) ratio of 1 is taken from the M219 cavity configurations [9]. Its length L is 508
mm, the widthW and the depthD are equal to 101.6mm. The dimensions of the com-
putational domain are: 11D (streamwise)×4D (wall–normal) ×2D (spanwise). The
domain is decomposed into 64 subdomains for parallel computations. The grid consists
of 415×130×60 ≈ 3.24×106 CVs above the cavity and 260×80×30 ≈ 0.625×106

CVs inside the cavity. The flow conditions correspond to a free–stream Mach number
of 0.85 and a Reynolds number of 6.8 million based on the cavity length. The stagna-
tion pressure and temperature are set to 99,600 Pa and 305K , respectively. These flow
conditions were imposed as inflow boundary condition and the spatial derivatives of the
flow variables were set to zero. The inflow boundary was set to 2 times the cavity depth
upstream of the cavity whereas the outflow boundary was set to 4 times the cavity depth
downstream of the cavity. A steady turbulent boundary layer profile was implemented
at the inflow to achieve the boundary layer thickness of 10.16mm at the leading edge
of the cavity according to estimation of 0.37 × Re−0.2

x . Hence the resulting boundary
layer thickness at the cavity leading edge was found to be similar to the experimental
value. In order to trigger cavity flow oscillations, random velocity fluctuations were
added to the mean velocity in the inflow profile. When the self–sustained oscillations
inside the cavity started, the perturbations were turned off again. Periodic boundary
condition in spanwise and no–slip boundary condition at the walls were imposed. Non–
reflecting boundary conditions were applied to the outflow and farfield boundaries. The
flux–based nature of the method leads to the use of simple but effective non–reflecting
boundary conditions which allow fluxes remain continuous across the boundary sur-
faces. For example, at the outflow boundary, where there are substantial gradients in y
direction, the non-reflecting boundary condition requires that

Un
i = Un−1

i′ , (Ux)n
i = 0, (Uy)n

i = (Uy)n−1
i′ , and (Uz)n

i = 0. (9)

where n is the time level and i′ is the index of an interior node closest to this boundary.
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3 Results and Discussion

Fig. 1 (left) shows a snapshot of the magnitude of the vorticity on the central plane.
After the development of the shear layer, vortices break down before the middle of the
cavity and grow larger in size whereas they propagate in the streamwise direction. Fur-
thermore, the intensity of the resolved turbulent kinetic energy distribution increases
after the vortices broke down as expected and can be seen in Fig. 1 (right).

Numerical results are compared with experimental data [9, 10] as well as the results
of high–order numerical schemes by Chen et al. [7] and Nayyar et al. [8]. A comparison
of modal frequencies, i.e. low frequency tones, at K29 (x/L = 0.95) is given in Table
1. The computed 1th mode frequency is slightly over–predicted compared to the exper-
imental data with an error of about +2% whereas the 2nd and 3rd mode frequencies are
under–predicted by about −1% and −4%, respectively. Lastly, the 4th mode frequency
is over–predicted with an error of about +6.5%. Consequently, all modal frequencies
are well predicted and within the 7% error limit with respect to the experimental data
as well as Rossiter’s semi–empirical predictions of the modal frequencies [1] given by
fn = U∞/L · (n − γ)/(M∞ + 1/κ) where U∞ and M∞ are the free–stream veloc-
ity and the Mach number, respectively. L is the length of the cavity and n is the mode
number. κ = 0.57 and γ = 0.25 are empirical constants corresponding to the average
convection speed of the vortical perturbations in the shear layer and a phase delay, re-
spectively.

Fig. 2 (left) represents the history of pressure fluctuations for a time interval of 0.2 s
at the K29 position. The simulation is carried out with a time step of 5.0 × 10−7s and
the pressure signals were sampled every 330 time steps corresponding to a sampling
rate of ≈ 6 kHz which is in accordance with the experimentally used value. After the
initial transients exited the domain, the simulation was carried out for 0.25s and the first
0.05s of the pressure signals are truncated. The numerically sampled data is presented
in terms of sound pressure level (SPL). The SPLs are related to the energy carried by
the sound wave, defined by SPL(dB) = 20 log10 Prms/Pref where the Prms is the
root–mean–square pressure fluctuation and Pref = 2.0×10−5Pa. The computed pres-
sure spectrum decomposed into Rossiter modes (low frequency tones) and broadband
noise up to 3 kHz is depicted in Fig. 2 (right) since the peak human hearing range is 1
to 3 kHz.

Fig. 1. Snapshot of the magnitude of the vorticity on the central plane of the cavity (left) and
resolved turbulent kinetic energy (right)
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Fig. 3. Comparison of SPL along the cavity floor

The intensity of the noise generation inside the cavity can be seen from the com-
parison of SPL along the cavity floor with experimental data as well as results of other
numerical schemes available in the literature [7, 8]. The results obtained by Chen et
al. [7] is based on a 4th–order central finite–difference scheme whereas the numeri-
cal method used by Nayyar et al. [8] is a cell–centered finite–volume method where
MUSCL interpolation is used to provide 3rd–order accuracy. Fig. 3 clearly shows that
the SPL curve increases in streamwise direction in the cavity due to the spreading of
the energy from the shear layer after it breaks down. The SPLs computed by the present
time conservative scheme along the cavity floor are in very good agreement with the
experimental data [9, 10]. Compared to other numerical results using either an LES on
a finer grid (≈ 8.4 × 106 CVs) [8] or a fourth–order accurate scheme [7] the deviations
to the measurements are much smaller.

4 Conclusions

Numerical analysis of the compressible flow and sound generation of an open rect-
angular cavity have been carried out by a three–dimensional modern flow simulation
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technique, namely time–conservative finite–volume method. Instantaneous iso–surfaces
of the vorticity demonstrate the highly unsteady and three–dimensional nature of the
cavity flow. The cavity is dominated by the low frequency tones and they are well pre-
dicted with respect to the experimental data as well as Rossiter’s relation. Near–field
spectral results are also in very good agreement with the experimental data. The results
computed by the second–order time–conservative finite–volume method show high
accuracy and high resolution comparable to those of high–order numerical schemes.
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Summary

A scheme for computational aeroacoustic calculations on coupled structured and
unstructured meshes for industrial applications is presented. Based on two sophisti-
cated CAA solvers, one finite difference code for structured grids and one discontinu-
ous Galerkin solver for unstructured grids, the described framework is able to combine
the advantages of both grid types and thereby reduce the effort for simulations of
aeroacoustics in complex structures. In this paper the underlying coupling mechanisms
and the process management are described. Finally the operability and the ability to
preserve the convergence order of the single schemes are shown.

1 Introduction

For the simulation of aeroacoustical phenomena in complex structures, e.g. high lift
wing configurations or tube flows with obstacles the generation of a structured grid is
very complicated or even impossible and consequently, the application of unstructured
grids is advantageous. However, in the far field which very often covers the larger part
of the computational domain the generation of structured grids is really straightforward,
so one can benefit from their advantages in terms of memory demand, grid handling ef-
fort and visualization. This leads to the idea of coupling schemes that work on those
different types of grids. Former work has been done in this field by Utzmann [1], who
worked on the coupling of different solver types, equations, orders, grid types and grid
spacing, delivering an expert-system-like solver framework. This project is based on
this work and aims at the development of a user friendly framework for industrial ap-
plication. Hence, the bandwidth of included solvers and coupling mechanisms has been
reduced drastically and more aspects of the preprocessing and initialization have been
automated.

2 The Used Codes

2.1 PIANO

PIANO (Perturbation Investigation of Aerodynamic Noise) has been developed by the
Institute of Aerodynamics and Flow Technology (IAS) at the German Aerospace Center
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(DLR) in Braunschweig. It is a finite difference solver for linearized acoustic equations
(Linearized Euler Equations and Acoustic Perturbation Equations) on block structured,
boundary-fitted grids.

PIANO applies a Dispersion-Relation-Preserving (DRP) discretization of 4th order
in space, the time integration is done either with a standard Runge-Kutta scheme of
4th or 6th order or with a Low-dissipation and Low-dispersion Runge-Kutta scheme
(LDDRK). PIANO is parallelized using the Message Passing Interface (MPI). The de-
composition of the computational domain depends on the block structure. For more
information about PIANO’s mode of operation refer to [2].

At the moment further development of PIANO is ongoing which includes the grid
coupling described in this paper. These improvements are referred to as PIANO+. In
this paper that name is used as a short term for the coupled framework consisting of
NoisSol and PIANO.

2.2 NoisSol

NoisSol has been developed by the Institute of Aerodynamics and Gasdynamics at
Universität Stuttgart. It uses an ADER-DG scheme (Arbitrary High Order Scheme us-
ing Derivatives Discontinuous Galerkin) of high order to solve the linearized acoustic
equations on unstructured grids. The element types used are triangles and tetrahedrons.
It applies global or local timestepping. For details of the numerical scheme refer to [3].
NoisSol is parallelized with MPI as well.

3 Grid Coupling

The decomposition of the computational domain will be done such that both programs
work on non overlapping grids with straight coupling interfaces. The information of the
coupling partner will be included using ghost cells (NoisSol) or ghost points (PIANO).
The ghost points and cells will be generated by mirroring the last cells / nodes inside
the computational domain at the interface. Due to the size of PIANO’s finite difference
stencil three rows of ghost points are needed. NoisSol only needs ghost cells for those
elements, which share one edge (2D) or surface (3D) with the coupling interface.

Former work on the coupling between FD and DG showed that continuity of the
primitive variables rather than continuity of the fluxes is very suitable to prevent artifi-
cial reflections at the interface. Thus, in PIANO+ this method is used for the coupling.

3.1 Setting of the Ghost Points

PIANO applies different multi-step Runge-Kutta-schemes for the time integration. It is
necessary to update the ghost points after each Runge-Kutta step. For transient bound-
ary conditions it is known that setting the boundary values of the intermediate, unphys-
ical time levels with physical values will degrade the scheme to 2nd order. Carpenter
et.al. [4] suggest a method to avoid this effect using the value and the time derivatives
of the ghost point at the initial, physical Runge-Kutta level of each time step.

To determine the necessary time derivatives of the state at the ghost point position
one can benefit from the Cauchy-Kovalevskaja (CK) procedure, which is the key feature
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of the ADER-DG scheme. This operation calculates the time derivatives of the degrees
of freedom ûi at the beginning of the current time step τ . The data is represented in a
modal basis, i.e. as a linear combination of hierarchic basis functions φi:

u(x(ξ), t) =
nDegF r∑

i=1

ûi(t) φi(ξ)

where nDegFr is the number of degrees of freedom ûi, which adds up to nDegFr =
nPoly (nPoly + 1) (nPoly + 2). nPoly is the maximum polynomial degree of the basis
functions. ξ is the position of the ghost point in the DG reference element which can be
determined with the inverse of the linear transformation x = x1 (1 − ξ1 − ξ2)+x2ξ1+
x3 ξ2.

Thus, the state within the whole timestep can be developed in a Taylor series at the
beginning of the timestep:

u(x(ξ), t) =
nDegF r∑

i=1

nP oly∑
j=0

(t− τ)j

j!

(
∂

∂t

)j

ûi(τ) φi(ξ) (1)

Equation (1) allows the calculation of the time derivatives of u at any time level within
the time step:

(
∂

∂t

)k

u(x(ξ), t) =
nDegF r∑

i=1

nP oly∑
j=k

(t− τ)j−k

(j − k)!

(
∂

∂t

)j

ûi(τ) φi(ξ) (2)

The coupling information for several timelevels within the next time step can be com-
puted at its beginning. Thus, in case of a larger DG timestep only one data exchange
per timestep is necessary, which reduces the communication effort significantly.

3.2 Setting of the Ghost Cells

In the applied ADER-DG scheme information is represented in a modal basis, as de-
scribed above. Thus, the state in the DG ghost cell needs to be transformed from node
based information into the degrees of freedom ûi using a L2-projection:

ûi =

∫
T Φi u dV∫
T
Φi Φi dV

While the denominator can be precalculated analytically, the numerator is calculated by
Gauss quadrature after each data exchange. Therefore, the state in the ghost cell has to
be known at the Gauss points.

To determine these values in the PIANO domain a polynomial interpolation with an
odd maximum order nPoly is used. This allows the use of a symmetric stencil around
the cell, in which the point is located. Where required the stencil is shifted away from
the interface (figure 2). To allow a fast calculation of the interpolated values at each
exchange time level it is convenient to calculate coefficients for each grid point in the
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stencil using a Lagrange interpolation scheme. For a point within the cell [̃i, ĩ + 1] ×
[j̃, j̃ + 1] with known ξ the Lagrange coefficients would be (in case of a non shifted
stencil):

Li =
i−1∏

a=ĩ−n

ξ1 − a
i− a

ĩ+n+1∏
a=i+1

ξ1 − a
i− a ∀ i = ĩ− n . . . ĩ+ n+ 1

Lj =
j−1∏

b=j̃−n

ξ2 − b
j − b

j̃+n+1∏
b=j+1

ξ2 − b
j − b ∀ j = j̃ − n . . . j̃ + n+ 1

where n = 0.5 (nPoly − 1). These Li and Lj can be calculated at the beginning of the
simulation for each Gauss point and stored. The value of f at the location ξ then would
be:

f(ξ) =
ĩ+n+1∑
i=ĩ−n

j̃+n+1∑
j=j̃−n

fi,j Li Lj

This calculation needs to be done for each ghost Gauss point at a coupling interface
before the data exchange is done.

The in-cell-position ξ of a point has to satisfy the equation

x(ξ) =
nP oly∑
i=0

nP oly∑
j=0

aij ξ
i
1 ξ

j
2 (3)

The factors aij are unique for each cell and depend on the values of x at the grid points
in the stencil and can be calculated by solving (3) for each grid point in the stencil.

If the structured grid is non curved and equidistant in the area of the interpolation
stencil (which is not implausible for a far field mesh), ξ can be calculated directly
from the coordinates of the nearest grid points, which leads to an enormous speedup.
Otherwise it has to be determined as solution of the nonlinear equation system (3).

The whole initialization and interpolation process described in parts 3.1 and 3.2 has
been presented in 2D only for lack of space but has been developed and implemented
for 3D almost identically.

Finite Difference - Domain Discontinuous Galerkin - Domain

FD - GhostpointsDomain Interface

Fig. 1. FD-Ghostpoints Fig. 2. DG-Ghostcells
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Fig. 3. Communication structure

4 Time Step Coordination

Since the acoustic equation are of hyperbolic type, the timestep of an explicit solver
has to be limited by the Courant-Friedrichs-Levy (CFL) condition. Thus, the time step
depends on the local cell size and, especially when meshing complex structures, the cell
size and consequently the time step may vary noticeably. Hence, the use of local time
steps decreases the computation time without any loss in accuracy or stability.

As mentioned before NoisSol applies global or local time stepping. PIANO uses a
global time step for all blocks. For the coupling a subcycling is used. That means during
every NoisSol time step several PIANO time steps can be done, where this is possible
due to larger DG cells.

This subcycling ensures that no temporal interpolation is necessary for the determi-
nation of the coupling information in PIANO.

The NoisSol cells at the interface will all use the same time step which is calculated
as the minimum of the time steps of all cells involved. The time steps are then adapted
to ensure that the NoisSol timestep is a multiple of the PIANO time step and to fit the
end and output time levels.

5 Process Management

The coupling is developed such that both included programs are conserved as stand-
alone programs. This allows the transfer of new features from the single codes to the
coupled version, which thereby benefits from the ongoing improvement work done at
the codes.

Since the coupling bases on an information transfer between the two solvers, a
common communication infrastructure is necessary. This can be provided by the MPI
framework, which is used for both NoisSol’s and PIANO’s parallelization. The MPI
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2.0 standard defines a feature called MPI COMM SPAWN MULTIPLE, which starts
arbitrary numbers of instances of different external programs and links them with one
global communicator. The processes of each program are additionally linked by another
communicator for their internal data exchange.

After their start-up the solvers initialize the coupling automatically. The coupling
interfaces are marked as own boundary type during grid generation. The matching in-
terfaces in both grids and the processes hosting them are determined without user inter-
action.

6 Convergence Test

To proof that the coupling is able to maintain the order of accuracy over the whole
domain a convergence test was performed. PIANO has a theoretical convergence order
of 4 in space and time, NoisSol will be adjusted to 4th order as well. For this test a
simple square shaped domain is chosen in which a small square with an unstructured
grid is surrounded by 4 structured blocks which leads to 4 coupling interfaces (Figure
4). The domain is confined by periodic boundaries.

The initial condition is a planar sinusoidal wave, shaped proportional to one of the
eigenvectors of the linearized Euler equations. Hence, the initial state represents an
acoustical wave which will be transported with the speed of sound. This allows the
simple calculation of the local error due to the known analytical solution:

(ρ u v p)T = b sin (k1x+ k2y − ωt)

where b = 0.5
(

ρ0

c0
− 1√

2
− 1√

2
ρ0c0

)T

is one of the eigenvectors of the linearized

Euler equations with the corresponding eigenvalue u0 − c0; ki = 2π
λi

are the wave

numbers in x- and y-direction and ω = (−c0)
√
k2
1 + k2

2 is the wave speed in normal
direction.
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The meanflow values are initialized as ρ0 = 1.0, u0 = 0, v0 = 0 and p0 =
0.714285714, which leads to co = 1.0.

The case presented here was initialized with λ1 = λ2 = 1, which results in a wave
travelling diagonally through the computational domain in negative x- and y-direction
(Figure 5). The total simulated time was t = 5, which means that the waves have done
about half a cycle through the domain. The convergence rates were calculated with the
L1, L2 and L∞ norms of the local error of the acoustic pressure p′, evaluated at t = 5.

Table 1. Convergence rates

h L1(p
′) L2(p

′) L∞(p′) OL1 OL2 OL∞ OL1 OL2 OL∞
PIANO 0.0500 9,23E-4 1,04E-3 1,77E-3

0.0250 6,30E-5 7,09E-5 1,21E-4 3,87 3,87 3,87 (3.83) (3.83) (3.81)
0.0125 4,02E-6 4,52E-6 7,75E-6 3,97 3,97 3,97 (3.96) (3.96) (3.96)

NoisSol 7,07E-2 8,03E-4 9,04E-4 1,61E-3
3,54E-2 5,58E-5 6,28E-5 1,10E-4 3,85 3,85 3,86 - - -
1,77E-2 3,62E-6 4,07E-6 7,13E-6 3,95 3,95 3,95 - - -

In table 1 the values in parentheses show the convergence rates for an identical calcu-
lation with a completely structured domain. The table shows that the achieved order of
accuracy captures the theoretical value very well and is almost identical to the value of
the uncoupled scheme. Figure 6 shows that there is no error caused by the coupling. In
fact there is a lower local error in the wake of the coupling area which results from the
lower local error of the calculation in the unstructured area and which is not disturbed
by the coupling interface. The low error magnitude and the design of the test case imply
that the final pressure distribution is very similar to figure 5 with a shifted position of
the wavefronts and hence is not shown here for lack of space.
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7 Conclusions

A technique for the coupling of structured grids for a finite differences scheme and
unstructured grids for a Discontinuous Galerkin scheme was presented. The results in-
dicate the ability of the framework to initialize and operate the coupling completely
automated and the operability of the implemented process management. Furthermore,
it was shown that the coupling is able to maintain the order of accuracy of the single
solvers.
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Summary

Contra Rotating Open Rotor (CROR) propulsion systems have come back into focus
as a possible economic and environmentally friendly powerplant for future transport
aircraft. Having been widely applied to the simulations of single rotation propellers, the
DLR CFD code TAU and the aeroacoustic analysis tool APSIM have been employed for
the analysis of the complex aerodynamics and aeroacoustics of this type of propulsion
system. In order to demonstrate the codes applicability to these simulations a generic
8x8 pusher CROR powerplant was designed and uRANS computations at typical sea-
level take-off conditions of M = 0.2 were performed for two angles of attack. The
results allow for a detailed analysis of the aerodynamic interactions between the two
rotors as well as the noise generation mechanisms.

1 Introduction

Increasing environmental and economic pressures have renewed interest in Contra-
Rotating Open Rotor propulsion systems as a powerplant for commercial transport air-
craft, as they promise a step change in efficiency due to their ultra-high bypass ratio.
These engines were the focus of a large research undertaking led by NASA and US
industry in the late 1970s and 1980s, motivated by the high fuel costs arising from the
1973 oil crisis [1]. This project included experimental investigations both in the wind
tunnel and in flight test as well as inviscid simulations of CROR configurations [2].
However, primarily due to the decrease in oil prices, interest in bringing these engines
to market waned and further research was essentially abandoned. In todays context of
heightened focus on fuel efficiency and environmental impact the primary challenges
for the realization of a commercially viable CROR engine relate to the issues of noise
emissions and installation effects with the airframe. The former is an important as-
pect during the low-speed take-off and approach phases of flight, where the impact on
community noise needs to be addressed. The rapid improvement of numerical tools in
aerodynamics and aeroacoustics such as the DLR TAU and APSIM-Codes allow these
methods to play a vital role in enhancing understanding and developing solutions for
these issues [3, 4]. In this paper, the results of a numerical investigation of a generic
8x8 CROR are discussed. Unsteady Reynolds-Averaged Navier-Stokes (uRANS) sim-
ulations for the isolated powerplant at typical low-speed conditions were performed for
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two angles of attack and the noise emissions were computed using a method based on
the Ffowcs-Williams/Hawkings (FW-H) equations. A detailed analysis of the results
is presented, highlighting the complex aerodynamic and aeroacoustic phenomena of
CROR propulsion systems.

2 Geometry and Test Case Definition

A generic CROR powerplant was designed as a numerical test rig to allow for the study
of relevant parameters that affect the aerodynamic and aeroacoustic performance. The
engine was aimed at a take-off thrust requirement of 88kN at sea level conditions and
cruise thrust of 19kN for flight at M = 0.75, making it representative of a powerplant
for typical single-aisle aircraft. The initial baseline CROR version under study is an
8x8 bladed pusher configuration with a rotor diameter of D = 4.2672m. The general
layout of the powerplant is shown in figure 1. A generic blade for use in both rotors
was designed using blade element theory and CFD-computations, with the focus on
obtaining a representative blade shape in terms of the aerodynamic performance [5].
The simulations are performed for the two angles of attack of α = 0◦ and 4◦ at sea
level conditions with a Mach number ofM = 0.2. The rotational speeds of both rotors
are set identically to 1029rpm, while the blade pitch settings leading to a power balance
between the two rotors are 36.35◦ and 35◦ for the front and aft rotors respectively.
The core engine inlet and exhaust flow fields are simulated using a boundary condition
available in the DLR TAU-Code.

Fig. 1. CROR geometric layout Fig. 2. Microphone definitions

3 Simulation Approach

A coupled simulation utilizing the DLR TAU-Code for the uRANS CFD computations
and the DLR APSIM-Code for a subsequent computation of the noise emissions was
performed, a process chain that has already been successfully applied to a number of
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propeller and helicopter investigations [4, 6]. The DLR TAU-Code is an unstructured
finite-volume vertex-based CFD solver. For the simulation described here, spatial dis-
cretization of the convective fluxes is done using a second order central differencing
scheme with matrix dissipation while the viscous fluxes are discretized with central
differences. Turbulence is modeled with the 1-equation model of Spalart-Allmaras as
modified by Edwards [7, 8]. The well-established dual time approach is used in the
DLR TAU-code to compute unsteady flows with a temporal resolution set to equate to
a rotor rotation of ΔΨ = 0.5◦ per physical time-step [9]. In order to simulate the rel-
ative motion of the rotors use is made of the codes Chimera capability as well as the
implemented motion libraries [10].

The meshes for the isolated CROR configuration were generated using either the
CentaurSoft Centaur or the ANSYS ICEM CFD mesh generation software and drew
on grid resolution requirement experienced gained in past work on propeller and open
rotor simulations. Special care was taken to ensure an adequate boundary layer resolu-
tion, with the spacing of the initial cell layer on the surfaces set to yield values of the
non-dimensional wall-distance of y+ = 1 to allow for a good resolution of the vis-
cous sublayer. The complete 20-block Chimera mesh which was used for the uRANS
computations consists of 40.858.867 nodes.

The simulations were run using 320 processors of the DLR C2A2S2E-cluster in
Braunschweig. A total of 6 full propeller revolutions were computed in order to obtain
a fully periodic solution, which resulted in a runtime of 15 days for each case.

The Aeroacoustic Prediction System based on Integral Method (APSIM) was
developed at the DLR Institute of Aerodynamics and Flow Techniques for the predic-
tion of rotor or propeller noise radiated in the free far-field. The methodology of APSIM
is based on both Ffowcs-Williams/Hawkings (FW-H) and Kirchhoff formulations and
only linear sound propagation is taken into account. APSIM is designed to calculate
wave propagation over large distances in uniform flows. The sound propagation is com-
puted employing a permeable surface approach by using the unsteady CFD data on the
nacelle Chimera boundary as input, as shown in figure 2. The calculations, performed in
the time domain, deliver a pressure time history at any desired observer location. This
is Fourier analyzed to arrive at the acoustic spectrum.

4 Aerodynamic Analysis

The unsteady simulations allow for a detailed analysis of the forces and moments
acting on both individual blades as well as the rotors as a whole during the course
of one rotation. Figure 3(a) compares the development of a reference blades thrust for
the two low-speed cases investigated, with the axial flow case shown in black while the
blade force for the powerplant at α = 4◦ angle of attack are shown in red. Forward
rotor forces are shown as solid lines, while the aft rotor is represented by dash-dotted
lines. At axial flow the blades of both the front and aft rotor show a 32- or 16-period si-
nusoidal oscillation of the thrust coefficient around a constant mean value respectively.
This oscillation is due to the mutual interactions between the blades of the two rotors.
The aft rotors blades shows notably larger amplitudes in the fluctuations, caused by the
interactions with the forward rotors blade wakes and tip vortices. The influence of the
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(a) Blade thrust coefficient for α = 0◦/4◦ (b) Rotor thrust coefficient at α = 0◦

Fig. 3. CROR blade and rotor thrust coefficient development during one rotation

angle of attack on the blade force development during a rotation becomes apparent when
comparing the black and red lines in figure 3(a). The differences are due to a compo-
nent of the freestream velocity being aligned with the plane of propeller rotation for
non-axial flow. This component is dependent on the angle of attack and the azimuthal
position of the blade, leading to a cyclic variation of the local incidence angle and rel-
ative velocity for a blade as it rotates. This effect is most pronounced when comparing
the local flow conditions for an airfoil section of a blade on its downward sweep to those
of a diametrically opposed blade on the upward sweep. In the former case the relative
velocity is larger and at a greater local incidence angle than it is for the latter. This re-
sults in larger blade forces being produced on the downward than on the upward sweep.
The forward and aft blade thrust forces, plotted as the solid and dash-dotted red lines in
figure 3(a), both show the angle of attack influence in the form of a 1-cycle sinusoidal
oscillation, which is overlapped by a similar 32- or 16-cycle interaction-driven oscil-
lation seen for the axial flow case. The increased blade loading during the downward
sweep is reflected in the increasing blade thrust, with the maximum value being attained
by both blades for an azimuthal position of approximately 110◦. On the upward sweep,
blade thrust forces are seen to decrease, resulting in a minimum blade thrust occurring
around 300◦.

The unsteady oscillations are also found for the complete rotor loads, as shown for
the example of the thrust coefficient of the axial flow case in figure 3(b). Again, a 32-or
16-cycle oscillation around a constant mean value during a rotor revolution is evident.
As for this 8x8 CROR all blades of the two rotors are either aligned or not, the blade-
blade interactions seen in figure 3(a) add up for the rotor loads. For reference, table
1 lists the mean rotor performance for both of the low-speed cases. For the axial flow
case the total rotor thrust is 87.588kN, split at a ratio of 48.93 : 51.07 in favor of the aft
rotor. Thus the take-off thrust requirement is met by the generic CROR powerplant for
the selected blade pitch settings, as is the aim of obtaining a power balance between the
rotors, with a split of 49.97 : 50.03 achieved. The rotor efficiencies are 57.17% for the
front and 59.59% for the aft rotor. At angle of attack, the efficiencies degrade slightly,
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Table 1. Mean rotor efficiency η, thrust CT and power CP coefficients

Rotor 1 Rotor 2
α CT CP η CT CP η

Take-Off at sea level and M = 0.2

Case 1 0◦ 0.377046 0.628816 57.17% 0.393507 0.62962 59.59%

Case 2 4◦ 0.378082 0.630793 57.15% 0.393311 0.62975 59.55%

while overall rotor thrust increases to 87.683kN. As identical blade pitches were used,
the rotor thrust balance naturally shifts a bit to 49.01 : 50.99, and the power ratio to
50.04 : 49.96.

Figure 4(a) shows an image of the vortex system for this type of propulsion system
at low-speed flight conditions. The contours of vorticity highlight the complex interac-
tion of the forward rotors blade wakes and tip vortices with the aft rotor. Due to the
equal diameter of the two rotors, the vortex generated at the first rotors tip is seen to
directly interact with the aft rotors blades, which leads to periodic unsteady oscillations
in that blades loading. The upstream rotors blade wakes also play a dominant role in
the interaction with the aft rotor and the figure shows that the TAU-simulations are able
to resolve and sustain these viscous flow phenomena quite well. These wakes are then
ingested by the second rotor, and also lead to periodic fluctuations in the blade forces.
The impact of these interactions, already seen in the discussion of the blade and rotor
forces, is further detailed in the plot of the blade thrust distribution for the axial flow
case in figure 4(b). Shown in blue and red lines are the mean blade thrust distribution
and two selected time-accurate snapshots for the front rotor and aft rotors respectively.
As expected when recalling the vortex system shown in figure 4(a), the aft blades thrust
distribution show large oscillations. The amplitude of the fluctuations are seen to be
quite important near the hub due to the interaction with the strong upstream blades
viscous wakes. The oscillations are even more pronounced near the tip, caused by the
impingement of the front rotors tip vortices. This dominant interaction phenomenon is
of great significance for the aeroacoustics of this type of propulsion system. It can also
be seen that the front rotor is affected by the blade-blade interactions, with thrust fluc-
tuations evident along the entire span, albeit of a lesser magnitude than seen for the aft
blade. These fluctuations are cause by the upstream impact of the aft rotors potential
field, which has a very notable impact on the pressure side of the front rotor blades in
particular. The importance of this aft rotor impact on the front rotor for interaction noise
emissions was not fully understood in the past, highlighting the benefits of employing
modern high-fidelity simulations for the analysis of these types of flows [11].

5 Aeroacoustic Analysis

Figure 2 shows the locations of the virtual microphones used for the acoustic evaluation
with the DLR APSIM-Code. The coordinate system origin is centered on the front
rotor. Farfield polar directivities were computed for a microphone array at a distance
of 20 rotor radii from the propeller center, while a near-field noise radiation evaluation



486 A. Stuermer and J. Yin

(a) Wake and vortex system vorticity (b) Blade thrust force distribution

Fig. 4. Blade wake and tip vortex interactions for CROR at α = 0◦

(a) Nearfield sound pressure levels (b) Farfield sound pressure levels

Fig. 5. Comparison of CROR ground noise directivities for α = 0◦/4◦

was done for an axial line of microphones parallel to the engine axis at a distance of
1.375 rotor radii. The FW-H permeable surface on which the noise source terms are
described coincide with the nacelle Chimera boundary used in the CFD simulation. In
order to avoid the contamination of the acoustic signal by the strong gradients in the
rotor wake, some of the flow data on the downstream Chimera boundary was omitted
in the aeroacoustic analysis.

The sound pressure level (SPL) directivities for the near field microphone array are
plotted in figure 5(a). Peak noise levels are found in the vicinity of the rotor planes.
Noise levels here are slightly increased for the CROR at non-axial flow conditions.
The saddle type peaks near the rotors are a clear indication of the front and aft ro-
tor thickness and loading noise radiation. The aft rotor peak noise levels, marked as
”a”, are marginally higher than those of the front rotor, due to the slightly higher load-
ing of the aft rotor as well as the interactions with the front rotor blade wakes and
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(a) Tonal spectrum in vicinity of rotor plane (b) Tonal spectrum aft of rotor plane

Fig. 6. Ground microphone nearfield acoustic spectra

tip vortices. The level drops sharply for microphone locations up- and downstream.
Interaction driven noise is a major contributor to the notable SPL increase downstream
of the aft rotor, marked as ”b”. An indication of this can be derived from figure 6, which
shows the sound spectra for the two positions identified as ”a” and ”b” in figure 5(a).
At position ”a”, plotted in figure 6(a), the tones at the blade passing frequency (BPF)
dominate the overall level of the spectrum. Interaction tones are also seen to be impor-
tant, as evidenced by the increases in sound pressure levels for the first three harmonics
of the rotor tones. The relatively high level of the BPF4 tone at four times the blade
passing frequency correlates well with the 32-cycle oscillations seen in the front rotor
blade loadings in figure 3(a), indicating the notable contribution of the front rotor to
the interaction noise emissions. At the downstream position ”b” shown in figure 6(b),
the higher harmonic tones, in particular the BPF3-tone at three times the blade pass-
ing frequency, are seen to be the most significant in the noise spectrum. This tone is
caused primarily by the rotor-rotor interactions. The BPF3-tone could be driven by the
interaction tones that occur at the frequency combinations of 2BPF1(front)+BPF2(aft)
or BPF1(front)+2BPF2(aft).

The farfield polar directivity for the two flight conditions, of particular interest for the
flyover noise emissions, are compared in figure 5(b). Maximum levels are seen to occur
at a location between the two rotors, while interaction tone noise is greatest toward the
rotor rotation axis in the polar angle ranges between 0◦ < θ < 60◦ upstream and from
130◦ < θ < 180◦ downstream.

6 Conclusion and Outlook

A coupled aerodynamic and aeroacoustic analysis of a generic 8x8 CROR powerplant
at low speed flight conditions using high-fidelity CFD simulations with the DLR TAU-
Code and a noise propagation computation with DLR APSIM-Code was presented. The
CFD results revealed strong mutual interactions between the front and aft rotor, leading
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to strong periodic fluctuation of the blade loads. The dominant interaction phenomena
were found to be the front rotor blade wakes and particularly the tip vortices as they in-
teract with the aft rotor. The noise emissions are characterized by dominant rotor-alone
tones in the vicinity of the planes of rotation and interaction tones radiated towards the
front and rear. The results indicated a notable influence of the rear rotors potential flow-
field on the forward blades leading to an important contribution of the front rotor to the
interaction tone noise generation.

In order to further enhance the understanding of CROR aerodynamics and aeroa-
coustics future studies will focus on the performance and noise impact of a reduced
diameter aft rotor, increased rotor-rotor spacing as well as an increased blade number
forward rotor. Additionally the impact of aspects of the simulation approach such as
mesh densities will be studied in detail.

References

[1] Hager, R.D., Vrabel, D.: Advanced Turboprop Project, NASA SP-495 (1988)
[2] Nallasamy, M., Podboy, G.G.: Effects of a Forward-Swept Front Rotor on the Flowfield

of a Counterrotation Propeller. In: AIAA-94-2694, 30th AIAA/ASME/SAE/ASEE Joint
Propulsion Conference, Indianapolis, IN, USA (1994)

[3] Kroll, N., Fassbender, J.K.: MEGAFLOW - Numerical Flow Simulation for Aircraft De-
sign. Notes on Numerical Fluid Dynamics and Multidisciplinary Design, vol. 89, pp. 81–92.
Springer, Heidelberg (2005)

[4] Yin, J., Delfs, J.: Improvement of DLR Rotor Aeroacoustic Code (APSIM) and its Valida-
tion with Analytic Solution. In: 29th European Rotorcraft Forum, Friedrichshafen (2003)

[5] Stuermer, A.: Unsteady CFD Simulations of Contra-Rotating Propeller Propulsion Sys-
tems. In: AIAA 2008-5218, 44th Joint Propulsion Conference, Hartford, CT, USA (2008)

[6] Stuermer, A.: CFD Validation of Unsteady Installed Propeller Flows using the DLR TAU-
Code. In: CEAS-2007-104, 1st European Air and Space Conference, Berlin (2007)

[7] Spalart, P.R., Allmaras, S.R.: A One-Equation Turbulence Model for Aerodynamic Flows.
AIAA 1992-0439 (1992)

[8] Edwards, J., Chandra, S.: Comparison of Eddy-Viscosity-Transport Turbulence Models for
Three-Dimensional, Shock-Separated Flows. AIAA Journal 34(4), 756–763 (1996)

[9] Jameson, A.: Time Dependent Calculations Using Multigrid, with Applications to Un-
steady Flows Past Airfoils and Wings. In: 10th AIAA Computational Fluid Dynamics Con-
ference, Honolulu, HI, USA (1991)

[10] Madrane, A., Raichle, A., Stuermer, A.: Parallel Implementation of a Dynamic Unstruc-
tured Chimera Method in the DLR Finite Volume TAU-Code. In: 12th Annual Conference
of the CFD Society of Canada, Ottawa, Ontario, Canada, pp. 524–534 (2004)

[11] Woodward, R.P., Hughes, C.E.: Aeroacoustic Effects of Reduced Aft Tip Speed at Constant
Thrust for a Model Counterrotation Turboprop at Takeoff Conditions. In: AIAA-90-3933,
13th Aeroacoustics Conference, Tallahassee, FL, USA (1990)



Computation of Trailing Edge Noise with a
Discontinuous Galerkin Method

M. Bauer

DLR (German Aerospace Center), Institute of Aerodynamics and Flow

Technology, Lilienthalplatz 7, 38108 Braunschweig, Germany

marcus.bauer@dlr.de

Summary

Trailing edge noise of a semi-infinite, thin, flat plate situated in low Mach number
flow is computed in two spatial dimensions. The Acoustic Perturbation Equa-
tions (APE), which are employed as governing equations, are discretized via a
Discontinuous Galerkin Method (DGM). Results are compared with theory and
Finite Difference (FD) computations. Next to the radiated sound field, special
attention is paid to the conditions very close to the trailing edge (TE).

1 Introduction

Airframe noise is generated by the transformation of turbulent energy into acous-
tic energy in the vicinity of edges, such as the TE of an airfoil or of a deployed
slat. Considering the low noise engines of modern airliners, it is an important
noise source during the approach phase. Unstructured grids greatly ease the mesh
generation process when airframe noise of complex geometries is of interest. The
DGM [1, 2, 6, 7, 11] provides a robust, high-order accurate discretization even on
this type of grid and offers excellent wave propagation characteristics. However,
the fidelity of the computed airframe noise field also depends on the fidelity of the
computed aeroacoustic source mechanism: the aforementioned transformation of
turbulent energy into acoustic energy at edges.

References [6, 11] investigate the reliability of the DGM to compute the acous-
tic response of various two-dimensional (2D) objects to incident vortical gusts.
An infinitely thin, flat plate and a non-lifting as well as a lifting airfoil served
as test objects, and the nonlinear Euler equations as well as the linearized Euler
equations were considered as governing equations. Results are in good or very
good agreement with semi-analytical and numerical reference data.

In the present work, TE noise of a semi-infinite, thin, flat plate is computed
with a DGM on an unstructured, triangular grid (2D). The APE [8, 9] are
employed as governing equations. To simplify matters, the flow has low Mach
number, and the turbulent source term of the APE is computed from a simple,
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analytical velocity field. DG-APE results are compared to theoretical solutions
and to FD computations.

The goal of this work was to figure out, how reliably the employed DGM
captures aeroacoustic noise generation at a TE.

2 Theory

2.1 Particularly Employed Form of APE

The APE [8, 9] for constant sound speed c0 read in matrix-vector notation:

∂U

∂t
+
∂F x

∂x
+
∂F y

∂y
− S = 0. (1)

In (1), t denotes time, and x and y are the two-dimensional Cartesian spatial
coordinates. U is the vector of unknowns and F x = AU and F y = BU are the
flux vectors with

U =

⎛
⎝ p

′

u′

v′

⎞
⎠ , A =

⎛
⎝u0 �0c

2
0 0

1
�0

u0 v0
0 0 0

⎞
⎠ , B =

⎛
⎝ v0 0 �0c

2
0

0 0 0
1
�0
u0 v0

⎞
⎠ , (2)

where p denotes pressure, � density, and u and v the x- and y-directed velocity
component, respectively. A prime marks unknown time- and space-dependent
perturbation variables, whereas an index 0 indicates time-averaged, i.e. steady,
mean flow quantities known in advance. The computations presented in this
article are based on a simple, spatially constant mean flow field, see section 3.1
for details.

S is the APE source vector. For vortex sound problems like airframe noise,
its first component can be assumed to be zero, and its second and third com-
ponent are given by the linear perturbed Lamb-vector [8, 9]. In 2D Cartesian
coordinates, the employed source vector thus reads

S = −

⎛
⎝ 0

−ω′
3 · v0 − ω30 · v′
ω′

3 · u0 + ω30 · u′

⎞
⎠ , (3)

where ω3 = ∂v
∂x − ∂u

∂y is the z-component of the vorticity vector.

2.2 Discretization of APE via DGM

The 2D computational domain is partitioned into non-overlapping triangular
elements E(m). The entries of the vectors U ,F x,F y, and S are approximated
by an expansion of type

f (m) ≈ f̃ (m) =
N∑

l=1

f̂
(m)
l (t) · Φ(m)

l (x, y) (4)
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in each element. As the approximation f̃ (m) is supposed to be a full 2D
polynomial of degree three in this work, the number N of expansion terms ac-
cording to the Pascal triangle is N = 10 [14]. The symbols f̂ (m)

l denote the
expansion coefficients and Φ(m)

l are given spatial shape functions. The overall
approximate solution Ũ may be discontinuous along the edges between neigh-
boring elements in the framework of the DGM. A detailed description of the
particularly employed DGM may be found in Ref. [2].

It was implemented in the programming language FORTRAN 90/95, using as
reference shape-functions Lagrange polynomials of degree three with standard
distribution of the so-called nodes [2, 14]. Consistently, time integration is per-
formed by a standard explicit fourth order Runge-Kutta scheme, and the overall
order of accuracy of the code is four, which was verified by convergence tests.

3 Computations

3.1 Test Setup

Dimensionless quantities were used. They were computed from dimensional
quantities, marked by superscript * or subscript ∞, like

t = t∗
c∞
L∗ , x =

x∗

L∗ , � =
�∗

�∞
, v =

v∗

c∞
, p =

p∗

�∞c2∞
, (5)

where x = [x, y]T is the coordinate vector and v = [u, v]T the velocity vector.
The dimensional reference quantities are a length of L∗ = 1 m as well as the
density and sound speed at infinity.

Actually, TE noise of an infinitely thin, flat plate with a finite length of
0.2 m was calculated. Conditions of a semi-infinite plate were emulated by the
fact, that the computational domain only comprised the plate’s rear part, see
figure 1.

To approximate low Mach number flow, the entries of the APE mean flow
matrices A and B were set to u0 = v0 = 0 and �0 = c0 = 1.

A simple, analytical, turbulent velocity field vt = [0, cos(αx − αvct)]T with
wave number α = 1571.0 and convection velocity vc = 0.05 was substituted for
the velocity perturbations of the source vector S from Eq. (3). This velocity
field is a simplified form of the synthetic turbulent velocity field as proposed
in the framework of the SNGR (Stochastic Noise Generation and Radiation)
method [3, 4], where it is calculated as the sum of some ten or hundred discrete,
random Fourier modes. Note, that vt is frozen and incompressible, ∇·vt = 0. The
source was computed in a single source patch with extension −0.036 ≤ x ≤ 0.036,
0.0 ≤ y ≤ 0.004 above the TE, see also figure 1. The final source vector S follows
from Eq. (3) by furthermore assuming u0 = vc �= 0, v0 = 0 and by introducing
additional weighting functions Wi:

S = −Wa(x) ·Wb(y) ·Wt(t) ·

⎛
⎝ 0

0
vc

∂vty

∂x

⎞
⎠ . (6)
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Fig. 1. Snapshot of pressure perturbations

p′ from DG-APE code on coarse triangular

grid.

grid

p ef
f

1 2 3

6.5E-07

7E-07

7.5E-07

DG
PIANO, damping 0.03
PIANO, damping 0.05
PIANO, damping 0.09

Fig. 2. Root mean square values of sound

pressure at (x, y) = (0, 0.08); grid numbers

1, 2 and 3 denote coarse, medium and fine

grid, respectively.

The weighting functions all ranged between zero and one. To reduce spurious
noise [3, 8],Wa(x) smoothly faded the source term in and out in x-direction, i.e.,
the direction of convection of vt. Wb(y) modeled the generic y-distribution of
the turbulent kinetic energy at the TE of a flat plate [3]. The source was faded
in temporally at the beginning of a computation by Wt(t) to attenuate spurious
steady contributions to the perturbation quantities in the source patch. Such
steady contributions actually do not cause any spurious noise, but they corrupt
contour plots.

Comparative computations were performed with DLR’s CAA1 code
PIANO2 [5], which employs the fourth order accurate Dispersion Relation Pre-
serving (DRP) FD scheme [12] for the spatial discretization. Artificial selective
damping (ASD) [13] damped spurious short waves. The standard fourth order
explicit Runge Kutta scheme was used for time integration in PIANO, too, just
like in the DG-APE code.

Tables 1 and 2 list important parameters of the block-structured PIANO grids
and of the unstructured, triangular DG grids. In both cases, there was a coarse,
a medium, and a fine mesh, and all meshes were refined in the source patch area.
The triangular grids cover a circular domain with radius r = 0.1 around the TE,
whereas the block-structured grid domains are squares with −0.1 ≤ x, y ≤ 0.1.

3.2 Results

Figure 1 shows a snapshot of the pressure perturbations computed with the DG-
APE code on the coarse grid. Small scale, large amplitude turbulent structures
1 Computational Aero Acoustics.
2 Perturbation Investigation of Aerodynamic Noise.
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Table 1. Parameters (dimensionless) of

block-structured grids; Δ denotes distance

between grid points; Δmin = Δxmin =

Δymin, and Δmax = Δxmax = Δymax

coarse medium fine

Δmin · 1000 0.12 0.08 0.06

Δmax · 1000 5.00 3.33 2.50

no. of pts. 161.102 355.810 630.872

Table 2. Parameters (dimensionless) of

unstructured grids; L denotes triangle edge

length, N = 10 is the number of shape

functions per element according to (4), and

E the overall number of elements.

coarse medium fine

Lmin · 1000 ≈ 0.500 ≈ 0.375 ≈ 0.300
Lmax · 1000 ≈ 13.33 ≈ 10.00 ≈ 8.00

N · E 94.600 174.880 268.720

are induced in the source patch, and sound waves are radiated from the TE. They
are perfectly symmetric (with opposite sign) along y = 0, although there is only
a source patch above the flat plate. Contour plots from the other computations
are very similar.

Figure 2 displays root mean square values p̃ of the sound pressure at receiving
point (x, y) = (0, 0.08) above the TE. Considering PIANO, the amplitude in-
creases when the ASD damping coefficient is reduced. The DG amplitudes exceed
those from PIANO, but the difference decreases towards finer grids. On the finest
grids, p̃ from DG exceeds p̃ from PIANO (damping 0.03) by about 7 % or 0.6 dB.
The amplitude differences between the various simulations do not develop on the
way of the sound waves from the TE to the receiving point (x, y) = (0, 0.08).
They are almost identical at e.g. a receiving point (x, y) = (0, 0.01) much closer
to the TE. Thus, they must be due to a different strength of the aeroacoustic
noise generation mechanism at the TE.

The exact solution very close to the TE can be calculated analytically. Since
v0 = 0, �0 = const, and lim

y→0
Wb(y) = 0, i.e., lim

y→0
S = 0, the APE transform into

the simple homogeneous acoustic wave equation, where the velocity potential Φ′

may be substituted for the pressure perturbations p′ yielding 1
c2
0

∂2Φ′
∂t2 −ΔΦ′ = 0.

This further reduces to the potential equation ΔΦ′ = 0 in the vicinity of edges.
The respective solution for a semi-infinite, thin, flat plate can thus be found via
conformal mapping:

Φ′ = r0.5 cos(γ/2), r �= 0, (7)

with r =
√
x2 + y2 and γ = 180◦ − θ, see figure 3 (top left). Finally, one can

calculate v′ = ∇Φ′, and e.g. end up with:

v′ = 0.5 r−1.5(y cos(γ/2) + x sin(γ/2)), r �= 0, (8)

as illustrated qualitatively in figure 3, too. Solution (8) is not defined at the TE,
i.e., at r = 0. Furthermore, if an observer, who is initially located right at the TE,
moves an infinitesimal distance into any direction, then v′ → ∞, except along
the surface of the plate, where v′ = 0. Also note that ∇·v′ = ∇·∇Φ′ = ΔΦ′ = 0,
i.e., theoretically no noise is generated right at the TE.

Figure 3 also shows snapshots of computational results for the v′ field at the
TE. The big shape on top of the respective pictures was induced by the source.
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Fig. 3. Solutions of v′ field in vicinity of flat plate trailing edge; top left: theory; top

right: PIANO with damping 0.05 on medium grid; bottom left: DG on coarse grid;

bottom right: DG on fine grid.
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Fig. 4. Sound pressure directivities along circle with dimensionless radius r = 0.08
around flat plate trailing edge using medium grids and damping 0.03 within PIANO.

The amplitude differences from figure 2 can be explained by way of figure 3 in
terms of the structure which developed around the TE. It was always stronger
in DG than in PIANO. Focusing on the DG solutions, its extension decreased
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the finer the grid (although its maximum amplitude increased). In the PIANO
computations, the structure grew with reduced damping and towards finer grids.
It may also be worth noting, that the DG solutions are closer to the difficult
theoretical solution at the TE than the PIANO results, because -like in theory-
the maximum occurred right at the TE in DG. It always occured somewhat
downstream in PIANO, though, where a coarser grid and increased damping
moved it further downstream.

Finally, figure 4 presents sound pressure directivities Γ (θ) = p̃(θ)
p̃(θ)max

. In spite
of the difficult situation right at the TE, there are hardly any differences between
the solutions from DG and PIANO. Furthermore, for a halved convection velocity
of vc = 0.025, the theoretically expected cardioid curve Γ (θ) = sin(θ/2) [10] is
met very well.

4 Conclusions

The employed DG scheme seems capable of capturing aeroacoustic noise
generation at the TE of a semi-infinite, thin, flat plate situated in low Mach
number flow: the computed sound pressure field looks very reasonable, and there
is excellent agreement of the sound pressure directivities from DG, FD, and the-
ory. But, on the other hand, the sound pressure amplitudes slightly differ among
the various computations. This is explained by the conditions very close to the
TE, where the computations deviate from each other and also from the tough
theoretical solution.

To judge the computed amplitudes, the exact solution for the whole domain
may be calculated via the respective tailored Green’s function. The influence of
a non-zero, non-uniform mean-flow velocity field may be another point of future
interest.
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Summary

To analyse the flow in natural geometries of central airways an interdisciplinary project
by medical and engineering partners has been created. The work presented summarises
necessary developments, preliminary investigations and new insights into the unsteady
flow with a focus on numerical fluid mechanics. The objective of the investigations
is the analysis and physical understanding of the dynamic flow in central airways,
which should later allow to improve artificial ventilation towards a more lung protective
approach than actual strategies.

1 Initial Situation and Objectives

The flow physics inside the central airways of human (and also animal) lungs up to this
point are unknown. Understanding the flow physics is imperative for artificial ventila-
tion, which is the only known life-sustaining therapy in case of an acute lung injury.
Since parameters used for ventilation are primarily based on empirical models, this
therapy is accompanied by serious side effects and high mortality of patients. Although
modern ventilation strategies have been adapted towards lung protection, e.g. by us-
ing lower tidal volumes and positive end-expiratory pressure to avoid lung collapse,
often the lung is seriously damaged or suffers from inflamation. In order that artificial
ventilation relies on physiology and physical phenomena a variety of interdisciplinary
projects funded by the German Research Foundation (DFG) have been launched. The
combined work of medical and engineering scientists in this framework is intended to
overcome serious side effects and reduce the limitations of artificial respiration, and
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therewith optimise the artificial respiration for the patient to ameliorate the present
dissatisfying clinical situation. Deepening the understanding of fluid and structural
physics and describing quantitatively the functional relevance of temporary and fixed
deformations will allow to develop protective ventilation strategies or at least to provide
an efficient parameter set based on observed physics. Numerical simulation enables the
physical analysis of variations in the complex system of patient and respirator, and the
integration of realistic models for uncaptured effects like lung impedance.

The aim of the authors’ project is the numerical prediction and evaluation of the
convective flow in dynamically changing geometries of the central airways. To achieve
this an automated workflow had to be developed, which allows to investigate the flow in
several different geometries and to extract the differences and functional relevance due
to geometry changes. The work presented here comprises a description of the develop-
ments required for the workflow and the analysis of influencing parameters as well as
of changing flow direction in steady geometries.

In the following the developed workflow and the geometries are described in
section 2. An overview of the numerical method and parameters for the simulations
is given in section 3. Thereafter the results of parameter variations and flow analysis are
presented in section 4 and discussed before conclusions and outlook.

2 Workflow and Configurations

Dynamic geometries of the central airways (human or animal) are gathered using
state-of-the-art radiologic imaging modalities, ranging from time-resolved Magnetic
resonance imaging (MRI) to Computed tomography (CT). Thereafter image segmenta-
tion algorithms employing extended adaptive region growing [1] are utilised to segment
the anatomic volume of the airways with as many bifurcation levels as possible. Depen-
dant on the image quality, the current method achieves up to five levels, whereas optical
inspection allows more levels. Based on the segmented voxels the bronchial surface is
generated by smoothing, refinement and magnification such that the anatomy is repre-
sented realistically. The segmentation procedure is integrated in a powerful graphical
environment, which directly allows parameter variations and optical inspection of the
segmented geometry w.r.t. the image stack. In the case of acquired dynamic data surface
displacements fields are generated between different temporal surface representations.
Finally, the surface skeleton is extracted and used to trim the surface axis-normal using
point and airway direction in order to generate planar end-faces for the application of
numerical boundary conditions. The surface representation and for dynamics the defor-
mation fields are the base for fluid-dynamical analysis over the entire respiration cycle.
Additional temporal surfaces required for the dynamic simulations due to the necessary
temporal resolution are calculated by interpolation between two successive displace-
ments fields. A sketch of the highly automated workflow is shown in figure 1.

The focus of the work presented is to examine the influence of several simulation
parameters in order to obtain a set of parameters adequate for a realistic prediction of
the flow. Therefore, the numerical experiments have been conducted using one timestep
(inspiration) of the dynamic dataset, which has been acquired by CT in a human lung
(depicted in figure 1).
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Fig. 1. Workflow realised for dynamic simulations.

3 Numerical Approach and Parameters

The flow prediction in dynamically changing natural geometries requires somehow the
adaption of the computational grid or domain. Since the deformations or geometry
changes in central airways can be of the same order as the diameter of the bronchi,
grid deformation algorithms are not suitable. On the other hand the regeneration of the
grid in each timestep and subsequent interpolation of the field values requires too much
resources. A method developed exactly for problems with natural changing geometries
is the Immersed Boundary method (IB) described by PESKIN for the first time [2].

The IB method together with a proper computational infrastructure has been imple-
mented in a variant of the in-house flow solver ELAN at TU Berlin [3]. The original
code employing the Finite-Volume method has been adapted for unstructured Cartesian
meshes with local refinement, which allows to use the advantages of the IB method
to full capacity. The validated implementation of Immersed Boundaries is based on a
variant of the “ghost-cell” approach with an immersed surface represented by triangles
[4]. For the parameter varying simulations in a steady geometry unstructured tetrahe-
dral grids with the commercial package StarCD are employed. This two-fold strategy
allows to use the advantages of both techniques as well as to validate the flow prediction
utilising immersed boundaries.

The spatial discretisation of the fluid region within the human lung geometry
involves 730 000 tetrahedrons or 6 200 000 hexahedrons for StarCD and the IB code,
respectively. The comparably higher resolution of the IB grid is due to the appropriate
resolution of small tubes at high bifurcation levels, which has not been considered for
the tetrahedral grid. Based on different assumptions three volume fluxes of 125, 243
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and 333 ml/s, three different shaped inlet profiles (block, laminar, double-peak) and
two different methods for distributing the flux fraction at the numerous outlet bound-
aries have been investigated in a steady geometry. On the one hand the volume flux on
the separated outlet faces has been distributed explicitly based on the fraction of the
total outlet area. On the other hand the distribution is realised implicitly with an ad-
ditional lung-shaped volume (cf. figure 2 top-left) and a pressure boundary condition
applied on its surface. In addition, the changing flow direction during the respiration
cycle has been modelled in a first step by a sinusoidal curve for the temporal volume
flux, whereas the average volume flux is prescribed by the steady ones. The varied
parameters are summarised in table 1.

Table 1. Varied Parameters.

volume flux inlet profile flux distribution
125 ml/s (calm) block area fraction (tree)
243 ml/s (normal) laminar volume with pressure-bc (lung)
333 ml/s (fast) double-peak

4 Results

The highest Reynolds number considered is prescribed with approx. Re =3155 for
fast breathing with a volume flux of 333 ml/s. All simulations performed up to this
Reynolds number revealed that the flow in the geometry investigated remains laminar,
such that no high-grade turbulence modelling is necessary. Although turbulent content
has been prescribed in the field and on the inlet, the turbulent kinetic energy reaches
near zero levels shortly behind the inlet. For this reason, fully turbulent and laminar
simulations with StarCD predicted an almost identical flow field.

In figure 2 the pressure coefficient and the vertical velocity component along a
volume line are summarised for a single parameter variation each with all other pa-
rameters fixed. The variation of the volume flux has obviously hardly any influence
to the normalised velocity field, but the pressure load in the lower airways increases
with increasing flux. The influence of the inlet profile used is only moderate with the
largest differences for the laminar profile due to the doubled velocity magnitude in the
bronchus centre compared to the constant profile.

To distribute the volume flux to the separated outlets based on the area fractions
means each outlet is applied by the same velocity magnitude directed towards the local
face normal. This approach represents a strong constraint to the velocity field, which has
to be avoided. A more realistic distribution has been determined by adding some large
volumes, those boundaries (insert in sketch of figure 2) in the steady case are applied
with zero pressure boundary conditions. In this way differences in particular fractions
of ±40% are observed, which results in an increased pressure load for the more realistic
lung model (figure 2 right).
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Fig. 2. Pressure coefficient Cp and vertical velocity W/Ub in a volume line (sketch) with varying
volume flux (left), inlet profile (middle) and flux distribution (right); additional volumes required
for modelling the volume flux distribution (insert in sketch);

Fig. 3. Velocity profiles for several stages of an oscillatory flow in steady (top) and dynamically
deformed geometry (bottom) behind first bifurcation.

As a result of the unsteady simulation for the flow with sinusoidally changing
direction velocity profiles are predicted with a double-peak shape (projected to a plane),
which have been measured previously [5]. These profiles, exemplarily depicted in
figure 3 (top), are significantly different to the results obtained for the steady case, and
therefore emphasise the importance of unsteady and even more dynamic simulations. A
generic double-peak shaped velocity profile has also been used as inlet profile in order
to refine the boundary conditions in steady case, but with moderate success (cf. figure 2
middle).

Right from the simulations in steady geometries the understanding of the flow
topology is deepened. Irrespective of the configuration investigated or parameters used,
the simulations predict counter-rotating vortex rolls (Dean vortices). The effect of these
rotating structures has been interpreted as a natural “wash-out” of the central airways
(figure 4). In addition the laminar character of the flow observed seems to be conserved
by these vortex rolls. A hypothesis for the interpretation in the medical sense is that
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Fig. 4. Counter-rotating vortex rolls represented by iso-surfaces of positive (light) and negative
(dark) helicity: overview (left), first bifurcation (middle), further bifurcations (right).

any disturbance of these vortical structures affects the self-purification of the airways.
Therefore it might be an important component for temporal or chronical obstructions.

The unsteady simulations with sinusoidally varied flux showed, that although the he-
licity magnitude of the vortex rolls changes also sinusoidally, the rotational direction of
each single structure is conserved. This observation is consistent with the principle of
angular momentum conservation in fluid mechanics. Furthermore, the unsteady simu-
lations revealed the absence of perceptible separation regions with respect to the flow
direction throughout the entire respiration period as often observed in two-dimensional
(numerical) experiments, e.g. [6].

In the framework of an unsteady flow simulation with dynamically changing
geometry, the enlargement of the computational domain by an additional lung volume
is unsuitable. Thus, a calibration method for the unsteady distribution of the volume
fluxes has been established. Therefore, a steady geometry of the bronchial tree has been
connected to the lung volume sketched in figure 2, a slip condition is applied to the
volume boundaries and these are translated sinusoidally towards the local normal di-
rection in order to achieve an unsteady flux in the central airways. During the unsteady
simulation the temporal volume flux at each of the boundaries (“inlet” and “outlet”) is
recorded and finally used as prescribed flux for the dynamic simulations without the
lung volumes. The flux fraction could possibly be adapted by correction factors taking
into account the dynamically changing surface, which has not been tested so far.

First results of preliminary tests of the newly implemented Immersed Boundary
method show that the flow quantities and fluxes follow the segmented geometry [4],
although the spatial discretisation is similar to a stepwise approximation (figure 5 a,b).
This behaviour could be achieved by the combination of IB and the flux-based Finite
Volume method [3]. Especially for the dynamic simulations this approach is best suited.
A quantitative comparison between the commercial StarCD and the in-house IB code is
given in figure 5 c for the volume line already used in figure 2. The results demonstrate
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Fig. 5. Results of steady simulation with the developed Immersed Boundary code.

acceptable agreement, whereas the differences are attributed to the considerably higher
resolution in the IB grid, as well as to slightly different numerics and outflow boundary
conditions.

In a next step the oscillatory flow was investigated in a sinusoidally varied
geometry with constant generic deformations towards the surface normals. The physics
of this flow has not been examined in all details, but the velocity profiles predicted
tend to flatten under expiration compared to the flow in a steady geometry, whereas the
peaks are strengthened in inspiration (cf. figure 3). In addition, the global unsteady flow
topology differs only slightly compared to that in a steady geometry, but some local
flow features are strongly affected.

5 Conclusion and Outlook

Steady, unsteady and dynamic flow simulations have been performed successfully in
natural geometries of central human airways. To enable the simulation in dynamically
changing geometries an automated workflow has been established, which allows to in-
vestigate different pathologic lung diseases in series. Important parameters of influence
have been identified using steady simulations, such that a volume flux appropriate for
tidal breathing, a laminar inlet profile and calibrated flux fractions can now be used as
reasonable boundary conditions. The results of the unsteady, oscillatory flow reveal the
necessity of the dynamic simulation, and the methods utilised can cover these simula-
tions in dynamic geometries. So far generic deformations were applied, thus the affect
of dynamically changing geometry on the flow physics can not be concluded yet.

The methods developed are currently applied to dynamic geometries acquired
during artificial ventilation of porcine airways. The results will allow to demonstrate the
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concept and to investigate the influence of natural geometry changes. Although,
workflow and IB code reached a robust state, continuous improvement is conducted
in order to account for further physiological effects, e.g. lung impedance.
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Summary 

Computational Fluid Dynamics (CFD) and experimental investigations on a generic 
model of the trachea have been carried out focusing on the impact of an endotracheal 
tube (ETT) on the resulting flow regime. It could be shown that detailed modelling of 
the airway management devices is essential for proper flow prediction, but secondary 
details as Murphy Eyes can be neglected. Models with bending and connector 
promote the formation of stronger secondary flows and disturbances which persist for 
a longer time. 

1   Introduction 

Since a large number of patients admitted to the intensive care unit require artificial 
ventilation support, it is essential to improve the understanding of the ventilation and 
oxygenation mechanisms in the human respiratory system. Of major interest is also 
the understanding of the impact of airway management devices, as e.g. endotracheal 
tubes, and different protective ventilation strategies on the governing flow regime in 
the central airways. 

For patients suffering from adult respiratory distress syndrome (ARDS), acute lung 
injury or, at the worst, from acute lung failure, mechanical ventilation is the 
fundamental life saving therapy but even after years of practical experience and 
research the mortality rate is still high. This is related to inspiratory lung epithelia 
overstretching and repeated collapse and re-expansion of alveoli, which results in 
adverse shear forces. These shear forces tend to aggravate the aetiopathology, finally 
leading to ventilator associated lung injury (VALI). 

Protective ventilation strategies aim at sufficient gas exchange and oxygenation 
while reducing ventilation associated injuries. A promising lung protective ventilation 
strategy is the “High Frequency Oscillation Ventilation (HFOV)” which is 
investigated numerically and experimentally within the framework of an 
interdisciplinary research project focusing on protective artificial ventilation. The 
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main objective of the research group, consisting of physicians, physicists, and 
engineers of the University Hospital Mainz and the DLR Göttingen is the 
optimisation of the protective HFOV. Therefore it is necessary to investigate and to 
understand the complex gas transport mechanisms in the lung and, furthermore, to 
identify the governing influencing parameters, and finally to optimise the boundary 
conditions and the settings of the HFOV. A set-up has been developed which allows 
for numerical and experimental cross-validation and for stepwise increase in 
complexity of the investigated upper central airways models. This paper focuses on 
the impact of the modelling of endotracheal tubes on the resulting flow field in a 
generic model of the trachea, as ETTs are an important influencing parameter in 
artificial ventilation. 

2   Experimental and Numerical Setup 

The effect of artificial ventilation in general and HFOV in particular on the air flow in 
the central human airways is investigated, using simulation and measurement 
techniques commonly associated with aeronautical engineering together with medical 
imaging and reconstruction techniques. Based on medical computer tomography (CT) 
imaging and reconstruction algorithms numerical CFD simulations are conducted 
using the unstructured incompressible DLR code THETA. Special emphasis is placed 
on the analysis of the governing transport mechanisms during steady and unsteady 
flow through the upper central airways. Experimental investigations with non-
invasive measurement techniques (i.e. Particle Image Velocimetry, Laser Doppler 
Anemometry, and magnetic resonance -MR- based velocity measurements) are 
conducted using similar geometries/models with regard to the CFD simulations. In a 
first step, numerical simulations and experimental investigations of simple generic 
models of the trachea and the first bifurcation have been carried out. Furthermore, 
investigations on the effect of different gas species and their mixture on the air flow, 
as well as on the effect of an endotracheal tube on the governing flow regime have 
been undertaken. Finally, numerical simulations of steady state flow through a model 
of the upper central airways have also been conducted. 

2.1   Generic Model of the Trachea and the First Bifurcation 

Results presented in this paper have been obtained with a simplified model of the 
trachea and the first lung bifurcation. The model consists of a long straight tube, a 
detachable symmetric (α=30/30°) or asymmetric (α=25/45°) bifurcation with an inlet-
to-outlet area ratio of ½ with two short tube endings. The set-up can be either 
connected to a closed loop steady blowing ventilator system or to the oscillatory HFV 
apparatus with additionally attached elastic endings (balloons). The tubes as well as 
the bifurcations and all connectors are made from Plexiglas® to allow for the 
application of non-invasive optical measurement techniques. For connecting the 
ventilation systems to the long straight pipe, a 9 mm endotracheal tube with cuff is 
used. The generic trachea is based on a pipe with a diameter of 20 mm which has 
been cut into two halves and which has been extended in cross stream direction by a 
flat 10 mm top and bottom plate. These two parallel plates reduce the diffusive 
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reflections which usually appear in pipes where optical measurement techniques are 
applied. Details of the model geometry are illustrated in Figure 3. 

2.2   Numerical Methods: DLR THETA Code 

The numerical simulations have been carried out using the 3D-DLR-CFD code 
THETA which solves the Reynolds averaged incompressible Navier-Stokes equations 
[4]. For steady simulations, the SIMPLE method and for time resolved simulations, 
the Projection method for the pressure velocity coupling was applied. For the 
momentum and the turbulence equation solver the quadratic upstream difference 
scheme (QUDS) was used. For additional convergence acceleration, a V3 multi grid 
cycle was applied for solving the Poisson equation together with a least square 
gradient reconstruction algorithm. Furthermore, the domain decomposition approach 
was used for efficient parallel computing. In terms of turbulence modelling, the 
standard k-ω (low Reynolds) turbulence model with near wall resolution and optional 
wall function treatment has been applied. Simulations are carried out on fully 
unstructured tetrahedral grids or on hybrid grids consisting of pseudo-structured prism 
layers in the vicinity of solid walls and unstructured tetrahedral cells in the remaining 
domain. The application of thin, in main flow direction stretched prism cells, allows 
for a finer resolution of boundary layers and thus for improved gradient evaluation at 
a reduced number of nodes. 

3   Endotracheal Tube and Its Impact on the Flow Field 

The concept of lung protective HFOV is based on the limitation of the inspiratory 
pressure and the reduction of the tidal volume by applying a continuously high mean 
airway pressure and superimposing a high frequency pressure oscillation (up to 15 
Hz) with low tidal volume application in the order of the lung’s anatomical dead 
space. As many research groups ([1], [2], [5], [7]) have ascertained, the gas transport 
under HFOV is highly complex, not well understood, and superposed of different 
transport mechanisms (i.e. convection, diffusion, Taylor dispersion). The governing 
flow is mostly laminar but, for higher frequencies, also turbulent flow regimes, 
especially in the vicinity of bifurcations and the ETT, are observed. 

Numerical simulations with the THETA code of a constant flow in a 3rd generation 
lung model revealed a highly complex flow field dominated by secondary flow 
phenomena and vortical structures at the bifurcations (see Figure 1). Experimental 
data from HFOV animal experiments and experiments focusing on the flow field in a 
generic trachea with endotracheal tube in the magnetic resonance tomograph in Mainz 
(see Figure 2), as well as results from other research groups ([3], [6]) revealed that the 
endotracheal tube has a strong impact on the predicted flow field. One major reason 
for this is the ETT induced change in cross section area. Due to different length scales 
and change in the total cross section area in the airways including the airway 
management devices (tube, connector, etc.), the Reynolds number varies from below 
1000 in the upper central airways and in the airways deeper down to 4000, or even 
higher, in the endotracheal tube (for physiological gas, e.g. air, but even higher for 
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Fig. 1. Isosurfaces of normalised helicity (left) and vortical structures (right) of the constant 
flow in a 3rd generation lung model 
 

 

Fig. 2. Comparison of numerical, experimental and analytical data of the flow in a generic 
trachea with 9 mm ETT (Gas: He/N2 and C3HF7) 

dense medical gases, e.g. Solkane®). In addition, vortical structures develop at 
discontinuous changes in cross section area or at rough edges, i.e. at the connector or the 
Murphy eye of the tube. At increased Reynolds numbers, disturbances formed at 
discontinuous area alterations and a free shear layer developing at the outlet of the ETT 
(free stream jet) may alter the generally in airways expected laminar flow towards 
turbulence. Finally, secondary flow structures develop as a result from the tube bending in 
accordance with the Dean number. In the following subsections, at first, experimental data 
of the flow in a generic trachea is compared to CFD simulations. Secondly, the impact of a 
9 mm endotracheal tube model geometry on the flow field is investigated. 

3.1   Comparison of Experimental and Numerical Results 

Figure 2 shows two comparisons of experimental magnetic resonance (MR) based 
velocity measurements in a generic trachea using two gases with different properties 
(helium and C3HF7 - Solkane®) with corresponding CFD simulations. The velocity 
was measured approx. 50 diameters downstream of the inlet, where the flow could be 
assumed to be fully developed. For the helium case, the bulk inlet velocity was 
adjusted for a mean tracheal Reynolds number, based on the mean pipe velocity, of 
1500, resulting in a maximal Reynolds number of 3330 in the endotracheal tube, 
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whereas for the second (C3HF7) set-up, the mean tracheal Reynolds number was 
adjusted to approx. 8000. Since no ETT was used for the second set-up, there was no 
region with a higher Reynolds number. The experimental and numerical geometry 
used was identical for the second case, but for the first set-up, the geometry differed 
slightly since in the CFD simulations the inflow consisted only of a rudimentary 
modelled tube, i.e. only the straight ending and not the complete 90° bending of the 
tube was shaped. 

In general, the experimental and numerical results agree well in the side band of 
the velocity profiles but show differences in the centre axis area of the flow. For both, 
the low and the high Reynolds number case, the experimental data show an 
unexpected plateau instead of a properly developed peak velocity. The velocity 
profile of the higher Reynolds number set-up is shown in a non-dimensional plot with 
an additional analytical velocity distribution derived from the “1/6 power law” 

( )1 6
u U 1 r R= − . The power law gives a good approximation of a turbulent pipe flow 
velocity profile with limitations in the near wall and centre line region. Comparing the 
analytical with the experimental data it becomes apparent that the MR based velocity 
encoding technique seems to cut off the peak velocities while gaining good results in 
the high gradient boundary region. As most recent results revealed, this phenomenon 
only appears at low mean flow velocities (less than 1.5 m/s) and is most likely related 
to necessary signal averaging and smoothing during evaluation as a result of signal 
inconsistency in the centre of the MR coil. The slight variations in the area with 
strong gradients are mostly related to a coarse resolution of the experimental data 
(voxel size ~(2 mm)³, Figure 2) in comparison to CFD (cell size ~(0.5 mm)³). 
Furthermore, there is a small but noticeable deviation with respect to the velocity 
profile (slightly stronger curvature into positive y direction). This might be a result of 
the simplified tube geometry which prevents the development of secondary flows as 
induced by the 90° tube bending. 

3.2   Impact of Tube Model Geometry on the Resulting Flow Field 

As a result of the latter finding, various numerical simulations have been carried out, 
focusing on the impact of the tube model geometry, respectively the level of detail, on the 
resulting flow field. Figure 3 illustrates the investigated geometries ranging from a simple 
straight tube ending, over a tube with bending, and finally a tube with bending and 
connector. Besides, the effect of the so-called Murphy Eye, which is a hole in the side wall 
of the tube close to the exit, was investigated. 

90° bending: 

Ø: 9 mm 

L: 35 cm (for both cases)

Ø
: 1

1 
m

m
 

Ø
: 1

5 
m

m
 

Tube 

Ø
: 9

 m
m

 

Connector 

15 mm 25 mm 

10 mm 

R 10 mm 

 

Fig. 3. Geometries: straight tube ending (left), tube with bending and Murphy eye (middle), and 
tube with bending and connector (right) 
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Prior to the numerical investigation, a grid convergence study for the case with 
connector had been conducted. Different resolutions and grid topologies (unstructured 
and hybrid meshes with varying number of prism layers) had been compared in terms 
of convergence history and solution independency. The best compromise in terms of 
grid size and solution quality was chosen. All grids have a similar hybrid grid 
topology and the cases with bending consist of approx. 2.6 to 3.4 million nodes 
(with/without connector and/or Murphy eye). The single tube ending mesh consists of 
only 2.1 million nodes. The first cell height was adjusted to a y+ value of unity. For a 
better near wall resolution and gradient evaluation, 10 prism layers were used. Bulk 
velocity profiles adjusted with respect to a constant volume flow rate have been 
applied at the inlets. Turbulence quantities have been set to default values for all cases 
(turb. intensity=1%, turb. length scale=0.01m). 

Figure 4 depicts the results of the CFD simulations using the “standard k-ω” 
turbulence model in terms of produced turbulent kinetic energy and by visualising 
isosurfaces of swirl ( ) ( )U Uω ρ ⋅h for a constant value of “s=-300”. The swirl 
 

  

Fig. 4. Comparison of CFD data: distribution of turbulent kinetic energy (upper row) and 
isosurface visualisation of swirl (lower row) 

visualisation can be interpreted as a visualisation of the three-dimensionality of the 
flow. The higher the value or the higher the amount of isosurfaces, the stronger the 
helical/rotational motions of the flow (velocity vector parallel to vorticity vector). It is 
obvious that the simple straight tube ending does not produce so many strong 
secondary flow structures in contrast to the bended tubes. The visible small amount of 
swirl is related to a jet flow regime at the outlet of the straight ETT ending. 
Comparison of both cases with bending reveals only slight differences in swirl and 
turbulent kinetic energy distribution. As expected, the discontinuous change in cross 
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Fig. 5. Velocity profile comparison: model with/without connector in a horizontal and vertical 
cut plane at different positions behind ETT 

section area seems to result in production of more turbulent kinetic energy. Figure 5 
compares the resulting velocity profiles at different distances downstream of the tube 
in a horizontal (right) and a vertical (left) cut plane. The model with connector leads, 
in vertical direction, to a more asymmetrical velocity distribution in comparison to the 
model without connector, at least close to the ETT. Further downstream, both cases 
show similar profiles with a peak shifted slightly away from the centre line for the 
case with connector in the vertical plane. An explanation for this may be the 
generation of stronger vortical structures which decay slower for the case with 
connector. 

Not shown is the impact of the Murphy Eye on the flow field, which is almost 
negligible. The strongest effect can be observed in the vicinity of the “eye” where a 
local re-circulation area develops with a slight effect on the jet formation at the main 
outlet of the tube. Therefore, it can be concluded from the steady numerical flow 
through simulations that for high quality calculations it is indispensable to model the 
bending of the endotracheal tube. The difference between the geometry with and 
without connector is smaller but the set-up with connector seems to generate more 
and stronger disturbances which persist for a longer time. 20 tracheal diameter 
downstream of the tube are most of the disturbances decayed and only the case with 
connector still shows a slight distortion of the flow field, which can also be seen, in 
general, in the most recent experimental kMRT (contrast gas MRT) data. Since the 
difference in mesh point numbers is almost negligible, it is recommended to use the 
detailed geometry model with connector. 

4   Conclusion 

Numerical and experimental investigations of the impact of endotracheal tubes on the 
flow revealed that endotracheal tubes have an important impact within the trachea and 
accordingly in the central airways of the lung. A numerical parametric study on the 
effect of the tube’s level of detail on the resulting flow regime showed that it is 
necessary to model not only the tube ending but also the bending which is essential 
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for the development of secondary flows. A symmetrical flow regime 20 diameters 
downstream of the tube was achieved with a fully resolved tube with bending, 
whereas the tube with bending and connector generates stronger vortical structures 
resulting in a slightly asymmetric velocity field. A final validation with further 
experimental data and additional DNS is due to come. 

Further numerical and experimental investigations focusing on more complex 
configurations, using a 4th generation cast model, are in preparation. 
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Summary

The flow in a real human nose is numerically simulated at steady inspiration and
expiration. The analysis uses a Lattice Boltzmann method (LBM) which is particularly
suited for flows in extremely intricate geometries. The nasal geometry is extracted from
computer tomography (CT) data using a so-called reconstruction pipeline. Thus, for any
nose the surface geometry can be defined and a numerical mesh can be generated. The
focus of this investigation is on the analysis of the flow field at steady inspiration and
expiration with respect to secondary flow structures. It is evidenced that strong vortical
structures appear near the throat at inspiration forming a pair of counter-rotating vor-
tices which disappear at expiration. Overall, at exhalation less vorticity is generated in
the flow than at inhalation.

1 Introduction

The human nose is a complex respiratory organ and serves for tempering, moistening,
and cleaning of respired air. The study of nasal flow plays an important role in medicine
and biomedical engineering. Major fields of investigation in otorhinolaryngology are
correlations between breathing comfort and nasal geometry, aerosolized drug delivery,
and olfactory mechanisms [18, 19]. The fundamental understanding of the impact of
the geometry of the nasal cavity on the flow field is important for a successful nose
surgery [1]. Up to now surgical modifications are primarily based on simple empirical
values. Due to the high geometric intricacy of the nasal cavity, there is still a consid-
erable amount of uncertainty concerning the details of the flow field. Numerical and
experimental results for realistic models are rare and certain phenomena cannot be re-
produced with simplified geometries.

Consequently, the objective of this study is the detailed simulation of nasal flow
in a realistic geometry. Therefore, the nasal geometry is reconstructed from magnetic-
resonance imaging (MRI) or computer tomography (CT) data and the respiratory flow
field is simulated via a Lattice-Boltzmann method (LBM) [3]. Unlike former numer-
ical and experimental investigations [6, 7, 11, 12, 13, 14], in which a simplified nose
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geometry was used, the present method can be efficiently applied to variable, realistic
airway geometries. This is essential for the development of computer assisted surgery.
Since the LBM is capable to capture small scale features of a nasal cavity flow the
results serve to fundamentally understand respiratory mechanisms.

In this work the nasal flow has been simulated at steady inspiration and expiration.
The obtained velocity distributions are illustrated in streamline patterns and coronal
cross sections showing the strongly asymmetric geometry to cause a complex flow
structure to develop. Furthermore, particular characteristics for each respiratory phase
are evidenced.

In the following sections, first the reconstruction of the nose geometry and the
numerical method are briefly described. Then, the results for steady inspiration and
expiration are discussed and finally, some conclusions are drawn.

2 Geometry Reconstruction

To generate the mesh, a stereo-lithography (STL) model of the nasal cavity has to be
reconstructed from CT or MRI data. In the following, the reconstruction procedure ap-
plied for CT data is described in detail. The first step consists of a preprocessing of the
provided image data, which is necessary for an easier extraction of the region of interest
(ROI), i.e., the nasal cavity. To highlight the boundaries of the nasal cavity surface, a 3
by 3 convolution filter is applied, which increases the sharpness of the image.

Then, bounding planes are inserted at the nostrils and the throat to prevent the seg-
mentation algorithm to reach into the mouth, lungs and outer cranium volume. The
segmentation is performed using seeded region growing as described in [2]. This algo-
rithm recursively selects neighboring voxels to determine the ROI using an upper and a
lower threshold defining an interval in Hounsfield space. That is, the air is represented
by an interval in the lower region of the Hounsfield scale. The output is a binary three-
dimensional image which serves as input to the Marching Cubes algorithm presented in
[15]. This algorithm generates the associated triangle surface in the surface reconstruc-
tion step based on bilinear interpolation and a triangle look-up table. Unfortunately,
this representation is not smooth enough and contains aliasing effects due to the cubic
structure of the constituting voxels of the ROI. Therefore, the surface is smoothed using
Laplacian [16] or windowed sinc function smoothing [17], where the former applies
a smoothing kernel based on the weighted sum of the neighborhood distance for each
surface vertex and the latter applies a transfer function to the discrete Fourier space
of the graph signal. Both algorithms were tested and evaluated by an error measure-
ment. While the Laplacian smoother shrinked the surface and therefore continuously
increased the error in each iteration, the windowed sinc-function smoother avoided such
a behavior, which is why the latter was preferred.

The resulting STL surface data depicted in Fig. 1 is the basis to generate the compu-
tational grid by an in-house automatic Cartesian-grid generator, which is described in
detail in [10]. Generating a computational mesh with a typical resolution of 5 million
cells takes only several minutes on a standard PC. The complete conversion from raw
CT data to a Cartesian grid is performed in less than one hour. Compared to standard
approaches the convenient geometry processing is a clear benefit of the present method.
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Fig. 1. STL-surface data; the white lines indicate the position of the cross sections shown in
Figs. 2 and 3.

3 The Lattice-Boltzmann Method

Next, a brief description of the Lattice-Boltzmann Method (LBM) using the
BHATNAGAR, GROSS AND KROOK (BGK) [4] approximation will be given. A de-
tailed derivation of the LBM and an extensive discussion can be found in [3]. The BGK
approximation uses a simplified collision term for the Boltzmann equation leading to
the so-called BGK equation without external forcing

∂f

∂t
+ ξi · ∂f

∂xi
= ω(feq − f) . (1)

The quantitiy ω represents the collision frequency, feq is the Maxwell equilibrium
distribution function, f is the particle distribution function, and ξi is the i-th com-
ponent of the molecular velocity vector. That is, the left-hand side of Eq. 1 contains
the temporal change and the propagation term, whereas the right-hand side describes
molecular collisions. The corresponding algorithm is based on the iterative computa-
tion of propagation and collision processes for each cell of the computational grid and
is highly adapted for parallelization. Another advantage of the LBM algorithm is its
efficient boundary treatment for fixed walls. The macroscopic flow variables are deter-
mined by summation over the base moments of the distribution function f . The stan-
dard LBM describes weakly compressible flows and it has been shown in the literature
[9] that the LBM solves indeed the Navier-Stokes equations. All results presented in
this study were obtained by the incompressible lattice-BGK (LBGK) method. This nu-
merical scheme has been applied recently to a simplified model of the human nasal
cavity [7] and the results showed to be in good agreement with those obtained from a
Finite-Volume method. More details on the numerical approach can be found in [8].
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Fig. 2. Streamlines for the right nasal cavity; inspiration (top), expiration (bottom).

4 Results

It has been shown in a sequel of papers by I. HÖRSCHLER ET AL. [11, 12, 13, 14]
that the flow in a nasal cavity can be assumed laminar and steady. The present work
focuses on the comparison of the steady flow field at inspiration and expiration. Based
on the findings in [11] the simulations were performed without any turbulence model.
To investigate the structure of the flow field in a real nasal cavity, first simulations were
conducted for the geometry shown in Fig. 1.

At the inlet cross section the velocity and the pressure distribution are prescribed,
whereas a zero-gradient formulation of the macroscopic flow variables is implemented
for the outlet. The boundary conditions are prescribed such that a constant flow rate
of 96 ml/s for inspiration and expiration, i.e. a Reynolds number of Re = 600 based
on the hydraulic diameter of the throat, is achieved. The no-slip boundary condition at
solid walls is implemented by an interpolated bounce-back scheme [5]. The simulation



Numerical Simulation of Nasal Cavity Flow Based on a Lattice-Boltzmann Method 517

Fig. 3. Velocity distributions in three coronal cross sections; inspiration (left), expiration (right);
the velocity magnitude is given by the color and the vectors evidence the velocity distribution in
the respective cross section.

for inspiration and expiration has been performed on a mesh consisting of 5 million
cells and each computation took approximately 5 hours running on 32 Power6 SMT
processors with 4.7 GHz.

The three-dimensional character of the flow field is evidenced by the streamlines
for the right nasal cavity (dorsal view) presented in Fig. 2. Although both flow fields
have similar main pathways, several differences are apparent. At inspiration the ve-
locity increases, since the turbinates form a converging inner cavity. Moreover, these
turbinates divide the flow into a multiple-channel geometry with several nozzle-like
channels above the inferior turbinate which enhance the velocity maxima denoted by
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red streamlines. Downstream of the septum the decomposed flow merges again causing
strong vortical structures to develop.

At expiration the air flows from the throat over the turbinates towards the nostrils.
The flow reaches further into the forehead region than at inspiration. A recirculation
region is formed above the nostrils and hardly any vortical structures are observed near
the throat. Note, however, that the flow field in the throat is strongly determined by the
imposed boundary condition.

To gain insight into the secondary flow structures in the region between the turbinates
and the throat, three cross sections (a,b,c) were defined in Fig. 1. The corresponding ve-
locity distributions for steady inspiration and expiration are depicted in Fig. 3. At inspi-
ration one observes a pronounced asymmetric flow downstream of the septum forming
a pair of counter-rotating vortices. This flow structure is initiated by a vertically de-
flected mass coming from the upper regions. These jets are guided along the outer wall
and impinge upon each other on the bottom of the throat. The observed flow structures
are likely to be essential for moistening and cleaning inhaled air. During expiration
the flow near the throat has bearly any velocity components perpendicular to the main-
stream direction. Nevertheless, two counter-rotating vortices form in the upper region
of the geometry just upstream of the turbinates.

These results evidence the highly intricate flow structure in a nasal cavity. In
agreement with studies for a simplified nose model [13, 14] it can be concluded that
the flow field at expiration possesses less vorticity than that at inspiration.

5 Conclusions

A realistic geometry of a human nasal cavity has been reproduced from tomography
data and the flow field has been numerically simulated using an LBGK algorithm. This
method has been proven to be an efficient tool to simulate flows through highly intricate
geometries and it possesses a structure being well suited for massively parallel simu-
lations due to its good parallel scalability. Another interesting feature of the applied
numerical method is the automated grid generation for arbitrary geometries.

The flow field has been analyzed at steady inspiration and expiration for a constant
flow rate of 96 ml/s. The visualization has evidenced the intricate three-dimensional
character of the flow field. At inspiration strong vortical structures have been observed
resulting in counter-rotating vortices along the throat. At expiration a recirculation re-
gion has occured near the nostrils, whereas the flow in the throat has been characterized
by only a slight vortical flow.

The complete process of CT-data acquisition, geometry reconstruction, and numeri-
cal flow simulation can be performed in one day for one patient. Thus, the application of
the presented method for computer assisted surgery will be feasible in the near future.
By means of a virtual reality environment a surgeon will gain insight into the complete
three-dimensional geometry of the nasal cavity. Furthermore, the flow field simulation
will show regions of separations, high shear, etc. In a second step the consequences
of surgical modifications could be analyzed with respect to fluid dynamic criteria such
that it might be possible to determine a clearly improved shape of certain regions of the
nasal cavity with respect to, e.g., inhalation and exhalation requirements.
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[13] Hörschler, I., Schröder, W., Meinke, M.: Numerical Analysis of the Impact of the Nose
Geometry on the Flow Structure. Part I: Septum spurs. Computational Fluid Dynamics
JOURNAL 16(2), 219–234 (2008)
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Summary

The human nose is a very complex organ. The main airways together with a multiplicity
of nasal cavities and sinuses are involved in the various functions of the nose. It warms
and humidifies the inspired air, filters out small particles and supports the olfaction
process by transporting odor-bearing particles to the muscous membranes. The flow
simulations presented in this paper are based on the geometry of a real human nose.
Based on a series of CT images, a body-fitted, hybrid numerical grid was built up. The
DLR THETA code is used to simulate the unsteady flow inside the nose. The transport
of a marker gas is simulated to visualise the entrainment of air from the sinuses to the
inspired air.

1 Introduction

The analysis of fluid mechanical phenomena is a key for a better understanding of
many complex biological processes. Especially in the field of respiration, numerical
simulations of fluid flows has become a valuable tool for the study and explanation
of complex physical and biological processes. While simplified simulation models are
often used in the past, high resolution computer tomography (CT) in connection with
modern reconstruction algorithms allow the setup of very complex grids for advanced
numerical simulations.

Two different concepts are proposed for numerical fluid simulations in highly com-
plex geometries: cartesian grids and unstructured body fitted grids. The former approach
allows a very simple and efficient numerical method in the inner flow regime [1]. How-
ever, the boundary treatment is complicated and may affect the overall accuracy of the
simulation. The second approach requires a more elaborate numerical scheme for the
inner part of the simulation domain, but allows a simpler implementation of the bound-
ary conditions.

With the use of the DLR THETA code, which is an extension of the TAU code for
low Mach number flows, we choose the body-fitted approach for the studies in the
present paper. The simulation of the flow in a human nose is an excellent example for
evaluating the accuracy and the performance of our simulation tools. Besides the quality
of the initial grid, the adaptation of the grid is essential for an accuracte and efficient
numerical solution on unstructured, hybrid grids.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 521–528.
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From the physical point of view, we are interested in the temporal behaviour of the
flow. The Reynolds numbers of typical flows through the nose are in a transition range
and both, steady and unsteady results are possible. The role of the fluid in the paranasal
sinuses is not well known. Although these cavities may not be important for the main
flow, we are interested in the mass exchange between the meatuses and the adjacent
paranasal sinuses.

2 Numerical Method

We use the DLR THETA code for solving the incompressible Navier-Stokes equations.
This code is a finite volume method based on the well known DLR-TAU code. The
dual grid approach is applied to unstructured, hybrid grids and all variables are stored
at the same location (colocated or non-staggered approach). An efficient coupling of
the velocity and the pressure fields is ensured by the projection method or the SIMPLE
alogorithm. The well-known chequerboard instability of the pressure is eliminated by
a 4th order stabilisation term, which is added to the left and the right hand side of the
Poisson equation.

The discretisation of the convective terms is done using upwind methods of 1st or 3rd
order as well as central 2nd order schemes. A 2nd order implicit time integration scheme
allows stable simulations even for large time-steps. A matrix-free formulation is used
for solving the linear equations. This formulation reduces considerable the memory
requirements of the code. The multi grid method ensures efficient solutions of the linear
equations even on fine grids. More details of the numerical method and its validation
can be found in [3] The domain decomposition is used as a parallelisation concept. The
parallel efficiency is high on desctop computers with only a few cpus as well as on
massive parallel systems with hundreds of cpus.

3 Results

3.1 Grid Generation and Adaptation

In this study, we start from a high fidelity CFD mesh of the complete nasal cavity
based on a set of CT images. The surface mesh was generated by a tool which uses
the following techniques: blurring, edge detection, thresholding, advancing front and
marching cube method, non-shrinking smoothing and polygon reduction methods [2].
Once the surface grid is built, we used the grid generator NETGEN to generate the
volume grid. Up to three prism layer are positioned near the wall and the remaining
volume is filled with tetrahedrons. As the flow is expected to be laminar, a clustering
of cells near the walls is not required. However, the near wall structured layers lead to
better overall accuracy of the simulations.

The initial grid generated by the algorithm described above consist of about 2 Mio
primary elements (prisms and tetraeders). The number of unknowns for the related dual
grid is 790.569. A first adaptation step was performed using the magnitude of the ve-
locity as a simple indicator. The resolution remains unchanged in most of the paranasal
sinuses, where the velocity is found to be very small. In regions with a high magnitude
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Fig. 1. Surface of the reconstructed human nose

of the velocity, the resolution is increased by a subdivision of the primary elements of
the grid. The total number of points increases to 2.6 Mio points for the finer grid. As
the coarse and fine grid solutions differ by less than 10%, no further adaptation step is
performed. All results shown below are performed using the adapted grid and the 3rd
oder scheme for the convective terms.

3.2 Unsteady Simulation

The character of the flow inside the nose is essentially determined by the inflow condi-
tion prescribed. Whereas the natural respiration process is characterised by an unsteady
volume rate at the inlet plane, we simplified the problem by setting a constant volume
rate of 22.2 litre of air per minute, which corresponds to an inflow velocity of 2 m/s.
The Reynolds number computed with the local velocity and a typical local hydraulic
diameter is listed in table 1 for three positions. The numbers suggest a laminar flow and
therefore no turbulence model is activated in the THETA code.

Table 1. Reynolds number for a volume rate of 22.2 litre per minute at different locations

location Re number
inlet 2174

inner region 570
trachea 2505
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Fig. 2. Time-averaged y-velocity in slices at x = 0.03, x = 0.06 and x = 0.09

Fig. 3. Time-averaged y-velocity (left) and x-velocity (right) at y = 0.044

Contours of the y-component of the time-averaged velocity at three transversal cuts
are shown in Fig. 2. The flow is highly asymmetric which is caused by the asymmetry of
the geometry itself. Maximum velocities of nearly 4 m/s can be found at some positions
of the nasal cavity, whereas the velocities inside the paranasal sinuses are small. A
longitudinal cut is shown in Fig.3. Several regions of high velocities alternate with
regions of lower speed. Due to the twisted nasal cavity, the longitudinal cutting plane
touches near wall regions, which leads to observed strong variation of the velocity in
these plots.

The temporal behaviour of the flow is quit complex. Near the inflow plane and in
the narrow parts of the nasal cavity in the middle region of the nose, we observe steady
flow or small oscillations. The oscillatory behaviour can be explained by local vortex
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Fig. 4. Temporal behaviour of the y- and z-component of the velocity The monitor points (see
Fig. 5) are located after the conjunction of the nasal cavities (left) and near the outflow plane
(right). The red and blue curves indicate different transversal positions

�

�

Monitor points

�
�

�
�

�
�
�
�
�
�
��

Fig. 5. Contout plot of the mean square of the velocity fluctuations in the plane x = 0.044

shedding phenomena in the highly warped nasal cavity. In the rear part of the nose, the
left and right nasal cavities join and the geometry widens. Here we detect a strongly
unsteady, nonperiodic flow. The temporal behaviour can be seen in the plots of Fig 4.
The plot on the left hand side shows the y-component of the velocity at two positions
right after the conjunction of the two parts of the nasal cavity. The fluctuation part of
the velocity exceeds 70% of its averaged value. The z-component of the velocity near
the outflow boundary is shown in the right plot. Here the fluctuations do no even exceed
40% of the averaged value. This damping is caused by the acceleration of the flow near
the crossover of the nose to the trachea. The mean square of the velocity fluctuations

V ′2 =
1
2
(
u′2 + v′2 + w′2)

can be seen in the contour plot of Fig 5. A region of high fluctuations is indicated by the
red and green spots near the rear part of the nose, whereas an almost steady flow can be
observed upstream this region.
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Fig. 6. Time-dependent behaviour of the mixture fraction M at the outflow plane

3.3 Fluid Mixing

The results presented above give no information about the mixing of the nearly station-
ary fluid in the paranasal sinuses and the fluid flow passing through the nasal cavities.
Therefore, we made a numerical experiment using two fluids with identical physical
properties. This is realised in the simulation by solving an additional transport equation
for the mixture fractionM . A value of zero indicates the fluid A while a value of one is
related to the marked flow (fluid B).

The simulation is initialised with fluid A. After a transient phase of 0.5 seconds, the
flow is fully developped and we switch to the marked fluid B at the inlet plane. The
time-dependent behaviour of the mass fration at the outflow plane is shown in Fig. 6.
Up to t = 0.55, the mixture fraction remains zero, indicating a minimal flow-through
time of about 0.05 seconds. After 5 minimal flow-through times (Δt = 0.75), 90% of
fluid A is replaced by the marked fluid B at the outflow plane. A small fraction of 2%
of the fluid A can be found at the ouflow plane even after a long time (Δt = 0.75). This
fluid is entrained mainly by diffusion from the paranasal sinuses.

The spatial distribution of the computed instantaneous mixture fraction can be seen
in Fig 7 at four different times. At t = 0.625, a strong mixing of both fluids can be
observed in the rear part of the nose, resulting in a mixture fraction of about 0.5 at the
outflow plane. Most of the nasal cavity is filled with fluid B after aΔt of 0.375 seconds.
The diffusion process can be seen in some paranasal sinuses. Less than one second is
sufficient to fill some smaller sinuses with up to 50% of the pass through fluid.
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t = 0.625 t = 0.75

t = 0.875 t = 1.25

Fig. 7. Spatial distribution of the mixture fraction in a longitudinal cut at four different times. A
mixture fraction of zero corresponds to the initial fluid A, a value of one indicates the fluid B

4 Conclusion

Starting from a high quality, body fitted hybrid grid, the DLR THETA code enables
efficient simulation of the flow in a human nose. All essential features of the flow were
captured by a first simulation on the initial grid. A single adaptation step refines the
grid in regions of higher velocities and leads to grid independent numerical solutions.
A further increase in efficiency could be obtained by starting with an even coarser grid
followed by two or three adaptation steps.

The numerical results show steady flow regimes in the narrow parts of the nose and
a highly unsteady flow after the conjunction of the right and left part of the nasal cavity.
Different velocities in the various parts of the nose cavity lead to a strong mixing of
the marked, inspired air and the unmarked air of the nasal cavity. Diffusion is mainly
responsible for the mixing of flow-through air and the air inside the sinuses.

For an even more realistic simulation of the nose flow, effects like surface deforma-
tion, temperature transport and disturbances caused by small hairs probably have to be
taken into account.
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Summary

This paper presents the numerical simulation (DLR TAU-code) and the analysis of
viscous high-lift flow around a complex wing/body configuration (DLR ALVAST) in
landing configuration. The investigations aim for a better understanding of the aerody-
namics at the wing root and the lift breakdown for such a configuration.

1 Introduction

The optimization of a transport aircraft at high incidence with respect to low speed take-
off/landing capabilities and handling qualities near wing stall is a complex aerodynamic
problem. The aerodynamic characteristic of such a high-lift configuration is determined
by the type of high-lift devices and its settings. In addition there are some critical areas
like the engine/nacelle integration or the wing/fuselage junction, which trigger prema-
ture flow separation. A triggered wing stall is usually advantageous for handling quality
reasons, but it limits the maximum lift. The design of the AIRBUS A321 [1] is an ex-
ample for such an optimization aiming on the wing root flow, especially on the inner
slat-end/fuselage juncture. It was found that a small device at the inner slat end delays
the wing root stall significantly [2].

The tools to study such aerodynamic effects are on one hand wind tunnel testing
which provides mature measurement techniques and is therefore the basis of the indus-
trial aircraft development. On the other hand fast low order design methods are used
which however have only a limited accuracy in forecasting three-dimensional effects.
Therefore increasingly higher order numerical methods like volume methods based on
the Navier-Stokes-equations are coming into business [3] which compared to wind tun-
nel experiments hold the promise to significantly accelerate the aerodynamic design,
save costs and give a detailed insight into the flow field.

This paper continues the investigations of the DLR ALVAST (”Aerodynamic
Performance Improvement at Subsonic Transport Aircraft”) wing/body transport air-
craft configuration in high-lift condition [4], [5]. The focus is mainly on an improved
understanding of the complex flow field, which is dominated by 3D effects. Another
objective is the reproduction of the stall effects and the lift breakdown as found in wind
tunnel tests depending from the variation of the geometry at the area of the wing/body
junction.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 529–536.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. ALVAST highlift configuration and its variation of the geometry in the area of the
wing/body junction. Configurations 1-4

2 Numerical Method, Geometry and Meshes

The solution of the Reynolds-averaged Navier-Stokes equations (RANS) is carried out
using the hybrid unstructured DLR TAU code [6]. For the closure of the Reynolds-
averaged equations the k-ω-SST turbulence model of Menter is used which combines
robustness and the applicability to partly detached flows. Due to low Mach numbers
and the resulting stiffness of the RANS equations low Mach number precondition-
ing is used. Also the laminar/turbulent transition is detected automatically [7] and ac-
counted for the numerical simulations which also prevents the so called stagnation point
anomaly of the k-ω-SST model. The central JST-scheme in combination with 80% ma-
trix dissipation assures numerical flow solutions with low numerical dissipation. The
numerical wind tunnel is used to remove uncertainties of half-model testing, wind
tunnel corrections and angle-of-attack hysteresis [8].

The configuration considered in this paper is the ALVAST transport aircraft geom-
etry (Figure 1), a generic configuration of a modern, two-engine transport aircraft like
an AIRBUS A320 (scale 1 : 10). The slat on the landing configuration used here is
deployed at 27.0o, the single slotted flap at 32.0o. The half-model was placed on a
peniche (height 68 mm) in the low-speed wind tunnel DNW-NWB (Braunschweig,
cross-section 3.25m × 2.80m). The free-stream conditions are a velocity of |V ∞| =
60 m/s and a Reynolds-number of Re∞ = 1.435 · 106 with the mean aerodynamic
chord lμ = 0.41 m used as reference length. The hybrid unstructured meshes for the
numerical simulations are generated using the grid generator Centaur of CentaurSoft
[9], for details see [8].

3 Results

For the ALVAST-configuration a large number of measurements on national and also
European level [10] are available. Concerning the achievable maximum lift and the
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flow at the wing/body junction the following effects have been found: a flow separation
at the wing-root section is the limiting factor for the maximum lift of the ALVAST-
configuration. The flow separation can be considerably reduced and moved to higher
angles of attack by closing the gap between the inboard slat-end and the fuselage and
further with an reduced impact by a fairing on the upper-side of the wing. However on
an real aircraft the gap cannot be closed because the slat has to be moved and therefore
the effect of an end-plate including a fillet on the inboard slat end (slathorn) has been
investigated, which shows nearly the same positive effect as closing the gap [10].

A variation of the geometry in the area of the wing/body junction during the wind
tunnel test shows in Figure 1 the following sensitivity: while the geometry with slathorn
and the wing/body fairing (3) reaches the highest maximum lift and with a small trade
off the geometry with slathorn alone (4), both geometries without slathorn (2 and 1)
have a significantly lower lift, compare Figure 2. In cases 2 and 1 the same small re-
duction can be found without a fairing. It can be found the slathorn has a considerable
influence on the achievable maximum lift whereas the fairing has a supporting effect.

Further in Figure 2 the results of the numerical simulations are shown. Compared
with the measurements the influence of the geometry variations at the wing/body junc-
tion for configurations 1-3 are correctly reproduced concerning the maximum lift
whereas configuration 4 shows a clear deviation. A detailed investigation of the different
influences like the turbulence model, the behavior of local flow separations, differences
in the wind tunnel model-geometry compared to the CAD-model, the deformation of
the wind tunnel model and the brakets of the slat- and flap-segments has been done.
Because of the limited length of this paper this results cannot discussed here.
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Fig. 2. Lift polars of the ALVAST highlift configuration 1-4

In the following the differences in the flow fields will be traced back to the variations
of the geometry and the mechanism of the maximum lift will be explained. In general
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the lift breakdown does not take place immediatly after a topological change of the flow
field but is commonly induced by an existing flow separation which spreads out with
increasing angle of attack and leads to a final lift breakdown. Therefore in a first step
flow separations of the ALVAST configuration have been detected and checked, if there
exists a connection with the geometry variation. On the outboard wing starting with an
angle of attack of α = 12o a flow separation occurs on the trailing edge of the wing. The
reason is a pressure rise in flow direction towards the trailing edge which is increased
because of the missing flap in this area and finally overstressing the boundary layer. An
area of flow with low kinetic energy can be found above both flaps without any contact
to the surface starting with an angle of attack of α = 10o. This is caused by the pressure
rise inside the slat- and wing-wakes in the flow field.

All flow separations discussed until now have no dependency with the geometry
at the wing/body junction. However the fairing itself has a significant influence: if no
fairing is placed already at lower angles of attack a flow separation spreading out from
the trailing edge of the wing can be found. One reason is the low wing mounting with the
occurring acute angle between wing and fuselage forms a channel, which is increasing
in the direction to the trailing edge. The downwash of the wing and the spanwise flow
is not sufficient to fill up the volume of the channel, after all the fuselage shields the
downwash geometrically. Because of necessary movement of the flaps a part of the
trailing edge of the inboard wing is not covered with a flap, which additionally increases
the load on the boundary layer.

However the behavior found at maximum lift cannot be completely explained with
the influence of the faring: The configurations 2 and 3 which both have a fairing but a
completely different behavior of maximum lift (Figure 2). Although for configuration 2
at an angle of attack of α = 16.5o a flow separation can be found in this area which does
not spread out untill an angle of attack of α = 19.5o. Therefore there must be another
mechanism which influences the maximum lift. To exclude the influence of the fairing,
in the following configurations 2 and 3 will be considered, which both have a faring.
Comparing the positions of the vortices (Figure 3) significant differences can be found
in the position and also in the topology of the vortices in the area of the wing/body
junction. To determine the influence of the vortices on the maximum lift, they should
be discussed in more detail.

In the area of the wing/body junction the boundary layer of the fuselage hits the
leading edge of the wing respectively the slat stump. A stagnation point occurs with a
significant pressure rise stream-up, which cannot be overcome by the boundary layer
of the fuselage and therefore it separates from the fuselage surface. This forms the
so called horseshoe vortex, which diverts from the free stream around the wing-root
(Figure 3) and increases its diameter on the upper wing because of the pressure rise
behind the maximum thickness. In (Figure 3, colored in red) overall three (primary)
horseshoe vortices can be identified at the wing/body junction: the primary slat stump
horseshoe vortex in front of the slat stump, which runs along the fuselage and vanishes
after a short distance because of its weakness. The slat-edge stump vortex is created
on the spanwise outboard side of the slat stump and is strictly speaking no horseshoe
vortex, because it is initiated by a local flow separation at the edge of the slat stump.
Its rotation direction and behavior is however analogous to a horseshoe vortex. After
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the generation on the edge it merges with the primary slat stump horseshoe vortex. The
third primary horseshoe vortex is generated in front of the wing on the wing leading
edge.

Because of the pressure difference from the upper- to the lower-side the flow is run-
ning around the inboard side edge of the slat creating a primary slatside edge vortex on
the upper side edge and propagates on the upper wing to the trailing edge. The rotation
direction on the upper wing is the same as for the horseshoe vortices. With increas-
ing angle of attack the vortex strength is increased and moving steeper above the wing
because of the free-stream flow. Inside the gap between the slat and the fuselage respec-
tively the slat stump an accelerated flow occurs because of the reduction of the cross
section. This jet-like flow moves in spanwise direction due to the low pressure in the
area covered by the slat. Because of the interaction with the gapflow on the slat side-
edge the secondary slat side-edge vortex with the same rotation direction as the primary
slat stump horseshoe vortex, runs cross the free-stream with increasing distance to the
upper wing and combines with the primary slat stump horseshoe vortex. In front and
above the primary slat side-edge vortex on the surface of the fuselage the induced ve-
locity leads to a redirection of the flow and additionally the vortex blocks partially the
downwash of the wing, which induces finally a counter-rotating vortex. This secondary
horseshoe vortex runs along the fuselage parallel with the inducing primary slat stump
horseshoe vortex and moves downwards because of its own induced velocity.

On a swept wing creating lift the flow on the lower side is directed outboard because
of the trailing vortices. Therefore in the slat-gap a spanwise outboards directed flow can
be found with a magnitude comparable to the free-stream velocity. Regarding the flow
running from the lower side in the slatgap the cove of the slat is a type of undercut and
therefore the flow separates and forms a slatcove vortex. In the section of the inboard
slatend this spanwise flow runs from the lower trailing edge of the slat in the slat cove
while inside the cove the flow velocity increases because of the suction peak on the wing
leading edge. The slatcove vortex is moved upwards because of this flow and leaves
the slatgap on the upper side of the wing counter rotating compared to the horseshoe
vortices (Figure 3, colored in blue).

Because of the additional volume needed for the described vortices along the fuse-
lage the conclusion suggests itself this vortex-front has an influence because of its vol-
ume, its induced velocity and the shading of the downwash above the wing in the area
of the wing/body junction and therefore influences the maximum lift of the configura-
tion. A closer look on the cross-flow shows however that only in small distances from
the vortex-front a significant induced flow velocity can be found and there the shading
effect of the vortex front plays no significant role.

The differences in the position of the vortices for configuration 2 and 3 can be found
already in the area of the slat- and wing-leading edge (Figure 3). A detailed analysis
in this area shows in case of the configuration with slathorn (3) that the primary slat
side-edge vortex leaves the surface earlier and has in spanwise direction a closer dis-
tance to the surface of the fuselage. At the same time the rollup of the vortex starts
earlier on the slat side-edge, which indicates a stronger vortex compared to the case
without the slathorn. The construction of the slathorn on a sheet of metal with a finite
thickness reduces the gap between the slatside edge and the slat stump and the resulting
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Fig. 3. Configuration 2 (top) and 3 (bottom): in each case vortex topology in the area of the
wing/body junction colored with the rotation direction of the vortices and cut through the flow
field perpendicular to the fuselage axis short before the wing trailing edge, magnitude of the
velocity |V | (lower right), angle of attack α = 14o and α = 16o lower left
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channel in longer in flow direction. The increased drag in the channel reduces the flow
velocity compared with a configuration without a slathorn, but the gap flow itself is
more unified and moved farther towards the upper wing surface because of the smaller
and longer channel. This leads to an additional deflection of the merged horseshoe vor-
tices more upwards and more inboards compared to the slat side-edge. Further a better
separation of the unified horseshoe vortices from the equal rotating primary slat side-
edge vortex occurs. This separation is increased because of the jet-flow from the gap
and the increased area of the slat side-edge. In the case with slathorn this leads to a
delayed mixing of the primary slat side-edge vortex and the unified horseshoe vortices,
so that these by vortices rotates enhanced rotation around each other (Figure 3).

This interaction of two vortices plays now an important role in the further discussion.
The mixing behavior of two vortices rotating in the same direction depends among other
things like the core radius, vortex Reynolds number and there distance on the circula-
tion of each partner: in the case without a slathorn (2) the primary slat side-edge vortex
is weaker as the unified horseshoe vortices and this leads to a fast mixing. In the contact
area because of the opposite induced flow velocity additional dissipation occurs, which
increases the size of the vortex and reduces the flow velocity in the resulting vortex
core. In the case with slathorn (3) however both vortices have nearly the same strength
and therefore thus rotate around each other with a bigger distance as in the case be-
fore. The increased distance reduces the dissipation on the contact surface significantly
and over a much longer distance two separated vortices can be found in the flow field
(Figure 3), whereas in the case without slathorn the increasing expansion and deceler-
ation in the vortex core leads to vortex bursting (Figure 3). Further on in this Figure
a cut of the velocity magnitude perpendicular through the fuselage-axis is shown for
both configurations, which clearly shows the additional dissipation in the case without
slathorn (2) because of the reduced flow velocity in the vortex core. At an angle of attack
of α = 16o (Figure 3) this behavior is clarified: in the case without slathorn (2) shortly
after the mixing the resulting vortex bursts, whereas in the case with slathorn (3) no
bursting can be found. In this case a slowly increasing vortex diameter of the secondary
horseshoe vortex can be found, which is placed above the slowly mixing united horse-
shoe vortices and the primary slat side-edge vortex. Thereby the mixing point is moving
slowly in the direction of the leading edge with increasing angle of attack, whereas the
vortex front moves higher above the wing surface into the free stream direction.

In Figure 3 the different shifting of the vortex front on the upper wing between con-
figuration 2 and 3 can be clearly seen. The difference is because the vortex front bursts
early and has therefore only a small amount of induced flow velocity on the fuselage
before bursting, clearly marked by the kink in the vortex path (Figure 3). In case of
configuration 3 the vortex front runs much longer inducing itself a flow component di-
rected upwards on the fuselage against the downwash of the wing. Further this behavior
keeps the area of the wing/body junction free of any vortices. In case of the configura-
tion without slathorn (2) the vortex front with its increased dissipation runs induced by
the downwash of the wing in the area of the wing/body junction and leads to an addi-
tional weakening of the boundary layer. This finally leads to the earlier lift breakdown
compared with configuration (3) with a slathorn.
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For configuration 1 which has no slathorn like configuration 2 the shifting of the vor-
tex front in the edge of the wing/body junction does not occur because the displacement
of the flow separation. However because of the missing fairing a flow separation already
exists which leads to the early lift breakdown.

4 Conclusion

With a systematic analysis of the complex three-dimensional flow topology of the AL-
VAST high lift configuration representing a transport-aircraft configuration the influ-
ence of geometric details in the area of the wing/body junction on the achievable maxi-
mum lift was demonstrated using the numerical wind tunnel. It was found that without a
slathorn the early mixing of the primary slat-side edge vortex with the united horseshoe
vortices leads to an increased dissipation and finally to a bursting of the vortex-front
whereas with a slat horn this effect can be considerably reduced. The bursted vortex
front degradates the flow between the wing and the fuselage and leads to an earlier stall
of such a configuration. A fairing in the area however supports the flow in this area. The
wind tunnel measurements in case of the already mentioned example of the AIRBUS
A321 coincide with the flow topology of the ALVAST configuration [1], [2].
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Summary

Flow separations in the inlet of a recently constructed flow-through nacelle are studied
by means of experiments and numerical simulations. First measurements in a low-speed
wind tunnel at Re = 1.3 Mio. comprising oil film pictures and static surface pressure are
used to validate time-averaged results of URANS simulations with a near-wall Reynolds
stress model (RSM) based on an εh-equation. The simulations are performed with the
DLR-TAU solver in an angle-of-attack range up to the onset of inlet separations around
α = 21.5◦. Besides investigations on the role of transition, comparisons of experimental
and numerical results show that both tested RSM capture the initial stage of stall in good
agreement with the measurements.

1 Introduction

Flow separations in the inlet of jet engines represent a limit of the safe flight conditions
of transport aircrafts, as the resulting disturbances in the onstream to the subsequent
compressor stages may cause the engine to run unstable [1]. Reliable numerical predic-
tions of the onset, size and topology of inlet separations at varying angles of attack are
therefore important for the design process, but they are complicated by the well-known
problem to accurately model turbulence in separated flow [14]. Recent improvements
in the prediction of trailing-edge separations on airfoils around maximum lift [12] with
a near-wall εh-Reynolds stress model [8] have motivated the present work to apply such
models to the problem of inlet separations.

To assess the accuracy of this simulation approach, high-quality experimental data
of well-defined test cases including the unsteady structures of the separated flow are
needed, but currently not available in the literature. For this reason, a wind tunnel model
of a flow-through nacelle for Reynolds numbers around Re = 1.3 Mio. was designed
which mimics the basic stall behaviour of realistic, powered engines of modern trans-
port aircrafts [13]. Results of the first measurement campaigns in the MUB wind tunnel
(Modell-Unterschallwindkanal Braunschweig) are presented, including pressure distri-
butions, oil visualization and investigations of the transition tripping mechanism. So
far these data comprise the initial stages of the nacelle’s stall and represent the basis
for ongoing validation efforts of URANS simulations with advanced Reynolds stress
turbulence models.
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2 Experimental Setup

The wind tunnel model of the axisymmetric flow through nacelle is equipped with static
pressure taps and control points for unsteady pressure measurements. The application of
plexiglas as a material allows good optical access for PIV measurements (Fig. 1). Ac-
cording to the dimensions of the reference LARA nacelle [13] the flow-through nacelle
has a length of 400 mm and a leading edge diameter of 240 mm. Transition is brought
about by blowing out normal to the wall which ensures a good reproducibilty. A transi-
tion strip could hardly be fixed in the same place twice. Thus the inner nacelle features
160 blow-out orifices at a chord length of x/c = 0.004. The orifices’ diameter of 0.4
mm and the radial distance of 2.25◦ were chosen according to the work of Horstmann et
al. [6]. The orifices were originally placed in the suction peak at x/c = 0.02 according
to foregoing numerical simulations [13]. The wind tunnel model, however, turned out to
separate at higher angles of attack than expected which is why the orifices were shifted
towards the leading edge in order to avoid a placement in the pressure rise. The orifices
are connected to one of 20 settling chambers which allow a variation of the blow out
amplitude (Fig. 1). The inlet of the nacelle can be detached from the aft part, rotated
around the longitudinal axis and mounted back on in 20 different positions (every 18◦).
This makes it possible to integrate all the needed measurement techniques in just one
model. 48 static pressure taps are placed from 5% chord length on the nacelle’s outside

Fig. 1. Wind tunnel model of the nacelle

to about 60% chord length on the
inside. The inlet also features 5
wall bounded transducers for un-
steady pressure measurements of
the type Kulite XCQ-093. The en-
tire model is finally connected via
a support to a traverse underneath
the wind tunnel (Fig. 1). All exper-
iments are undertaken at 50 m/s,
corresponding to Re = 1.3 Mio. in
the low speed wind tunnel MUB
which is a closed return atmo-
spheric tunnel with a test section of
1.3 × 1.3 m2.

2.1 Transition Tripping Method

In order to introduce transition in a reproducible way, one has to be able to adjust a
specific blow-out velocity via a defined volume flow rate which was regulated with the
help of valves and a 500 l reservoir of compressed air at 8 bar.

The first objective in the experiments was to determine the right ratio of blow-out
velocity to the onstream velocity in order to avoid overtripping. If the ratio becomes too
large the flow in the nacelle’s inlet will separate at too small angles of attack and thus
causes bigger separated regions than expected. This effect can be observed in Fig. 2
which shows the static pressure distributions in the bottom section of the inlet for differ-
ent blow-out ratios compared to numerical simulations [13] with the Spalart-Allmaras
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turbulence model with Edwards Modification. Apparently the static pressure distribu-
tions resemble the numerical solution the better the smaller the blow-out ratio becomes.
The boundary layer at 0.4% chord length is assumed to be so thin that only very small
blow-out velocities need to be applied. In this case even the irregularities in the surface
finish from drilling the orifices seem to be sufficient to trip the flow. Note that with a
completely smooth surface without blowing orifices laminar leading edge stall occurs at
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Fig. 2. Influence of the blow-out ratio on the
pressure distribution, α = 20◦

much smaller angles of attack (not shown
here). Thus it was decided to continue the
experiments without blowing out in order
to avoid overtripping. The above inves-
tigations were undertaken for equivalent
blow-out velocities at all orifices. The ini-
tial idea was, however, that a variation of
the blow-out amplitude over the circum-
ference of the nacelle might be favourable.
Oil film and infrared pictures showed that
the inlet flow could be easily disturbed in
its symmetry to the xz-axis if staggered
blow-out amplitudes were used. This is
probably due to small inaccuracies in the
manufacturing process of the orifices and
the nacelle’s contour. Evenly spread blow-
out amplitudes on the other hand resulted in symmetric flow fields which is why this
way of introducing transition was chosen.

3 Numerical Method

The present numerical approach to model the turbulent fluctuations is based on the
solution of the Reynolds stress equations, reading in incompressible form:

Duiuj

Dt
= Pij + Φij − εij +Dν

ij +Dt
ij . (1)

Only production Pij and viscous diffusion Dν
ij of the Reynolds stresses can be com-

puted exactly, whereas the pressure-strain correlation Φij , the dissipation rate tensor εij
and the turbulent diffusionDt

ij require suited modelling approximations.

3.1 The Near-Wall εh-Reynolds Stress Model

The εh-Reynolds stress model [8] is a variant of the ε-based near-wall HJ Low-Re RSM
[7]. Both models employ a linear pressure-strain correlation:

Φij = −C1εaij − C2

(
Pij − 2

3
Pkδij

)
+ Φw

ij
, (2)

comprising the wall-reflection model Φw
ij

according to Gibson and Launder [4]. To
account for near-wall effects, the coefficients in Eq. (2) are formulated as functions
of characteristic turbulent parameters, such as the anisotropy invariants A and E, and
are calibrated with the aid of DNS data of wall-bounded flows.
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To directly capture the correct dissipation profile near walls, the length scale equation
is written in terms of the homogeneous part εh of the total dissipation rate ε:

Dεh

Dt
= −Cε1

εh

k
uiuj

∂Ui

∂xj
−Cε2fε

εhε̃h

k
+Cε3ν

k

εh
ujuk

∂2Ui

∂xj∂xl

∂2Ui

∂xk∂xl
+Dεh . (3)

This equation is conventionally calibrated with constant coefficients Cε1, Cε2, Cε3 and
a damping function fε. The dissipation rate tensor εh

ij
, which departs from its isotropic

state only near walls, is computed via an implicit algebraic relation.
For a comprehensive model description the reader is referred to [8], [12].

Extensions for Non-Equilibrium Flows. In flows with adverse pressure gradients, ε-
(and εh-)based turbulence models are known to underestimate the dissipation rate and
therefore delay the onset of separation [14]. To better sensitize the εh-RSM to pressure
gradients, an additional source term in the length scale equation according to Apsley et
al. [2] is applied, which is dependent on the irrotational strain in a streamline coordinate
system and has been extended to the present 3D case as [12]:

Sε4 = −C∗
ε4

εh

k

(
u2

s

∂Us

∂xs
+ u2

n1

∂Un1

∂xn1
+ u2

n2

∂Un2

∂xn2

)
with C∗

ε4 = 1.16 . (4)

A further weakness of ε-based RSM is a too rapid increase of the turbulent length scale
lt around separation and reattachment points which can cause unphysical streamline
patterns [5]. This behaviour can be compensated by another source term Sl in the εh-
equation, which directly counteracts large gradients of lt [5]:

Sl = max

{[(
1
Cl

∂lt
∂xn

)2

− 1

](
1
Cl

∂lt
∂xn

)2

; 0

}
εhε̃h

k
A with Cl = 2.5 . (5)

3.2 Numerical Setup for the Nacelle Computations

Fig. 3. Hybrid mesh for the nacelle

The εh-RSM with both extra terms Sε4 and
Sl has been implemented into the DLR-
TAU code [10] which is used to simu-
late the nacelle flow. A hybrid mesh in
o-topology with 2.7 Mio. grid points
(Fig. 3) has been generated with Gridgen
V15, neglecting wind tunnel walls and in-
stallations for now. Its near-wall structured
part comprises 380 points in streamwise,
76 points in wall-normal and 80 points
in circumferential direction. The expected
region of separated flow at the lower in-
ner front is resolved with 135 streamwise
points along the first 20% chord length
and the initial wall-normal spacing of
1.6 · 10−6 m ensures y+

n < 1.5. The simulations employ a central scheme with scalar
dissipation and low Mach number preconditioning. Unsteady results are obtained via



Numerical and Experimental Investigation of a Stalling Flow-Through Nacelle 541

a dual-timestepping scheme and averaged over a sufficient time span. As reference,
the computations are also performed with the models k-ω SST [11] and SSG/LRR-ω
RSM [3].
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α = 17°, θ = 180°

eN: xtrans/c = 0.038

Fig. 4. Influence of the transition location on the
skin friction in the inlet, εh-RSM

Transition Modelling. Even small lam-
inar regions in the nacelle’s inlet were
found to significantly influence the ten-
dency to separation. This is illustrated in
Fig. 4, which shows a noticeable varia-
tion of the minimum skin friction in the
critical region around x/c ≈ 0.15 of the
bottom section, if transition in the sim-
ulation is specified at different locations
(Fig. 4). This is achieved by switching off
the turbulence model’s source terms in the
respective laminar regions. As transition
locations could neither be reliably fixed,
nor exactly measured in the experiments,
the further simulations employ TAU’s eN -
method to predict transition [9]. A comparably low critical amplification factor of
Tollmien-Schlichting waves, Ncrit = 3.5, is chosen. On the one hand this is supposed
to roughly account for the disturbances induced by the blow out orifices (chap. 2.1),
and on the other hand it suppresses the formation of laminar separation bubbles which
were found to deteriorate convergence for α > 19◦. As reference, Fig. 4 also shows the
transition location computed this way. Future experimental studies on the transition lo-
cations and on the existence of separation bubbles will show if this approach is justified.

0 0.2 0.4 0.6

-2

-1

0

1

Experiment
inviscid walls
farfield

cp

x/c

α = 12°, θ = 180°

Fig. 5. Influence of inviscid wind tunnel walls
on the pressure distribution

4 Comparison of Experimental
and Numerical Results

In both the experiments and the numeri-
cal simulations no indication of flow sep-
aration in the nacelle’s inlet is observed
until about α = 20◦. Accordingly, com-
puted and measured pressure distributions
in the lower cut section (Θ = 180◦)
agree equally well for all three turbulence
models at α = 17◦ (Fig. 6). The only
significant deviation from measurements is
observed around the suction peak at the in-
let’s lip, where besides some irregularities
in the measured data, an offset of about
Δcp ≈ 0.5 occurs. While the former is attributed to the fabrication of the blow-out
orifices (see also chap. 2.1), the latter is subject to further investigation. In a prelimi-
nary study, slip wall boundary conditions were introduced to model the inviscid wind
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tunnel effects, but had virtually no influence on cp (Fig. 5). Thus, further investigations
are planned to include the tunnel wall boundary layers as well as installations. Another
potential source of error are deviations between the design and the manufactured wind
tunnel model. These are to be studied by comparing experimental results from the cur-
rent and the new nacelle model (see chap. 5), as well as by measurements of the contour.

Although the flow is still attached at α = 20◦, the results of the εh-RSM begin to de-
viate slightly from the other models in the nose region. Apart from this, the agreement
between experiment and simulation is still good (Fig. 6). Further increasing the angle
of attack to α = 21◦, the oil film pictures yield first indications of separation onset, but
there is still a clear pressure recovery in the critical region between the suction peak and
x/c = 0.2. The slope of the pressure rise is slightly underestimated by the εh-RSM,
and the wall streamlines (not depicted here) already show a small, owl-eye formed sep-
aration which is not observed in the experiments. The SSG/LRR-ω RSM, on the other
hand, still matches the measured pressure well and shows only a very small separated
region similar to the experimental results. By contrast, the k-ω SST model computes
clearly too strong separation onset, which results in the breakdown of both the suction
peak and the pressure recovery.
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Fig. 6. Computed and measured pressure distributions in the lower cut section of the nacelle’s
inlet around separation onset. Computed transition locations for the εh-RSM
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In the experiment first considerable separations occur around α = 22◦, which is
evident from the stagnating suction peak and a pressure plateau around x/c = 0.1
(Fig. 6). While the k-ω SST model yields large deviations from the measured cp distri-
bution due to massive separation, both RSM, particularly the SSG/LRR-ω RSM, still
agree well with the measured data. Although flow visualizations in Fig. 7 reveal that the
separation topology computed by the εh-RSM compares well to the oil film picture, it
is however larger and the vortex core is shifted outwards. This confirms that the model
predicts separation onset at aboutΔα ≈ 0.5◦ − 1◦ too early.

Fig. 6 also contains the transition locations computed via eN for the εh-RSM. De-
spite their physically reasonable correlation with the development of the suction peak
and the subsequent pressure rise, their actual accuracy remains unclear until further
experimental validation. Besides this, the current simulation procedure of the sensitive
stall process suffers from erroneous numerical flow field distortions, which are intro-
duced by increasing the angle of attack in finite steps. On the other hand, their influence
on the final results is small according to our experience so far, while the experiments
did also not show any significant hysteresis effects.

X

Y

Z

A
0.5
0

-0.5
-1
-1.5
-2
-2.5
-3
-3.5
-4

cp

Fig. 7. Oil film picture (left) and computational result of the εh-RSM (right) at α = 22◦

5 Conclusions

A joint numerical and experimental investigation to study the onset of separation in a
flow-through nacelle at Re = 1.3 Mio. was conducted with the aim to validate URANS
simulations with a near-wall εh-Reynolds stress turbulence model. The initial approach
to fix transition in the experiment by wall normal blowing was found to cause over-
tripping, and the roughness distributed by the blowing orifices was sufficient to trip the
flow. Transition locations for the simulations were then obtained from a coupled eN -
method. With this approach the computations of the initial stage of stall with both the
εh-RSM and the SSG/LRR-ω RSM compare quite well to measured pressure and oil
film pictures, and particularly better than the k-ω SST model, although separation onset
is predicted at slightly too low angles of attack.
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In the present case, the εh-RSM does not seem to clearly benefit from its careful
near-wall and length scale modelling as compared to the SSG/LRR-ω RSM, since sep-
aration occurs close behind the leading edge and is strongly affected by transition. Fu-
ture numerical studies are therefore aimed at improved transition modelling and will be
extended to the fully stalled case. They are accompanied by further wind tunnel cam-
paigns with unsteady pressure measurements, PSP, and different PIV methods, as well
as a new, optimized wind tunnel model for the facilities of UniBw München to pro-
vide deeper insight into the transition process, the individual Reynolds stresses, and the
unsteady behaviour of the inlet separation.
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Summary 
 

The induced drag of non-planar wings is compared to that of planar wings which 
result from unfolding the non-planar ones. It is shown that due to the induced lift, 
there exist non-planar configurations with positive span camber that have an overall 
aerodynamic performance increase in comparison to the planar ones. The induced lift 
and increment of aerodynamic performance increases with decreasing aspect ratio. 
The effect is opposite for configurations with negative camber. Without the induced 
lift, the positive non-planar configuration would have more induced drag. Analysis is 
performed using a lifting line method, which takes into account the induced lift, and 
using Euler solutions. For the inviscid solutions, the induced drag is obtained with a 
far-field drag analysis method. 

1   Introduction 

The induced drag for non-planar wings is a classical aerodynamics problem, which 
through the years continuously has been the subject of several studies [1-3,5-6,8,  
10-12,14-19]. Today, there is renewed interest due to improved analysis with more 
accurate analysis methods, but also due to the fact that optimum design of realistic 
wings at cruise and critical flight conditions does not consider only aerodynamics but 
uses a multidisciplinary approach which leads to or improves non-planar wings  
[18-19]. 

In nature, birds when they glide, do not adopt a planar wing shape. Their  
non-planar flying shape results from a compromise in which energy is minimized by 
trading the work done against induced drag and the consumption of muscle energy. 
As for birds, an optimum aircraft wing is a compromise between structure and 
aerodynamic requirements. In comparison to a planar extension, winglets offer the 
advantage that they provide a larger aerodynamic benefit for a given root bending 
moment increase. For tip extensions, if structure can be neglected, it is commonly 
believed, that the largest aerodynamic performance increase is achieved with a planar 
extension. This assumption is reinforced by some of the optimum induced drag results 
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[3,14-16] based on Munk’s theorem for non-planar wings [17], which neglects the 
induced lift. If their results are applied to planar and non-planar wings of same 
unfolded span, the planar wing has the smallest induced drag. However, as shown by 
Eppler [5], if induced lift is taken into account, there are non-planar wings with less 
induced drag than the planar one, the difference being very small. 

In this work, planar and non-planar wings are compared in the strict sense, i.e. the 
corresponding planar wing results from unfolding the non-planar wing, so that the 
compared wings have the same surface and unfolded span. In addition, analysis is 
performed with methods which take into account the induced lift. A previous 
parametric study performed by the authors for non-planar wings showed that there are 
non-planar wings with less induced drag than that of a planar configuration [12]. As 
shown below, the influence of induced lift becomes larger with decreasing aspect 
ratio. Therefore, in this work the analysis was extended to wings of smaller aspect 
ratio. The used geometries are shown in Figure 1. Geometries with positive and 
negative span camber were considered. Results were obtained using the lifting line 
code LIFTING_LINE (LILI) [13] as well as numerical Euler solutions on structured 
meshes obtained with the DLR-FLOWer code [9]. Since the LILI code provides the 
induced lift and induced drag components, their dependence on aspect ratio can be 
studied within lifting line theory. For the Euler solutions, induced drag was obtained 
using the ffd70 [4] far-field (FF) analysis method from ONERA. For minimum drag, 
a twist distribution was found using a steepest gradient optimization. 

2   Background 

A review of subjects concerning induced drag optimization and non-planar wings is 
found in references [2,10]. In this section, some known results for non-planar wings 
are mentioned and some theoretical arguments are given and derived, which indicate 
the relevance of induced lift for non-planar wings. Non-planar wings differ from 
planar wings since: a) They have transversal forces, b) There is induced lift due to 
induced velocities in freestream direction, c) For minimum drag, the downwash is not 
constant but proportional to the cosine of the local dihedral angle τ of the lifting line 
according to Munk´s theorem: 

                                            )cos( constant τ⋅=NormalV                                                    (1) 

d) The circulation distribution for minimum induced drag is not necessarily elliptical. 
Within linear theory and based on Munk´s theorem there are several analytical and 
computational solutions [3,14-16] for minimum drag of non-planar wings. Most 
studies, however, compared planar and non-planar wings of the same projected span 
b. This is illustrated in Figure 2, where Cone´s [3] original comparison of the induced 
drag efficiency factor k, DL ACCk π2=  for a non-planar wing (with projected span b´) 
with a circular arc shape is given for the case of same projected span, i.e. b´=b(planar 
wing) as function of the camber factor β, with β=d/(b´/2). With increasing β, the 
efficiency of the non-planar wing increases up to a maximum value of 1.5 when the 
circular arc becomes a semicircle (β = 1). Additionally, Figure 2 shows the  
 



 Minimal Induced Drag for Non-planar Lifting Surfaces with Moderate 547 

β span camber factor
in

d
uc

ed
dr

ag
ef

fic
ie

nc
y

fa
ct

or
0 0.2 0.4 0.6 0.8 1

0.6

0.8

1

1.2

1.4

1.6

1.8
same projected span
same unfolded span

 

Fig. 1. Geometry: frontview and planform 
(planar) for considered planar and non-planar 
wings. Analysis performed for a fullspan, 
halfspan, and thirdspan configuration with, 
planar, positive, and negative cambered tip. 

Fig. 2. Induced drag efficiency factor k 
for a non-planar circular arc wing as 
function of span camber. Comparison to 
a planar wing with same projected span 
or same unfolded span 

comparison of non-planar circular arc wings, which unfolded have the same span as 
the planar wing. Note that contrary to the previous case, with increasing β the  
non-planar wing has a decreasing efficiency as compared to the planar one. Similar 
results are obtained if the efficiency is compared for a non-planar wing with an 
elliptical arc.  

Results based on Munk´s theorem neglect the induced lift. They are independent of 
the non-planar wing having a positive or negative dihedral. As noted by Cone [3] this 
situation changes if the induced lift is not neglected. Horstmann [8] and Leyser [11] 
considered the induced lift in their numerical methods for non-planar wings. Eppler´s 
work [5] also pointed out the favourable effect of induced lift for the aerodynamic 
efficiency for upward pointed wingtips, whereas Bourdin [1] obtained a better 
performance for wingtips pointing downwards. Figure 2 suggests that for small span 
camber, a sufficient favourable positive induced lift may lead to an overall better 
efficiency compared to the planar wing. Defining the overall efficiency factor k∆L as: 

( )
,

2
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k

π
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                                        (2) 

an expression for the overall kΔL efficiency factor can be derived to evaluate the 
efficiency at minimum induced drag by:  

2

2
1

1 ⎟
⎠
⎞

⎜
⎝
⎛ +=Δ D

A

C
kk L

L π
                                                      (3) 



548 T. Streit, K. Visser, and C. Liersch 

Equation (3) is derived using Cone’s [3] expressions for the induced lift, the fact that 
the induced velocities parallel to the freestream velocity do not alter the induced drag, 
as well as introducing non-dimensional variables. D is a dimensionless constant, 
which is a functional of the circulation distribution function Γmin(γ), for the non-planar 
wing for minimum induced drag. For a planar wing, Γmin(γ) is the elliptical load 
distribution; for non-planar wings, Cone´s theory can be used to obtain Γmin(γ). The 
sign of D determines if efficiency is increased or reduced (positive, respectively 
negative sign), D is given by: 
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Note that according to Equation (3), the overall efficiency factor kΔL is proportional to 
k (the efficiency factor without considering induced lift) and to a factor which 
includes: aspect ratio (geometrical quantities) and lift coefficient. The above given 
expression indicates that the effect of induced lift will be larger with increasing lift 
coefficient and for decreasing aspect ratio wings. Note also that the above defined kΔL  

is the efficiency factor which considers the induced lift, but as it is evaluated at 
minimum drag, it does not provide the overall optimized efficiency, i.e. considering 
(CL+CΔL) /CDi. 

3   Geometry, Flow Conditions and Used Numerical Methods 

The present study is based on the non-planar “S_16_07” geometry found in [12]. It 
has a planar wing up to 70% semispan and the tip is rotated 16° upwards. The 
unfolded planar wing has an elliptical planform with the tip placed at 1/4

th root. Span is 
6, root chord is 1, and aspect ratio is 7.6. Initial geometry is untwisted. Corresponding 
configurations with aspect ratio 7.6/2 and 7.6/3 are obtained by scaling the leading edge 
arc-length by a factor 1/2 and 1/3. Chord length and section airfoil thickness are kept 
constant. Symmetric configurations with negative camber are obtained by bending the 
unfolded planar wing downward. Initially, a NACA 0012 airfoil was used; later, a 
cambered airfoil with droop nose was used for the wing sections. The new airfoil 
reduces the large suction peaks which occur especially at the tip and which become 
larger for the reduced aspect ratio configurations. All Euler solutions were obtained at 
M=0.3 and CL=0.8. 

The initial studies were carried out using incompressible LILI [13] solutions. This 
was followed by the use of the structured Euler code FLOWer from the DLR. 
Structured meshes for Euler solutions were generated using an OO-topology 1-block 
batch mesh generator for planar wings. The grid generation method is based on a  
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transfinite interpolation method. The meshes for the non-planar wings were obtained 
by using the deformation tool of Heinrich [7]. For the FF drag analysis the ONERA-
ffd70+ code [4] was used, which breaks down the drag in its components: induced 
drag, viscous drag, and wave drag. It also provides an estimation of the numerical 
error, given by the difference between FF and near field (NF) drag prediction, which 
is denominated spurious drag. The use of FLOWer and ffd70+ for the here considered 
configurations was validated in [13] by performing mesh refinement studies. The 
meshes used for the aspect ratio variation study had a wing surface with 257x65 
(chordwise) x (spanwise) points, the corresponding mesh had a size of 257x65x97 
points. The numerical error for these meshes was reduced by: using the new airfoil, a 
rediscretization of points in the nose region and a finer mesh discretization in the 
direction normal to the wall. Results with the same quality regarding spurious drag 
were obtained, as the ones obtained within the mesh refinement study performed in 
[12], for the finest mesh with 513x193x193 points. While the absolute value for the 
FF drag and NF drag agreed for the finer meshes, the drag difference between planar 
and non-planar agreed already for the coarse meshes. Optimization was applied for 
both, the LILI and FLOWer results in order to find a twist distribution which 
minimizes drag. Twist was changed at 30 (16) sections, spanwise distributed with a 
cosine distribution for LILI (FLOWer) For FLOWer, a steepest descent gradient 
optimization method was used. The FF drag provided by ffd70+ was used as objective 
function. Coarse Euler meshes with 129x33x48 points were used for the optimization. 
Finer meshes were generated with the resulting twist distribution. LILI results were 
also obtained with a gradient based optimization.  

4   Results 

Results were obtained for the wings with positive camber, planar and negative camber 
for spans b/b0=

1/3, 
1/2 and 1, with b0=6 as span of the unfolded planar 

S-16-07 configuration. Figure 3 shows minimum drag results obtained with LILI: For 
the non-planar configuration with positive camber, the aerodynamic efficiency and 
the induced lift ΔL are increasing for smaller span. For the planar configuration, CD 
agrees with CD ellip = CL

2/πΑ up to the fourth significant digit. Since the induced lift 
ΔL comes from induced velocities which do not produce induced drag, the 
aerodynamic efficiency factor k can be determined for k(L) and for k(L+ ΔL). The 
obtained k(L) value is smaller than 1, indicating that the non-planar wing without the 
induced lift has more induced drag than the planar one. However, due to the induced 
lift  ΔL, an overall increased aerodynamic efficiency is obtained for the non-planar 
wing. For the non-planar wing with negative camber, a negative ΔL is obtained, with 
its absolute value increasing for smaller span. Therefore, it has more induced drag 
than the planar configuration.  

According to linear theory for a planar untwisted wing with elliptical planform, the 
minimum drag should be obtained for an elliptical circulation distribution. However, 
for the finite wings with moderate or small aspect ratio considered here, results 
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Fig. 3. LILI results: Ratio CD/CDellip (FF) and 
induced lift CΔLi as function of wing span. For the 
non-planar wing, CD/CD ellip is shown with and 
without taking into account induced lift. 

Fig. 4. Twist distribution for the fullspan, 
halfspan, and thirdspan wings for 
different optimization iterations n. 

 

(obtained either with LILI or with Euler solutions) do not lead to minimum drag for 
the distributions, obtained in the drag minimization process for the Euler solutions for 
the planar and positive span camber wing cases. The resulting twist distribution 
develops a peak at the tip, while the root sections are twisted down. The large twist at 
the tip leads to large local lift values, which goes along with an increased numerical 
error. As a consequence, the optimization was stopped at the iteration in which 
ΔcD(FF) and ΔcD(NF) between planar and cambered wing began to differ. The Euler 
results (FF drag) for the planar case have a minimum drag which is lower than the 
theoretical value CD ellip. However, it is interesting to note that the FF drag for twist 
distributions with circulations close to the elliptical circulation also gives the 
theoretical induced drag value. In that case, for the fullspan, halfspan and thirdspan 
configuration the values, 1.0009, 0.9982, and 1.007 were obtained for CD/CD ellip. LILI 
optimization was performed with 30 variables till convergence, showing similar twist 
distributions. Despite the large twist values, the induced drag difference to the 
untwisted value is very small. Figure 5 shows the absolute drag (left) and the relative 
(cambered minus planar) drag (right) as function of span for the considered wings. 
Twisted and untwisted results are shown. Similar as LILI, the Euler results show that 
the induced drag for the positive cambered configuration is reduced with decreasing 
aspect ratio, but to a less extent. The negative cambered configuration shows larger 
drag than the planar one, this effect being larger with reduced aspect ratio. The 
differences between twisted and untwisted are larger for Euler. The twisted result has  
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Fig. 5. Induced drag ratio (left) and non-planar to planar relative induced drag ratio (right) 
as function of span. Twisted results with filled symbols and untwisted results with unfilled 
symbols. 

reduced drag for both: planar and cambered, so that their difference for the twisted 
and untwisted case is similar. 

5   Conclusion 

In this work the aerodynamic efficiency between corresponding non-planar and planar 
configurations is compared using lifting line theory and Euler solutions. For Euler 
solutions, drag was determined using a far-field analysis. Optimization of induced 
drag leads to twisted configurations with smaller induced drag than the untwisted 
ones. For the finite planar twisted configurations considered here, the obtained 
induced drag value is less then the theoretical values obtained for a planar wing with 
elliptical circulation. Within linear theory, it is shown that owing to induced lift, non-
planar wings with positive camber can have a better aerodynamic performance than 
the corresponding unfolded planar wing. With Euler solutions an improvement in 
aerodynamic performance was also obtained, but to a smaller extent. With reduced 
aspect ratio, a further increase of aerodynamic performance is obtained.  
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Markus Rütten and Lars Krenkel

German Aerospace Center, Institute of Aerodynamics and Flow Technology,
Bunsenstrasse 10, Göttingen, Germany

Markus.Ruetten@dlr.de
http://www.dlr.de/as

Summary

The objective of the presented work is to investigate possibilities for increasing the heat-
transfer in heat-exchanger channels for aircraft applications by using flow-manipulating
devices. Focal point of the investigation are different arrangements of vortex-generator
pairs within a generic heat-exchanger channel. The DLR URANS CFD solver THETA
has been used to carry out numerical simulations of the laminar flow within a rectan-
gular channel with integrated vortex generators. In particular, the analysis of the in-
teraction of generated vortices with the stratified thermal boundary layer, the impact
of vortical flow structures on heated walls and the enforced mixed-convection flow is
of special interest. The final goal is the evaluation of the applicability of oppositely
arranged vortex-generator pairs for the enhancement of vortex-induced heat-transfer.

1 Introduction

The increase of fuel prices and the general increasing environmental awareness together
with the demand for unlimited, fast and cheap air transport enforces the aircraft manu-
factureres to cut the full potential of all aircraft sub-systems to guarantee an economi-
cal success. One possibility to reduce the specific fuel consumption of modern aircraft
is to increase the performance of the environmental control system (ECS), mainly by
increasing the performance of the cooling capacity of its heat exchangers. A higher
cooling capacity might allow for reducing the size of the heat exchangers, which may
also enlarge the space envelope for the ducting of the cooling channel giving leeway
for flow optimization. Therefore, the scientific goal of the work is, firstly to improve
the understanding of the effect of large scale vortical flow structures on mixed thermal
convection and, secondly to reveal possibilities to enhance the heat transfer in heat-
exchanger channels while avoiding or minimising additional drag and pressure losses.
The enhancement of heat transfer in energy-conversion systems is subject of extensive
ongoing research. One way to achieve an enhancement of heat transfer is to utilize ad-
ditional devices in heat exchanger channels in order to generate or amplify sufficiently
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strong longitudinal vortices [10]. These vortices interact with the thermal boundary
layer [1]. They disturb the stratification of the thermal boundary layer near the heated
walls [7]. Eventually the transport of hot fluid perpendicular to the heated wall and
its mixing with colder fluid is intensified by transporting external momentum into the
internal boundary layer region. A completely different approach to enhance the heat
transfer is the usage of dimples or additional surface concavities [2], welts or buckles
in the wall material of the heat-exchanger channel. They increase the net surface. Ad-
ditionally depending on size and geometry of such concavities flow instabilities in the
boundary layer are enforced, a laminar flow undergoes an earlier transition to the tur-
bulent flow regime. In turbulent boundary layers the energy transfer from large to small
turbulent scales is amplified, and, therewith, also the mixing of cold and warm fluid.

2 Related Work

Depending on the application flow manipulating devices differ in their geometry,
dimensions and integration. Micro devices like roughness elements, dimples or surface
concavities are often used in small heat exchangers i.e. for electrical power systems,
cpu coolers or biomass reactors [6]. Macro devices like guiding plates, fins, diverters,
strakes or delta shaped winglets are utilized in large-scale heat exchangers, i.e. for cars,
power transformators and turbines. Fiebig et al. [4], Gentry et al. [5] and Jacobi et al.
[7] examined the flow effects of fins or winglets to improve the heat transfer on plates,
in tubes or channels. Those types of flow manipulating vortex-generator devices are en-
hancing the heat transfer efficiently with the drawback of additional parasitic drag and
significantly increased pressure losses.

Instead of considering large scale flow devices Isaev et al. [6] investigated the
influences of small spherical dimples on flow ducts and micro pipes, while Lambert
[8] and Ligrani et al. [9] examined the effects of depression depths on channel flows
and even turbine components. Micro devices are especially designed for a certain flow
regime, whereas in off-design operation cases they might loose their performance. Un-
fortunately, the overflown hot or cold wall has to have a certain minimum length other-
wise the flow disturbances initiated by the micro devices can not take effect. Therefore,
a shortening of channels is hard to realize. Texture like embossed vortex generators
are a mixture of both, large-scale vortex generators and small-scale surface concavities.
Dupond et al. [3] showed that cascades of such devices allow for realising compact
and efficient heat exchangers, in particular, for a certain design point, neverthless, a
minimum channel length has also to be accepted. Bearing in mind the goal to decrease
the size of the heat exchanger of the ECS pack, which means decreasing the length of
the flow channel, and incorparating the constraint to design the heat exchanger for a
wide operation range instead of surface concavities primarily vortex generators should
be used. In the civil transport aircraft ECS application conventional industrial flat plate
heat exchangers are used. They consist of stacks of thin plates. Flow control devices
are embossed on the thin plates, and then many plates having the same embossing are
stacked up. The distance between the plates is small in order to let the thermal layers
grow together. However, there is a drastical increase of drag and pressure loss when the
thermal layers are fusing [4]. Therefore, the distance between the plates, and therewith,
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the heat-exchanger channel height is limited in order to avoid an immoderate increase
of additional drag and pressure losses. A performance loss on the heat exchanger side
has to be compensated by following ECS systems, i.e. by a jet pump or a duct fan in
the cooling channel or by the turbo compressor in the fresh-air supply channel. Hence,
in the case of the ECS application heat-transfer enhancement can only be realised by
devices which generate only a small amount of additional pressure losses. Although the
basic principles for controling vortices are known, not all aspects of the physical mech-
anisms are satisfyingly understood. Hence, in order to improve the design of compact
heat exchangers a better understanding of the generation of suitable flow structures is
mandatory. Since the vortex-induced heat-transfer enhancement depends strongly on
the shape and position of vortex generators the subject of ongoing research is now to
find design strategies for shape optimization.

3 The Generic Vortex-Generator-Pair Configuration

As mentioned above one possibility to enhance heat transfer is to use small
flow-manipulating devices to generate additional vortices in order to increase the mass
and heat transport between the temperature layers. According to the specific application
and the used fluid, applied devices differ extremely in shape, dimension and function.
Subject of the present study are vortex-generator devices generating longitudinal vor-
tices, since they seem to perform best if resulting heat transfer and drag are taken into
account. Futhermore, they are also less sensitive to an off-design mode. However, in
contrast to the conventional heat-exchanger channel design in the considered configu-
ration the channel height has been increased to avoid a fusing of thermal layers. The
increased height can be compensated by interacting vortices generated by vortex gener-
ators. In order to generate a combination of interacting clockwise and counter-clockwise
vortices vortex generator pairs are arranged facing one another: one pair is placed on
the lower wall, one on the upper opposite channel wall. The lower pair generates an in-
duced secondary dominant vorical flow between the vortex generators redirecting fluid
away from the wall, the so called common flow-up flow structure. The other pair gen-
erates a common flow-down vortical flow structure, directing fluid towards the wall.
This leads to an enforced transport of fluid from one wall to the other, moreover, one
vortex pair is feeding and enforcing the other vortex pair leading to a better mixing of
hot and cold air. In this numerical study geometrical variations of vortex-generator pair
arrangements have been considered in order to find promising configurations and, even
more, principles for the design of such flow control devices. Fig. 1 shows the examined
generic heat-exchanger channel. The channel has a lenght of 200 mm, a height of 20
mm and a variable width. After an inflow lenght of 50 mm the vortex generators have
been mounted. The length, thickness and heigth of the delta type winglets are the most
important design parameters. Their length amounts to 13 mm, their height has been
fixed to 6 mm, their thickness has been set to 1 mm. Also the angle of attack and the
sweep angle are crucial design parameters, the angle of attack is set for the first con-
figuration to 24◦, later set to 40◦. The sweep angle has been set to 20◦. Although the
delta winglets have the same geometry their arrangement is essential, in particular the
distance between the winglets has a huge effect on the vortical flow structure. In this
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study the distance between the delta-type winglets of one pair measured at the winglet
tips has been varied from 2 mm, over 8 mm and 14 mm to 18 mm, (heat-exchanger
configurations 1, 4, 5 and 6). The heat-exchanger configuration 2 possesses rectangular
and the configuration 3 trapezoidal winglets. The distance between the generator pairs
has been the wall distance from ground to the cover plate of 20 mm. In Fig. 1 and 2 an
impression of the heat-exchanger-channel geometry and the surface triangulation at the
vortex-generator section is given. The number of grid points depends on the configura-
tion, it varies from 4 to 6 Mio. points, the number of prismatic and tetrahedral elements
ranges from 13 to 19 Mio.

Fig. 1. Heat-exchanger channel with
integrated delta winglet vortex generators

Fig. 2. View on the surface triangulation,
oppositely arranged delta winglets

4 The Numerical Simulation Setup

For the heat-exchanger-configurationstudy numerical flow simulations were performed.
The DLR code Theta has been used to conduct the unsteady flow simulations. Based
on the well-known DLR-TAU code THETA is a finite volume code for incompressible
flows. Due to its dualgrid approach it works on hybrid, unstructured grids consisting
of a variety of types of polygonal elements. A SIMPLE algorithm has been applied for
an efficient velocity pressure coupling. The well-known chequerboard instability of the
pressure has been eliminated by a 4th-order stabilisation term. The spatial discretisation
is done by using a second order quadratic upwind differencing scheme. The GMRES al-
gorithm has been applied for solving the linear equations. For the unsteady simulations
a 2nd-order implicit time integration scheme has been chosen, the time-step has been
set to 0.005 s. The matrix free formulation of THETA has been applied to reduce the
computational memory amount. The multigrid approach has been used to accelerate the
solving of the linear equations even on fine grids. An efficient balancing algorithm for
domain decomposition has been utilized to perform efficient computations on a DLR
Linux-cluster.
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5 Configurations and Dominant Thermal Flow Structures

In order to visualize and analyze the mixing flow initiated by the interacting dominant
vortices first a generic configuration with a warm ground plate and a cold cover plate
has been considered. The temperature of the warm plate and of the associated vortex
generators has been set to 343.15 K. The other walls has been set adiabatic having an
initial temperature of 293.15 K. The inflowing air has a temperature of 293.15 K and a
velocity of 0.2 m/s. The Reynolds number, calculated with the channel height, was 200.

In Fig. 3 the vortical flow structure, result of the generated interacting vortices, is
shown. The normalized helicity density criterion helps to distinguish between clockwise
and counter-clockwise rotating vortices, in Fig. 3 isosurface of the helicity density are
shown. The yellow coloured flow regions represents vortices with counter-clockwise
rotational sense (isovalue 0.3), clockwise rotating vortices are coloured silver (isovalue
-0.3). The extension of the shown flow regions indicates that the lower vortices are
enforcing the upper vortices. In Fig. 4 stream ribbons and temperature contour plots on
slices are used to visualise the convective transport of heat from the lower near wall
region to the middle channel region.

Fig. 3. Interacting vortical flow structure,
isosurfaces of helicity density

Fig. 4. Streamlines and temperature on
slices illustrating the heat convection

Next, a more realistic flow condition has been examined, the cover plate and the
associated mounted winglets are also considered as hot walls. In the numerical simula-
tion they are defined as isothermal viscous walls, having a fixed temperature of 313.15
K. The velocity has been increased to 5 m/s, leading to a Reynolds number of 3000.
Therefore, the k-ω SST model has been applied although an only weak turbulent flow
has been assumed. The resulting flow structures for the heat-exchanger channel con-
fig. 1 and 2 are depicted in Fig. 5 and 6. The delta winglets are generating a stronger
vortical flow structure than the rectangular winglets, the temperature distribution on the
cut plane (background) shows more concentrated hot flow regions corresponding to the
vortex cores. In contrast the rectangular winglets are stronger overflown, therefore, the
temperature distribution on the cut plane is spread out and expanded. A further impres-
sion of heat exchanger channel flow fields is given in the Fig. 7 and 8. Here, the inplane
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Fig. 5. Delta winglet heat exchanger, the
temperature isosurface (265.15K) illus-
trates the vortex generation

Fig. 6. Rectangular winglet heat exchanger,
the temperature isosurface (265.15K) indi-
cates the overflow of the winglets

vector plots show also the differences of the flow structures of the configuration 2 and
3. The vortical flow structure for configuration 2 is unstable and after two vortex gen-
erator lenghts destroyed. In contrast the trapezoidal vortex generators are generating a
stable flow structure with distinguished hot temperature spots on the cut planes. The
convective transport of hot air into the middle channel region is visible: Mushroom like
temperature colour plots on the cut planes are indicating the “common flow-up”.

Fig. 7. Rectangular-wingletheatexchanger,
temperature contour on cut planes

Fig. 8. Trapezoid-winglet heat exchanger,
temperature on cut planes

6 Heat-Transfer Performance Evaluation

For the evaluation of the heat tranfer the integrated averaged surface temperature has
been calculated for a cascade of 15 streamwise cross sections. The results for each
configuration are visualized as line plot in Fig. 9. The first cross section cuts the heat-
exchanger channel just before the vortex generators, the second section cuts the channel
5 mm behind the generators, all next cut planes follow in a consecutively distance of
10 mm. Then, the efficiency of the mixing process of cold with hot air is measured
on these cross sections in order to determine the optimal length for the heat-exchanger
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channel. For this purpose the temperature on each cutplane has been summed up and
area weighted. The curves of the integrated and averaged cut plane temperature show
that there is a temperature jump just behind the vortex generators. Further downstream
the integrated and averaged temperature develops like in the undisturbed heat-exchanger
channel case. A further crucial information in the evaluation of the ECS performance is

Fig. 9. Integrated surface temperature at cut
planes by heat exchangers

Fig. 10. Relative temperature and drag by
heat exchangers

the drag which correlates with the pressure losses of the flow. The latter has an essential
impact on the design of other ECS systems following the heat exchanger. In Fig. 10 the
considered heat-exchanger configurations are compared with respect to relative drag
(magenta) and relative integrated temperature (blue). For normalization the drag and
integrated temperature of a heat-exchanger channel without any vortex generators has
been chosen as reference. For the evaluation the values have been taken from the last cut
plane. The channel with the rectangular winglets reveals the bests heat transfer, but also
a comparatively high drag. The delta winglets and trapezoidal heat exchanger channels
show better drag behaviour and moderate heat transfer. Taking drag as the main evalu-
ation parameter then the first configuration is the most promissing one since its drag is
comparatively low and its relative temperature is moderately increased. Unfortunately a
final evaluation can’t be done, since an advanced cost function is not formulated. How-
ever, it could be shown that a huge optimisation potential in regard to the geometrical
design of vortex generators exists.

7 Conclusion

For a specific vortex-generator pair arrangement it has been shown that the enforced
vortex pair enhances the mixing of cold and warm fluid in the flow channel signifi-
cantly. The analysis of the vortical flow field and the associated temperature field has
shown that an additional heat transfer with relatively low additional pressure loss can
be achieved when cold air surrounds a generated tube of hot air in the middle part of
the heat-exchanger channel. Thereto, different flow visualization techniques are applied
to analyse the vortical flow structure. The vortices have been detected by the normal-
ized helicity which has also been used to distinguish clockwise and counter-clockwise
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rotating vortices. Their fingerprints on the flow and their effect on heat transfer is
examined by the resulting temperature distribution and the heat flux depicted on cut
planes. Additionally, the usage of streamline integration and vortex detection algorithms
has yielded a better understanding of the vortical structures and associated heat trans-
fer. Due to the large number of parameters affecting the efficiency of the vortex induced
heat-transfer enhancement further simulations have to be carried out. The main goal
will be the reduction of the design parameters and to set-up an optimization process to
find the best vortex-generator-pair configuration.
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Summary

In this paper the influence of radiation heat transfer in mixed convection buoyant
turbulent flows is considered. The results show that in thermal driven flows radiation
heat transfer is an essential part of the total flow system and must be considered for ac-
curate flow predictions. A parallel Discrete Transfer Radiation Method (DTRM), which
simulates surface to surface radiation heat transfer, is coupled with the DLR THETA
code, an unstructured incompressible Navier-Stokes-Solver developed by the German
Aerospace Center (DLR). The THETA code supports convective heat transport, very
large grids, high complex geometries and massive parallel computations.

1 Introduction

Many numerical studies [3], [2] and [10] are focused on two dimensional natural
convection problems with simple geometries. The interest is in the basic effects of
surface heat radiation on thermal driven flows. However numerical simulations of in-
dustrial relevant applications can require a very large number of grid points due to
complex three dimensional geometries. Thus stringent requirements for the efficient
use of memory and code performance are required. Moreover, an efficient paralleliza-
tion strategy for the numerical radiation heat transfer method is necessary. Most of
the flows over heated surfaces (like human bodies, installed wall lamps etc.) in closed
rooms or rooms with air conditioning (like air-plane-, train- or car-cabins) are unsteady.
Due to the unsteadiness it is necessary to couple the radiation module with the flow
solver each time-step. This dictates that memory and CPU-time requirements for the
radiation solver should ideally not exceed that of the Navier-Stokes-Solver itself. Ad-
ditionally, the radiation module must be included in the parallelization concept of the
Navier-Stokes-Solver.

We choose the Discrete Transfer Radiation Method (DTRM) for the simulation of
the surface to surface radiation heat transfer. It shares similarities with the well known
Radiation Simulation Monte Carlo Method [17] based on the transfer of independent ra-
diative energy particles. These particles are emitted from each surface point in the com-
putational domain but use only a finite number of fixed directions. In a preprocessing
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step the boundary surfaces of the computational grid which are located in these
directions are found and stored. During the simulation we directly transfer the radiative
energy from surface to surface without tracing the trajectory of the energy particles.
Because the DLR THETA code uses a domain decomposition approach for parallel
computations, we decompose the stored surfaces such that each processor has a list of
all boundary surfaces which can be reached from a boundary surface of its own do-
main. During the simulation we compute the DTRM step locally on each processor and
then exchange the data in one communication step to avoid performance reduction due
to communication. For very large grids the list of reachable boundary surfaces, which
have should be retained in memory, can be large. Therefore we restrict the number of
discrete directions we choose for the DTRM. In order to reduce statistical errors, a
smoothing algorithm is used for the radiative energy distribution on the boundary sur-
face. This method leads to accurate and smooth heat flux distributions even for a small
number of discrete directions. In the above mentioned preprocessing we use an efficient
ray-tracer algorithm [15], which is based on an element-to-element list thus avoiding
element searches.

2 The Governing Equations and the Numerical Method

We consider the Reynolds-averaged (RANS) formulation of the non-stationary,
incompressible (ρ �= ρ(p)) Navier-Stokes-equations in a bounded domain Ω ∈ R3

and in a time interval (0, τ)

∂ (ρv)
∂t

+ ∇ · (ρv ⊗ v) − ∇ · (2 (μ+ μt) S (v)) +
2
3
ρkI + ∇p = ρf

∂ρ

∂t
+ ∇ · ρv = 0.

Here v denotes the velocity, p the pressure, ρ the density, f the force density of external
forces like gravity, μ > 0 the physical viscosity, μt > 0 the turbulent viscosity and
k the turbulent kinetic energy. S (v) = 1

2

(∇v + ∇vT
)

is the symmetric deformation
velocity tensor and I denotes the unit matrix. Additional boundary and initial conditions
have to be formulated. Within this framework the standard k-ω turbulence model [16]
with universal wall functions [8] and the standard buoyancy modification [11] are used.
To simulate the influence of thermal convection, the temperature transport equation is
solved

∂ (ρT )
∂t

+ ∇ · (ρTv) = ∇ ·
((

κ

cp
+
μt

Prt

)
∇T
)

(1)

for the temperature T . In this equation cp denotes the specific heat capacity, κ the ther-
mal conductivity and Prt the turbulent Prandtl number. Appropriate boundary
conditions, e.g. a von Neumann boundary condition at walls

n ·
((

κ

cp
+
μt

Prt

)
∇T
)

=
‖n‖
cp

(qw + qrad) (2)

with the boundary normal vector n, a fixed wall heat flux qw and the radiation heat
flux qrad are implemented. The radiation heat flux qrad due to surface to surface heat
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radiation is computed by the DTRM. Variable density due to buoyancy is modeled
using the Boussinesq approximation [4] ρ = ρ(T ) = ρ∞ (1 − β(T − T∞)) with the
reference Temperature T∞, the reference density ρ∞ and the thermal expansion coeffi-
cient β. The DLR THETA code uses a finite volume approach [9] for solving the Navier-
Stokes equations and additional scalar equations like k-ω turbulence model equations
or the temperature transport equation (1). It provides inter alia the well known pressure
correction projection method [6], [5], [13] for velocity pressure coupling and uses the
multi-grid approach [7], [14] for solving the pressure equation of the pressure correction
projection method.

3 Surface Heat Radiation

Any surface at a temperature above 0 K radiates energy. The amount of energy E, per
unit surface area and in unit time, a solid surface of a so called Gray Lambert radiator
emits is given by the Stefan-Boltzmann law

E(T ) = ε(T )σT 4, σ = 5, 67051 · 10−8 W

m2K4
. (3)

Here σ is the Stefan-Boltzmann constant and

ε(T ) =
1
σT 4

∫ ∞

0

∫ 2π

0

∫ π
2

0

εdλ(θ, φ, λ, T )Ib,λ(λ, T ) cos(θ) sin(θ) dθ dφ dλ

is the emissivity. It is defined by integration over all directions θ, φ and all wavelengths

λ of the so called directional spectral emissivity εdλ(θ, φ, λ, T ) = Iλ(θ,φ,λ,T )
Ib,λ(λ,T ) . The di-

rectional spectral emissivity describes the ratio of the emissive radiation intensity Iλ
of some body and the emissive radiation intensity Ib,λ of a black body, which have
the same temperature. The emissive power emitted uniformly in all directions from an
infinitesimal area dA into a solid angle dΩ is described by Lambert’s cosine law

dq = Iλ(θ, φ, λ, T ) cos(θ) dAdΩ, dΩ = sin(θ) dθ dφ. (4)

The proportionality factor Iλ(θ, φ, λ, T ) is the directional spectral intensity of radiation.
A more detailed description of the radiation heat transfer physics can be found in [1].
For each boundary wall surface F of the computational grid we compute a fixed number
of directions for the DTRM in the following way. First we choose equidistant distributed
numbers Ri = i

nφ
, Rj = j

nθ
∈ (0, 1), i = 0 . . . nφ − 1, j = 1 . . . nθ, nφ, nθ ∈ N.

Let nF be the surface normal and RnF
the rotation matrix, which rotates the vec-

tor (1, 0, 0)T into the direction of the surface normal, i.e. RnF (1, 0, 0)T = nF

‖nF ‖ .

Since the directional distribution must fulfill Lambert’s cosine law (4), we set φi =
2πRi, θj = arccos

(√
1 −Rj

)
and get in spherical coordinates di,j

F = RnF di,j ,

di,j =
(
sin θj cosφi, sin θj sinφi, cos θj

)T
, d0,0

F = RnF (1, 0, 0)T = nF

‖nF ‖ . Then
we send rays in these directions and trace them through the computational domain.
If they hit a boundary surface we store this surface number in a special surface list
associated to the sending surface. For each radiative wall surface we have finally the
above-named list of goal surfaces, which can be reached by a ray emitted by this
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Fig. 1. Time averaged mean velocity without radiation heat transfer

surface. These lists are stored. We consider each radiative boundary surface F of the
computational grid as a Gray Lambert radiator and send a fixed numberNP of energy-
particles, which carries uniformly distributed radiation heat energy given by (3), i.e.

each particle transfers the energy eP = εσT 4
F ‖nF ‖
NP

. Randomly one of the surfaces
from the list of goal surfaces is chosen and the energy of the particle is added to the
received energy of this surface. Since each surface is a member of the goal surface
list of several other surfaces we sum up all received energy of one DTRM step. Let
E0

F denote this sum of received energy. Then εE0
N is absorbed by the surface and

(1 − ε)E0
F is reflected. So finally a so called wall reflection iteration is done, i.e. a

fixed numberNiter of additional surface heat radiation steps by DTRM with the energy

en+1
P = En+1

F

NP
, En+1

F = (1 − ε)En
F , 0 ≤ n < Niter are performed.

4 Results

We simulate the mixed convection flow in a closed room (figure 5) ( cubic measures:
3m x 4m x 5m). A small outflow of 10cm x 10cm is located under the top of the room
at the eastern wall. An air supply over almost the complete length of the wall is located
over the bottom of the western wall. A cylinder of 75 cm height and 30 cm diameter,
which is heated with 100 W from inside, is placed in the middle of the room. We set a
supply air flow rate of 300 m3

h . The in-flowing air have a temperature of 291.35K . To
set the thermal boundary conditions at the cylinder surface (2) is used. The valid value
qw according to the 100 Watt heating is calculated using the surface area of the cylinder.
We get qw = 107.22 W

m2 for the shell and qw = 171.25 W
m2 for the top and bottom of

the cylinder. Additional isothermal room walls at temperature 293.45K are assumed.
Due to unsteadiness of the considered flow [12] we couple the radiation module with
the flow solver each time-step. For the DTRM we use 257 fixed directions per wall
boundary surface in the computational grid (16 for zenith angle times 16 for azimuth
angle plus the surface normal direction). Per time step we make 100 DTRM steps and
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Fig. 2. Time averaged mean velocity with radiation heat transfer

Fig. 3. Measurement z-component of the velocity over the cylinder in height 1.125 m

average the radiation heat flux over this 100 steps to reduce the statistical errors. In
each DTRM step we send 50 rays per surface. We simulate a physical time of 300s
and time average the quantities we are interested in over an interval of 150s. Averaging
is started after 150s of simulation. The computations are done on two unstructured,
hybrid grids of 1 million (coarse grid) and 5.4 million (fine grid) points. We do a parallel
computation on 16 (coarse grid) and 64 (fine grid) processors. Since the differences in
the results comparing the fine and the coarse grid are less then 3.3 percent, we show
the results on the fine grid. Figures 1, 2 show the results of the velocity distribution
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Fig. 4. Time averaged z-component of the velocity over the cylinder in height 1.125 m
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Fig. 5. Measurement positions (l) and geometry (r) of the test case

Height in cm temperature [◦C]

1 2 3 4
10 19.21 19.40 19.30 19.52
50 19.56 19.68 19.75 19.66
100 20.14 20.12 20.05 20.2

Height in cm temperature [◦C]

1 2 3 4
10 18.20 18.34 18.20 18.34
50 19.03 18.77 19.03 18.77
100 19.44 19.33 19.44 19.33

(a) experiment (b) simulation

Fig. 6. Temperature at 10, 50 ,100 cm vertically above position 1, 2, 3 and 4
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with and without radiation heat transfer. One can see that the plume over the cylinder
have lower velocity in the radiation heat transfer case due to the additional transport of
heat via the radiation. Comparing measurements [12] and simulation figure 3 shows the
z-component of the velocity above the cylinder in the height 1.125m. The maximum of
the z-component of the velocity above the cylinder is about 0.16m

s in the measurements
and about 0.274m

s in the simulation. Due to these differences the influence of the chosen
turbulence model on the computed solution requires further investigation. Additionally,
LES computations may provide a baseline against which further RANS computations
can be validated.

5 Conclusions

A successful coupling of a DTRM with the DLR THETA Code was done. The memory
and CPU-time requirements of the radiation computations do not exceed that of the
Navier-Stokes-Solver itself. The radiation module is well parallelized and embedded
in the parallelization concept of the DLR THETA code, which is based on a domain
decomposition approach. Coupling the radiation module with the flow solver each time-
step is possible and done. Unsteady flows over heated surfaces (like human bodies,
installed wall lamps etc.) in closed rooms or rooms with air conditioning (like air-plane-
, train- or car-cabins) can be done. The results show that radiation heat transfer is an
essential part of the total flow system in thermal driven flows and must be taken into
account to get accurate flow predictions.
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Summary

An experimental investigation of flow structure formation in turbulent mixed convection
in a closed rectangular cavity with an aspect ratio of 1 : 1 : 5 and air as working fluid is
presented. Mixed convection atRe = 1.1 ·104 andRa = 3.0 ·108 is studied under well-
defined conditions by combination of forced and thermal convection. The resulting flow
structures strongly depend on the ratio of inertia and buoyancy forces. A 2D mean wind,
which can be approximated by a solid body rotation, is found at pure forced convection.
With increasing Archimedes number (Ar), realized by a temperature gradient between
bottom and ceiling of the convection cell, this structure becomes instable. Leading to
four convection rolls for Ar = 3.4, which are oriented in longitudinal direction of the
cell, are observed.

1 Introduction

In fluids usually no long range order exists between the atomic or molecular species. As
a consequence convection serves as an additional transport mechanism for thermal en-
ergy beside heat conduction and heat radiation. In convective flows the fluid transports
thermal energy in terms of intrinsic energy. Usually three regimes of convection are
distinguished: Thermal convection, which is driven by thermally induced density gradi-
ents, forced convection, which is induced by an externally applied force and mixed con-
vection, here as a superposition of the first two cases. Convection is an often occurring
phenomenon, which is the driving mechanism in e.g. cloud formation and important for
the transport of thermal energy in stars. Additionally it is responsible for plate tectonics
in the bowels of the earth or the allocation of warm air in a heated room. Of particular
importance is turbulent convection, which appears in many technical applications and
occurs often in nature, e.g. heat exchanger, interior climatisation, meteorology, astrol-
ogy or geology, [5] [6] and [9]. Turbulent mixed convection is a frequently-studied phe-
nomenon, but many research groups concentrate on complex geometries with technical
interest, like aircraft cabins [2], heat exchanger [9] or different arrangements of heat
sources [1]. Some groups also provided detailed studies of velocity and temperature
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distributions and the heat flux in purely thermal convection based on numerical [4]
and experimental [3] investigations. But the basic physical mechanisms of the structure
formation in mixed convection are not completely understood. In order to study the su-
perposition of pure forced and thermal convection with optical measurement techniques
under well-defined boundary conditions, a rectangular convection cell was developed.
In this cell investigations of flow structure formation in turbulent mixed convection
were performed. In this paper the results of the two-component, two-dimensional (2C-
2D) and three-component, two-dimensional (3C-2D) particle image velocimetry (PIV)
obtained for two different flow conditions are presented and discussed.

2 Dimensionless Parameters

In order to characterise mixed convective flows, at least three dimensionless
parameters, which can be obtained by dimensional analysis, are needed. The ratio be-
tween inertia and friction force is given by the Reynolds number: Re = U·L

ν . Thereby
U is the mean velocity, L is a characteristic length and ν is the kinematic viscosity.
The ratio of buoyancy and friction forces is described by the Grashof number, which is
defined byGr = g·β·ΔT ·L3

ν2 , with g the acceleration of gravity, β the thermal expansion
coefficient andΔT a temperature difference. The Prandtl number describes the ratio of
momentum transport by friction and heat transport by conduction. It just depends on the
fluid properties and not on flow parameters. It is given by Pr = ν

κ , where κ denotes the
thermal diffusivity. These three dimensionless parameters in combination with the ge-
ometry and the boundary conditions completely characterise mixed convection as long
as no further forces are acting on the fluid. In addition to these numbers, one often refers
to the Rayleigh number, which can be expressed as the product of Grashof and Prandtl
number:Ra = Gr · Pr.

Another parameter for the description of mixed convection is the Archimedes num-
ber, which is defined by Ar = Ra

Re2·Pr . It is the ratio between buoyancy and inertia
forces. In the regionAr � 1 thermal convection and in the regionAr � 1 forced con-
vection dominates. Somewhere between these limiting cases mixed convection occurs.

3 Experimental Setup

In order to provide a test environment for the study of mixed convection under
well-defined conditions a rectangular convection cell with the aspect ratios Γzy =
length
height = 5 and Γxy = width

height = 1 is built. A sketch of the convection cell with the

dimensions of 2500× 500× 500 mm3 (length × width × height) is shown in Figure 1.
The heating plate at the bottom consists of five parts and is actively heated via a con-
trolled water heating (volume flow rate V̇ ≈ 35 litre · minute−1). The cooling plate at
the top is passivly cooled to room temperature via five air-air heat exchangers. The side
panels are a double-wall system of polycarbonate plates in order to guarantee good op-
tical access as well as a minimum of heat transport (heat transmission coefficient of the
double-wall system: k ≈ 0.96 W

Km2 ). By operating the heating plates a vertical temper-
ature gradient can be applied to the fluid and thus thermal convection can be generated.
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An air inlet (height: 25 mm) at the top and an air outlet (height: 15 mm) at the bottom
allow to superimpose forced convection by an externally driven volume flow. The vol-
ume flow is measured via the pressure drop at a standardised orifice and adjusted by a
rotary speed controlled fan.

Fig. 1. Sketch of the convection cell, with an air inlet installed at the upper cooled plate and an
air outlet at the bottom heated plate

As characteristic length of our system the height of the cell is chosen. With a
maximum temperature difference of 60 K and air (Pr ≈ 0.72) as working fluid charac-
teristic numbers of 0 < Ra � 108, 0 < Re � 105 and 0 < Ar < ∞ can be realized.

Temperature measurements are carried out with 62 Pt100 (1/3 DIN B) temperature
sensors at a sample rate of f ≈ 1/6 Hz. Cooling (index: c) and heating (index: h)
plate are each equipped with 25 sensors, showing spatial temperature deviations of
ΔTc,rms = 1.2%, ΔTc,max = 1.4% and ΔTh,rms = 1.1%, ΔTh,max = 1.6%. The
temperature of the incoming air is measured by three sensors: ΔTin,rms = 0.7% and
ΔTin,max = 0.9%. The indicies rms and max denote root mean square and maximal
values of the variations. All deviations are normalised with the mean temperature dif-
ference between heating and cooling plate ΔT = 21.16 ± 0.07 K. To measure the
temperature deviations of the outcoming air, nine sensors are installed equidistantly
over the full lenght of the outlet.

In order to measure instantaneous velocity fields 2C-2D and 3C-2D (stereoscopic)
PIV is applied. For further information on this measurement technique see [8]. As tracer
particles small oil droplets with an average diameter d ≈ 2μm are used. The particles
are illuminated by a dual cavity Nd:YAG laser with a pulse energy of maximal 340 mJ.
The light pulses are shaped into a light sheet with a thickness between 2 and 5 mm by
a telescope and a cylindrical lens. In case of 2C-2D PIV image acquisition is realized
with one and in case of 3C-2D PIV with two CCD-cameras (pco.4000, PCO) with a
resolution of 4008 × 2672 pixel. For 2C-2D and 3C-2D PIV the cameras are equipped
with a f = 100 mm lens (Planar T*2/100, Zeiss) without Scheimpflug adapter and two
f = 85 mm lenses (Planar T*1.4/85, Zeiss) with Scheimpflug adapters, respectively.
For each series of mixed convection 4800 and for each series of forced convection
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500 image pairs are acquired with a frequency of 1/1.5 Hz. The arrangement of the
measurement planes is shown in Figure 2. The evaluation of the 2C-2D images is re-
alized with PIVview2C [7] with a single pass algorithm using double correlation and
a three-point Gaussian fit for detection of the correlation maximum with sub pixel ac-
curacy. As long as not mentioned differently, the interrogation window size is 32 × 32
pixels large and the overlap is set to 50%, which leads to 150 × 150 vectors in the
measurement plane. This corresponds to a two-dimensional velocity vector field with a
spatial resolution of 3.3 mm in each direction. For evaluation of the 3C-2D images an
interrogation window size of 96 × 96 or 128 × 96 pixels is used at an overlap of 75%,
which leads to a vector spacing of 6 mm. From the instantaneous velocity maps the
mean velocity fields are calculated, which are presented and discussed in the following.
The results of two different flow conditions atRe = 1.1 ·104 are presented in this paper.
First pure forced convection at Ar = 0 and second mixed convection at Ar = 3.4 are
discussed.

Fig. 2. Positions of the 3C-2D PIV longitudinal section (left) and the 2C-2D PIV cross sections
(right)

4 Results

In this section the mean velocity fields measured with PIV in different measurement
planes forAr = 0 andAr = 3.4 are presented and discussed. In subsection 4.1 and 4.2
the results for forced and mixed convection, as determined with 2C-2D PIV in the x−y
measurement planes are reviewed, respectively. In subsection 4.3 the flow structures
measured with 3C-2D PIV in a longitudinal cross section are compared to the PIV
results in the other cross sections.

4.1 Forced Convection

The mean velocity field of pure forced convection, i.e. with the heating plate
switched off, in a cross section at 50% of the cell length is depicted in Figure 3 (left). A
wall jet is generated by the incoming air, which is forced to separate and reattach at the
corners of the cell. The jet thus follows the ceiling, the side wall and the floor of the cell.
Due to entrainment the average jet velocity decreases and the mass flow rate increases
as the jet moves downstream. Therefore only a part of the expanded jet leaves through
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the outlet while the remaining part recirculates and interacts with the incoming air jet.
As a result a counter clockwise rotating mean wind develops in the cell. In order to fur-
ther analyse the roll structure velocity line scans of the v-component in y-direction are
extracted at y = 250 mm and depicted in Figure 3 (right) for three investigated mea-
surement planes. First it should be noted that the velocity profile can be characterised
by a constant angular velocity in all three measurement planes. Consequently the mean
wind can be approximately described by a two-dimensional solid body rotation under
forced convection conditions. The small offset of the line scans in x-direction is due to
the additional volume flow in the downward oriented part of the wall jet in the front of
the cell.
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Fig. 3. Mean velocity field with isolines (showing the magnitude, unit: m/s) in the centre cross
section evaluated for a window size of 24× 24 pixels (every 12th, 8th vector is shown in x, y di-
rection, respectively) (left) and profiles of the mean velocity field at three positions in longitudinal
direction (right) obtained for Re = 1.1 · 104 and Ar = 0

4.2 Mixed Convection

Figure 4 (left) shows the mean velocity field obtained for the mixed convection
conditions. The flow field in the measurement plane deviates strongly from that ob-
served in purely forced convection. Upon the onset of thermal convection the structure
of the wall jet has changed dramatically. As a consequence the core of the mean wind is
shifted with respect to the cell centre. The jet separation in the corners of the cell occurs
further downstream, which leads to a decrease of the size of the recirculation zones in
the corners of the cell as compared to forced convection. Again the velocity line scans
of the v-component are extracted at y = 250 mm, see Figure 4 (right). Clearly a break-
down of the solid body rotation can be detected. Both, the structure of the wall jet and
the location of the mean wind core is different in every cross section. Further a strongly
three-dimensional nature of the flow can be deduced from the line scans, which differ
considerably for the two investigated measurement planes.
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Fig. 4. Mean velocity field with isolines (showing the magnitude, unit: m/s) in the centre cross
section (every 8th, 6th vector is shown in x, y direction, respectively) (left) and profiles of the
mean velocity field at two positions in longitudinal direction at y = 250 mm (right) obtained for
Re = 1.1 · 104 and Ar = 3.4

4.3 Comparison of Flow Structures

In order to shed some more light on the three-dimensional characteristics of the flow
stereoscopic PIV is conducted in a longitudinal section, see Figure 2 (left). In Fig-
ure 5 the u-component, which is oriented perpendicular to the measurement plane, is
presented using contours superimposed with the v-w vector field. Under absence of
buoyancy forces (see Figure 5 (top)) the u-component only depends on the position
in y-direction (height) and in this measurement plane the v and the w-component are
negligible. Below the ceiling of the cell the flow leaves the air inlet and is directed to-
wards the front window of the convection cell. Above the cell floor the air flows back to
the air outlet. A homogeneous flow, which is almost independent of the z-coordinate,
indicating a very two-dimensional mean wind, is observed. The presence of buoyancy
forces leads to a breakdown of the two-dimensional mean wind. More precisely the
flow changes into a superposition of the incoming air jet with smaller flow structures.
Figure 5 (bottom) shows the velocity field at an Archimedes number of Ar = 3.4 in
the longitudinal measurement plane. The deviation to the flow field shown in Figure
5 (top) pinpoints the influence of the buoyancy forces, i.e. velocity components ori-
ented parallel and opposite to the applied temperature gradient establish. Regions of
fast upward and downward oriented motion, which are ascribed to the organisation of
thermal plumes, can be observed. The encountered flow field suggests a superposition
of the wall jet of incoming air with four induced rolls, their rotation axis being oriented
in x-direction, see Figure 6. The rotational direction is an effect of the non-adiabatic
side panels. In slightly cooler wall zones downdraughts are encouraged, purporting a
clockwise and counter clockwise rotating roll in the right and left region of the con-
vection cell, respectively. Corresponding to these additional flow structures a spatial
temperature allocation of the outcoming air is detected. Two warmer regions are found
at z ≈ 30% and z ≈ 75% of the cell length well-fitting to the areas of rising air.
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Fig. 5. Mean velocity fields (isolines show u-component, unit: m/s) in the longitudinal section
obtained for pure forced convection (Re = 1.1 · 104, Ar = 0) (top) and mixed convection
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Fig. 6. Sketch of the four mean convection cells in longitudinal direction overlayed with the mean
velocity field presented in Figure 5 (bottom). Every 18th velocity vector is plotted
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5 Conclusion

Mixed convection has been investigated under precisely controlled conditions in a rect-
angular convection cell. Two flow cases have been studied: pure forced convection at
Re = 1.1 · 104 and Ar = 0 and mixed convection at Re = 1.1 · 104 andAr = 3.4. 2C-
2D and 3C-2D PIV has been used in order to study the flow in three cross sectional and
one longitudinal measurement planes. The resulting velocity fields revealed a strong de-
pendence on the ratio of inertia and buoyancy forces. At pure forced convection it was
found that the flow is governed by a two-dimensional solid body rotation of the fluid
in the cell, that is driven by the externally applied air flow. Upon the onset of thermal
convection, i.e. at Ar = 3.4 a collapse of the 2D mean wind was observed, as well as a
formation of four convection rolls in longitudinal direction, which interact with the wall
jet generated by the incoming air. The observed flow structures are in good agreement
with temperature measurements in the air outlet, which reveal a characteristic finger-
print of the flow structures in the temperature profiles.

As the next steps the dynamics of the interaction between wall jet and convection
rolls will be investigated in evaluations of the instantaneous velocity fields by means of
proper orthogonal decomposition as well as time resolved temperature measurements at
distinguished positions in the cell. Furthermore, application of advanced optical field-
and volumetric measurement techniques to capture instantaneous temperature fields as
well as the three-dimensional structure of the mean wind are under way.
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[2] Bosbach, J., Kühn, M., Wagner, C.: Large scale particle image velocimetry with helium filled
soap bubbles. Experiments in Fluids 46, 539–547 (2009)

[3] Ebert, A., Resagk, C., Thess, A.: A Experimental study of temperature distribution and local
heat flux for turbulent Rayleigh-Bénard convection of air in a long rectangular enclosure.
Int. Journal of Heat and Mass Transfer 51, 4238–4248 (2008)

[4] Kaczorowski, M., Wagner, C.: Analysis of the thermal plumes in turbulent Rayleigh-Bénard
convection based on well-resolved numerical simulations. J. Fluid Mech. 618, 89–112 (2008)

[5] Kupka, F.: Convection in Stars. In: Proceedings International Astronomical Union Sympo-
sium, vol. 224, pp. 119–129 (2004)

[6] Linden, P.F.: The Fluid Mechanics of Natural Ventilation. Annu. Rev. Fluid Mech. 31, 201–
238 (1999)

[7] http://www.pivtec.de
[8] Raffel, M., Willert, C.E., Wereley, S.T., Kompenhans, J.: Particle Image Velocimetry - A

practical Guide, 2nd edn. Springer, Heidelberg (2007)
[9] Sillekens, J.J.M., Rindt, C.C.M., Van Steenhoven, A.A.: Developing mixed convection in a

coiled heat exchanger. Int. Journal of Heat Mass Transfer 41, 61–72 (1998)

http://www.pivtec.de


Numerical Determination of Nozzle Admittances in
Rocket Engines

Daniel Morgenweck1, Jutta Pieringer2, and Thomas Sattelmayer3

1 Technische Universität München, Boltzmannstr. 15, 85747 Garching, Germany
morgenweck@td.mw.tum.de
http://www.td.mw.tum.de
2 Audi AG, Ingolfstadt, Germany

3 Technische Universität München, Boltzmannstr. 15, 85747 Garching, Germany
sattelmayer@td.mw.tum.de

Summary

A numerical method in the time domain is introduced to assess the stability with respect
to the nozzle’s geometry in liquid rocket engines. A boundary condition for the injector
plane in a combustion chamber is presented, where the mass flow fluctuations are set to
zero. Thus the acoustic flux over the injector plane is zero even when there is mean flow
normal to the boundary. Two ways of assessing the nozzles stability are shown. The first
is to characterize the decaying of pressure oscillations means by the decay coefficient
and the second is to determine the nozzle admittance. The procedures for obtaining
both are described and the results are compared with the available experimental and
analytical data.

Nomenclature

In the following all physical quantities are normalized by a set of characteristic quan-
tities namely a characteristic length scale, a characteristic pressure and a characteristic
velocity. The following nomenclature is used throughout the article:

f frequency
I acoustic flux
q̄ mean quantity (e.g. ρ̄, ū, p̄, ā)
q′ perturbation quantity (e.g. ρ′, u′, p′)
q̂ complex quantity in the frequency domain (e.g. û, p̂)
Y admittance
α decay coefficient
ω angular frequency 2πf

1 Introduction

Oscillating instabilities are still today a major thread for liquid rocket engines. Those
high frequency oscillations can cause structural damage to the nozzle and combustion
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chamber and also to the periphery. The increased heat exchange to the wall can cause
thermal failure and threatens also the success of the mission. On from the beginning
of modern rocket design there was the need to understand the mechanism of those
instabilities. Crocco [3] did a fundamental investigation on this field at a very early
stage. The ratio between the input of acoustic energy through the combustion process
and the loss of acoustic energy mainly by transport through the nozzle are influencing
the stability in the rocket engine. Marble and Candel [6] offered an analytic relation
for admittances of short nozzles. It can be used to describe the stability of a nozzle
depending on the Mach number. In a semi numerical and an experimental approach
Bell and Zinn [1], [11], [2] surveyed nozzle admittances for 3D acoustic waves. The
admittances characterize the reflection behavior of the nozzle and thus the energy flux
over the nozzle.

In the work presented here the stability in rocket engines depending on the geom-
etry will be surveyed numerically by evaluating the decay coefficient and the nozzle
admittances. The numerically evaluated nozzle admittances are validated against the
experiments of Bell [1].

2 Numerical Method

For the numerical evaluation given in this report the time dependent solver PIANO-
SAT is used. The base code PIANO is provided by the DLR Braunschweig [4]. Special
adaption for stability assessment in rocket nozzles are applied. PIANO-SAT works in
the time domain and utilizes special discretization schemes commonly used in the field
of aero-acoustic. It is a time explicit finite difference scheme of higher order. To assess
the onset of acoustic oscillations in operating rocket engines a simple model for cou-
pling combustion fluctuation and acoustic fluctuation was implemented [8]. The numer-
ical method solves the Linearized Euler Equations (LEE) or the Acoustic Perturbation
Equations (APE) [5]. Thereby the primitive quantities for density, pressure and veloc-
ity are split into a mean part and a perturbation part. PIANO-SAT only solves for the
perturbation part. The mean quantities are input to the solver and originate from a CFD
computation.

The investigations below are based on the solution of the APEs. The mean flow field
comes from a steady state Euler calculation. All quantities are normalized by a set of
normalization factors.

3 Boundary Condition for the Nozzle Head

Following the argument of Pieringer [9] a special boundary condition needs to be con-
sidered at the nozzle’s head. The exact flow field in this area is rather complex and hard
to include in an acoustic computation. A simplifying approach is to take a block mean
flow profile at the inlet, which means the mean velocity is constant at and normal to the
injector plane in the rocket engine. Thus the mesh at the injector plane can be coarse
enough to achieve results in a reasonable time. However by applying a non-zero mean
flow over a boundary, it has to be made sure, that there is no acoustic flux over that
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boundary, to guarantee an energy neutral acoustic boundary. In the following a possible
way to impose such a boundary is described.

The balance for the acoustic energy can be written

ΔE =
∫
A

〈n · I〉 dA. (1)

Morfey [7] gave a formulation for the acoustic flux I in an isentropic potential flow

I = p′u′ +
p′2ū
ρ̄ ā2

+ ρ̄(ū · u′)u′ +
p′

ā2
(ū · u′)ū. (2)

For zero acoustic flux at the inlet boundary it has to be assured, that 〈n · I〉 = 0. Look-
ing at equation 2 it becomes apparent, that it is not enough to set the perturbation ve-
locity normal to the boundary to zero u′ · n = 0. In that case the second term on the
right hand side of equation 2 will still give a contribution to the energy balance. Verhaar
[10] showed, that a vanishing mass flow fluctuation at the boundary ṁ′ = 0 does not
contribute to the acoustic energy balance also for a boundary with normal mean flow
components

ṁ′ = 0 = ρ̄ n · u′ + ρ′n · ū. (3)

For isentropic flows the perturbation density in equation 3 can be substituted and the
equation can be reformulated

n · ū p′

ρ̄ ā2
+ n · u′ = 0. (4)

Inserting equation 4 into equation 2 it can indeed be proofed that a vanishing mass flow
fluctuation leads to no acoustic flux at the boundary.

In a first 2D generic test case a circular domain with homogeneous mean flow is
excited by a pressure pulse. On all outer boundaries of the domain the mass flow fluc-
tuations are set to zero. In the left plot of figure 1 the instantaneous absolute value of
the mass flow fluctuation is given. It can be seen that there is no fluctuation of the mass
flow at the outer boundaries. The same can be observed on the right side of figure 1 for
a nozzle with a no-mass flow condition at its head.

4 Determination of the Decay Coefficient

A criteria for stability in rocket engines is the decay coefficient. Thereby the exponential
decay of pressure fluctuations are determined. In case no other source of acoustic energy
exists and acoustic energy is not lost over other boundaries than the nozzle itself, the
decay coefficient is a characteristic quantity for the stability in rocket engines. Unlike
the admittance it also accounts for convective loss of acoustic energy through mean
flow.

A first step to obtain a decay coefficient is to analyze the eigenmodes in the combus-
tion chamber, which modes participate in the pressure oscillations. One way finding the
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Fig. 1. Absolute value of the mass flow fluctuation, left 2D generic test case, right 3D nozzle with
zero-mass flow boundary at the injector plane

Fig. 2. Initially excited rocket engine, left contour plot for the dimensionless time
t=40 [-], right dimensionless pressure amplitude over the dimensionless frequency, bottom pres-
sure oscillation for determining the decay coefficient

dominating modes is to initially excite the the oscillation in the chamber and recording
the decay of the pressure perturbation. This is done by setting a Gaussian pressure pulse
at some point in the computational domain. The center of the Gaussian pulse is situated
at some distance away from the axial axis to ensure also transverse modes are excited.
In principle the excitation mechanism has an influence on how strong certain modes are
excited. The recorded pressure signal is therefore dependent on the excitation. However
it can be said, that a Gaussian pressure pulse has the ability to excite a broad band of
frequencies. Thus the main eigenfrequencies will be excited and can be observed in the
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pressure signal. The left plot of figure 2 shows the instantaneous pressure at the
boundaries of the combustion chamber with the nozzle. The flow is only calculated
until the Mach 1 isosurface. Only regions with Mach numbers lower than 1 can have an
impact on the acoustic field in the combustion chamber. Pressure waves in areas with
Mach numbers greater than 1 can only travel downstream. The circular plane on the left
of the plot marks the throat of the nozzle, whereas the circular base area on the opposite
marks the injector plane (not visible in the plot).

The right plot of figure 2 gives the FFT of the pressure signal. It is apparent that the
oscillation is dominated by pressure fluctuations of a dimensionless frequency of f =
0.58 [−]. This corresponds to the first transverse mode. Usually in rocket engines the
transverse modes are more noticeable than longitudinal ones. The longitudinal modes
are more damped. Thus the transverse modes are often causing stability problems in
rocket engines.

After the dominating mode is identified, the damping of the first transverse mode
needs to be evaluated. Therefore, the combustion chamber will be excited only by the
frequency corresponding to that specific mode (f = 0.58 [−]). A periodic source with
the shape and position of the Gaussian pulse above is used for the excitation. After
a few cycles the periodic source is switched off and the decay of the pressure oscil-
lation is measured at several points in the domain. The Hilbert transformation of the
recorded pressure signal delivers the envelope of the pressure oscillation. The decay-
ing part of the envelope is approximated by an exponential function. The bottom plot of
figure 2 shows the pressure signal with active and inactive periodic source. Furthermore
the exponential function for the decaying signal is given. The decay coefficient of the
best fitted exponential function characterizes the stability of the system. Applying this
method to the rocket engine given in figure 2, a dimensionless decay coefficient for the
first transverse mode of α = 0.048[−] could be obtained.

5 Comparison of Nozzle Admittances

Another way to characterize the nozzle’s impact on stability is to evaluate its admit-
tance. It provides information on how much acoustic energy is lost through the noz-
zle. Furthermore the admittance is used in more comprehensive stability analysis (e.g.
means by network models) concerning the overall propulsion system to describe the
influence of the nozzle. Zinn [11] found a semi analytical approach to describe the noz-
zle admittances. Bell and Zinn [2] computed three-dimensional nozzle admittances and
compared them to experimental results of Bell [1]. Thereby they parameterized the noz-
zle through several radii and the angle of the convergent part of the nozzle (see figure
3). Furthermore the entry Mach number of the flow to the nozzle, the shape of the mode
and the speed of sound are input to a program evaluating the nozzle’s admittance.

Similar cases were surveyed in a numerical simulation with PIANO-SAT. Two con-
figurations for longitudinal modes were investigated. The first calculation was done by
Pieringer [9] for a nozzle with 15◦ apex angle, an entry Mach number of 0.08 and a ra-
dius ratio of 0.44 between the radius of the cylinder before the nozzle and the transition
radius between cylinder and nozzle and between the convergent and divergent part of
the nozzle (see figure 3). The second case surveys a nozzle at Mach 0.16 an apex angle
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Fig. 3. Characteristics of the nozzle as suggested by Bell

Fig. 4. Dimensionless admittances over dimensionless frequency for the first (left) and second
(right) configuration

of 30◦ and a radius ratio of 1. In both calculations the pressure oscillation were excited
by a periodic oscillating plane with a fixed angular frequency some way upstream the
nozzle. At the nozzle entrance fluctuation velocity and pressure were recorded. The
time signals of both are transformed into the frequency domain and the ratio between
perturbation velocity and perturbation pressure at the excitation frequency is taken

Y = ρ̄ ā
n · û
p̂
. (5)

Considering figure 4, it is apparent that the numerical simulation in both configurations
meet quite well the experimental results of Bell [1]. The left column shows the real and
imaginary part of the admittances for the case with M = 0.08, apex angle 15◦ and
radius ratio of 0.44. The deviation between numerics and experiment are small. Only
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at higher frequencies the results diverge a little. A possible reason for this might be the
onset of higher acoustic modes. The analytical solution shows a greater difference from
the other two especially around ω = 0.9. The analytical approach does only account
for 1-dimensional mean flow. In the right column the results for the case with M =
0.16, apex angle 30◦ and radius ratio of 1. are given. Again the numerics matches quite
well the experimental results. The numerical values lie within the scatter range of the
experimental data. Only for ω around 1.4 some differences between numerics and the
experiment occur in the imaginary part of the admittance. A possible explanation for
the divergence is linked to the position, where the acoustic quantities are recorded in the
numerical simulation. The calculation of the admittance proofed to be very sensitive to
that position. This might cause inaccuracy.

6 Conclusion

A boundary condition was presented that causes no flux of acoustic energy over the
boundary even when there is a mean flow through it. The results showed the validity of
the boundary condition. Later on the boundary condition was used to survey the damp-
ing behavior of the rocket engine. A procedure for evaluating the decay coefficient of the
declining acoustic oscillations of the first transverse mode was described and the results
were shown. In a second study the admittances for two configurations were determined
and compared to analytical and numerical results. The results agreed quite well with
the experimental data. Both methods can be used in the state of design of a new rocket
engine. The decay coefficient is a good measure of stability and provides information
for the comparison with existing databases. Whereas the admittance is used in more
comprehensive stability analysis of the overall engine means by network models.
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Summary

The present paper contributes to the modeling of unsteady aerodynamics of Vertical
Axis Wind Turbines (VAWT). A Double Multiple Stream Tube (DMST) model as an
engineering approach for design and optimization of VAWT is presented. The unsteady
flow around a H-type rotor is investigated numerically in two and three dimensions
using Computational Fluid Dynamics (CFD).

1 Introduction

In recent years an increasing demand in decentralized power plants is observed
renewing the interest in Vertical Axis Wind Turbines (VAWT). Compared to Horizontal
Axis Wind Turbines (HAWT), VAWT presents several advantages such as lower sound
emission, its insensitivity to yaw and wind direction and its increased power output
in skewed flow. Due to their simpler configuration, the production costs and service
effort are potentially lower than for HAWT. These observations also have driven the
promotion of small scale VAWT for the residential environment. In some sense, the
price paid for structural simplicity is aerodynamic complexity; VAWT aerodynamics is
inherently unsteady and beyond the limits of classical airfoil theory. However, recent
developments in computational methods and the capability of predicting in detail the
unsteady flow in such rotating machinery greatly increase the understanding of VAWT
aerodynamics.

The object of investigation is the so called H-rotor, consisting of two straight NACA-
4418 airfoils which are connected with the shaft at both ends, as shown in Figure 1a.
From Figure 1b it is obvious that during one rotor revolution, the relative velocity at the
airfoilW as well as the angle of attack α is changing significantly. The blades are then
operated in a stalled condition most of the time.

For the design and analysis of Darrieus wind turbines, the Double Multiple Stream
Tube (DMST) model was found to be very efficient [3]. The DMST model instantly
delivers global parameters of the turbine, such as the power coefficient of the turbine
and blade loads, all depending on geometrical details of the configuration or operating
conditions. It is based on simplified one-dimensional aerodynamic consideration and
with the model from Gormont [1] includes the dynamic stall effects. Although validated
for the Darrieus wind turbine, the DMST model with the Gormont model does not give
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a b

Fig. 1. Sketch of the turbine (a) and horizontal cross-section of the rotor with velocity triangles
at the airfoils (b)

satisfying results for the existing H-Rotor design. The reason for that is the fact that
the implemented dynamic stall model is based on empirical observations which are
valid only for a certain class of airfoils, i.e. slender, symmetric profiles. The presented
results are a step towards the development of models to include dynamic stall effects of
particular airfoil types as well as the effect of finite airfoil span and the rotor traverse
parts into the DMST model.

2 Aerodynamic Model

The basic principle of the DMST model is explained in following. A more detailed
description may be found e.g. in [2]. The rotor swept area is divided into a series of
adjacent stream-tubes. The loading on a blade element passing the stream-tube depends
on the local relative velocity, which is the resultant of the local wind speed Uu,d and
the rotational motion ωR. But Uu,d depends on how much the turbine has retarded the
ambient wind, which in turn is a function of the blade load. To break this circular cycle
of dependence, the DMST model uses a combination of actuator disc and blade element
theories. As depicted in Figure 2, each stream tube intersects the airfoil path twice; once
on the upwind pass, and again on the downwind pass. At these intersections we imagine
the turbine replaced by a tandem pair of actuator discs, upon which the flow may exert
force. The DMST model simultaneously solves two equations for the stream-wise force
at the actuator disk; one obtained by conservation of momentum and other based on the
aerodynamic coefficients of the airfoil (lift and drag) and the local wind velocity. These
equations are solved twice; for the upwind and for the downwind part of the rotor.

The uncertainties of the model are due to the aerodynamic coefficients which are typ-
ically available only for a small range of static change of angle of attack. The empirical
model of Gormont [1], implemented in the DMST model found to be successful in the
analysis of Darrieus wind turbines. In the present model, static aerodynamic coefficients
for the NACA-4418 available in [4] are used. These coefficients are experimentally ob-
tained for the Reynolds number Re = 850000 and the range of the angle of attack
α = ±90◦.
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Fig. 2. Plane view of the rotor. A stream-tube, together with the actuator discs and appropriate
velocity vectors are depicted

3 Computational Model

In the CFD analysis of unsteady rotor dynamics two different software packages are
used: the commercial package ANSYS-CFX and the TAU code developed at the Ger-
man Aerospace Center - DLR [5]. Both codes numerically solve Reynolds Averaged
Navier-Stokes (RANS) equations. Various turbulence models are available in both pack-
ages. In this work, the k−ω SST turbulence model in association with the ANSYS-CFX
simulation cases and the Spalart-Almaras turbulence model in association with the TAU
simulation cases are used.

4 Results

One of the parameters which characterize VAWTs is the Tip Speed Ratio (TSR) which
represents the ratio of the airfoil tip speed Uϕ and the undisturbed wind velocity Uw

λ =
Uϕ

Uw
. (1)

For the rotor geometry and wind velocity given in the Table 1, results presented in the
following subsections are referenced to λ.

Table 1. Parameters of the rotor and free stream conditions

airfoil cord span rotor radius wind velocity
c [m] H [m] R [m] Uw

[
m
s

]
NACA 4418 0.5 2.2 1.73 10
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Fig. 3. Sketch of the ANSYS-CFX computational domain. R1 = 2R, L1 = 15R, B =

2L1, L2 = 50R

4.1 Two Dimensional Rotor Approximation

The appropriate two dimensional (2D) CFD model is sketched in Figure 3. The
solution domain consist of two sub-domains: the inner rotating part and the outer sta-
tionary part. The numerical schemes solve the three dimensional RANS equations.
Thus, symmetry boundary conditions are imposed at the top and bottom face of the
computational domain consisting of one layer of prismatic and hexagonal cells. At the
left face, a constant velocity inflow is imposed and at the right side outflow boundary
conditions are imposed. At the airfoil, appropriate boundary conditions depending on
the turbulence model with scalable wall functions are imposed.

The efficiency of the turbine is expressed by the power coefficient

CP =
P

1
2ρU

3
wA

(2)

where P is the average power of the turbine, ρ is density of the undisturbed wind andA
is the vertical cross-section area of the rotor. Figure 4 shows a comparison of the DMST
model and the CFD predictions. A quite good agreement of CP is observed for λ < 2
(Figure 4a). Large deviations for larger values of λ may be explained with the dynamic
stall effect which is not included in the present model. This is obvious from Figure 4b
where the normalized moment of the single airfoil is compared. For the rotor position
in the vicinity of ϕ = 0◦, CFD predicts significantly higher negative moment. This may
be not explained with the inappropriate aerodynamic coefficients. The angle of attack
is significantly below the static stall angle where the sensitivity of the aerodynamic
coefficients with respect to the Reynolds number is quiet low. The only explanation
may be found in the dynamical change of the angle of attack and the dependence of the
aerodynamic coefficients on it.

The above presented results clearly shows that the dynamic change of the angle of
attack must be included in the DMST model. This effect is investigated using the CFD
simulations presented in the following subsection.
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Fig. 4. The power coefficient of the rotor (a) and normalized moment of the single airfoil with
respect to the rotor position (b)

Fig. 5. The airfoil motion in the stream field.

4.2 Moving and Oscillating Airfoil

As explained previously, the profile in Darrieus motion is subjected to a strongly
varying angle of attack and velocity magnitude (see Figure 1b). In order to investigate
the aerodynamic forces at a single airfoil, this motion is decomposed in an approximate
way as a combination of rotational and linear oscillation. Neglecting the retardation
of the flow due to momentum change at the airfoil, the variation of angle of attack is
approximated as

α0 = αmaxsin(ω · t), (3)

where αmax is the maximal angle of attack (pitching amplitude), ω = λUw/R is the
angular velocity of the rotor and t is time. Similarly, the effective wind velocity at the
airfoilW may be approximated with as

W0 = Uw (λ+ cos (ω · t)) . (4)

Equations 3 and 4 may be described with the model depicted with Figure 5. In the
stream field Ustream = λUw, the airfoil moves periodically with the period T = 2π/ω.
The airfoil velocity in x direction and the angular velocity around the quarter cord point
are respectively:

Ux = Uwcos (ω · t+ π) , (5)
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Fig. 6. Solution domain for moving airfoil
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Fig. 7. CL for various λ (a) and CD for λ = 3.5 (b). αmax(λ = 3.5) = 42◦, αmax(λ = 2.5) =

22◦ and αmax(λ = 1.5) = 17◦

and
ω0 = αmaxcos (ω · t+ π)ω. (6)

The above described motion is modeled using the mesh deformation technique
available in ANSYS-CFX. As shown in Figure 6, the solution domain is divided in
6 sub-domains. The mesh in sub-domain 4 rotates with the angular velocity ω0 and
moves (together with the mesh in sub-domain 3) with the velocity Ux. Sub-domains
1 and 6 are defined as stationary and the displacement of sub-domain 4 is compen-
sated with the mesh deformation in sub-domains 2 and 5. The velocity Ustream is pre-
scribed at the inlet boundary and other boundaries are defined as in subsection 4.1. The
aerodynamic coefficients are defined in term of the relative wind velocity at the airfoil
U = Ustream − Ux. The angle of attack α defined at the rotor is the reversed angle of
attack defined in Equation 3.

The predicted aerodynamic coefficients are shown in Figure 7. For various λ and
αmax, the lift coefficient is plotted together with the lift coefficient of a stationary pro-
file in Figure 7a. The predicted lift coefficients are strongly dependent on the pitching
amplitude. As expected, at large angle of attack beyond static stall angle stall delays.
The dynamic stall with the hysteresis effect is obvious in all cases. The deviation of
lift in the upstroke motion as compared to the static values is not clear and needs to be
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Fig. 8. Velocity [m/s] (relative to airfoil), isolines and vectors for λ = 1.5 and α = 28.5◦. a:
t < T
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, b: t > T
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Fig. 9. Moment of the rotor per airfoil unit length (a) and pressure difference dp [Pa] at the solid
surfaces for λ = 2.5 (b)

investigated. Figure 7 shows the predicted drag coefficient for λ = 3.5. It is observed,
that during the hysteresis loop negative drag - the thrust appears.

The predicted dynamic stall is depicted in Figure 8. When the airfoil moves in-
creasing α towards αmax, flow separation appears on the trailing edge of the airfoil
(Figure 8b) and grows. Moving back decreasing α towards αmin, the separation stays
in the vicinity of airfoil resulting in a rapid loss of the lift.

4.3 Three Dimensional Rotor Simulations

The results presented in subsection 4.1 are obtained for a simplified 2D rotor
configuration. In order to quantify the influence of the rotor shaft and the traverse, full
three dimensional (3D) simulations are required. For λ = 2.5 the 3D rotor is simulated
using the TAU code. Exploiting the symmetry of the rotor with respect to the horizontal
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plane, the 3D simulation model is discretized with 14.5 million hexagonal cells. The
one layer of cells at the symmetry plane is used as an equivalent 2D TAU simulation
model. The 3D rotor simulation causes an enormous computational effort. The simu-
lation of one revolution using 96 CPU cores in parallel requires about 40 hours. The
results presented in this subsection are predicted during the second revolution period
while the flow is not yet fully developed.

Figure 9 shows the comparison of 2D and 3D model results. The moment of the rotor
is presented in Figure 9a where the difference in the peak moment is remarkable. This
is mainly due to the influence of the finite span and the drag of the traverse. Pressure
difference contours presented in Figure 9b illustrate the influence of the finite span.
The non-continuous distribution in spanwise direction results in decreased moment as
compared to the 2D simulation. A further analysis of the 3D simulations allows to
quantify the contribution of the traverse with respect to the overall drag moment. For
the present configuration, 15% of the drag is due to this traverse.

5 Conclusions

In the present work the incompressible, time dependent and turbulent flow past a
vertical axis wind turbine (VAWT) was simulated in two and three dimensions as well
as the oscillating motion of the single NACA-4418 airfoil. These results serve to vali-
date and improve the DMST parameter model suitable for the particular H-rotor type.
The presented results help to quantify rotor aerodynamics and to contribute to the im-
provement of design tools.
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Summary

In the present investigation the influence of tip clearance height in a centrifugal com-
pressor was analysed using CFD. The tip clearance was varied from 1 to 4 percent of
the mean blade height. All results were compared to the theoretical case without clear-
ance. It is shown, that the efficiency continuously increases with decreasing clearance
height. An optimal value for clearance was not found although the clearance was very
small. The increase in shaft power is calculated using dimensional analysis. Another
observation is, that a local mass flow distribution of the leakage flow exists, which may
be used for further improvement of performance.

1 Introduction

Centrifugal compressors are found in a wide range of applications. They are used for
example in the process industry or as turbochargers. Depending on the special re-
quirements two different types of compressors exist: The rotor may be shrouded or
unshrouded at the blade tip. Centrifugal compressors with high rotational speed are
ususally designed as unshrouded impellers due to high stresses in the shroud. These
machines have a small gap between the blade tip and the stationary casing. The differ-
ence in static pressure between pressure side and suction side of the blade enforces a
leakage flow, which interacts with the main flow in the channel. It is well known that
efficiency decreases due the leakage flow [1]. For this reason tip clearance effects have
been studied by several researchers e.g. [2], [9]. Harada [5] compares the performance
of shrouded and unshrouded impellers. A review is found in [10]. In more recent in-
vestigations CFD is used to study the flow field, as for example in [3]. Van Zante et al.
[12] have studied the influence of different approaches to include tip clearance effects
in a CFD model. They give recommendations on grid size for sufficient resolution of
tip clearance flows in axial compressors.

A. Dillmann et al. (Eds.): Numerical & Experimental Fluid Mechanics VII, NNFM 112, pp. 595–602.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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The aim of the present study is to determine the decrease of efficiency in a
centrifugal compressor due to tip clearance. The usage of CFD as a tool for analysis
is helpful, since the theoretical case of zero clearance can be modeled. This is impossi-
ble in experimental investigations. For axial machines optimum values of tip clearance
are reported [1] and there are hints that this might also be the case for centrifugal ma-
chines [8], [4]. In addition to that, dimensional analysis will be used to determine the
additional shaft power for different values of tip clearance.

2 Tip Clearance Flows

In this section a short overview of origin and effect of the tip clearance flow will be
given. For a more detailed description we refer to the literature [1], [7]. There are three
main factors influencing the mass flow over the blade tip. These are: Blade loading,
clearance height, and the relative movement between rotor blades and stationary cas-
ing. Usually the effect of the leakage flow is separated into two parts. The major effect
is, that in addition to the mass flow from inlet to outlet, the leakage flow must be trans-
ported. This effect increases the shaft power. The second effect is, that the interaction
of the leakage flow with the main flow causes entropy generation and decreases effi-
ciency. This loss is mainly a mixing loss in shear layers. In hydraulic machines it is a
common practice to distinguish between overall machine efficiency and hydraulic ef-
ficiency of the blading [8]. For this purpose the power to transport the leakage flow is
subtracted from the total power input. When flowing over the blade tip, the leakage flow
usually separates at the suction side of the blade tip. The flow contracts to a jet, which
at least partially mixes out over the blade tip. A contraction coefficient can be definded
to determine the pressure recovery. The contraction coefficient is mainly determined by
the ratio of blade thickness and clearance height. There have already been attempts to
influence the contraction coefficient with different blade tip configurations [6]. In un-
shrouded impellers the relative movement of the wall causes an additional mass flow
through the gap.

3 Dimensional Analysis in Turbomachines

As we will make use of dimensional analysis to determine the additional input shaft
power, this section is used to introduce to some non dimensional numbers used in tur-
bomachinery. The characteristic curve of a compressor usually displays pressure (or
energy) rise over flow rate. This curve depends on the rotational speed. Dimensional
analysis allows to derive only one characteristic curve independent from the rotational
speed. The pressure coefficient Ψs,tot is defined according to equation 1, where Δh is
the enthalpy rise. The index s,tot indicates total isentropic thermodynamic state, u2 is
the circumferential velocity at outlet diameter d2.

Ψs,tot =
2Δhs,tot

u2
2

(1)



Numerical Analysis of the Influence of Tip Clearance Width 597

The flow coefficient is a nondimensional number for the volumetric flowrate in the
suction pipe V̇0

ϕ =
V̇0

Π
4 d

2
2u2

(2)

Efficiency is also a non dimensional number, defined as

ηs,tot =
Δhs,tot

Δhtot
. (3)

Since the power input is also of interest in this investigation, a power coefficient is
defined accoring to equation 4. Here Pshaft is the mechanical input power and ρ0 is the
density in the suction pipe.

λ =
Pshaft

ρ0
Π
4 d

2
2u2u2

2

= λ =
Ψs,totϕ

ηs,tot
(4)

With the given relations it is possible to reduce the different speed dependent characteric
curves for pressure rise, efficiency and shaft power to single curves Ψs,tot(ϕ), ηs,tot(ϕ)
and λ(ϕ).

4 Numerical Model and Problem Setup

For the present investigation an industrial compressor was analysed using CFD. The
compressor is designed for a pressure ratio of 1.2 at a flow rate of 1.1 kg/s. The tip
speeds are 183 m/s at leading edge and 375 m/s at trailing edge, the Mach num-
bers built with tip speed are 0.52 and 0.97 respectively. Performance measurements
were conducted by the manufacturer. The results are used to validate the numerical
model. For the analysis of the flow field only one blade pitch was simulated, using pe-
riodic boundary conditions in the circumferential direction. The computational model
contains 3 domains, the inlet, the rotor and a vaneless diffuser. For comparison with
experiments a complete 360◦ model with volute was simulated.

The simulations were conducted using the general purpose CFD code ANSYS CFX.
The turbulence was modelled using the SST k-ω model. For ω-based turbulence mod-
els CFX provides an automatic wall treatment, which allows Y + to be in the range of
0 - 200. The model switches from wall functions to a low Reynolds wall formulation
for very small values of Y +, with a smooth transition in the intermediate region. In all
computations the steady flow field was calculated. A convergence criterion of 10−4 for
the maximum residuals could be reached in most of the cases. The used grid is block
structured; the influence of grid resolution was analysed using 3 different grids. As dis-
played in table 1 only a minor change in pressure rise is observed. Since there were
remarkable changes in the size of the separated region inside the tip gap, the fine grid of
1.1 million control volumes was chosen for further investigation. In table 1 the leakage
flow rate is normalised with the machine flow rate. Due to the small differences in pres-
sure coefficient and efficiency, the coarsest grid was applied for the calculation of the
360◦ setup. A comparison with experimental performance measurements shows good
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agreement in the range of the design point (figure 1). At high flow rates the difference
in pressure rise increases. This may be due to the neglection of surface roughness in the
volute. The built machine has a relative tip clearance of 2.1% based on the mean blade
heigth.

Table 1. Grid convergence

number of cells [106] nodes in gap Ψs,tot ηs,tot [%] ṁgap [%]
0.36 9 1.242 84.94 7.47
0.69 13 1.243 85.07 7.71
1.1 20 1.247 85.26 7.8
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Fig. 1. Comparison of experimental and computational results

5 Results

In this section the influence of tip clearance on efficiency, pressure rise and input power
will be analysed. Four different configurations are compared: δ = 0 (theoretical case),
1%, 2.1% and 4.1%. The clearance height s is normalised with the average of blade
height at inlet and outlet b1 and b2.

δ =
2s

(b1 + b2)
(5)

The key parameter in turbomachinery is efficiency. It is generally expected that
efficiency is eroded with increasing tip clearance. There is a numerical study [4], which
shows an optimum value of efficiency for δ > 0 for a large low speed centrifugal com-
pressor. The maximum efficiency was reported at 0.9 % of exit blade height. The case δ
1% in the present investigation corresponds to 3.2% relative tip clearance based on the
exit blade height. The rotor in the present investigation is a small high speed compres-
sor, which makes it impossible to reach such low clearances in practice.
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Fig. 2. Influence of δ on efficiency map and maximum efficiency

In figure 2 the change of efficiency due to tip clearance is shown. All values are
normalised with the maximum efficiency for δ = 0. It is remarkable, that the influence
is rather small at low loads and quite high at design point and high flow rates. The influ-
ence of tip clearance is also to shift maximum efficiency to smaller flowrates. Although
the clearance was made very small (ca. 0.3 mm) for δ 1% a continuous decrease in
efficiency is observed. Maximum efficiency is found at zero clearance. In order to anal-
yse the influence of shroud wall movement another configuration was modelled with
rotating wall. This configuration corresponds to a shrouded rotor with zero clearance
between shroud and casing. The shrouded impeller shows by far best perfomance at
low flow rates and is still about 1% better at design conditions.

5.1 Influence of Tip Clearance on Pressure Rise

The computed characteristic curves show a strong degradation of the pressure
coefficient for larger tip clearance (figure 3). The difference is smaller at low flow rates
and increases up to 20% at high flow rates. The curve for the shrouded rotor is quite
close to the curve for the unshrouded rotor with zero clearance. The pressure rise with
shroud is slightly inferior at high flow rates and superior at part load.
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Fig. 3. Computational results for pressure coefficient (left) and power coefficient (right)
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Table 2. Additional power input and change in rotational speed depending on tip clearance

δ[%] ΔP [%] Δn [%]
1 1.2 1.04

2.1 2.5 2.15
4.1 4.6 3.94

5.2 Influence of Tip Clearance on Shaft Power

As already mentioned in section 2 the input power at the shaft is expected to increase
if δ grows. This is not obvious from the computed power coefficient displayed in figure
3. The diagram suggests, that input power decreases with growing tip clearance. For a
correct interpretation of the data it should be noted, that the energy transferred to the
fluid depends on δ (figure 3). Considering the same flow rate, the pressure rise is lower
at bigger clearances. In order to compare the power input with the ideal rotor with δ = 0,
pressure rise and flow rate must be the same. To match the same operational condition
the rotational speed has to be increased for configurations with tip clearance. Combining
equations 2 and 3 a relation u = f(V̇0, Δhs,tot) can be derived for each value of δ via
curve fit. With the given rotational speed u∗ the corresponding operational point Ψ∗

s,tot,
ϕ∗, λ∗ and finally the shaft power can be determined. As shown in table 2 the additional
power input increases up to 4.6% for the biggest clearance.

5.3 Flow Inside the Tip Clearance

In this section the development of the flow between blade tip and shroud is analysed in
more detail. As already mentioned in section 2 separation appears at the pressure side
of the blade tip. Whether the flow mixes out or not in the gap depends on the blade
thickness. In the present investigation relative clearance normalised with blade thick-
ness gives the following values : 12.5, 25 and 50%. For small clearance only a small
separated area appears, the contracted jet mixes out completely after a short distance.
For the largest clearance the separation appears over ca. 50 % blade thickness. Figure 4
displays the separation inside the tip clearance near the trailing edge at design point.

Since the leakage flow strongly influences the primary flow field, it is of special
interest to know the amount of flow passing through the tip clearance and its local dis-
tribution. The evaluation of the mass flow showed, that up to 20% of the machine mass
flow passes the clearance of the main blades. Since the load is higher at low flow rates
leakage flowrate is high at part load. Splitter blades are shorter, which causes the leak-
age flow rate over the splitter blade tip to be smaller. As expected, the local distribution
shows high values near the trailing edge (figure 5), since the pressure rises approaching
the outlet. Another peak is observed at the leading edge, where large deceleration of the
relative flow appears. This matches with the observations of Sitaram [10], who pointed
out that a narrow clearance at the leading edge is advantageous. Thus it appears that
the clearance height needs to be small near the leading edge and trailing edge. It can be
advantageous to have a profile of the clearance, and not a constant clearance as in our
case.
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Fig. 4. Streamlines at pressure side of tip clearance, left δ= 1%, right δ= 4.1%
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Fig. 5. Mass flow through the tip clearance and its local distribution at δ 1%, design point

6 Conclusions

In the present study the influence of tip clearance on the performance of a centrifu-
gal compressor was analysed using CFD. The results show a continuously decreasing
efficiency. An optimum clearance considering maximum efficiency was not observed,
although the clearance was made very small. With the help of dimensional analysis the
additional power input was calculated.

Another important result is, that the leakage flow rate is not constant over the blade
length, but showing peaks at leading edge and trailing edge of the blading. With this
knowledge and considering the local deformation (structural Finite Element analysis)
it may be possible to derive a profile of the clearance height, which minimises leakage
flow. In addition to that a change of geometry at the blade tip could help for further
improvement. This is the objective in a further investigation.
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Summary 

This paper presents the analysis of the flow around a helicopter fuselage. The 
numerical simulations were performed with an implicit, parallel Navier-Stokes solver. 
The numerical accuracy of the solver was investigated by doing a grid study. A mesh 
optimisation was accomplished to increase the quality of the flow prediction, in 
particular, the flow topology in the fuselage wake. The results of the numerical 
simulations were compared with experimental data. To achieve a good mapping of the 
vortex structures in the wake, a well resolved mesh in this area in combination with a 
hybrid turbulence model is needed. Based on numerical and experimental results the 
vortex structure behind the helicopter fuselage is analyzed. 

1   Introduction 

The flow around a helicopter fuselage has very complex characteristics. Several 
regions of flow separation around the body are responsible for that. These separations 
build a wake with different coherent vortical structures and a strong unsteady 
behaviour. 

Depending on the flow incidence, the fuselage wake can impinge on components 
of the helicopter tail, like the tailboom, the empennage or the tail rotor. This 
interaction of the wake with these components can have different effects. One of them 
is the reduction of the aerodynamic efficiency of the empennage, which is responsible 
for lateral aerodynamic stability of the helicopter in forward flight. Another effect of 
the wake-tail interaction could be the appearance of flow induced structural dynamic 
loads, caused by the highly unsteady wake. 

Former studies were focusing on the prediction of aerodynamic forces, mostly the 
drag, [3]. Therefore grid studies were made to increase the prediction quality of the 
aerodynamic forces. The influence of the Reynolds number on the flow around a 
helicopter fuselage was accomplished, [2]. The effect of the angle of attack and 
sideslip on the fuselage flow was investigated and also the influence of the strut for 
model mounting, [4]. Different turbulence models were used and compared with 
experimental results of wind-tunnel tests, [1]. 

The aim of this work is to get more information of the flow behaviour around the 
fuselage, in particular in the tail section. The investigations are concentrated on the 
flow separation and the wake which occurs in the lower part of the fuselage tail. One 
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interest is the improvement of the numerical model, like mesh optimization and 
turbulence modelling, to get a better prediction of flow in this specific area. But also 
the consequence of that improvement on the prediction quality of the aerodynamic 
loads is investigated. 

For this study, several steady state, fully turbulent calculations with different mesh 
densities have been performed. Unsteady simulations with a hybrid type turbulence 
model and a RANS model were used for an optimized mesh. For validating the 
numerical results, a wind-tunnel campaign was conducted including force-, pressure- and 
velocity-measurements. 

2   Numerical Setup 

The geometry used for this study is a fuselage-tailboom configuration of a light 
weight transport helicopter (Figure 1). The fuselage has a symmetric shape with 
respect to the XZ-plane. The lower side of the fuselage tail has a strongly curved 
shape, to realise a large cargo volume in the helicopter interior. The tailboom consists 
of the empennage and the tail rotor mount. The asymmetry of the empennage and the 
tail rotor mount with respect to the XZ-plane is responsible for a yawing moment in 
cruise. 

 

Fig. 1. Model setup 

The computational domain is of spherical shape, with a diameter of eleven times the 
fuselage length. The strut of the helicopter is modelled as well. The free stream velocity at 
the domain boundary was set to 40 m/s which corresponds to a Mach number of 0.116 and 
a Reynolds number of 0.678·106. The Reynolds number was built with the square root of 
the projection area of the fuselage as reference length lref=0.262m.  

Structured meshes were created with IcemCFD Hexa [10]. The generation of the 
mesh is based on a block structured method, but it is treated as unstructured within the 
code (Figure 2). The mesh is built by 643 blocks. The near wall area is resolved by 
20 mesh layers and a stretching factor of 1.4, to realise a y+ -value around the 
helicopter body of less then y+=0.5. Additional information for the different meshes 
can be seen in Table 1. 
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Table 1. Mesh characteristics 

Mesh type 
Number of 

nodes 
y+

max 

Number of 
near wall 

layers 

average 
cell length 

lc/lref in 
wake area 

course 3021442 0.51 25 0.035 

medium 4992742 0.56 25 0.027 

fine 10759436 0.53 25 0.021 

optimized 6878589 0.57 33 0.014 

 

Fig. 2. Surface mesh and XZ-Plane slide of coarse grid, zone of local mesh refinement of 
optimized grid 

The computational model consists of a commercial finite volume Navier-Stokes 
solver [9]. The code is solving the Navier-Stokes equations with an isothermal energy 
model. The discretisation in space is based on a high resolution scheme, whereas the 
accuracy is between first and second order and is controlled by a blend factor [9]. The 
time discretisation is an implicit Second Order Backward Euler scheme. The turbulence 
model which was used for steady state calculation is the SST k-ω model developed by 
Menter, [9]. To investigate the influence of the turbulence model on the flow unsteady 
calculations with the SST k-ω model and the scale adaptive turbulence model (SST-SAS 
k-ω model [6]) were made. The time step for this run was defined with Δtdimless=0.01527 
(Δtdimless=(Δt·V∞)/lref), to capture relevant unsteady effects. The unsteady calculation runs 
for 2500 time steps to get averaged solutions for the aerodynamic loads, pressure and the 
velocity field. The averaging of the time depending quantities was started after 400 time 
steps of the unsteady calculation, when the transient oscillation decayed. A steady 
calculation was used for initialisation.  

3   Experimental Setup 

To compare the numerical simulations with experimental results a wind-tunnel campaign 
was conducted. A geometrically identical wind-tunnel model as used for the simulation 
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model was available for the experiments. The measurements were carried out in two 
different Göttingen type wind tunnels, with a maximum freestream turbulence intensity 
of 0.5% regarding axial, lateral and vertical test section velocity components. The 
measurement of the aerodynamic forces and moments acting on the fuselage was done by 
an internal six-component strain gauge balance. The experiments were conducted at a 
free stream velocity of V∞= 40 m/s (Re = 0.678·106) and the measured signals were 
averaged over t=33s. Surface streamlines were photographed on the model at a free 
stream velocity equal to the force measurements. Therefore a mixture of oil, gasoline and 
colour pigments was sprayed on the model. The velocity field was measured by hot-wire 
anemometry. The four wire probe is moved by a 3-axes traversing system in the wake of 
the helicopter fuselage. The acquisition was averaged over 6.4 s and the free stream 
velocity was V∞= 25 m/s which corresponds to a Reynolds number of 0.424·106. 

4   Results 

4.1   Grid Study 

A grid study was performed to get more information about the influence of the mesh 
resolution on the prediction quality of the code concerning the aerodynamic forces 
and the flow topology downstream of the fuselage. The three different mesh sizes are 
based on the same block topology and the refinement for the three cases was globally 
accomplished. The course mesh case consists of 3 million nodes, the medium mesh of 
5 million and the fine mesh consists of 10 million nodes. For the comparison steady 
state simulations were used. Regarding the SST k-ω turbulence model, the 
comparison of the aerodynamic forces and moments predicted by the three different 
cases ( Figure 3/Figure 4) shows an improving trend for the pitching-moment by 
refining the mesh. All other components seem not to be influenced by the global mesh 
refinement.  

       

Fig. 3. Grid study – drag coefficient cD, 
sideforce coefficient cY, lift coefficient cL 
(steady state) 

 

Fig. 4. Grid study – rolling moment coefficient 
cl, pitching moment coefficient cm, yawing 
moment coefficient cn (steady state) 
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Including the SAS-SST turbulence model, the mesh was modified to concentrate 
the node-density in the separation zone and the direct connected wake area behind the 
fuselage tail, expecting a further improvement of the results. The maximum length of 
the cell edge to resolve the required vortex scales was 0.014· lref in the wake, 
according to the resolution of the velocity measurement technique. For the SST-SAS-
simulation, a clear improvement of the lift was achieved (Figure 5, Figure 6). But 
there are still discrepancies in the pitching moment and side force. To identify the 
prediction problems for that, an analysis of the forces and moments acting on the 
different components of the helicopter model has been made. The negative pitching 
moment acting on the fuselage is highly over predicted by the simulation with the 
SST-SAS k-ω model in combination with the optimized mesh and the counter acting 
moment of the empennage under predicted (Figure 8). The analysis of the side force 
shows that the contribution of the empennage is too high in the simulation (Figure 7).  

            

Fig. 5. Turbulence model study – drag 
coefficient cD, sideforce coefficient cY, lift 
coefficient cL 

Fig. 6. Turbulence model study – rolling 
moment coefficient cl, pitching moment 
coefficient cm, yawing moment coefficient cn 

 
 
Fig. 7. Aerodynamic forces – drag 
coefficient cD, sideforce coefficient cY, 
lift coefficient cL,(SAS-SST-turb.-model, 
opt. mesh) 

 

 
 
Fig. 8. Aerodynamic moments – rolling 
moment coefficient cl, pitching moment 
coefficient cm, yawing moment coefficient 
cn,(SAS-SST-turb.-model, opt. mesh) 
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The pressure distribution at the lower side of the fuselage (Figure 9) explains the under 
prediction of negative lift by the three steady simulations when using a too coarse mesh in 
the wake area. The suction peak directly behind the strut is not covered by the three steady 
simulations and leads to a higher pressure level in this area and so to lower down force.  

 

Fig. 9. Surface pressure distribution 

4.2   Flow Topology 

Based on the previous numerical results and the measured velocity fields and flow 
visualisations a first estimation of the flow topology in the fuselage wake can be made.  

The strongly curved fuselage tail leads to flow separation in this area. Looking at the 
surface streamlines (Figure 10) the origin of a strong vortex pair under the connection  
 

 

Fig. 10. Surface streamlines 
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Fig. 11. Axial vorticity distribution 

of the tailboom can be seen. The separation of the flow is well predicted by the 
simulation and can be localized with the numerically determined surface streamlines as 
well as with the oil-flow visualisation. Two counter rotating vortex pairs can be seen 
indicated by the vorticity field in the wake of the fuselage (Figure 11). Vortex pair A is 
generated below the connection of the tailboom and the fuselage, where the sidewise 
separation leads to the rollup of the corresponding shear layer. The origin of the vortex 
pair B can be localised at a lower area of the tail and it is developed along the curved 
section of the fuselage tail. 

5   Conclusions 

The flow around a helicopter fuselage was investigated numerically and validated 
with wind-tunnel test results.  

Good agreement of the aerodynamic loads was achieved by using an optimized 
grid and a hybrid type turbulence model. The necessity of a well resolved wake area 
in combination with a DES-turbulence-model for predicting the forces and mainly the 
flow structure in the fuselage wake is demonstrated. 

Based on the numerical and experimental results, the topology of the mean flow 
around the fuselage including the main vortical structures is identified. 
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Abstract 

Numerical computations of an overtaking process approximated by fixing a truck 
model at characteristic stationary positions relative to a car model were performed. 
The reference database (geometry, operating parameters and surface pressure 
distribution) are adopted from an experimental investigation carried out in the wind 
tunnel of the BMW Group in Munich (Schreffl, 2008). Prior to the truck-car 
interaction during the overtaking manoeuvre the aerodynamics of the isolated car 
without the truck has been experimentally investigated to establish the reference 
pressure distribution for subsequent tests. The present computational study focuses on 
validation of some recently developed turbulence models for unsteady flow 
computations in conjunction with the universal wall treatment in such complex flow 
situations. The computational analysis includes both the isolated car and truck 
configurations in addition to their most critical relative position during the overtaking 
process corresponding to the largest drag coefficient. 

1   Introduction 

The evaluation of the aerodynamic properties of a car is traditionally based on the 
investigations conducted under the conditions of a steady oncoming flow. Large 
majority of the experimental and computational studies performed in the past relate to 
the steady flow past a car configuration situated in a wind tunnel. The aerodynamic 
forces obtained from such investigations served as a sole basis for decision to be 
made with respect to the aerodynamic properties. Accordingly, the possible time 
variation of the moments and forces have not been explicitly considered. The 
influence of their temporal changes on the aerodynamic properties is conventionally 
regarded to be negligible. The objective of the experimental study conducted by 
Schreffl (2008), whose results served as reference database for the present 
computational work, was to check this classical approach to estimate of the 
aerodynamic performances of a car configuration. The unsteady effects in question 
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originate primarily from the characteristics of the ongoing flow. The relevant 
configuration corresponds to the flow past a car which is situated in the wake of a 
truck, a situation encountered frequently during a highway passing manoeuvre. The 
aerodynamic effects pertaining to such an overtaking manoeuvre are still not 
completely clarified. To better understand these effects, a car-truck overtaking 
process has been experimentally investigated in the BMW wind tunnel at a 40% scale, 
Schreffl (2008). 

2   Experimental Setup 

As a first step the car has been measured without the truck to gain the reference 
pressure distribution for subsequent tests. This simplification to a 40% scaled model 
is acceptable and no significant discrepancies of the pressure field compared to that 
about the relevant full-scale car configuration are to be expected. The three-
dimensional mapping of the surface pressure was realized by 54 surface-mounted 
pressure tabs; 13 pressure tabs were situated on each car-side; 14 on bonnet, roof and 
trunk. The resultant forces were measured with the wind tunnel balance. Tests have 
been performed at a velocity of 140 km/h, resulting in a Reynolds-number of 9x105. 
The subsequently investigated overtaking process has been experimentally realized by 
considering eight discrete (fixed) relative positions between the car and truck model, 
Fig. 1. By doing so the unsteady overtaking process has been approximated by a 
quasi-stationary process. The influence of the unsteady wake on the evolution of the 
drag coefficient with respect to the relative position /x L  of the car to the truck is 

presented in Fig. 1. The lower drag values correspond to the situation where the entire 
car is situated in the truck wake characterized by lower flow velocities. The truck 
exerts a suction effect on the car. After reaching the rear end of the truck 
(approximately at the position / 1x L = − ) the drag on the car increases up to its 

maximum value after the car front passed the front side of the truck at / 0.39x L = . 

The truck acts with a repulsive force on the car. 

3   Computational Method 

The main objective of the present study was the validation of the recently proposed 
computational method denoted as PANS – Partially-Averaged Navier-Stokes, 
Girimaji (2006). This method represent a hybrid RANS/LES (Large Eddy Simulation) 
scheme which should capture the unsteady flow features more accurately compared to 
the conventional URANS (Unsteady Reynolds-Averaged Navier-Stokes) method. The 
reference URANS calculations were performed with the fζ −  model, representing a 

more robust variant of the Durbin’s 2v f−  model. Prior to considering the most 

critical car-truck arrangement ( / 0.39x L = ) contributing to the largest drag 

coefficient ( 0.45xC ≈  compared to that of an isolated car 0.3xC ≈ , Fig. 1) the 

flow past a single passenger car configuration was analyzed in the present 
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Fig. 1. Evolution of the drag coefficient in terms of the car positioning relative to the truck in 
the wind tunnel (left) and the most critical relative position (x/L=0.39) complying with the 
largest drag coefficient (right); from Schreffl (2008) 

computational study. As a result of simulation detailed mean flow and turbulence 
fields are obtained and compared with experimental findings, thus enabling the study 
of forces, i.e. the aerodynamic coefficients (drag and lift coefficients, spatial wall-
pressure distribution) on this ground vehicle as well as some unsteady flow 
phenomena in the car wake. 

Both turbulence models applied are based on the eddy-viscosity concept which 

relies on the Boussinesq’s correlation defining the Reynolds stress tensor i ju u  in 

terms of the mean strain tensor ijS : 2 2 / 3i j t ij iju u S kρ ρν ρ δ− = − . Herewith, the 

modelling of the Reynolds-stress tensor is reduced to the modelling of the turbulent 

viscosity tν , defined as 0.22t kν ζ τ=  in the Hanjalic’s et al. (2004) fζ −  model. 

Here, τ  represents a switch between the turbulent time scale /kτ ε=  and the 

Kolmogorov time scale 1/2( / )Kτ ν ε= . This model relies on the elliptic relaxation 

(ER) concept providing a continuous modification of the homogeneous pressure-
strain process as the wall is approached to satisfy the wall conditions, thus avoiding 
the need for any wall topography parameter. The variable ζ  represents the ratio 

2 /v k  ( 2v  is a scalar property in the Durbin’s 2v f−  model, which reduces to the 

wall-normal stress in the near-wall region) providing more convenient formulation of 
the equation for ζ  and especially of the wall boundary conditions for the elliptic 

function f . Readers are referred to the original publication for more details about the 
model. 

The second model applied, the so-called Partially-Averaged Navier-Stokes (PANS) 
approach proposed recently by Girimaji (2006), enables seamlessly a smooth 
transition from RANS to the direct numerical solution of the Navier-Stokes equations 

(DNS) as the unresolved-to-total ratios of kinetic energy ( /k uf k k= ) and 

dissipation ( /ufε ε ε= ) are varied. The equations governing the unresolved kinetic 
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energy uk  and corresponding unresolved dissipation rate uε  are systematically 

derived from the k ε−  model: 
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Here, the eddy viscosity of the unresolved scales takes its standard form 
2 /u u uC kμν ε= . The form of the functional dependency in the model coefficients is 

of decisive importance. This is especially the case with the coefficient multiplying the  
destruction term in the dissipation equation. The appropriate formulation is given by 

( )    
2

*
2 1 2 1 , ,;k k

k u k

f f
C C C C

f fε ε ε ε ε ε
ε ε

σ σ+= − =  (3) 

 

Such a model coefficient form provides a dissipation rate level which suppresses the 
turbulence intensity towards the subgrid (i.e. subscale) level in the region where large 
coherent structures with a broader spectrum dominate the flow, allowing in such a 
way evolution of structural features of the associated turbulence. Herewith, a seamless 
coupling, i.e. a smooth transition from LES to RANS and opposite is enabled. The 
parameter kf  is formulated in terms of the grid spacing following Basara et al. (2008) 

 

2/3
1

kf
Cμ

⎛ ⎞Δ⎟⎜= ⎟⎜ ⎟⎜ ⎟⎝ ⎠Λ
 (4)

 

where Δ is the grid cell size ( ( )1/3

x y zΔ = Δ × Δ × Δ ) and Λ ( 3/2 /k ε= ) is the 

turbulent length scale. In this derivation the equality uε ε=  resulting in 1fε =  was 

assumed. The PANS asymptotic behaviour goes smoothly from RANS to DNS with 
decreasing kf . In the computational procedure used here, the lowest value of the 
parameter kf  is adjusted to the given grid as it was implemented as a dynamic 
parameter, changing at each grid node. The values obtained at the end of a time step 
are used in the following time step. 

Both models are applied in conjunction with the so-called universal wall treatment. 
This method blends the integration up to the wall (exact boundary conditions) with 
the wall functions, enabling well-defined boundary conditions irrespective of the 
position of the wall-closest computational node. This method is especially attractive 
for computations of industrial flows in complex domains where higher grid flexibility, 
i.e. weaker sensitivity against grid non-uniformities in the near wall regions, featured  
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by different mean flow and turbulence phenomena (flow acceleration/deceleration, 
streamline curvature effects, separation, etc.), is desirable. Popovac and Hanjalic 
(2007) proposed the so-called compound wall treatment with a blending formula for 
the quantities specified at the central node P  of the wall-closest grid cell as 

1/
P te eνφ φ φ−Γ − Γ= + , where ‘ν ’ denotes the viscous and ‘ t ’ the fully turbulent 

value. The variables φ  apply here to the wall shear stress, production and dissipation 

of the turbulence kinetic energy. A somewhat simplified approach was introduced 
under the name “Hybrid Wall Treatment” in the numerical code AVL FIRE. Whereas 
the original compound wall treatment of Popovac and Hanjalic (2007) includes the 
tangential pressure gradient and convection, a simpler approach utilizing the standard 
wall functions as the “upper” bound is used presently. 

Numerical Method. All computations were performed using the commercial CFD 
software package AVL FIRE (2006). The code employs the finite volume 
discretization method, which rests on the integral form of the general conservation 
law applied to the polyhedral control volumes. All dependent variables are stored at 
the geometric center of the control volume. The appropriate data structure (cell-face 
based connectivity) and interpolation practices for gradients and cell-face values are 
introduced to accommodate an arbitrary number of cell faces. The convection can be 
approximated by a variety of differencing schemes. The diffusion is approximated 
using central differencing. The overall solution procedure is iterative and is based on 
the SIMPLE-like segregated algorithm, which ensures coupling between the velocity 
and pressure fields. 

Grid Details. Fig. 2-left displays the part of computational domain adopted. The car 
configuration was meshed with two grids containing 2.85 million (grid 1) and 4 
million (grid 2) hexahedral cells. Coarser grids, comprising 1.3 and 2.5 million, cells 
were also tested. The near-wall region around the car body was appropriately refined. 
This was achieved by combining blocks of structured meshes connected with arbitrary 
interfaces. The finest grid provided y+ -values in the range of 10-30, while for other 

meshes y+ -values were in the range of 20-60 and above, Fig. 2-right. The solution 

domain comprising the truck configuration was meshed by 1.8 million grid cells. 

 
 

Fig. 2. Detail of the numerical grid applied (left) and y+ values of the wall-closest grid nodes 
for the two grids used (right) 
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Fig. 3. Mean streamlines pattern at the center plane (left) and in the wake (right) of the isolated 
car coloured by the axial velocity component 

 

 

Fig. 4. Iso-contours of the mean pressure coefficient around the isolated car (left) and its 
evolution at the center plane (right)  

 

Fig. 5. Evolution of the mean pressure coefficient at the side plane z=0.28 of the isolated car 

4   Results and Discussion 

Figs. 3-6 illustrate the performance of the turbulence models applied to both 
configurations: unsteady flow past an isolated car (complying with steady inflow 
conditions) and a car-truck arrangement mimicking the overtaking process pertinent 
to the unsteady ongoing flow conditions. 
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The mean velocity field displayed in Figs. 3 exhibits an evolution typical to flow 
past a bluff body situated in the immediate wall vicinity characterized by a stagnation 
region at the front end and alternating acceleration and deceleration regions over the 
car surface. The near wake region (immediately after rear end of the car) is featured 
by a large recirculation zone exhibiting two counter-rotating vortices. The sizes of 
vortices vary in time. It is especially visible in Fig. 3-right displaying the blow-up of 
the streamline patterns behind the car body computed from the predicted mean 
velocity field at several y-z planes at an arbitrarily chosen time step. A strong 
asymmetry in the predictions (note that this is not a time-averaged result) can be 
observed, which confirms that there is a strong unsteadiness in the wake behind the 
car. The direct comparison with the measurements was made for the time averaged 
pressure coefficient CP at the center plane of the model, Fig. 4. The pressure 
distribution along the car body is completely in accordance with the computed 
velocity field exhibiting total deceleration at the front part (stagnation region), 
followed by high acceleration at the strongly curved upper front surface of the car. 
The subsequent pressure rise complies with flow deceleration towards the front 
window. A further pressure drop reflects the effects of the favourable pressure 
gradient due to flow acceleration over the top surface. The final increase of the 
pressure coefficient featuring the adverse pressure gradient effect corresponds to the 
strong deceleration in the region of the rear window. A small separation zone in the 
transition region from the rear window to the rear end of the car (not visible in Figs. 
3) is in accordance with the latter pressure increase. At the mid part of the car 
configuration, the calculated pressure coefficient is overpredicted on the upper side 
with both turbulence models. The only important difference between the two 
computational results is visible in the underbody region (lower side) close to the car 
rear end. The PANS results indicate a somewhat higher pressure pertinent to a 
stronger deceleration and a larger back-flow region. In Figs. 5 the predicted wall 
pressure distribution in the horizontal planes at z=0.28 is compared with the 
experimental findings. Some discrepancies can be observed at the rear part of the car 
model. A similar tendency and level of agreement is achieved at the other horizontal 
planes (not shown here). The global pressure at the side surfaces seems to be well 
predicted but clearly, there is no absolute agreement at all points. The differences 
between URANS and PANS results are in accordance with similar discrepancy 
displayed in Fig. 4-right. A larger recirculation region at the lower car surface 
obtained by PANS has as a consequence the flow acceleration in the upward direction 
along the side surfaces resulting in an appropriate pressure decrease. The predicted 
drag coefficient Cx=0.331 is somewhat higher compared to the experimentally 
obtained one Cx=0.294. This discrepancy indicates that the unsteady effects in the car 
wake are still not properly reproduced. Further computations with higher spatial and 
temporal resolution are in progress. On the other hand, the predicted lift coefficient 
Cy=0.021 is in a closer agreement with measurements Cy=0.024. The calculations as 
well as measurements show that the flow is not symmetric. It should be pointed out 
that the computational domain in this single car case is also asymmetric as this 
represents only one part of the entire flow domain (another part accommodates the 
truck), which could partially also be a reason for the afore-described aerodynamic 
coefficients behaviour. Figs. 6 show the pressure field in the case of the most critical 
car-truck constellation exhibiting the largest drag coefficient. A substantial pressure  
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Fig. 6. Iso-contours of the mean pressure coefficient in the flow past a car-truck arrangement 
(left) and its evolution at the center plane (right) obtained by using the PANS method 

 
decrease on the upper surface after reaching the front window is obvious. Similar 
pressure coefficient development is documented also on the lower surface. It indicates 
an appropriate increase of the pressure gradient and consequently a larger drag 
coefficient in accordance with the experimental observations (Fig. 1). The 
quantitative comparison was not possible as the computationally considered distance 
between the car and the truck doesn’t exactly correspond to the experimental 
configuration. 

5   Conclusions 

The performances of two recently proposed turbulence models RANS-ζ-f and  
PANS-k-ε utilizing advantages of the universal wall functions for predicting the 
unsteady flow past a single car and a car-truck arrangement were illustrated. Three-
dimensional wall pressure mapping covering the entire car surface (car sides, bonnet, 
roof and trunk) were obtained in reasonable agreement with available experimental 
database. The predicted flow characteristics reflect qualitatively correct the unsteady 
nature of the flow past a car body. 
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Schäfer, F. 457

Schlager, B. 331

Schmeling, D. 571

Schmid, P.J. 249

Scholz, A. 505

Schrauf, G. 101

Schreiber, W. 505

Schreyer, A.-M. 273
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