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Preface

Intelligent Information Access techniques attempt to overcome the limita-
tions of current search devices by providing personalized information items
and product/service recommendations. They normally utilize direct or indi-
rect user input and facilitate the information search and decision processes,
according to user needs, preferences and usage patterns. Recent develop-
ments at the intersection of Information Retrieval, Information Filtering,
Machine Learning, User Modelling, Natural Language Processing and Human-
Computer Interaction offer novel solutions that empower users to go beyond
single-session lookup tasks and that aim at serving the more complex require-
ment: “Tell me what I don’t know that I need to know”. Information filtering
systems, specifically recommender systems, have been revolutionizing the way
information seekers find what they want, because they effectively prune large
information spaces and help users in selecting items that best meet their needs
and preferences. Recommender systems rely strongly on the use of various
machine learning tools and algorithms for learning how to rank, or predict
user evaluation, of items. Information Retrieval systems, on the other hand,
also attempt to address similar filtering and ranking problems for pieces of
information such as links, pages, and documents. But they generally focus
on the development of global retrieval techniques, often neglecting individual
user needs and preferences.

The book aims to investigate current developments and new insights into
methods, techniques and technologies for intelligent information access from
a multidisciplinary perspective. It comprises six chapters authored by partic-
ipants in the research event Intelligent Information Access, held in Cagliari
(Italy) in December 2008.

In Chapter 1, Enhancing Conversational Access to Information through a
Socially Intelligent Agent, Berardina De Carolis, Irene Mazzotta and Nicole
Novielli emphasize the role of Embodied Conversational Agents (ECAs) as
a natural interaction metaphor for personalized and context-adapted access
to information. They propose a scalable architecture for the development of
ECAs able to exhibit an emotional state and/or social signs.
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The automatic detection of emotions in text is the problem investigated
in Chapter 2, Annotating and Identifying Emotions in Text, by Carlo Strap-
parava and Rada Mihalcea. The authors describe the “Affective Text” task,
presented at SEMEVAL- 2007. The task focused on classifying emotions in
news headlines, and was intended to explore the connection between emo-
tions and lexical semantics. After illustrating the data set, the rationale of
the task and a brief description of the participating systems, several exper-
iments on the automatic annotation of emotions in text are presented. The
practical applications of the task are very important. Consider for example
opinion mining and market analysis, affective computing, natural language
interfaces for e-learning environments or educational games.

Personalization of the ranking computed by search engines and recom-
mender systems is the main topic of Chapter 3, Improving Ranking by Re-
specting the Multidimensionality and Uncertainty of User Preferences, by
Bettina Berendt and Veit Koppen. The research question addressed by the
authors is whether system ranking is the “right ranking” for the user, based
on the context in which she/he operates. A general conceptualization of the
ranking-evaluation task is proposed: the comparison between the ranking
generated by a computational system, and the “ user’s ideal ranking”. Eight
challenges to this simple model are discussed, leading to the conclusion that
approaches for dealing with multidimensional, and often only partial, prefer-
ence orders are required and that randomness could be a beneficial feature
of system rankings.

In Chapter 4, Hotho reviews the state of the art in the new research area
of data mining on folksonomies. The first part describes the basics of folk-
sonomies, summarizing del.icio.us, the most popular social bookmarking sys-
tem, and illustrates in detail BibSonomy, a very successful online service for
social bookmarking and publication sharing. Starting from these systems,
the author discusses in greater depth the main issues regarding folksonomies,
proposing a formal model and presenting their most important network prop-
erties. In the second part, the author illustrates three applications: spam
detection, ranking and recommendation. Regarding spam detection, the au-
thor develops techniques, based on binary classifiers, which prevent spam-
mers from publishing in social bookmarking systems. As far as ranking is
concerned, a new algorithm is proposed, namely FolkRank, which takes into
account the folksonomy structure for ranking users, tags and resources. For
recommendation, the author evaluates a tag recommender based on Col-
laborative Filtering, a graph based recommender using FolkRank and sev-
eral simple approaches based on tag counts. In the third part, a possible
link between folksonomies and ontologies is suggested, paving the way to
some very promising strategies for detecting organizational principles hidden
within folksonomies.

Amati, Amodeo, Bianchi, Gaibisso and Gambosi propose, in Chapter
5, A Uniform Theoretic Approach to Opinion and Information Retrieval,
an application of the Divergence From Randomness (DFR) model to the
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opinion finding task, the task of retrieving opinionated blog posts, relevant for
a given topic, from a large collection. The opinion finding task can be seen as a
search in which, after the standard retrieval of ranked documents, documents
are re-ranked according to the presence of opinions within the selected doc-
uments. This task can be handled by a supervised or unsupervised method.
The authors propose a method for creating a lexicon of opinionated terms
for re-ranking the documents, using a supervised algorithm. The first part
introduces the statistical basis underpinning the proposed approach and its
adoption in opinion retrieval. In particular, two information-theoretic func-
tions are defined, opinion entropy and average opinion entropy. The authors
also formally describe their lightweight opinion retrieval algorithm. Lastly, the
authors discuss the effectiveness of their approach for creating a dictionary
of polarity-bearing terms. They also describe some preliminary experiments
and propose alternative ways to approach the polarity detection problem.

In Chapter 6, A Suite of Semantic Web Tools Supporting Development
of Multilingual Ontologies, Pazienza, Stellato and Turbati propose a suite of
software libraries, tools and ontologies to support multilingual development
of Semantic Web ontologies. The three tools illustrated in this Chapter are
Semantic Turkey, The Linguistic Watermark, and Ontoling. Semantic Turkey
is aimed at providing innovative solutions for web browsing and for gather-
ing and organizing the information observed when surfing the net. The novel
aspect of Semantic Turkey is its ability to provide a clear separation between
acquired data and web links. The Linguistic Watermark is an ontological and
software framework for describing and managing heterogeneous linguistic re-
sources and for using their contents for ontological-driven document enrich-
ment. Ontoling is a generic architecture for extending ontology development
tools with functionalities for enriching ontological knowledge with linguistic
content. The tools presented implicitly embed a new way of rethinking the
development of ontologies in terms of making their content reusable and com-
prehensible. Furthermore, they represent living proof of software engineering
principles associated with software reuse, documentation, modularity, inter-
action analysis, applied to the domain of Knowledge Management Software.

We would like to thank all the authors for their excellent contributions and
the reviewers for their careful revision and suggestions for improving them.
We are grateful to the Springer-Verlag Team for their assistance during the
preparation of the manuscripts.

This book is dedicated to the memory of Fiorella de Rosis in recognition of
her contribution to user modeling. She was a pioneer in the field of affective
computing, a leader in research on modeling emotions and constructing em-
bodied animated agents. She produced key contributions in intelligent user
interfaces, in particular on user-adapted generation of natural language and
multimedia messages, uncertainty in user models, and presentation of medical
explanations and clinical guidelines. During her teaching and research activ-
ities she mentored many students who have become established researchers.
These research and teaching activities didn’t prevent her from being an active
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member of the ACM, of the International Society for Research on Emotions,
of the European Network of Excellence on Emotions (HUMAINE), of the
editorial boards of UMUAI and co-chair of many international conferences.
All the people acquainted with Fiorella have appreciated her scientific and
human value and are grateful for her friendship.

February 2010 Giuliano Armano
Marco de Gemmis
Giovanni Semeraro

Eloisa Vargiu
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Enhancing Conversational Access to 
Information through a Socially Intelligent Agent 

Berardina De Carolis, Irene Mazzotta, and Nicole Novielli1 

Abstract. Intelligent access to information could benefit of an effective and natu-
ral interaction metaphor. In this perspective, Embodied Conversational Agents 
(ECAs) can be seen as a promising approach to give to the user the illusion of co-
operating with a partner rather than just using a tool. Embedding the HCI technol-
ogy with human preferences and behavior justifies the attempt of implementing 
emotional and social intelligence aimed at exceeding the single ability to help the 
user. In this paper we present an ECA’s architecture and methods useful to inter-
pret the user attitude during her dialog with an ECA and behaving 'believably' in 
its turn. In particular, we present an agent architecture that is general enough to be 
applied in several application domains and that employs several ECA’s bodies  
according to the context requirements. 

Keywords: Natural Language Interaction, Conversational Access to Information, 
Emotional Intelligence, Embodied Conversational Agents. 

1   Introduction 

Intelligent Information Access has the main goal of providing a personalized  
access to information by exploiting information retrieval techniques. To this aim, 
the user behavior is observed, either directly or indirectly, in order to build user 
models which allow personalization (Kobsa 1993, Berkovsky et al. 2009).  

We believe that a system providing intelligent and personalized information  
access, though, surely benefits of an intelligent presentation of the information 
content by exploiting methods for developing effective, usable and natural interac-
tion metaphors.  

An intelligent information system should therefore be equipped with and intelli-
gent interface, that is an interface able to:  

• adapt to the user;   
• handle natural language dialogs using the appropriate strategies;  
• decide, autonomously, when to activate themselves and how to respond to the 

(presumed) user needs; 
                                                           
Berardina De Carolis · Irene Mazzotta · Nicole Novielli 
Dipartimento di Informatica, Università degli Studi di Bari,  
Via Orabona, 4 - 70125 - Bari, Italy 
e-mail: {decarolis,mazzotta,novielli}@di.uniba.it 
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• consider user emotions and social attitude during the dialogs and behave 'be-
lievably' in its turn. 

In this perspective, Embodied Conversational Agents (ECA) can be seen as a new 
metaphor of human-computer ‘intelligent’ interaction which promises to be effec-
tive (Cassell and Bickmore 2003) if the hypothesis that ‘characters contribute to 
more sociable and user-friendly interfaces’ is taken for granted (Lee and Nass 
1999). A well designed ECA should give the users the illusion of cooperating with 
a human partner rather than just ‘using a tool’. The more the agent succeeds in this 
goal the more the users are expected to attach some anthropomorphic features to 
them and to show signs of affective (emotional, social) involvement in the interac-
tion. Therefore, in developing a "computer conversationalist" that is embedded in 
a ECA and that is able to exhibit these capabilities it is important to conceive its 
architecture so as to:  

1. start from the interpretation of the spoken or written utterance; 
2. reason on the various information the user intends to convey (emotion, social 

attitude, performative, content, etc.) and then to trigger communicative goals 
according to the current belief representation of the state of the world; 

3. achieve these goals through a set of communicative plans (“what to say”) that 
can then be rendered as a combination of voice and animations of the agent’s 
body (“how to say”).  

To achieve believable natural language conversations, ECA systems are quite 
complex and require the combination of several assemblies (Huang et al., 2008). 
In recent years, the members of the international research community have been 
jointly working towards the definition of a standard framework for the generation 
of behavior of virtual agents. The SAIBA project (Vilhjálmsson et al., 2007) rep-
resents one of the major efforts towards the unification of ECA standards and aims 
at unifying the key interfaces in the multimodal behavior generation process. In 
particular, the SAIBA architecture is structured on three different layers, each of 
them implemented to serve to a different function of the agent behavior planning 
and realization. Moreover, as far as affective computing is concerned, the 
SEMAINE API provides an open source framework for building systems embed-
ding emotional intelligence: the SEMAINE system is a full-scale system resulting 
from the integration of several existing and new components (Schröder, 2010). 

The example provided by these projects demonstrates how scalability and 
openness represent two extremely important challenges in developing architec-
tures for believable ECAs: as far as scalability and openness are ensured, standard 
architectures can be easily extended to meet the specific needs of the various in-
teraction scenarios and application domains (Bevacqua et al., 2009).  The architec-
ture proposed in the present paper perfectly fits in the vein of this ongoing  
research. 

In particular, this paper describes our experience in the design and implementa-
tion of a scalable architecture of a believable ECA that interacts with the user for 
providing advices in a domain where considering social and affective factors is 
crucial.  To this aim, the architecture is designed so as to dynamically model and 
build different agent’s functionalities, according to the application domain needs. 
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Moreover, taking into account context factors, it allows: i) employing the most 
appropriate dialog strategy (for instance, information giving vs. persuasion dia-
logs), ii) simulating more or less rational or affective agent’s behaviors (Carofiglio 
et al. 2009), iii) using different agent’s bodies.  

The paper is structured as follows: Section 2 describes the agent architecture; 
then in Section 3 we provide an overview of the Interpersonal Stances Modeling; 
Section 4 presents a Model of Emotion Activation. In Section 5 we describe the 
Dialog Modeling component with an example of implemented dialog (Section 6). 
Section 7 shows a possible extension of our agent architecture, by describing how 
a persuasion module can be integrated and used opportunely in the agent architec-
ture. Conclusions and future work directions are presented in the last Section. 

 

Fig. 1 An overview of the ECA architecture 

2   The Architecture 

The ability to exhibit an emotional state and/or social signs is a shallow form of  
the intelligence an agent can show. The recognition of the social attitude and of the 
emotional state of the interlocutor should be utilized to drive reasoning behind the 
dialog between the user and the ECA. This implies studying how these factors may 
affect the ECA architecture. In our opinion, when developing an ECA, the following 
issues should be addressed: 



4 B. De Carolis, I. Mazzotta, and N. Novielli
 

• the user move should be interpreted so as to detect, beside the linguistic  
content: i) which is the social attitude of the user and ii) which emotions arise 
during the dialog; 

• how these factors influence the dialog course by changing the priority of com-
municative goals, dialog plan and surface realization of communicative acts. 

Figure 1 illustrates the architecture we propose to handle these issues.  This archi-
tecture has been conceived as composed by two main functional modules: the 
“mind” and the “body” of the agent.  

2.1   The Mind 

The user move is a rich information source that allows extracting knowledge about 
the user’s intention, her social attitude, emotional state, and so on. In our approach, 
the “mind” of the agent uses two main different knowledge sources for reasoning 
on the user move and then formalizing beliefs that are useful for planning its dialog 
move: the user and the agent models. 

The user model component allows to reason on the user’s beliefs (i.e. the user 
move “I love fruit!” will be transformed into the correspondent belief that can be 
used to adapt the dialog strategy)  and on the user’s social attitude during the dia-
log (i.e. the user move “It’s nice to talk to you!” will be interpreted as a sign of 
friendly disclosure towards the ECA). While beliefs on knowledge, preferences 
and interests of the user are inferred according to an approach previously em-
ployed in another system (de Rosis et al. 1992), in this paper we will explain how 
the user social attitude is recognized and monitored with a dynamic model based 
on Belief Network (DBN) (Jensen 2001).  

The agent model is also based on a DBN which mainly aims at triggering emo-
tions that arise in the agent mind during the interaction, in a given situation,  
according to the agent’s personality and to the social context in which the dialog 
occurs. Starting from what has been inferred by the user model component and 
from the emotions triggered in the mind of the agent, the dialog management 
module computes the agent move using a strategy that will be explained later in 
the paper. 

The information exchange among these modules is managed using a common 
blackboard called information state (Larsson and Traum 2000). It represents the 
memory of the agent and stores beliefs about the current state of the dialog, the 
dialog history, the current dialog move and the move scheduled for execution. 
This approach allows employing different methods and techniques giving to the 
architecture a degree of openness and scalability. 

2.2   The Body 

While the move computed by the “mind” module contains the meaning to express 
(“what to say”), the “body” has to convey these meaning according to its commu-
nicative capabilities (“how to say”). In order to decouple meanings from signals 
we use a mark-up language: APML (De Carolis et al. 2004). These meanings 
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include the communicative functions that are typically used in human-human dia-
logs: for instance, syntactic, dialogic, meta-cognitive, performative, affective, 
deictic, adjectival and belief relation functions (Poggi et al. 2000).  

The use of a reference language gives the possibility to employ different bodies 
and different platforms and devices without changing the mind of the agent. In 
fact, in order to express the same meaning using different signals according for in-
stance to the context or to the capabilities of the body of the employed ECA, each 
ECA’s body has a conditional meaning-signal table that allows to appropriately 
translate an APML tag into tags expressed in Signal Expression Markup Language 
(SEML). SEML tags define the expressions that can be performed on each chan-
nel of the Body as described in (De Carolis 2005).   

Let’s see now in more details how these modules work. 

3   Interpersonal Stances Modeling  

After several forms of ‘anthropomorphic behavior’ of users towards technologies 
were demonstrated (Reeves and Nass 1996), various terms and concepts have been 
employed to denote this behavior and describe it. Paiva (2004) talks about empa-
thy, Hoorn and Konijn (2003) address the concept of engagement, involvement, 
sympathy and their contrary, distance. Cassell and Bickmore (2003) adopt the 
Svennevig’s theory of interpersonal relations. 

We refer to Scherer’s concept of interpersonal stance as a category which is 
“characteristic of an affective style that spontaneously develops or is strategically 
employed in the interaction with a person or a group of persons, coloring the inter-
personal exchange in this situation (e.g. being polite, distant cold, warm, supportive, 
contemptuous)”. 

In particular, in referring to the social response of users to ECAs, we distin-
guish warm from cold social attitude, according to the Andersen and Guerrero’s 
definition of interpersonal warmth (Andersen and Guerrero 1998) as “the pleasant, 
contented, intimate feeling that occurs during positive interactions with friends, 
family, colleagues and romantic partners”.  

We studied this attitude and the factors affecting it (Novielli et al., 2010) by ob-
serving the verbal and prosodic behavior of 60 subjects interacting with an ECA in 
a Wizard of Oz simulation study (de Rosis et al. 2007). More details about the 
WoZ study may be found in (Clarizio et al. 2006). In particular, we defined a 
markup language (Table 1) for the user moves after carefully examining our cor-
pus and considering suggestions from the studies about verbal expression of social 
attitude (Andersen and Guerrero 1998, Polhemus et al. 2001, Swan 2002). Dy-
namic recognition of these individual signs during the dialogue enables not only to 
estimate the overall social attitude value but it also allows the agent to adapt its 
dialogue plan accordingly: for example, if the user tends to talk about herself, in 
the following moves the ECA will use this information to provide more appropri-
ate suggestions. The overall social attitude of the user will be inferred dynamically 
from the history of the signs recognized during the dialogue to adapt the ECA’s 
language style, voice and facial expression. 
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Table 1 Linguistic signs of Social Attitude and their definition 

Linguistic Signs of Social Attitude with definition 

Friendly self-introduction: The subjects introduce themselves with a friendly attitude (e.g. by 
giving their  name or by explaining the reasons why they are participating in the dialogue). 

Colloquial style: The subject employs an informal language, dialect, proverbs 

Talks about self: The subjects provide more personal information about themselves than re-
quested by the agent. 

Personal questions to the agent: The subject tries to know something about the agent's pref-
erences, lifestyle etc., or to give it suggestions in the domain. 

Humor and irony: The subjects make some kind of verbal joke in their move. 

Positive or negative comments: The subjects comment the agent's behavior, experience, do-
main knowledge, etc. 

Friendly farewell: This may consist in using a friendly farewell form or in asking to carry-on 
the dialogue. 

Three PhD students labeled independently the corpus of WoZ dialogues with 
our markup language. According to the result of the annotation experiment we de-
fined a set of linguistic cues that could be considered as salient (Lee et al. 2002) 
for every given of social attitude. These cues are organized into semantic catego-
ries. Every new user move is categorized as ‘showing a particular sign of social at-
titude’ if it includes some word sequences belonging to semantic categories which 
are defined as ‘salient’ for the considered sign (Novielli et al., 2010). Recognition 
of linguistic signs of social attitude is performed by using Bayesian classification 
and can be enriched with acoustic analysis of user move, as described in (de Rosis 
et al. 2007). 

3.1   Dynamic Modeling of the User Attitude 

The user modeling procedure integrates (i) language analysis for linguistic cues 
extraction and (ii) a dynamic belief network (DBN) which considers the context in 
which the move was uttered. DBNs (Jensen 2001), also called time-stamped mod-
els, are local belief networks (called time slices) expanded over time; time slices 
are connected through temporal links to constitute a full model. The method al-
lows us to deal with uncertainty in the relationships among the variables involved 
in the social attitude estimation (Table 2). The DBN formalism is particularly suit-
able for representing situations which gradually evolve from a dialog step to the 
next one. We applied results of the corpus analysis to learn from the annotated 
data a model of the user's mental state (Carofiglio et al. 2005) which includes the 
dimensions of interest for dialog adaptation. In particular: in learning the temporal 
part of our DBNs, we took every single user move in the corpus as an independent 
observation and applied the K2 algorithm (Cooper and Herskovitz 1992); in learn-
ing the temporal link between the monitored variable Satt at two subsequent time 
instants, we took every dialog as an observation to measure the conditional prob-
ability that Satt takes a given value at time t, given its value at time t-1.   
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The DBN (Figure 2) is employed to infer how the social attitude of the user 
evolves during the dialog in relation to the dialog history. The social attitude is the 
hidden variable of our model, that is the variable we want to monitor, which de-
pends on observable ones, such as the ‘stable’ characteristics of the users (their 
background and gender), the context in which the move was entered (previous 
agent move) and the linguistic features of the user move recognized by our Bayes-
ian classifier (leaf nodes of our DBN). Intermediate variables represent the signs 
of social attitude listed in Table 1.  

Links among variables describe the causal relationships among stable charac-
teristics of the users and their behavior, via intermediate nodes. DBNs, as em-
ployed in this paper, are said to be ‘strictly repetitive models’. This means that 
structure and parameters of individual time slices is identical and temporal links 
between two consecutive time slices are always the same. We use a special kind of 
strictly repetitive model in which the Markov property holds: the past has no im-
pact on the future given the present. In our simulations, every time slice corre-
sponds to a user move, the stable user characteristics do not change from time to 
time (this is why we omitted the nodes Back and Gend from the figure) and tem-
poral links are established only between dynamic subject characteristics in two 
consecutive time slices.  

Table 2 Variables of our model 

Variable category Variable Name Label 

Background Back 
Stable user characteristics 

Gender Gend 

Last agent move type Ctext 
Context 

User move type Mtype 

Monitored variable User attitude towards the agent Satt 

Familiar style Fstyl 

Friendly self-introduction Fsint 

Talks about self Perin 

Question about the agent Qagt 

Friendly farewell F-Fw 

Signs of social attitude 

Comments (positive and negative) Comm 

Cues of familiar style Pfstyl 

Cues of friendly self-introduction Pfsint 

Cues of talks about self Pperin 

Cues of questions to the agent Pqagt 

Cues of friendly farewell Pffw 

Result of linguistic analysis 

Cues of comments Pcomm 

At the beginning of interaction, the model is initialized by assigning a value to 
the stable user characteristics (e.g. female user with background in Humanities). 
At every dialog step, knowledge about the context and evidence produced by  
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linguistic analysis are entered and propagated in the network: the model revises 
the probabilities of the social attitude node. The new probabilities of the signs of 
social attitude and stage of change are used in formulating the next agent move, 
while the probability of the social attitude node supports revising high-level plan-
ning of the agent behavior. 

We performed an evaluation of the model to examine how a variation in the 
threshold of the probability of the monitored variable (Satt) affects sensitivity and 
specificity of the model in recognizing this feature. For more details about model 
validation please refer to the study described in (Clarizio et al. 2006). 

 

Fig. 2 User Model for the Social Attitude, a generic time-slice 

4   A Model of Emotion Activation 

In our emotion modeling method (de Rosis et al. 2003) we pay particular attention 
to how emotions change of intensity with time, how they mix up and how each of 
them prevails, in a given situation, according to the agent’s personality and to the 
social context in which the dialog occurs. So far, we focused our attention on 
event-driven emotions in Ortony, Clore and Collin’s (OCC) theory (Ortony et al. 
1988). In this theory, positive emotions (happy-for, hope, joy, etc.) are activated 
by desirable events while negative emotions (sorry-for, fear, distress, etc.) arise 
after undesirable events. 
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Events concerning the agent are in the Well-being category (joy, distress), 
events concerning other people are in the FortuneOfOthers category (happy-for, 
sorry-for, envy and gloating) while future events are in the Prospective category 
(fear, hope). In Oatley and Johnson-Laird’s theory, positive and negative emotions 
are activated (respectively) by the belief that some goal will be achieved or will be 
threatened (Oatley and Johnson-Laird 1987). A cognitive model of emotions that 
is built on this theory should represent the system of beliefs and goal behind emo-
tion activation and endows the agent with the ability to guess the reason why she 
feels a particular emotion and to justify it. It includes the ingredients that enable 
representing how the Agent’s system of goals is revised when emotions are felt and 
how this revision influences planning of subsequent dialog moves. 

 

Fig. 3 A portion of the DBN that represents the agent’s mental state showing the triggering 
of Sorry-For 

Our model of emotion activation is represented with a DBN (Jensen 2001). We 
use DBNs as a goal monitoring system that employs the observation data in the 
time interval (Ti, Ti+1) to generate a probabilistic model of the agent’s mind at time 
Ti+1, from the model that was built at time Ti. We employ this model to reason 
about the consequences of the observed event on the monitored goals. We calcu-
late the intensity of emotions as a function of the uncertainty of the agent’s beliefs 
that its goals will be achieved (or threatened) and of the utility assigned to achiev-
ing these goals. According to the utility theory, the two variables are combined to 
measure the variation in the intensity of an emotion as a product of the change in 
the probability to achieve a given goal, times the utility that achieving this goal 
takes to the agent (Carofiglio et al. 2008).  
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Let us consider, for instance, the triggering of sorry-for that is represented in 
Figure 3. This is a negative emotion and the goal that is involved, in this case, is 
preserving others from bad. The agent’s belief about the probability that this goal 
will be threatened (Bel G (Thr-GoodOf U)) is influenced by her belief that some 
undesirable event E occurred to the user (BelG(Occ E U)). According to Elliott 
and Siegle (1993), the main variables influencing this probability are the desirabil-
ity of the event (Bel G not(Desirable E)) and the probability that the agent attaches 
to the occurrence of this event (Bel G (Occ E U)). Other factors, such as the social 
context (Bel G FriendOf G U)), affect the emotion intensity. The model of the 
agent state at time Ti+1 is built by automatically combining several BNs: the main 
one (Mind-BN) and one or more Event-BNs and Emotion-BNs. In the Event-BNs, 
the user moves are interpreted as observable consequences of occurred events that 
activate emotions through a model of the impact of this event on the agent’s be-
liefs and goals. The strength of the link between what the user said (Say U (Occ E 
U)) and the hidden event (Occ E U) is a function of the user sincerity; the link be-
tween this observation and the agent’s belief (Bel G (Occ E U)) is a function of 
how believable the agent considers the user to be. Therefore, the more sincere the 
user is and the more likely the event is a priori, the higher will be the probability 
that G believes in the occurrence of the event E. Similar considerations hold for 
the evaluation of how desirable the event is (Bel G (Desirable E)); these nodes are 
leaves of the Event-BN. They are, as well, roots of Mind-BN: they influence G’s 
belief that U would not desire the event E to occur (Bel G Goal U ¬(Occ E U)) 
and (if G is in an empathy relationship with U and therefore adopts U’s goals), its 
own desire that E does not occur (Goal G ¬(Occ E)). This way, they concur to in-
crease the probability that the agent’s goal of preserving others from bad will be 
threatened. 

Variation in the probability of this goal activates the emotion of sorry-for in G 
through the Emotion-BN. The intensity of this emotion is the product of this varia-
tion times the weight the agent gives to the mentioned goal. According to Car-
bonell, we define a personality as a cognitively plausible combination of weights 
the agent gives to the goals represented in the model (Carbonell 1980). 

The strength of the link between the goal-achievement (or threatening) nodes at 
two contiguous time instants defines the way the emotion, associated with that 
goal, decays, in absence of any event influencing it. By varying appropriately this 
strength, we simulate a more or less fast decay of emotion intensity. Different de-
cays are attached to different emotion categories (positive vs. negative, FortuneO-
fOthers vs. Wellbeing and so on) and different temperaments are simulated, in 
which the persistence of emotions varies. The agents’ affective state usually in-
cludes multiple emotions. Different emotions may coexist because an event pro-
duced several of them at the same time or because a new emotion is triggered 
while the previous ones did not yet decay completely. We describe in (Carofiglio 
et al. 2008) how we modeled the two mentioned mixing metaphors (microwave 
oven and tub of water, in Picard’s terminology (Picard 1997)). 
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5   Dialog Modeling 

The dialog manager includes three main layers: 

1. a Deliberative layer that selects the goal with the highest priority and the corre-
spondent plan and stores in the agenda the actions of the plan; 

2. a Communicative layer that executes the next action in the agenda; 
3. a Reactive layer that decides whether the goal priority should be revised, by 

applying reaction rules.  

The dialog manager, and in particular the deliberative module, decides what goals 
to trigger and to pursue during the dialog, starting from the interpretation of the 
user move in terms of content and social attitude and according to the emotion 
triggered in the agent mind. 

As the dialog evolves these factors may change what has been planned at two 
levels:  

• by manipulating the inner aspects of the emotional response of our agent with 
an algorithm of activation/deactivation of its goals and of dynamic revision of 
their priorities;  

• by deciding whether the agent should manifest its emotion and how.  

Handling these issues is the main task of the Reactive Layer. The idea is that the 
agent has an initial list of goals, each with its priority, some of which are inactive: 
every goal is linked, by an application condition, to a plan that the agent can per-
form to achieve it. The communicative actions correspondent to active plans are 
put in the agenda maintained by the information state. The agent starts the dialog 
by executing these actions but, as we said in the Introduction, the agent applies 
some form reasoning on the user move.  The recognized social attitude and the 
emotion triggered in the agent mind are used to implement social and emotion-
based dynamic revision of goals and consequently of the dialog.  

To achieve this aim, the following knowledge sources are employed by the  
dialog management modules: 

1. Agent’s beliefs that regard: 
– long-term settings that are stable during the dialog and influence the initial 

priority of the agent goals and therefore its initial plan, initiative handling 
and behavior: agent’s personality, its role, its relationship with the user; 

– short-term settings that evolve during the dialog and influence goal priority 
change and plan revision: in particular, the emotional state of the agent and 
the social attitude of the user. 
 

2. Agent’s goals can be in one of the following relations among themselves: 
– Priority: gi < gj : gi is more important, to the agent, than gj . If this relation 

holds and no constraints or preconditions are violated by satisfying it, gi 
will be achieved before gj. 
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– Hierarchy: H(gi, (gi1, gi2, ... , gin)): the complex goal gi may be decom-
posed into simpler subgoals gi1, gi2,…, gin, which contribute to achieving it. 

– Causal Relation: Cause(gi, gj): the plan achieving the source goal gi is a 
precondition for the plan achieving the destination goal gj. 

3.   Plans that are represented as context-adapted recipes; a recipe may be applied 
when some preconditions hold; its application affects the dialog state (agent’s and 
user’s mental state and interaction settings). In the healthy eating domain, our 
agent adopts the typical plan of intelligent advice systems: 

– situation-assessment, to acquire information about the user, 
– describe-eating-problems, to describe eating problems and their possible 

origin, 
– suggest-solution, to describe how to eat better and to overcome problems, 
– persuade-to change, to convince the users to change their eating habits. 

4.  Reaction rules that implement goal-revision strategies. They may produce, in 
general, the following effects on the dynamics of plan activation: 

– add details when the user asks for more information; 
– reduce details in case of urgency; 
– abandon temporarily a plan to activate a new subplan to reassure, motivate 

or provide more details; 
– abandon a subplan when its goal has been achieved: for example, when 

the user seems to know the information the agent is providing; 
– substitute a generic subplan with a more specific and situation-adapted 

one; 
– revise the sequencing of plans, to respond to the User request of taking the 

initiative. This is the most delicate situation: to be cooperative, the agent 
should leave aside its dialog plan and follow the user request; however, as 
we said, communicative goals may be linked by causal relations. There-
fore, when the users show the intention to take the initiative in the dialog, 
the agent checks whether their goal may be activated immediately or 
whether some preconditions have first to be satisfied. It then satisfies these 
preconditions with the shortest subplan before satisfying the user request 
(De Carolis 1999). 

As far as emotions and social factors are taken into account, according to Oatley 
and Johnson- Laird (1987) that claimed that human plans are much more flexible 
than those so far explored in AI , our reactive planning method takes these factors 
into account from two points of view: 

1. rules regulating the goal priority revision by formalizing the following  
strategies: 

i. in case of urgent events, reduce the detail of information provided by  
upgrading the priority of ”most relevant” subgoals and downgrading the 
priority of details; 

ii. in case of desirable or undesirable events occurred to the user, display  
altruistic social emotions (sorry-for and happy-for) by means of ”full  
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expression” goals, that is by verbal and nonverbal means, and give them 
the highest priority; revise the priority of other goals; hide egoistic social 
emotions as envy and gloating; 

iii. in case of desirable events occurred to the agent, activate surface expres-
sion goals: use verbal and nonverbal means to express them but leave the 
priority of other goals unvaried; 

iv. in case of undesirable events (again occurred to the agent), activate behav-
ior control goals: avoid displaying any emotional reaction by activating, at 
the same time, repair goals. 

With these rules, we formalize a situation of empathic reaction in which the agent 
temporarily substitutes the presumed goals of the user for its own, when these 
goals are due to an emotional state of the user (Picard 1997). If an undesirable 
event occurs to the users, what they are presumed to need is to be convinced that 
the agent understands the situation and does its best to solve the problem. If some-
thing desirable occurs to them, they need to know that the agent shares their posi-
tive experience. If, on the contrary, the undesirable event does not concern the  
users, they probably want to be sure that this will not interfere negatively with the 
dialog.  
2. rules regulating emotion display. Once felt, an emotion E may be hidden or 

displayed by the Agent Ag. Again, this decision (although not always taken 
consciously) may be influenced by personality factors and by the interaction 
context. In (De Carolis et al. 2001) we describe how this aspect of the emo-
tional behavior of our agent can be modeled by means of rules that regulate  
activation of display goals.  

For example, the following rule:  
If (Feel Ag E) ∧ Is-a (E WellBeing) ∧ (Valence E Nega-

tive) ∧ (Adoptive Ag U) then Goal G (¬ Display Ag E)   

activates the goal G of hiding a socially negative emotion felt, because the 
agent has an adoptive relation with the user (i.e. fear, anger, etc.).  

On the contrary, the following one:  

If (Feel Ag E) ∧ Is-a (E WellBeing) ∧ (Valence E Posi-
tive) (Adoptive Ag U) then Goal G (Display Ag E)  

activates the goal G of showing a positive emotion.  

6   An Example of Dialog 

To test how incorporating affective and social factors may contribute to the be-
lievability of the dialogue, we built a domain-independent simulator that uses the 
architecture described so far. The following (Figure 4) is an example dialogue in 
the application domain of healthy eating (Berry et al. 2005). In this dialogue the 
agent and user moves are denoted respectively with Vi and Uj. Vi  moves are gen-
erated by our dialogue simulator, while Uj moves are introduced in free text. 
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_______________________________________________________________________ 
V0: Hi, my name is Valentina! I’m here to suggest you how to eat well. What’s your name?  
U0: My name is Jana and I’m happy to interact with you.           Friendly self-introduction
V1: Good to hear your interest Jana! Hope you’ll find our dialogue useful. How can I help 

you?      ECA reciprocates the Colloquial attitude
U1: I’ve been eating too much and badly in the past year and I don’t feel comfortable with 

myself!                  Talk about self & Colloquial style 
V2: Oh! That’s a bad situation indeed, but I understand! Let me try to see how can help 

you. Which is your age?        ECA reciprocates the Warmth and shows a Sorry-for
U2: I’m 17. 
V3: Well: teens are notorious for being hungry frequently, because they need to eat more 

to support the major growth of their bodies. Maybe you only need an appropriate diet 
and change your eating habits.   

U3: Yes, you are right! I definitely need a more regular regimen. 
             Talk about self & Colloquial style

V4: Good, let’s try to do something then. Did you ever think to change your diet?  
          ECA reciprocates the Warmth and shows a Happy-for

U4: Yes, sometimes I did it and got very good results. Now, either because of my laziness 
or my stressing rhythms I can’t lay myself into more regular habits. But now I want to 
try again!                  Talk about self & Colloquial style

V5: Good, that’s the way I want to see you! You seem to be in a more positive attitude 
now!                 ECA reciprocates the Friendly attitude & shows a Happy-for 

_______________________________________________________________________  

Fig. 4 An example of dialogue in the healthy eating domain 

In the present prototype, translation of the user moves into a symbolic commu-
nicative act is quite primitive (just based on keyword analysis and on the dialogue 
context). For instance the U1 move ‘I’ve been eating too much and badly in the 
past year and I don’t feel comfortable with myself!’ is interpreted as Say U (Occ 
EatingTooMuch U), Say U not(Desirable EatingTooMuch U). Symbolic commu-
nicative acts are inputs of the cognitive emotion model which, in this example, ac-
tivates the Sorry-For. At the same time, linguistic cues of Colloquial Style and 
Talks about Self are detected and evidences about these signs contribute to in-
crease the overall likelihood of observing a warm social attitude of the user. 
Hence, in the subsequent move  (V2) the agent reacts by expressing her Sorry-For 
(‘That’s a bad situation indeed!’) and by reciprocating the warm social attitude 
through the use of some small talk (‘But I understand!’). 

The next move U2 does not show any particular sign of social attitude and does 
not provide any evidence which could potentially cause emotion triggering. Here 
the sorry-for decays due to the absence of any more stimuli. The dialogue goes on 
quite neutrally until the user claims her intention to change her diet, in U3. This 
event causes the triggering of a light Happy-For, whose intensity depends on the 
belief of the agent about the user sincerity, that is how true the agent beliefs the 
user wants to change her diet given that the user claimed it.   

Then, the user reacts to the agent question by friendly talking about self. As a 
consequence, a higher level of the user social attitude is estimated, causing the 
agent to reply with a colloquial style in her next move (‘Good, that’s the way I 
want to see you!’). Moreover, the user states again her intention to change her diet 
causing an increase of the intensity of the Happy-For felt by the agent. 
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7   Exploiting the Potential of New Dialog Strategies 

Providing an intelligent and conversational access to information, in our opinion, 
requires not only to dynamically adapt the information provision during the dialog 
but also to employ the most appropriate dialog strategy. An intelligent system 
should be able, for instance, to increase the user intention to accept the system 
suggestion/recommendation (Mahmood et al. 2009). 

For instance, in the example dialogue (Figure 4), the persuasion attempt per-
formed by the system is represented by a single dialogue move (V3), implement-
ing the sub-plan ‘persuade to change’ in the scope of the overall dialogue plan of 
‘intelligent advice system’. 

Though, users may rise objections or show perplexity during the dialog. There-
fore the ECA has to reason in order to answer to the user reaction. For example, 
the following dialog excerpt (Figure 5) represents a variation to the one in Figure 
4 in which the user objects to the ECA suggestion (U4).  

The persuasive attempt in the dialogue in Figure 5 is generated by PORTIA 
(Mazzotta et al. 2007) a reasoning module able to decide on the most promising 
persuasion strategy to apply in a given scenario.  It is a user-adapted persuasion 
module capable of simulating the persuasion process used by humans to convince 
someone to perform a given action. It mainly focuses on two typical aspects of the 
human persuasion in order to produce effective persuasion attempts in different 
contexts: on one hand, the ability of reasoning on the potential strength of alterna-
tive persuasive strategies for a given user, in order to select the most appropriate 
one; on the other hand, the capability of combining rational and emotional modes 
of persuasion. The system is based on the theory of a-rational persuasion (Miceli 
et al. 2006), and the strategies represented in the model are the result of a combi-
nation of theoretical (Walton 1992, 1996, Petty and Cacioppo 1896) and empirical 
(Mazzotta and de Rosis 2006) background. The key points of the system are the 
separation between reasoning and argumentation phases in the persuasion process 
(Walton 1990) and the use of Belief Networks to represent the uncertainty inherent 
in this form of practical reasoning (Pearl 1988). 

_______________________________________________________________________ 
V3: Well: teens are notorious for being hungry frequently, because they need to eat more 

to support the major growth of their bodies. Maybe you only need an appropriate diet 
and change your eating habits.  

U3: How can I do?  
V4: Why don’t you try to eat more fruit and vegetables?  
U4: I don’t like them very much… 
V5: Maybe you don’t know that they have a lot of benefits on your health.  
U5: I’m young and have a lot to do instead being worried for my health!   
V6: Fruit and vegetables contribute to improve your appearance. FDA also says that they 

help you to have healthy skin and hair and it is an authoritative voice! 
U6: But cooking vegetables is boring and I prefer spending my time among the people and 

making new friends.   
V7: A dinner with fresh and tasty salads is easy to prepare and superb to spend good time 

with friends. I’m sure you can do it if you wish. 
U7: Yes, you are right! I definitely need a more regular regimen. 
_______________________________________________________________________ 

Fig. 5 An example of the ECA persuasion attempt 
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The PORTIA’s persuasion strategies (Mazzotta et al. 2008) are summarized in 
Table 3. 

Table 3 A summary of the Persuasion Strategies used by PORTIA 

General induction of intentions strategy 

 It may be summarized as follow: “If User has the goal g and he believes that doing the action a 
implies achieving g in a more or less near future, and he believes that has the ability to do a, then 
probably user intends to do a” (from Miceli et al. 2006). 

Rational induction of intention 

It focuses on rational goals like ‘to be in good 
health’, ‘to have a good appearance’, … 

Emotional induction of intention 

It focuses on rational goals like ‘to make 
friends’, to be in good mood’, … 

Activation of goal strategy 

Activation through a belief or an emotion of an intermediate goal which is instrumental to the 
user’s goal. It considers two possible applications: Rational Activation strategy or Emotional one. 

Induction of beliefs 

Argumentation about means-end implication. It represents the action-goal relation. 

Appeal to 
Expert 
Opinion 

Appeal to 
Popular  
Opinion 

Appeal to 
Position to 
Know 

Appeal to Friendly 
Personal Experience 

Appeal to 
Examples 

Others 

In the reasoning phase, PORTIA exploits the information about the user in or-
der to compute the degree of importance of the various -rational and emotional- 
goals, and infers the goals on which the persuasion strategy will focus. Using a 
“what-if” reasoning form it evaluates the persuasive power of different combina-
tion of strategies, and selects the most promising one, with respect to the goal of 
inducing in the user the intention to do a certain action.  

In the argumentation phase, PORTIA constructs the arguments to express the 
strategy selected in the previous step by translating the output of the reasoning 
phase into a coherent discourse plan.  The discourse plan is then translated by the 
dialogue manager into  natural language messages used by the ECA as attempt to 
persuade the user. 

8   Conclusions 

The main goal of Intelligent Information Access is to provide a personalized and 
context-adapted access to information. In particular, systems implementing a con-
versational access to the information are enriched by exploiting human-computer 
interaction techniques (Mahmood et al. 2009). In this perspective, we present  
the architecture of an ECA which is able to exploit the knowledge conveyed  
by the user move in order to recognize her social attitude and goals and to behave 
'believably' in its turn, by showing some forms of emotional intelligence. This re-
search builds on prior work on affect modeling and dialog simulation. In particu-
lar, in this paper we combine social attitude and emotion modeling methods to 
build a scalable and open architecture for an emotionally and socially intelligent 
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ECA. In fact, each user move is rich of information (such as linguistic cues of so-
cial attitude) which goes beyond the pure content and meaning of sentences (‘what 
user says’). These extra-rational information about the user state of mind can be 
exploited to enrich the user model and can be used by a socially and emotionally 
intelligent ECA, in order to tailor the dialogue strategy accordingly.  

The two approaches to emotion and social attitude modeling have been vali-
dated in our previous research (Berry et al. 2005, de Rosis et al. 2007), with satis-
fying results. 

We are aware of the limitations of our approach. In particular, translation of the 
user move meaning into symbolic form is currently implemented using a key-
word-spotting based approach. In our future work, we plan to refine such analysis 
including contextual and acoustic information (Stolcke et al. 2000). 

The main strength of the proposed ECA architecture is its openness and flexi-
bility. In particular, we are able to simulate interactions in different conditions, by 
simply changing a few parameters describing the agent’s personality. In this paper 
we show an example of adaptation by simulating the behavior of an empathic 
agent which  reciprocates the social attitude of the user. In our future research we 
plan to perform evaluation studies in order to test which combination of personal-
ity traits of the agent best increases the user satisfaction. Moreover, we plan to in-
vestigate on the role that the interpersonal stances play in the display of emotions 
(De Carolis et al. 2001). 

In our opinion, providing an intelligent and conversational access to informa-
tion also requires the use of the most appropriate dialog strategy in order to in-
crease the user intention to accept the system’s suggestion. In this perspective, we 
describe an extension of our Agent’s architecture with PORTIA, a module capable 
of simulating the persuasion process used by humans to convince someone to per-
form a given action. 

Moreover, thanks to the independence of our architecture from the interaction 
mode, we plan to perform further investigation about spoken interaction. In par-
ticular, we will enrich the model for the analysis and interpretation of the user 
move using prosodic and acoustic parameters for improving the recognition of 
both (i) the actual communicative intention attached to the user move (De Carolis 
and Cozzolongo 2009) and (ii) the recognition of the user level of social attitude 
(de Rosis et al. 2007). 

Acknowledgments. This research would not be without the encouragement, the sugges-
tions and the teaching of Fiorella de Rosis. Her disappearance has been for us a sad loss, 
but her teaching incites us to continue the work. 
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Annotating and Identifying Emotions in Text

Carlo Strapparava and Rada Mihalcea

Abstract. This paper focuses on the classification of emotions and polarity in news
headlines and it is meant as an exploration of the connection between emotions and
lexical semantics. We first describe the construction of the data set used in eval-
uation exercise “Affective Text” task at SEMEVAL 2007, annotated for six basic
emotions: ANGER, DISGUST, FEAR, JOY, SADNESS and SURPRISE, and for POSI-
TIVE and NEGATIVE polarity. We also briefly describe the participating systems and
their results. Second, exploiting the same data set, we propose and evaluate sev-
eral knowledge-based and corpus-based methods for the automatic identification of
emotions in text.

1 Introduction

Emotions have been widely studied in psychology and behavior sciences, as they
are an important element of human nature. They have also attracted the attention of
researchers in computer science, especially in the field of human computer interac-
tion, where studies have been carried out on facial expressions (e.g., [13]) or on the
recognition of emotions through a variety of sensors (e.g., [35]).

Although only relatively little work has been carried out so far on the auto-
matic identification of emotions in text [31, 1], the automatic detection of emo-
tions in texts is becoming increasingly important from an applicative point of
view. Consider for example the tasks of opinion mining and market analysis, affec-
tive computing, or natural language interfaces such as e-learning environments or
educational/edutainment games.
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For instance, the following represent examples of applicative scenarios in which
affective analysis could make valuable and interesting contributions:

• Sentiment Analysis. tracking sentiment timelines in on-line forums and news [25,
5], review classification [43, 34], mining opinions from product reviews [20],
etc., are examples of applications of these techniques. While positive/negative
valence annotation is an active area in sentiment analysis, we believe that a fine-
grained emotion annotation could increase the effectiveness of these applications.

• Computer Assisted Creativity. The automated generation of evaluative expres-
sions with a bias on certain polarity orientation is a key component in automatic
personalized advertisement and persuasive communication [8].

• Verbal Expressivity in Human Computer Interaction. Future human-computer
interaction is expected to emphasize naturalness and effectiveness, and hence the
integration of models of possibly many human cognitive capabilities, including
affective analysis and generation. For example, the expression of emotions by
synthetic characters (e.g., embodied conversational agents [11]) is now consid-
ered a key element for their believability. Affective words selection and under-
standing is crucial for realizing appropriate and expressive conversations [7].

This paper describes experiments concerned with the emotion analysis of news
headlines. In Section 3, we describe the construction of a data set of news titles
annotated for emotions, and we propose a methodology for fine-grained and coarse-
grained evaluations. This data set was proposed at the “Affective Text” SEMEVAL

task. Section 4 reports briefly the descriptions of the participating systems. In Sec-
tion 5, we introduce several algorithms for the automatic classification of news
headlines according to a given emotion. In particular we present several algorithms,
ranging from simple heuristics (e.g., directly checking specific affective lexicons)
to more refined algorithms (e.g., checking similarity in a latent semantic space in
which explicit representations of emotions are built, and exploiting Naı̈ve Bayes
classifiers trained on emotion-annotated blogposts). Section 5.3 presents the evalu-
ation of the algorithms and a comparison with the systems that participated in the
SEMEVAL 2007 task on “Affective Text.”

It is worth noting that the proposed methodologies are either completely unsu-
pervised or, when supervision is used, the training data can be easily collected from
online emotion-annotated materials such as blogs.

2 Background and Related Work

The characterization of emotions through linguistic analysis is a notoriously diffi-
cult task. On the one hand, emotions are not linguistic entities, and thus many of the
previously proposed approaches for emotion detection were developed in a variety
of other fields, including psychology, sociology, or philosophy. For instance, emo-
tions have been studied with respect to facial expressions [13], action tendencies
[17], physiological activity [4], or subjective experience [36].
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On the other hand, one of the most convenient ways to access emotional content
is through the use and analysis of language, and thus a number of previous efforts
have been concentrated on the development of affective lexical resources.

One the first studies dealing with the referential structure of an affective lexicon
is that of [29], consisting of an analysis of 500 words taken form the literature on
emotions. Their goal was to develop a taxonomy of affective words, with special
attention paid to the isolation of terms referring to emotions.

A well-known resource is General Inquirer [39]. The General Inquirer1 is a map-
ping tool, which maps an input text file to counts in dictionary-supplied categories.
The currently distributed version combines the “Harvard IV-4” dictionary content-
analysis categories, the “Lasswell” dictionary content-analysis categories, and five
categories based on the social cognition work of [38], for a total of 182 categories.
Each category is a list of words and word senses. Currently, the category “negative”
is the largest, with 2291 entries.

SentiWordNet2 [14] is a lexical resource in which each synset s from WORDNET

[16] is associated to three numerical scores Ob j(s), Pos(s) and Neg(s), indicating
whether a synset term is objective, positive, or negative. The three scores are derived
by combining the results produced by a committee of eight ternary classifiers.

The Affective Norms for English Words (ANEW) [9] provides a set of norma-
tive emotional ratings for a large number of words in the English language. This
resource was built from analyses conducted on a wide variety of verbal judgments
indicating the variance in emotional assessments along three major dimensions. The
two main dimensions are “affective valence” (ranging from pleasant to unpleasant)
and “arousal” (ranging from calm to excited). The third dimension is referred to as
either “dominance” or “control.”

Finally, WORDNET AFFECT3 [41] is an extension of the WORDNET database
that assesses a fine-grained emotion labeling of a subset of synsets suitable to rep-
resent affective concepts. In particular, one or more emotion labels (e.g. FEAR, JOY,
LOVE) are assigned to a number of WORDNET synsets. There are also other labels
for those concepts representing moods, situations eliciting emotions, or emotional
responses. In this paper, we use WORDNET AFFECT in several of our experiments,
as described in Section 5.

In addition to the task of emotion recognition and construction of affective lex-
ical resources, related work was also concerned with opinion analysis and genre
classification. Opinion analysis is a topic at the crossroads of text mining and com-
putational linguistics, concerned with the identification of opinions (either positive
or negative) expressed in a document [46, 44, 10, 33]. While opinion analysis deals
with texts that are often affectively loaded, its focus is on subjectivity and polar-
ity recognition, which is a coarser-grained level as compared to emotion recogni-
tion. Finally, related work in text genre classification was concerned with humor

1 http://www.wjh.harvard.edu/˜inquirer/
2 http://sentiwordnet.isti.cnr.it
3 WORDNET AFFECT is freely available for research purpose at http://wndomains.
itc.it

http://www.wjh.harvard.edu/~inquirer/
http://sentiwordnet.isti.cnr.it
http://wndomains.itc.it
http://wndomains.itc.it
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recognition [27], male/female writing differences [22, 24], and happiness recogni-
tion in blogs [26].

3 Building a Data Set for Emotion Analysis

For the experiments reported in this paper we use the data set we developed for the
SEMEVAL 2007 task on “Affective Text” [40].

The task was focused on the emotion classification of news headlines extracted
from news web sites. Headlines typically consist of a few words and are often writ-
ten by creative people with the intention to “provoke” emotions, and consequently
to attract the readers’ attention. These characteristics make this type of text par-
ticularly suitable for use in an automatic emotion recognition setting, as the affec-
tive/emotional features (if present) are guaranteed to appear in these short sentences.

The structure of the task was as follows:

Corpus: News titles, extracted from news web sites (such as Google news, CNN)
and/or newspapers. In the case of web sites, we can easily collect a few thousand
titles in a short amount of time.

Objective: Provided a predefined set of emotions (ANGER, DISGUST, FEAR, JOY,
SADNESS, SURPRISE), classify the titles with the appropriate emotion label
and/or with a valence indication (POSITIVE/NEGATIVE).

The emotion labeling and valence classification were seen as independent tasks, and
thus a team was able to participate in one or both tasks. The task was carried out
in an unsupervised setting, and consequently no training was provided. The reason
behind this decision is that we wanted to emphasize the study of emotion lexical
semantics, and avoid biasing the participants toward simple “text categorization”
approaches. Nonetheless supervised systems were not precluded from participation,
and in such cases the teams were allowed to create their own supervised training
sets.

Participants were free to use any resources they wanted. We provided a set of
words extracted from WORDNET AFFECT [41], relevant to the six emotions of
interest. However, the use of this list was entirely optional.

3.1 Data Set

The data set consisted of news headlines drawn from major newspapers such as New
York Times, CNN, and BBC News, as well as from the Google News search engine.
We decided to focus our attention on headlines for two main reasons. First, news
have typically a high load of emotional content, as they describe major national or
worldwide events, and are written in a style meant to attract the attention of the read-
ers. Second, the structure of headlines was appropriate for our goal of conducting
sentence-level annotations of emotions.
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Two data sets were made available: a development data set consisting of 250
annotated headlines, and a test data set consisting of 1,000 annotated headlines.4

3.2 Data Annotation

To perform the annotations, we developed a Web-based annotation interface that
displayed one headline at a time, together with six slide bars for emotions and one
slide bar for valence. The interval for the emotion annotations was set to [0,100],
where 0 means the emotion is missing from the given headline, and 100 repre-
sents maximum emotional load. The interval for the valence annotations was set to
[−100,100], where 0 represents a neutral headline, −100 represents a highly nega-
tive headline, and 100 corresponds to a highly positive headline.

Unlike previous annotations of sentiment or subjectivity [45, 32], which typi-
cally rely on binary 0/1 annotations, we decided to use a finer-grained scale, hence
allowing the annotators to select different degrees of emotional load.

The test data set was independently labeled by six annotators. The annotators
were instructed to select the appropriate emotions for each headline based on the
presence of words or phrases with emotional content, as well as the overall feeling
invoked by the headline. Annotation examples were also provided, including exam-
ples of headlines bearing two or more emotions to illustrate the case where several
emotions were jointly applicable. Finally, the annotators were encouraged to follow
their “first intuition,” and to use the full-range of the annotation scale bars.

The final annotation labels were created as the average of the six independent
annotations, after normalizing the set of annotations provided by each annotator for
each emotion to the 0-100 range. Table 1 shows three sample headlines in our data
set, along with their final gold standard annotations.

Table 1 Sample headlines and manual annotations of emotions

EMOTIONS

Anger Disgust Fear Joy Sadness Surprise Valence
Inter Milan set Serie A win record 2 0 0 50 0 9 50
Cisco sues Apple over iPhone name 48 8 10 0 11 19 -56
Planned cesareans not risk-free, group
warns

0 0 61 0 15 11 -60

3.3 Inter-annotator Agreement

We conducted inter-tagger agreement studies for each of the six emotions. The
agreement evaluations were carried out using the Pearson correlation measure, and
are shown in Table 2. To measure the agreement among the six annotators, we first
measured the agreement between each annotator and the average of the remaining
five annotators, followed by an average over the six resulting agreement figures.

4 The data set and more information about the task can be found at the SEMEVAL 2007 web
site http://nlp.cs.swarthmore.edu/semeval
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Table 2 Pearson correlation for inter-annotator agreement

EMOTIONS

ANGER 49.55
DISGUST 44.51
FEAR 63.81
JOY 59.91
SADNESS 68.19
SURPRISE 36.07

VALENCE

Valence 78.01

3.4 Fine-Grained and Coarse-Grained Evaluations

Provided a gold-standard data set with emotion annotations, we used both fine-
grained and coarse-grained evaluation metrics for the evaluation of systems for
automatic emotion annotation.

Fine-grained evaluations were conducted using the Pearson measure of correla-
tion between the system scores and the gold standard scores, averaged over all the
headlines in the data set.

We also ran coarse-grained evaluations, where each emotion was mapped to a
0/1 classification (0 = [0,50), 1 = [50,100]). For the coarse-grained evaluations, we
calculated precision, recall, and F-measure.

4 Systems and Results Obtained in the AFFECTIVE TEXT Task

Five teams have participated in the “Affective Text” task as SEMEVAL, with five
systems for valence classification and three systems for emotion labeling.

4.1 Participating Systems

The following represents a short description of the systems.

UPAR7:

This is a rule-based system [12] using a linguistic approach. A first pass through
the data “uncapitalizes” common words in the news title. The system then used the
Stanford syntactic parser on the modified title, and tried to identify what is being
said about the main subject by exploiting the dependency graph obtained from the
parser.

Each word was first rated separately for each emotion (the six emotions plus
COMPASSION) and for its valence. Next, the main subject rating was boosted. Con-
trasts and accentuations between “good” or “bad” were detected, making it possible
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to identify surprising good or bad news. The system also takes into account: hu-
man will (as opposed to illness or natural disasters); negation and modals; high-tech
context; celebrities.

The lexical resource used was a combination of SentiWordNet [15] and WORD-
NET AFFECT[41], which were semi-automatically enriched on the basis of the
original trial data.

SICS:

The SICS team used a very simple approach for valence annotation based on a
word-space model and a set of seed words [37]. The idea was to create two points
in a high-dimensional word space - one representing positive valence, the other
representing negative valence - and then projecting each headline into this space,
choosing the valence whose point was closer to the headline.

The word space was produced from a lemmatized and stop list filtered version
of the LA times corpus (consisting of documents from 1994, released for experi-
mentation in the Cross Language Evaluation Forum (CLEF)) using documents as
contexts and standard tf.idf weighting of frequencies. No dimensionality reduction
was used, resulting in a 220,220-dimensional word space containing predominantly
syntagmatic relations between words. Valence vectors were created in this space by
summing the context vectors of a set of manually selected seed words (8 positive
and 8 negative words).

For each headline in the test data, stop words and words with frequency above
10,000 in the LA times corpus were removed. The context vectors of the remaining
words were then summed, and the cosine of the angles between the summed vec-
tor and each of the valence vectors were computed, and the headline was ascribed
the valence value (computed as [cosine * 100 + 50]) of the closest valence vector
(headlines that were closer to the negative valence vector were assigned a negative
valence value). In 11 cases, a value of -0.0 was ascribed either because no words
were left in the headline after frequency and stop word filtering, or because none
of the remaining words occurred in the LA times corpus and thus did not have any
context vector.

Table 3 System results for valence annotations

Fine Coarse
r Acc. Prec. Rec. F1

CLaC 47.70 55.10 61.42 9.20 16.00
UPAR7 36.96 55.00 57.54 8.78 15.24
SWAT 35.25 53.20 45.71 3.42 6.36
CLaC-NB 25.41 31.20 31.18 66.38 42.43
SICS 20.68 29.00 28.41 60.17 38.60
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Table 4 System results for emotion annotations

Fine Coarse
r Acc. Prec. Rec. F1

Anger
SWAT 24.51 92.10 12.00 5.00 7.06
UA 23.20 86.40 12.74 21.6 16.03
UPAR7 32.33 93.60 16.67 1.66 3.02

Disgust
SWAT 18.55 97.20 0.00 0.00 -
UA 16.21 97.30 0.00 0.00 -
UPAR7 12.85 95.30 0.00 0.00 -

Fear
SWAT 32.52 84.80 25.00 14.40 18.27
UA 23.15 75.30 16.23 26.27 20.06
UPAR7 44.92 87.90 33.33 2.54 4.72

Joy
SWAT 26.11 80.60 35.41 9.44 14.91
UA 2.35 81.80 40.00 2.22 4.21
UPAR7 22.49 82.20 54.54 6.66 11.87

Sadness
SWAT 38.98 87.70 32.50 11.92 17.44
UA 12.28 88.90 25.00 0.91 1.76
UPAR7 40.98 89.00 48.97 22.02 30.38

Surprise
SWAT 11.82 89.10 11.86 10.93 11.78
UA 7.75 84.60 13.70 16.56 15.00
UPAR7 16.71 88.60 12.12 1.25 2.27

CLaC:

This team submitted two systems [3] to the competition: an unsupervised
knowledge-based system (CLaC) and a supervised corpus-based system (CLaC-
NB). Both systems were used for assigning positive/negative and neutral valence
to headlines on the scale [-100,100].

CLaC:

The CLaC system relies on a knowledge-based domain-independent unsupervised
approach to headline valence detection and scoring. The system uses three main
kinds of knowledge: a list of sentiment-bearing words, a list of valence shifters and
a set of rules that define the scope and the result of the combination of sentiment-
bearing words and valence shifters. The unigrams used for sentence/headline classi-
fication were learned from WORDNETdictionary entries. In order to take advantage
of the special properties of WORDNETglosses and relations, we developed a sys-
tem that used the list of human-annotated adjectives from [19] as a seed list and
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learned additional unigrams from WORDNETsynsets and glosses. The list was then
expanded by adding to it all the words annotated with Positive or Negative tags in
the General Inquirer. Each unigram in the resulting list had the degree of member-
ship in the category of positive or negative sentiment assigned to it using the fuzzy
net overlap score method described in the team’s earlier work [2]. Only words with
fuzzy membership score not equal to zero were retained in the list. The resulting list
contained 10,809 sentiment-bearing words of different parts of speech.

The fuzzy net overlap score counts were complemented with the capability to
discern and take into account some relevant elements of syntactic structure of the
sentences. Two components were added to the system to enable this capability: (1)
valence shifter handling rules and (2) parse tree analysis. The list of valence shifters
was a combination of a list of common English negations and a subset of the list
of automatically obtained words with increase/decrease semantics, complemented
with manual annotation. The full list consists of 450 words and expressions. Each
entry in the list of valence shifters has an action and scope associated with it, which
are used by special handling rules that enable the system to identify such words and
phrases in the text and take them into account in sentence sentiment determination.
In order to correctly determine the scope of valence shifters in a sentence, the system
used a parse tree analysis using MiniPar.

As a result of this processing, every headline received a system score assigned
based on the combined fuzzy Net Overlap Score of its constituents. This score was
then mapped into the [-100 to 100] scale as required by the task.

CLaC-NB:

In order to assess the performance of basic Machine Learning techniques on head-
lines, a second system ClaC-NB was also implemented. This system used a Naı̈ve
Bayes classifier in order to assign valence to headlines. It was trained on a small cor-
pus composed of the development corpus of 250 headlines provided for this com-
petition, plus an additional 200 headlines manually annotated and 400 positive and
negative news sentences. The probabilities assigned by the classifier were mapped
to the [-100, 100] scale as follows: all negative headlines received the score of -100,
all positive were assigned the score of +100, and the neutral headlines obtained the
score of 0.

UA:

In this system [23], in order to determine the kind and the amount of emotions in a
headline, statistics were gathered from three different web Search Engines: MyWay,
AlltheWeb and Yahoo. This information was used to observe the distribution of the
nouns, the verbs, the adverbs and the adjectives extracted from the headline and the
different emotions.

The emotion scores were obtained through Pointwise Mutual Information (PMI).
First, the number of documents obtained from the three web search engines using
a query that contains all the headline words and an emotion (the words occur in
an independent proximity across the web documents) was divided by the number
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of documents containing only an emotion and the number of documents containing
all the headline words. Second, associative score between a content word and an
emotion was estimated and used to weight the final PMI score. The obtained results
were normalized in the range 0-100.

SWAT:

SWAT [21] is a supervised system using an unigram model trained to annotate emo-
tional content. Synonym expansion on the emotion label words was also performed,
using the Roget Thesaurus. In addition to the development data provided by the task
organizers, the SWAT team annotated an additional set of 1000 headlines, which
was used for training.

4.2 Results

Tables 3 and 4 show the results obtained by the participating systems. The tables show
both the fine-grained Pearson correlation measure and the coarse-grained accuracy,
precision and recall figures.

The results indicate that the task of emotion annotation is difficult. Although the
Pearson correlation for the inter-tagger agreement is not particularly high, the gap
between the results obtained by the systems and the upper bound represented by the
annotator agreement suggests that there is room for future improvements.

5 Automatic Emotion Analysis

In this section, we propose and evaluate several knowledge-based and corpus-based
methods for the automatic identification of emotions in text, and compare the re-
sults with those obtained by the systems participating in the “Affective Text” task at
SEMEVAL.

5.1 Knowledge-Based Emotion Annotation

We approach the task of emotion recognition by exploiting the use of words in a
text, and in particular their co-occurrence with words that have explicit affective
meaning. As suggested by Ortony et al. [30], we have to distinguish between words
directly referring to emotional states (e.g., “fear”, “cheerful”) and those having only
an indirect reference that depends on the context (e.g., words that indicate possible
emotional causes such as “killer” or emotional responses such as “cry”). We call the
former direct affective words and the latter indirect affective words [42].

As far as direct affective words are concerned, we follow the classification found
in WORDNET AFFECT. This is an extension of the WORDNETdatabase [16], in-
cluding a subset of synsets suitable to represent affective concepts. In particular, one
or more affective labels (a-labels) are assigned to a number of WORDNETsynsets.
There are also other a-labels for those concepts representing moods, situations
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eliciting emotions, or emotional responses. Starting with WORDNET AFFECT, we
collected six lists of affective words by using the synsets labeled with the six emo-
tions considered in our data set. Thus, as a baseline, we implemented a simple
algorithm that checks the presence of this direct affective words in the headlines,
and computes a score that reflects the frequency of the words in this affective
lexicon in the text.

Table 5 Blogposts and mood annotations extracted from LiveJournal

LiveJournal Number of
Emotion mood blogposts
ANGER angry 951
DISGUST disgusted 72
FEAR scared 637
JOY happy 4,856
SADNESS sad 1,794
SURPRISE surprised 451

A crucial aspect in the task of sentiment analysis is the availability of a mech-
anism for evaluating the semantic similarity among “generic” terms and affective
lexical concepts. To this end we implemented a semantic similarity mechanism auto-
matically acquired in an unsupervised way from a large corpus of texts (e.g., British
National Corpus5). In particular we implemented a variation of Latent Semantic
Analysis (LSA). LSA yields a vector space model that allows for a homogeneous
representation (and hence comparison) of words, word sets, sentences and texts. For
representing word sets and texts by means of an LSA vector, we used a variation
of the pseudo-document methodology described in [6]. This variation takes into ac-
count also a tf-idf weighting schema (see [18] for more details). In practice, each
document can be represented in the LSA space by summing up the normalized LSA
vectors of all the terms contained in it. Thus a synset in WORDNET (and even all
the words labeled with a particular emotion) can be represented in the LSA space,
performing the pseudo-document technique on all the words contained in the synset.
In the LSA space, an emotion can be represented at least in three ways: (i) the vector
of the specific word denoting the emotion (e.g. “anger), (ii) the vector representing
the synset of the emotion (e.g. {anger, choler, ire}), and (iii) the vector of
all the words in the synsets labeled with the emotion. In this paper we performed
experiments with all these three representations.

Regardless of how an emotion is represented in the LSA space, we can compute
a similarity measure among (generic) terms in an input text and affective categories.
For example in a LSA space built form the BNC, the noun “gift” is highly related
to the emotional categories JOY and SURPRISE. In summary, the vectorial represen-
tation in the LSA allows us to represent, in a uniform way, emotional categories,

5 BNC is a very large (over 100 million words) corpus of modern English, both spoken
and written (see http://www.hcu.ox.ac.uk/bnc/). Other more specific corpora
could also be considered, to obtain a more domain oriented similarity.
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generic terms and concepts (synsets), and eventually full sentences. See [42] for
more details.

5.2 Corpus-Based Emotion Annotation

In addition to the experiments based on WORDNET AFFECT, we have also con-
ducted corpus-based experiments relying on blog entries from LiveJournal.com. We
used a collection of blogposts annotated with moods that were mapped to the six
emotions used in the classification. While every blog community practices a dif-
ferent genre of writing, LiveJournal.com blogs seem to more closely recount the
goings-on of everyday life than any other blog community.

The indication of the mood is optional when posting on LiveJournal, therefore
the mood-annotated posts we are using are likely to reflect the true mood of the
blog authors, since they were explicitly specified without particular coercion from
the interface. Our corpus consists of 8,761 blogposts, with the distribution over the
six emotions shown in Table 5. This corpus is a subset of the corpus used in the
experiments reported in [28].

Table 6 Sample blogposts labeled with moods corresponding to the six emotions

ANGER

I am so angry. Nicci can’t get work off for the Used’s show on
the 30th, and we were stuck in traffic for almost 3 hours today,
preventing us from seeing them. bastards

DISGUST

It’s time to snap out of this. It’s time to pull things together.
This is ridiculous. I’m going nowhere. I’m doing nothing.

FEAR

He might have lung cancer. It’s just a rumor...but it makes
sense. is very depressed and that’s just the beginning of things

JOY

This week has been the best week I’ve had since I can’t remem
ber when! I have been so hyper all week, it’s been awesome!!!

SADNESS

Oh and a girl from my old school got run over and died the
other day which is horrible, especially as it was a very small
village school so everybody knew her.

SURPRISE

Small note: French men shake your hand as they say good
morning to you. This is a little shocking to us fragile
Americans, who are used to waving to each other in greeting.

In a pre-processing step, we removed all the SGML tags and kept only the body
of the blogposts, which was then passed through a tokenizer. We also kept only
blogposts with a length within a range comparable to the one of the headlines,
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i.e. 100-400 characters. The average length of the blogposts in the final corpus is
60 words / entry. Six sample entries are shown in Table 6.

The blogposts were then used to train a Naı̈ve Bayes classifier, where for each
emotion we used the blogs associated with it as positive examples, and the blogs
associated with all the other five emotions as negative examples.

5.3 Evaluations and Results

We have implemented five different systems for emotion analysis by using the
knowledge-based and corpus-based approaches described above.

1. WN-AFFECT PRESENCE, which is used as a baseline system, and which an-
notates the emotions in a text simply based on the presence of words from the
WORDNET AFFECT lexicon.

2. LSA SINGLE WORD, which calculates the LSA similarity between the given text
and each emotion, where an emotion is represented as the vector of the specific
word denoting the emotion (e.g., JOY).

3. LSA EMOTION SYNSET, where in addition to the word denoting an emotion, its
synonyms from the WORDNETsynset are also used.

4. LSA ALL EMOTION WORDS, which augments the previous set by adding the
words in all the synsets labeled with a given emotion, as found in WORDNET

AFFECT.
5. NB TRAINED ON BLOGS, which is a Naive Bayes classifier trained on the blog

data annotated for emotions.

The five systems were evaluated on the data set of 1,000 newspaper headlines. As
mentioned earlier, we conduct both fine-grained and coarse-grained evaluations. Ta-
ble 7 shows the results obtained by each system for the annotation of the six emo-
tions. The best results obtained according to each individual metric are marked in
bold.

As expected, different systems have different strengths. The system based ex-
clusively on the presence of words from the WORDNET AFFECT lexicon has the
highest precision at the cost of low recall. Instead, the LSA system using all the
emotion words has by far the largest recall, although the precision is significantly
lower. In terms of performance for individual emotions, the system based on blogs
gives the best results for JOY, which correlates with the size of the training data set
(JOY had the largest number of blogposts). The blogs are also providing the best
results for ANGER (which also had a relatively large number of blogposts). For all
the other emotions, the best performance is obtained with the LSA models.

We also compare our results with those obtained by three systems participating
in the SEMEVAL emotion annotation task: SWAT, UPAR7 and UA. Table 4 shows
the results obtained by these systems on the same data set, using the same evaluation
metrics.

For an overall comparison, we calculated the average over all six emotions for
each system. Table 8 shows the overall results obtained by our five systems and by
the three SEMEVAL systems. The best results in terms of fine-grained evaluations
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Table 7 Performance of the proposed algorithms

Fine Coarse
r Prec. Rec. F1

ANGER

WN-AFFECT PRESENCE 12.08 33.33 3.33 6.06
LSA SINGLE WORD 8.32 6.28 63.33 11.43
LSA EMOTION SYNSET 17.80 7.29 86.67 13.45
LSA ALL EMOTION WORDS 5.77 6.20 88.33 11.58
NB TRAINED ON BLOGS 19.78 13.68 21.67 16.77

DISGUST

WN-AFFECT PRESENCE -1.59 0 0 -
LSA SINGLE WORD 13.54 2.41 70.59 4.68
LSA EMOTION SYNSET 7.41 1.53 64.71 3.00
LSA ALL EMOTION WORDS 8.25 1.98 94.12 3.87
NB TRAINED ON BLOGS 4.77 0 0 -

FEAR

WN-AFFECT PRESENCE 24.86 100.00 1.69 3.33
LSA SINGLE WORD 29.56 12.93 96.61 22.80
LSA EMOTION SYNSET 18.11 12.44 94.92 22.00
LSA ALL EMOTION WORDS 10.28 12.55 86.44 21.91
NB TRAINED ON BLOGS 7.41 16.67 3.39 5.63

JOY

WN-AFFECT PRESENCE 10.32 50.00 0.56 1.10
LSA SINGLE WORD 4.92 17.81 47.22 25.88
LSA EMOTION SYNSET 6.34 19.37 72.22 30.55
LSA ALL EMOTION WORDS 7.00 18.60 90.00 30.83
NB TRAINED ON BLOGS 13.81 22.71 59.44 32.87

SADNESS

WN-AFFECT PRESENCE 8.56 33.33 3.67 6.61
LSA SINGLE WORD 8.13 13.13 55.05 21.20
LSA EMOTION SYNSET 13.27 14.35 58.71 23.06
LSA ALL EMOTION WORDS 10.71 11.69 87.16 20.61
NB TRAINED ON BLOGS 16.01 20.87 22.02 21.43

SURPRISE

WN-AFFECT PRESENCE 3.06 13.04 4.68 6.90
LSA SINGLE WORD 9.71 6.73 67.19 12.23
LSA EMOTION SYNSET 12.07 7.23 89.06 13.38
LSA ALL EMOTION WORDS 12.35 7.62 95.31 14.10
NB TRAINED ON BLOGS 3.08 8.33 1.56 2.63

are obtained by the UPAR7 system, which is perhaps due to the deep syntactic
analysis performed by this system. Our systems give however the best performance
in terms of coarse-grained evaluations, with the WN-AFFECT PRESENCE providing
the best precision, and the LSA ALL EMOTION WORDS leading to the highest recall
and F-measure.
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Table 8 Overall average results obtained by the five proposed systems and by the three
SEMEVAL systems

Fine Coarse
r Prec. Rec. F1

WN-AFFECT PRESENCE 9.54 38.28 1.54 4.00
LSA SINGLE WORD 12.36 9.88 66.72 16.37
LSA EMOTION SYNSET 12.50 9.20 77.71 13.38
LSA ALL EMOTION WORDS 9.06 9.77 90.22 17.57
NB TRAINED ON BLOGS 10.81 12.04 18.01 13.22

SWAT 25.41 19.46 8.61 11.57
UA 14.15 17.94 11.26 9.51
UPAR7 28.38 27.60 5.68 8.71

6 Conclusions

Affective computing deals with the automatic recognition and interpretation of emo-
tions. While many studies have been carried out in the field of human-computer
interaction, attempting to capture the user’s physical state or behavior, only rela-
tively little work has been carried out on the detection of emotions in texts. Writ-
ten language is one of our main means of communication and, besides informative
content, it also transmits attitudinal information, including emotional states. Thus,
we believe that it is worthwhile to explore the task through existing state-of-the-art
natural language processing techniques.

In this paper, we described the “Affective Text” task, presented at SEMEVAL-
2007. The task focused on the classification of emotions in news headlines, and was
meant as an exploration of the connection between emotions and lexical semantics.

After illustrating the data set, the rationale of the task, and a brief description of
the participating systems, we presented several experiments in the automatic anno-
tation of emotions in text. Through comparative evaluations of several knowledge-
based and corpus-based methods carried out on the data set of 1,000 deadlines,
we tried to identify the methods that work best for the annotation of emotions in
text. The evaluation showed that different methods have different strengths, espe-
cially with respect to individual emotions. For instance, it seems that a machine
learning classifier trained on blog data has good performance for recognizing JOY

and ANGER, whereas a method based on semantic similarity is generally better for
FEAR and SADNESS.

In future work, we plan to explore the lexical structure of emotions, and integrate
deeper semantic processing of the text into the knowledge-based and corpus-based
classification methods.
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Improving Ranking by Respecting
the Multidimensionality and Uncertainty
of User Preferences

Bettina Berendt and Veit Köppen

Abstract. Rankings or ratings are popular methods for structuring large informa-
tion sets in search engines, e-Commerce, e-Learning, etc. But do they produce the
right rankings for their users? In this paper, we give an overview of major evaluation
approaches for rankings as well as major challenges facing the use and usability of
rankings. We point out the importance of an interdisciplinary perspective for a truly
user-centric evaluation of rankings. We then focus on two central problems: the mul-
tidimensionality of the criteria that influence both users’ and systems’ rankings, and
the randomness inherent in users’ preferences. We propose multicriteria decision
analysis and the integration of randomness into rankings as solution approaches to
these problems. We close with an outlook on new challenges arising for ranking
when systems address not only individuals, but also groups.

1 Introduction

Rankings or ratings are popular methods for structuring large information sets such
as search engine results or products or documents in e-Commerce, e-Learning,
and other environments. Their details are highly dependent on the intentions of
suppliers and users. Ranking1 is under research in the domain of concepts, cf.
(Altman and Tennenholtz 2008; Marchant 2009; Rousseau 2008), and the domain
of algorithms such as PageRank (Langville and Meyer 2006) and other algorithms
for search engines (Chakrabarti 2003). However, there is often a lack of a compre-
hensive regard for the challenges of use and usability of systems (Berendt 2009).
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The underlying idea of many current approaches is to reduce the inherent
complexity and multidimensionality of the problem of finding the right ranking,
and/or to hide this complexity from the user. The purpose of this paper is to draw
attention to approaches that, instead, aim at showing complexity and making it man-
ageable for users. We believe that such approaches, which give more control to users
will ultimately fare better at empowering them than progressively simpler interfaces
‘hiding’ progressively opaque machine intelligence. In this paper, we will first, in
Section 2, briefly review the simple model of evaluation, the challenges to it, and
some solution proposals discussed in (Berendt 2009). We will add an important fur-
ther challenge: users’ ‘mental rankings’ may not be simple list or set structures.
Instead, they may be only partially ordered structures, and they may exhibit random
elements. In Section 3, we will then describe two classes of approaches for changing
the search experience that address several of these challenges at once: multicriteria
ranking and ranking with randomness. We derive these approaches from theoret-
ical considerations. However, a deployment of these ideas could build on related
ideas that are today already implemented in some search engines. We close with an
outlook on future research.

2 Challenges for Evaluating Rankings

In this section, we present eight challenges that arise in the context of rankings.
First, we introduce a simple model for a ranking system and the user of a ranking.
For reasons of space, this section and its references are designed as exemplary rather
than as a comprehensive survey.

2.1 A Simple Model of Systems, Users, and Evaluation

The system and the user have their respective ranking functions. A ranking is nor-
mally based on several criteria, and therefore the corresponding ranking function is
based on a mapping f from R

m → R, where m is the dimensionality of criteria. A
ranking function Φ : A → R on the evaluated alternatives α ∈ A is then given by:

Φ (α) = f (ν1 (x1 (α)) ,ν2 (x2 (α)) , . . . ,νm (xm (α))) , (1)

where νi evaluates a feature xi of all the alternatives. With ranking function Φ , a
ranking can be constructed. An assumption is that a weighting of the criteria is
imposed by Φ . The characteristics of a ranking depend on this function.

A simple starting point for evaluation is to assume that (a) there is a system-
generated ranking S, (b) there is a ‘true’ user-sided ranking U (usually not known to
the user), and (c) evaluation consists of a goodness-of-fit test between S and U . There
exist a multiplicity of measures for such a comparison, including precision and recall
as well as various correlation measures, cf. (Herlocker et al. 2004; Vaughan 2004;
Berendt 2009). Performance measure optimization is also under evolving research
(Robertson and Zaragoza 2007). However, in this context the following challenges
are not sufficient reflected.
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2.2 Challenge 1: Context-Sensitive Tasks

Partial information often leads to inadequate decisions. This is of course also true
in the domain of ranking. In the case of a Web search, the user does not provide
all information that is required to obtain the best ranking. Reasons for this partial
provisions may include cost, time, or the concern that overly restrictive queries may
lead to zero results, and the consequent issuing of wider queries. Information is
also partial on the other side of such a Web search. Not all information may be ac-
cessible, e.g., restrictions for robots, or analyzable, e.g., text within graphics. From
the user’s point of view, performing modified searches in further iterations may im-
prove the results (see also Challenge 3 below). On the system side, new techniques,
algorithms, and computational effort are required to improve the information status.

Examples of context properties that may lead to different user prefer-
ences are the geographic localization of users as well as linguistic and cul-
tural factors or gender. Various measurements can indicate the values of
these properties: IP address, language preference settings, or content choices,
cf. for example (Mozilla Labs 2008; Liu and Mihalcea 2007; Hu et al. 2007;
Kralisch and Köppen 2005; Kralisch and Berendt 2005; Berendt and Kralisch 2009).

2.3 Challenge 2: Purpose of Using the Ranking

A ranking of the user depends on the purpose of using the ranking. A classical
example is a recommender system within a shopping portal that recommends items
based on the currently viewed item. For example, users may be told that “people who
bought this also bought ...”, followed by a list of items sorted by strength of these
associations. In this context, items that the user already possesses are not useful
recommendations. Other misleading items might result from different categories
like audio books instead of a DVD, when the use aims to find dance music.

Solution approaches that improve the ranking use new measures to pro-
duce non-obvious recommendations. Novelty brings elements into focus that
the user is not familiar with. A formalization of novelty can be achieved
by using interaction histories of the user or a quite homogeneous group
of users, using publication dates to rank recent elements higher, e.g.
(Herlocker et al. 2004). Serendipity ranks items higher that the user might not
otherwise have discovered. Herlocker, Konstan, Terveen, and Riedl (2004) and
Murakami, Mori, and Orihara (2008) give metrics for measuring serendipity, re-
ranking items based on the probability of their usefulness for the current user
as opposed to their usefulness for all users. An instance of this is the following
measure proposed by Murakami, Mori, and Orihara (2008):

relative unexpectedness =
1
N

N

∑
i=1

max{Pr (si)−Prim(si) ,0} · isrel (si) · count (i)
i

, (2)

where Prim(si) is the result of a primitive prediction method for the ith item, Pr(si)
is the result of the used prediction method, and N is the number of items ranked.
isrel(s1) is 1 if the item is related to the user’s preferences, and 0 otherwise. count(i)
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is the number of items suited to the user’s preferences lying above the i-th rank in
the recommendation list.

Zhang and Hurley (2009) address the problem of generating recommendation
lists that not only contain novel and relevant items, but also exhibit diversity. They
propose a method from economics for assessing inequality, based on concentration
curves and an associated index, to analyse the bias of recommendation algorithms
against the user’s novel preferences.

2.4 Challenge 3: Rankings Are Results of Iterations

A ranking is often a result of iterations, where the query is adapted by the user
to improve the returned item set and its ranking. An improvement for iterative ob-
tained rankings is relevance feedback, cf. the survey in (Ruthven and Lalmas 2003).
In each iteration, items are ranked according to their relevance to the user’s query
(by whichever relevance model is used). The basic idea is to reformulate the query
by ‘adding’ features from items the user selected in the previous round, and ‘delet-
ing’ features from the items the user did not select. Then, the items get re-ranked
according to their relevance to the new query. Technically, a simple form is to
compute a new query Qt from the original query Q as follows:

Qt = α ·Q+ β
1
|Rt | ∑

∀x∈Rt

x + γ · 1
|Nt | ∑

∀y∈Nt

y, (3)

where Rt is the set of relevant items and Nt the set of non-relevant items.
A disadvantage of this simple approach is that all elements of a ranking have to

be evaluated, otherwise non-observed elements are not treated adequately. However,
this assumption is in general not realistic, as Section 2.5 will discuss.

The repetition of the same or similar queries by different users may be con-
sidered another form of iteration. Radlinski and Joachims (2005) propose to learn
better rankings from the clickthrough behaviour of previous users with the same
information need.

2.5 Challenge 4: Rankings Are Only Partially Perceived

The external ranking is often only observed partially. Research results on ranking at-
tention, see for instance (Nielsen 2006; Eyetools 2008) support the hypothesis that
a ranking is only perceived in the first positions. Whereas the first result is per-
ceived by all users, only about 20 % of users look at the tenth element of the rank-
ing (a generally-found pattern; the concrete numbers are from (Eyetools 2008)).
Lewandowski and Höchstötter (2007) observe that this tendency of “information
snacking” has increased over the past years. This may be explained by the increased
trust of users in search engines’ rankings, derived from past interactions with the
search engine in which the highly ranked elements were indeed useful. It is also
a consequence of well-known patterns in human reading, cf. the observation that
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newspaper stories “above the fold” are read most, help sell the paper, and therefore
are most attractive for advertising.

To address this challenge, evaluation measures that weight the top positions more
strongly have been proposed. They include the discounted cumulative gain or the
half-life utility metric:

U =
max{ri −d,0}

2(i−a)/(a−1) , (4)

where ri is the user’s rating of the item, d is the default rating, and a is the half-life:
the rank of the item on the list such that there is a 50% chance that the user will
view that item.

2.6 Challenge 5: Rankings Are Embedded in Information
Systems

The system’s ranking S and the user’s preferences do not exist in a vacuum. Rather,
the user and system form an information system in which IT tries to produce a good
approximation of users’ needs and present it appropriately. Therefore, the designers
of IT systems have to find a usable solution that is accepted (and used) by the users.
This is a main requirement for the success of Internet search engines. The search
engine usability affects in this context effectiveness, efficiency, and satisfaction.

Usability is defined as the effectiveness, efficiency, and satisfaction with which
specified users achieve specified goals in particular environments (Dix et al. 1998),
which is captured by ISO 9241 (InternationalOrganization for Standardization 2007;
International Organization for Standardization 2008). Effectiveness is the accuracy
and completeness with which specified users can achieve specified goals in particular
environments. Efficiency denotes the resources expended in relation to the accuracy
and completeness of goals achieved. Satisfaction are the comfort and acceptability of
the working system. A breakdown by “usability objectives” is helpful for operational-
isingeffectiveness,efficiencyandsatisfactionmetrics(Dix et al. 1998).Acomprehen-
sive treatment of usability metrics is given by Tullis and Albert (2008).

For adaptive systems, further usability goals have to be taken into account,
cf. (Jameson 2003). These goals include that the system should leave the user in
control. Another important aspect is the transparency of the systems actions, so the
actions are on the one hand understandable and on the other hand predictable for
the user. Privacy issues have to be respected as well. Last but not least, the system
should not limit the users’ breadth of experience.

2.7 Challenge 6: Framing Influences User Preferences

Challenge 4 emphasized that the layout of information on the screen may have
important influences on whether this information is perceived. However, visual per-
ception is not the only source of bias; the way in which information is phrased is
another key determinant of how information is understood – and how preferences
are formed.
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“Framing” is an inevitable process of selective influence over an individual’s
perception of the meanings attributed to words or phrases. A frame defines the
packaging of a certain piece of content such that certain interpretations are en-
couraged and others are discouraged. A well-known demonstration of this is due
to Tversky and Kahneman (1981), who gave experiment participants two versions
of the same facts. The task was to decide between two medical treatments for an
epidemic. The “positive frame” described option A as “saving 200 people” and op-
tion B as “a one-third probability that 600 people will be saved and a two-thirds
probability that no people will be saved”. The “negative frame” described option C
as “400 people dying” and option D as “a one-third probability that nobody will die
and a two-thirds probability that 600 people will die”. Even though probabilistically,
A and C as well as B and D are equal, people consistently preferred A over B in the
positive frame and D over C in the negative frame.

Framing effects also occur in Web searches and recommendations. Framing the
quest for highly personal information in terms of a gain in personalization makes
irrelevant questions seem relevant and non-legitimate questions seem legitimate,
cf. (Berendt et al. 2005). Framing a ranked recommendation list as arising from
data mining creates the impression of personalization (even if an identical list is
presented to everyone), and it leads to a higher willingness to disclose personal in-
formation (Kobsa and Teltzrow 2005).

With regard to document search, framing effects pose a specific challenge: If
ranking is based only on the “factual content” of documents, it will miss out on an
important source of human preferences of documents over others – recall that in the
example, the “factual content” of options A and C was identical, as was that of B
and D, but A was preferred over C and D over B. If, on the other hand, document-
processing techniques such as natural-language understanding were able to extract
framing, how should the system deal with it when producing the ranking? Should it
try to comply with the user’s favourite framing or framing-induced preferences? Or
should it try to counteract them, for example by focussing on presenting a diversity
of framings? We believe that successful solution approaches should, first and fore-
most, help people become more aware of the presence of framing and its influences.

Taking a wider perspective, one can observe that the habit of using search engines
and other rankings also constitutes a certain frame. It can be expected that this will
also influence people’s perceptions of rankings. We will investigate this question in
the following challenge.

2.8 Challenge 7: System-Use Dynamics and Erroneous Beliefs
About Algorithms

Information retrieval and Web search have become such an integral part of
everyday activities that there is a strong tendency to (blindly) regard search-
engine results as “the truth”. To find out whether users relied more on a
trusted system’s ranking or on their own assessments of the result snippets,
Pan, Hembrooke, Joachims, Lorigo, Gay, and Granka (2007) exposed people to one
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of three experimental conditions: Upon entering a search query, users received ei-
ther the ranking returned by Google, this ranking with the first and second results
exchanged, or this ranking in reversed order. In all three conditions, the interface
was the familiar Google result list layout. In all three conditions, users displayed the
typical behaviour of viewing mainly the first two or three results (see Section 2.5),
together with similarly strong preferences in clickthrough behaviour. Although users
in the “reversed condition” did appear to notice something unusual (as witnessed by
longer viewing times of the results page), they attributed the problems to themselves,
stating that they “did not have much luck with several of the questions” or that they
“could not think of the right search terms”.

This may be regarded as evidence of an exaggerated trust in numbers, fed by a
reliance on the “brand” of well-known search engines (Jansen et al. 2007) and by
erroneous or naı̈ve beliefs in poorly understood algorithms. The latter phenomenon
has been well-studied in another area in which rankings are ubiquitous and used and
(often mis-)interpreted especially by non-experts: bibliometrics, see for example
(Glänzel 2008).

2.9 Challenge 8: User Rankings Are Not Simple

Throughout the previous sections, we have assumed that the user’s ranking is a
simple list, i.e. a total order. However, research suggests that preference orders such
as those described in the economic theory of households (Varian 2007) appear much
more often. These orders are only partial. Furthermore, user assessments are often
better described by random variables than by fixed rankings.

Solving the conflict of partial orders might be done by using similar-
ity measures that respect partial orders, e.g., corrected pairs as stated by
Sørensen, Lerche, and Thomsen (2006). However, a restriction to such changes in
measures disregards the other challenges discussed in this paper. We will therefore
proceed to discuss partial orders and randomness in connection with these chal-
lenges, in particular the multiple dimensions influencing ranking and the need to
take an integrated view of the information system in which users, systems, and their
rankings interact with each other.

3 Making Multidimensionality Transparent

The “right” ranking is determined by multiple dimensions: text relevance to a query,
novelty, geographic proximity of search results, etc. This observation is captured in
the basic formulation of ranking functions Φ (see Equation 1), in the challenges
posed by context and purpose (see Sections 2.2 and 2.3), and it may become man-
ifest in the queries issued and results selected in different iterations of a search
episode (see Section 2.4).

Not only do multiple dimensions exist, they also have different weights. For ex-
ample, a simple version of Φ could be a weighted average of dimension measures.
These weights may differ between people, situations, etc. In the following, we will
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also use criteria as another term to denote dimensions, in order to emphasize that
they are criteria for choosing or ranking one alternative over others.

In Section 2, we have concentrated on solution approaches for multidimensional-
ity that focus on helping systems derive the right dimension weights automatically.
However, it may well be that a more transparent and user-led control of weights
will involve users more strongly and lead to greater satisfaction with the software
(see usability criterion “control” in Section 2.6) and/or even lead to better-matching
ranking results. It remains to be investigated whether usability/ranking quality is a
trade-off and if so, how it is assessed by users. It will certainly make the workings
of algorithms more transparent and understandable, thus hopefully reducing blind
and erroneous beliefs in algorithms (see Section 2.8).

Special challenges arise when users’ multiple criteria are to be taken into account:
How can bounds on rationality such as merely partial preference orders be taken into
account (see Section 2.9)? How can interface design create the best affordances for
inspecting and setting criteria and weights (see Sections 2.5 and 2.6)? In addition,
new questions arise, such as: Can a user-defined criteria setting re-frame the search
results or their perception by the search-engine user (see Section 2.7)?

3.1 Multidimensional Ranking

To deal with a multitude of criteria, a reduction of dimensionality is nearly always
required. This is performed by function Φ , see Eq. 1. This loss of dimensionality
might lead to an information loss. Therefore, we present an approach that modifies
f via an intermediate mapping R

m → R
n, where m ≥ n. (Φ remains a mapping

from A into R.) The resulting n criteria are used to build a set of rankings, where
only one criterion is changed at a time. Note that these n criteria may be aggregated
indicators, resulting from transformations of the original m criteria.

The presentation of the top alternatives within a visualization as in Fig. 1 en-
hances the understanding from the user’s viewpoint. The criteria of this example are
derived from the observations described in Sections 2.0, 2.2 and 2.6, and their val-
ues are shown together with three fictitious alternatives α[1|2|3] to be ranked. Each
criterion is assigned to one spoke of the chart, and for each alternative to be ranked,
a line connecting its values on the criteria is drawn. Thus, the chart is a concise way
of showing the rankings of all alternatives along all criteria simultaneously. This
control of dimensionality with a Kiviat chart is based on the Balanced Scorecard
approach proposed and extended by Kaplan and Norton (1996, 2004). The n crite-
ria may be clustered into groups, where different groups are possible. One possible
grouping of the criteria of Fig. 1 will be shown below in Fig.3. Navigation through
these rankings is necessary due to complexity, and it is possible with visualization
techniques. The Kiviat chart is an appropriate choice for such a representation.2

The explicit display of different criteria for navigation between alternatives
is used in several real-life search tools. It is popular in e-Commerce and other

2 Parallel coordinates (d’Ocagne 1885; Inselberg 1985) are information-equivalent to these
charts, but they lack the “holistic Gestalt” induced by the circular spoke arrangement of
the axes.
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Fig. 1 Kiviat Chart of Selected Ranking Criteria

sites that allow users to order the found items by price, popularity, or other
criteria; an interaction technique known as faceted search, cf. (Hearst 2006).
Berendt and Trümper (2009) define several dimensions of document similarity (tex-
tual similarity, named-entity similarity, date similarity, and source class) and provide
a visualisation of document sets in this space. Documents are arranged in a dis-
play plane such that they are visually ordered, along the different criteria, by their
similarity to a focus document.

An obvious limitation of a Kiviat chart or other representations that show indi-
vidual criteria rankings is that often, no alternative will dominate all the others on
every criterion. Thus, users may prefer to see a ranking that presents one (preferably
total) order on the alternatives, summarizing their rankings along the different cri-
teria. This is the essence of the most commonly used Φ functions, of which a very
simple one will be described next.

In Table 1, we extend the example by using a simple Φ function. The table con-
tains fictitious values ν (x(α)) that evaluate the three alternatives α from Fig. 1.
We also present two different sets of weights for these criteria and, for each set of
weights, a summarising one-dimensional score and the ranking derived from it. The
score is the inner product of the criteria values vector and the weights vector.

Depending on the weights, the obtained ranking differs. For the first set of
weights, the ranking is: alternative 2 is followed by 3 and 1. For the second set
of weights, where only small changes in the weights are used, the ranking changes
completely. This change is not obvious or traceable for the user if only the ranking
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is provided – this constitutes the information loss. This may be problematic when
the weights are uncertain, and the presentation of a result (based on whichever set
of weights) creates a sense of false certainty.

Table 1 Evaluation of Three Alternatives α1, α2, α3

Criterion α1 α2 α3 Weights 1 Weights 2
accuracy 49 56 53 0.10 0.05
novelty 51 70 60 0.10 0.05
serendipity 60 40 50 0.10 0.10
gender 43 50 45 0.10 0.10
goal 47 65 55 0.10 0.10
time 52 55 60 0.10 0.10
constraints 49 70 40 0.10 0.10
location 55 40 60 0.20 0.15
device 48 60 40 0.05 0.05
capacity 51 30 40 0.05 0.20
Score 1 51.05 53.10 52.30
Ranking 1 3 1 2
Score 2 50.95 49.30 49.65
Ranking 2 1 3 2

While this is a simple and clear procedure for aggregating different criteria into a
ranking, it raises the question of how to acquire those weights. In the following two
sections, we will give a brief overview of proposals for addressing these questions.

3.2 Weighting the Criteria: Multicriteria Decision Analysis

An improvement of the system’s ranking can be obtained if the function Φ of the
system is close the the user’s one. However, a complete specification is usually not
possible due to the complexity and the change over context and time. Therefore, Φ
should be adjusted to make it robust with respect to small temporal changes, as well
as lower-dimensional and thus manageable. In a given set of characteristics stated
by the system, two possible scenarios are: on the one hand the user might specify an
order for each feature, on the other hand the weights of each feature are revealed.
Whereas the first possibility is too complex due to the fact that a generation of
rankings for each feature is required, the second possibility is much more prudent.
In the following approaches are described to obtain these weights.

In this section we use Multi Criteria Decision Analysis (MCDA) to obtain a rank-
ing where all criteria are respected. MCDA is used to obtain a ranking of alternatives
in a decision process. However, it can also be applied for obtaining a ranking in the
context of Internet search engines where the decision has to be taken, which of all
available elements fits best to a certain information need or query.

In the domain of MCDA, many methods can be differentiated. In Fig. 2 the main
approaches are presented according to the classification by Schneeweiß (1991). Fur-
ther information is given in (Figueira et al. 2005; Bamberg and Coenenberg 2002;
Schneeweiß 1991).



Improving Ranking by Respecting the Multidimensionality and Uncertainty 49

A first differentiation can be made on the top level. Methods “with preference
functional” are those for which at least a weak preference order of alternatives is
available or required. The other approaches do not need such an order. In prac-
tice, methods without a preference functional are used when a transitive order of
alternatives cannot be found.

A further classification of the preference order functional is also depicted in
Fig. 2. When substitution rules between alternatives are given, a “preference func-
tion” is available. All alternatives have to be assigned a measurement, and these
measurements must be interval-scaled. A “preference index” is used if a weak order
on alternatives is given. All alternatives might be ordered directly or indirectly via
an order on attributes. The distinct evaluation of utility function and weights has
to be combined afterwards again to obtain a holistic result. When only a “partial
preference functional”, i.e. only a partial preference order, is given, iterations of the
ranking process are useful. In each iteration, another order relationship is elicited,
and this information is used to improve the ranking. However, if a ranking does not
differentiate the alternatives sufficiently, a further iteration is required. In all these
approaches, a characteristic of an attribute can be compensated by one or more oth-
ers. A “non-compensating preference functional” orders all alternatives according
to the importance of criteria. Ordering proceeds by considering the most important
criterion first and then recursively employing this procedure on all the other criteria.
An example is lexicographic ordering.

Methods “without a preference functional”, also called outranking, assume that
an ordering is not possible or misleading. These approaches are used to find the top
solution or a classification of alternatives.

Fig. 2 MCDA Classification, adapted from (Schneeweiß 1991)

In this paper, we restrict ourselves to the Analytic Hierarchy Process as one
method with a preference functional, more specifically a preference index. AHP
is a method based on “holistic attribute comparison”. This means that attributes as a
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whole are compared to one another irrespective of these attributes’ individual values
(and possible fine-grained preferences on them).

3.3 The Analytic Hierarchy Process Method

The Analytic Hierarchy Process (AHP) (Saaty 1980) is a special case of utility value
analysis (Keeney and Raiffa 1976). The weights are holistic and obtained indepen-
dently of the evaluation function by using pairwise comparisons between attributes.
This makes it possible that even if the preference order is inconsistent (non-transitive),
the evaluation function is in a consistent state. Therefore, this approach is promis-
ing for building rankings with partial orders. However, an important disadvantage of
AHP is that when new alternatives are integrated, large and seemingly unmotivated
re-rankings can occur. In addition, if the criteria space is high-dimensional, it is costly
to obtain all pairwise comparisons.

In the first phase of the AHP, all required criteria are selected and classified into a
hierarchy. This classification is used to reduce the pairwise comparisons. A compar-
ison is only necessary for attributes on the same level and with the same parent. In
Fig. 3, we present a possible classification for a selection of the criteria introduced
above in Fig. 1.

Fig. 3 A Hierarchy for Ranking Criteria

Pairwise comparisons are carried out at each level for nodes with the same parent.
In practice, the evaluation is often done using comparison relations like those in
Table 2. However, the AHP is not restricted to these relationships.

Table 2 AHP Comparison Values

Relative Importance Value
equal 1
somewhat more important 3
definitely more important 5
much more important 7
extremely more important 9

A pairwise comparison is performed with a quadratic matrix. All diagonal ele-
ments are set to 1, and all known relationships (i, j) are filled in. Then, the missing
cells ( j, i) are each set to 1

(i, j) . The result is a set of relative importance tables. A
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possible relative importance table for the first level of our example from Fig. 3 is
shown in Table 3. For example, “Technical” is judged to be “somewhat more impor-
tant” than “Currentness”, thus cells (1,2) = 3 and (2,1) = 1

3 .

Table 3 Relative Importance Table for Technical, Currentness, and Context

Technical Currentness Context
Technical 1 3 1/5

Currentness 1/3 1 1/7
Context 5 7 1

In a simplified version of the computation of the maximum eigenvalue and eigen-
vectors, the priority vector is obtained (for details, see Saaty 1980). Priority vectors
are computed for all criteria and for all alternatives considered for each criterion.
Afterwards, the intermediate priority vectors for each criterion are merged with the
help of the importance vectors of all criteria, to obtain, for each alternative, a score,
which is used to build the ranking.

In an ‘ideal world’, every user would specify her or his individual preferences on
attributes. However, in more realistic settings, a system may at best have such pref-
erences from some users and will have to serve unknown/anonymous users on this
basis. Thus, an aggregation over weights becomes necessary. Since the users who
expressed preferences as well as those who did not will usually be heterogeneous
groups, this can lead to non-appropriate rankings. An example is the aggregation
of extreme values towards a mean value, which will please no-one. To solve this
conflict, a clustering algorithm can be implemented that resolves heterogeneity.

4 Making Randomness Transparent

As we have argued in Section 2.9, user rankings most probably have an element of
randomness. As several studies have shown, users however tend to have a strong belief
that system rankings (and therefore the “truth”?!) are deterministic, cf. Section 2.8.
As a possible remedy, Pan, Hembrooke, Joachims, Lorigo, Gay, and Granka (2007)
suggested in their outlook that “... [a] certain degree of randomness in the ranking of
returned results ... leads to improved search”. In this section, we will investigate the
possibilities of introducing randomness into rankings in a more principled way.

The first important observation is that this would have to be communicated – ran-
domness would need to be transparent. Otherwise, search engines will risk to appear
“buggy”, and some user tasks that employ search engines may become unnecessar-
ily difficult. As an example, consider the exchange of the guideline “Google for
XYZ and take the second result”. Rankings that present themselves in such a way
might also help people remember (more strongly) that context and framing (see
Sections 2.2 and 2.5) are ubiquitous and influence rankings.

The randomness of a system’s ranking represents the uncertainty of user prefer-
ences, which are a result of hidden processes as well as of inconsistencies of the
partial ordering. The randomness should therefore be adequately designed, i.e. the
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parameterization of the underlying distribution function has to be carefully consid-
ered. The introduction of a random process should be done as an element of the
function Φ as:

Φ∗ (α) = Φ (α)+ u, (5)

where u ∼ Dist (·) is a random variable distributed according to function Dist. The
implementation of randomness in Φ∗ should be small so the ranking of the system
S is not completely random, but at local points the ranking might differ for different
ranking building processes.

Randomness poses further challenges when users want to share rankings with
other people, because the ranking is treated as only one possible ordering. A disad-
vantage of using randomness is that the user does not re-obtain the ranking when
issuing the (identical) query again. However, this is only a disadvantage at a first
glance: when pseudo-random numbers are used, their generator uses a seed, which
determines the “randomness”. If this seed is re-used for another ranking building
process, the same ranking will be reproduced. This will enable users to re-use their
own searches with identical search results, and it will allow them to share these re-
sults by sending the user-specific parameters of Φ including the seed. Obviously,
the information thus shared might contain highly privacy-sensitive data: personal
preferences together with a seed which, if it is persistent, might be used to uniquely
identify the user. Storing and exchanging such information would thus pose new
challenges for security and privacy mechanisms.

At present (June 2009), some randomness appears to be introduced into re-
sult lists by Google: The ranking varies by browser, browser and search-engine
preferences (http://www.google.com/preferences), and possibly other
factors. A replication of a result list is possible by saving the URL querystring, but
users have no further control over this process.

5 Conclusion and Outlook

To evaluate the quality of a ranking such as done in search engines or recommender
systems, one must answer the question whether the ranking is the “right ranking”for
the given person, in the given circumstances. In this paper, we proposed a very
simple general conceptualization of the ranking-evaluation task: the comparison be-
tween the ranking generated by a computational system such as a search engine,
and the “true ranking inside the user’s head”. The article then proceeded to describe
eight challenges to this simple model. We concluded that they all call for approaches
to dealing with multidimensional and often only partial preference orders – both on
the part of the users and on the part of the system, and that randomness is probably
a characterizing feature of user rankings, and could be a beneficial feature of sys-
tem rankings. We then proposed that a closer look at existing work in multicriteria
decision analysis and the introduction of randomness into system rankings could
address the challenges, thus leading to better ranking systems.

http://www.google.com/preferences
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As an outlook, we would like to emphasize an additional challenge: several stake-
holders. When the interests and preferences of several stakeholders need to be taken
into account, the challenges described above also occur. However, recommendation
to groups differs from recommendation to individuals (Jameson and Smyth 2007).
One important difference is that group members may want to examine one another’s
preferences. Therefore, the information about preferences has to be acquired. An-
other task is the determination of the suitability of items for the group and the gener-
ation of recommendations from this. Furthermore, the suitability to different mem-
bers of the group may be different, and recommendations have to be presented in
a way that accommodates such differences. Additionally, for a final decision, ne-
gotiation may be necessary or required – so the system must help users arrive at a
consensus about which recommendations (if any) are acceptable.

Approaches for solving these subtasks are many-faceted and depend on the in-
tention of the system (or the developer of the system). We will only give some
examples of preference aggregation for the generation of multi-user rankings. The
group ranking may be derived as the minimum, maximum, or average of the rank-
ings of individual group members. Alternatively, a group preference model may be
created, for example as a content profile for the group defined as a linear combi-
nation of vector-space representations of Web pages that the members like. Finally,
sometimes it may be most adequate to issue a recommendation for the group that is
not based on the aggregation of preferences of the group’s members. An example
is a heuristic like “Walt Disney films are good for families” – regardless of whether
any person in the family is a particular fan of such movies.

All of these aggregation methods reflect certain strategies and have associated
advantages and disadvantages. For example, using the minimum of members’ rank-
ings leads to recommending the item that will cause the ‘least suffering’, while
averaging of extreme values may produce a solution that everybody resents as ‘a
lukewarm compromise’. Many issues in recommendations for groups still need to
be resolved. The increasing enrichment of the traditional Web (in which a search en-
gine interacts with an individual user and tailors rankings to her) by the Social Web
(in which applications interact with various collectives) offers many opportunities
for such research and application building.
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Data Mining on Folksonomies

Andreas Hotho

Abstract. Social resource sharing systems are central elements of the Web
2.0 and use all the same kind of lightweight knowledge representation, called
folksonomy. As these systems are easy to use, they attract huge masses of
users. Data Mining provides methods to analyze data and to learn models
which can be used to support users. The application and adaptation of known
data mining algorithms to folksonomies with the goal to support the users of
such systems and to extract valuable information with a special focus on the
Semantic Web is the main target of this paper.

In this work we give a short introduction into folksonomies with a focus
on our own system BibSonomy. Based on the analysis we made on a large
folksonomy dataset, we present the application of data mining algorithms on
three different tasks, namely spam detection, ranking and recommendation.
To bridge the gap between folksonomies and the Semantic Web, we apply
association rule mining to extract relations and present a deeper analysis of
statistical measures which can be used to extract tag relations. This approach
is complemented by presenting two approaches to extract conceptualizations
from folksonomies.

1 Introduction

Complementing the Semantic Web effort, a new breed of so-called “Web
2.0” applications recently emerged on the Web. These include user-centric
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publishing and knowledge management platforms like wikis, blogs, and social
resource sharing tools. In this paper, we focus on resource sharing systems,
which all use the same kind of lightweight knowledge representation, called
folksonomy.1

Social resource sharing systems are web-based systems that allow users
to upload all kinds of resources, and to label them with arbitrary words,
so-called tags. The systems can be distinguished according to what kind of
resources are supported. Flickr2, for instance, allows the sharing of photos,
del.icio.us3 the sharing of bookmarks, CiteULike4 and Connotea5 the sharing
of bibliographic references, and 43Things6 even the sharing of goals in private
life. Our own system, BibSonomy,7 allows sharing bookmarks and BibTEX
entries simultaneously.

According to Fayyad et. al. Data Mining is “the nontrivial process of iden-
tifying valid, previously unknown, and potentially useful patterns” [12] in a
potentially very huge amount of data. Web Mining is the application of data
mining techniques on three areas: the content, the structure and the usage of
resources in the web [33]. Although Web 2.0 systems – as the name suggests –
are still web applications and the analysis of such systems could be subsumed
under the term web mining, new challenges for data mining emerge, as new
structures and new data can be found in such systems. Therefore, we call the
analysis of folksonomies: Folksonomy Mining. One example is that structure
mining is applied on folksonomies and not – as it is known from web mining –
on the web graph as a whole. Given the high number of publications in the
short lifetime of folksonomy systems, researchers seem to be very interested
in folksonomies and the information and knowledge which can be extracted
from them. This can be explained by the tremendous amount of information
collected from a very large user basis in a distributed fashion in such systems.

The application of mining techniques on folksonomies bears a large poten-
tial. Further, it is in line with the general idea of Semantic Web Mining [47].
Two aspects are of central interest: On the one hand, folksonomies form a
rich source of data which can be used as a source for full-blown ontologies.
This process is known as ontology learning and often utilizes data mining
techniques. On the other hand, mining the Semantic Web is a second im-
portant application of mining techniques in this area. As folksonomies are
considered as weak knowledge representation, analyzing their data can be
seen as an implementation of Semantic Web Mining. The goal of this work
is therefore to bridge the gap between folksonomies and the Semantic Web
and to start to solve this problem with research contributions from various
1 http://www.vanderwal.net/folksonomy.html
2 http://www.flickr.com/
3 http://delicious.com
4 http://www.citeulike.org
5 http://www.connotea.org
6 http://www.43things.com
7 http://www.bibsonomy.org
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sides. More precisely, to reach this goal, a better understanding of the hidden
and emergent semantics in folksonomies is necessary, as well as methods to
extract the hidden information. Data Mining techniques provide methods for
solving these issues.

This paper gives an overview of the previously published articles [24, 7,
34, 25, 31, 41, 5, 30] and shows connection between them. There are two
lines of research: We analyzed the data we collected in order to get a better
understanding of its structure (cf. [7]), and developed algorithms to support
the users of folksonomy systems (cf. [25, 34, 31]). Second, we developed our
own system BibSonomy as a platform for research experiments (cf. [24]). As
we own the system, we have full access on e.g. all data, the user interface and
so on. This puts us in the situation which researchers usually do not have:
We can perform research experiments to test our new methods and push our
research results into BibSonomy to show, to evaluate, and to demonstrate
the advantages of our methods. One example are the online recommender
experiments we are doing for this year’s ECML PKDD discovery challenge.8
Further, we have implemented many of our research results from the last
years into the system. One of the first results having found its way into
BibSonomy was a lightweight recommender (cf. Sec. 3.3) followed by the
FolkRank ranking (cf. Sec. 3.2).

Related Work

Folksonomies and especially data mining on folksonomies are a relatively
young research area. Meanwhile, work for specific areas starts to show up.
To discuss the related work for all methods mentioned in this paper is be-
yond the scope of it. More detailed surveys can be found in the respective
papers. To start with folksonomies and to learn more about their strengths
and weaknesses one may look into [19, 36, 37]. One of the first works defin-
ing a model of semantic-social networks for extracting lightweight ontologies
from del.icio.us was [38]. Recently, work on more specialized topics such as
structure mining on folksonomies – e. g. to visualize trends [11] and our work
on patterns [41] in users’ tagging behavior – as well as ranking of folksonomy
contents [25], analyzing the semiotic dynamics of the tagging vocabulary [6],
or Halpin’s analysis of the dynamics and semantics [18] have been presented.

Structure of the Paper

The rest of the paper is structured as follows: After a short introduction
into the topic of social bookmarking and folksonomies we present a formal
model and first properties we found in the graph formed by folksonomies.
In Section 3 we present the three applications spam detection, a ranking
method for folksonomies and a tag recommender method. Section 4 goes
8 http://www.kde.cs.uni-kassel.de/ws/dc09/
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one step towards more semantics in folksonomies and presents approaches to
bridge the gap between folksonomies and the Semantic Web.

2 Basics of Folksonomies

In this section we will review the basic principles of folksonomies. We will
start with an introduction into folksonomies followed by the description of
our own system BibSonomy. A formal definition and first insights into the
properties of such systems are the next part of this section. The presented
ideas are the basis for the following steps where we first use these insights to
provide valuable services like a better ranking or tag recommendation before
we investigate the extraction of semantics out of folksonomies.

2.1 Social Bookmarking Systems

First bookmarking systems were developed at the end of the 90s but without
a nice and fast user interface and often with a very weak business model
(cf. [22]). Therefore, it was virtually impossible to attract a large number of
users – which is necessary to make such systems attractive. One of the first
systems which could reach a broad user basis was del.icio.us.9 It was started
in 2003 by Joshua Schachter and is today the best-known social bookmarking
system for websites in the world. After he released a first version in 2003, he
followed the advice of his users to make it more attractive. In 2004 the system
reached a critical mass and the number of users increased dramatically. At
the end of 2005 he sold the system to Yahoo. It is still running and the
number of users is estimated with more than five million.10 Similar services
followed and provided a comparable service. Some of them focus on different
content types, e.g. images, music, videos or places. Others provide an added
value in form of additional functionality, e.g. by caching the seen webpage or
presenting improved tag clouds for easier browsing. The core structure of all
these systems is very similar and is known under the name folksonomy.

For research purposes we collected data from del.icio.us. The first time we
crawled it was in 2005, where we collected the complete user pages for more
than 75000 users. At that time we were able to gather an almost complete
snapshot (mostly without spam). The second time we crawled del.icio.us in
2006 and collected data of more than 600000 users. Within our research we
used and use these two datasets for our analyses and scientific experiments.
Details can be found in the cited works.

In the next section, we will describe our own social bookmark and pub-
lication sharing system BibSonomy before we focus on the core structure of
social bookmarking systems.
9 http://delicious.com/

10 http://blog.delicious.com/blog/2008/11/delicious-is-5.html
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Fig. 1 BibSonomy displays bookmarks and BibTEX based bibliographic references
simultaneously

2.2 BibSonomy: A Social Bookmark and Publication
Sharing System

Resource sharing systems like BibSonomy provide an easy way to organize
and manage different kinds of resources. What is considered as a resource
depends on the type of system. For instance, in del.icio.us, the resources are
URLs, in flickr, the resources are pictures, and in BibSonomy they are either
URLs or publication entries. As described in the previous section, in their
core, these systems are all very similar. Once a user is logged in, he can add
a resource to the system, and assign arbitrary tags to it. The collection of all
his assignments is his personomy, the collection of all personomies constitutes
the folksonomy. As in other systems, the user can explore his personomy, as
well as the personomies of the other users, in all dimensions: for a given
user one can see all resources he has uploaded, together with the tags he
has assigned to them; when clicking on a resource one sees which other users
have uploaded this resource and how they tagged it; and when clicking on a
tag one sees who assigned it to which resources (see Figure 1). The systems
allows for additional functionality. For instance, one can copy a resource from
another user, and label it with one’s own tags. Overall, these systems provide
a very intuitive navigation through the data.

BibSonomy11 is one of the social resource sharing tools that have acquired
large numbers of users within the last years. The reason for their immediate
success is the fact that no specific skills are needed for participating, and
that these tools yield immediate benefit for the individual user (e.g. orga-
nizing ones bookmarks in a browser-independent, persistent fashion) without
too much overhead. Additionally, BibSonomy allows to share both bookmarks

11 http://www.bibsonomy.org/
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and publication metadata. It started as a student project at the Knowledge
and Data Engineering Group of the University of Kassel12 in spring 2005. The
goal was to implement a system for organizing BibTEX entries (cf. [39]) in a
way similar to bookmarks in del.icio.us – which was at that time becoming
more and more popular. BibTEX is a popular literature management system
for LATEX, which many researchers use for writing scientific papers. We soon
decided to integrate bookmarks as a second type of resource into the system.
At the end of 2005, we announced BibSonomy first to some colleagues, later
in 2006 to the public. Since then, the number of users has grown steadily.
Today, BibSonomy has more than 190000 registered users. We implemented
several useful features and redesigned the architecture to ease future devel-
opments. Our team and other research groups use BibSonomy or its data for
research, and we have implemented our research results into the system, e.g.
the FolkRank algorithm and tag recommendation methods – both for the
benefit of the users and to directly measure the performance of our methods.
A more detailed description of BibSonomy can be found in [24]. In the fol-
lowing subsections, we will give pointers to the most interesting parts of the
system.

2.2.1 User Interface

A typical list of posts is depicted in Figure 1 which shows bookmark and
publication posts containing the tag web. The page is divided into four parts:
the header (showing information such as the current page and path, naviga-
tion links and a search box), two lists of posts – one for bookmarks and one
for publications – each sorted by date in descending order, and a list of tags
related to the posts. This scheme holds for all pages that are showing posts;
it allows for navigation in all dimensions of the folksonomy. The posts in the
lists are sorted by date in descending order, while the tags can be sorted
lexicographically or by frequency of usage, depending on the user’s choice.

Beside this kind of pages, systems like BibSonomy typically contain sum-
mary pages representing the content in form of a cloud. The page with the
global tag cloud summarizes in a clear way the content of the system by
the used tags. A similar functionality is offered by the author and relation
pages which are special pages for BibSonomy. Note that on selected pages
posts can be ordered by relevance as calculated by the FolkRank algorithm
(cf. Sec. 3.2).

2.2.2 Architecture

The basic building blocks of BibSonomy are an Apache Tomcat13 servlet
container using Java Server Pages14 and Java Servlet15 technology and a
12 http://www.kde.cs.uni-kassel.de/
13 http://tomcat.apache.org/
14 http://java.sun.com/products/jsp
15 http://java.sun.com/products/servlets

http://www.kde.cs.uni-kassel.de/
http://tomcat.apache.org/
http://java.sun.com/products/jsp
http://java.sun.com/products/servlets
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MySQL16 database as backend. The project uses the Model View Controller
(MVC) programming paradigm to separate the logical handling of data from
the presentation. This enables us to produce output in various formats (see
Section 2.2.3), since adding a new output format is accomplished by simply
implementing a JSP as a view of the model.

The central database schema of BibSonomy is based on four tables: one for
bookmark posts, one for publication posts, one for tag assignments (tas) and
one for relations between tags. Two further tables store information regarding
users and groups.

The post tables are connected with the tas table by the key post_id. The
schema is not normalized – on the contrary we have added a high amount
of redundancy to speed up queries. For example, besides storing group, user
name and date in the posts table, we also store it in the tas table to mini-
mize the number of rows touched when selecting rows for the various views.
Furthermore, several other tables hold counters (i. e., how many people share
one resource, how often a tag is used, etc.). Finally, a large set of indexes (12
in the tas table alone) builds the basis for a fast answering of queries.

Overall, we spent a large amount of work on investigating and optimizing
SQL queries and table schemas and tested both with folksonomy data of up
to 8000000 posts. At the moment, we need no special caching or physical
distribution of the database to get reasonable response times.

2.2.3 Features

The most simplistic but also most laborious way to add posts to BibSonomy is
by entering their metadata manually into form fields. To lower the effort to get
data into BibSonomy, it supports various ways to import resources from files
and web pages (e.g. BibTEX or Endnote17) or by so called “scrapers”18 which
allow to automatically extract publication metadata from digital libraries like
SpringerLink.19 Nevertheless – forms are still used to edit posts.

Exporting publication references in BibTEX format is accomplished by
preceding the path of a URL showing publication posts with the string
/bib – this returns all publications shown on the respective page in BibTEX
format. For example the page http://www.bibsonomy.org/bib/search/
text+clustering returns a BibTEX file containing all literature references
which contain the words “text” and “clustering” in their fulltext.

More general, every page which shows posts can be represented in several
different ways by preceding the path of the URL with a specific string to
specify the export format, e.g. /xml for bookmarks in XML format or /publ
for publications in a simple HTML format suited for the integration into a

16 http://www.mysql.com/
17 http://www.endnote.com/
18 http://scraper.bibsonomy.org/
19 http://www.springerlink.de/

http://www.bibsonomy.org/bib/search/text+clustering
http://www.bibsonomy.org/bib/search/text+clustering
http://www.mysql.com/
http://www.endnote.com/
http://scraper.bibsonomy.org/
http://www.springerlink.de/
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web page (for an integration example see http://www.kde.cs.uni-kassel.
de/pub). For an overview of the available export formats for publications,
one can use the /export path extension which is also linked on all web pages
showing publication posts. The export feature allows to generate publication
lists for external websites, e.g. for personal and institute webpages or for
project pages.

Experience has shown that an Application Programming Interface (API)
is crucial for a Web 2.0 system to gain success. Hence we have implemented
a lightweight REST API20 which can be used and accessed also by less expe-
rienced programmers. We use the API for the integration of JabRef.21 The
catalogue of the library of the university of Cologne uses the API to access
tagging information for its books.

There are several other valuable features like the publication basket, the
duplicate detection mechanism, a tag editor, the mirror of the famous DBLP
computer science library,22 or the integration with other systems. A descrip-
tion of those features can be found in [24]. In our blog,23 we report regularly
on new developments. For research purposes, we release a complete snapshot
of BibSonomy’s public data on a regular basis.24

2.3 Folksonomies

As described in Sec. 2.1, folksonomies are the core structure of social book-
marking systems. The word “folksonomy” is a blend of the words “taxonomy”
and “folk”, and stands for conceptual structures created by the people.25 The
way an folksonomy is emerging is the same in all these systems and can be
described as follows: There is a user who is interested in a certain resource.
A folksonomy system provides a way to store this resource and to annotate
it. Typically, the annotation process is as simple as possible and driven by
keywords called tags.26 The tags can serve several purposes [16], e.g. they
describe the content of a resource or the reasons why the resource was saved.
The central elements of a folksonomy are depicted in Figure 2. The center is
formed by a post which connects a user with tags and a resource. Different
users can use different tags to describe the same resource and resources are
typically tagged by several users. The emergent structure of users, tags and
resources is called folksonomy.

20 http://www.bibsonomy.org/help/doc/api.html
21 http://bibsonomy.blogspot.com/2009/02/

feature-of-week-bibsonomy-plugin-for.html
22 http://www.informatik.uni-trier.de/~ley/db/
23 http://bibsonomy.blogspot.com/
24 http://www.bibsonomy.org/help/faq/600_benchmark
25 http://www.vanderwal.net/folksonomy.html
26 A more exotic example is the use of geographic coordinates as tags to describe

where a photo was taken. In principle this is the same annotation process.
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Such systems provide direct benefits which makes them attractive for their
users. The process of tagging is very simple and it is very easy for every
user to access his own resources. The web based storage of e.g. bookmarks
allows to access them at any time from all over the world. Bookmarks are
no longer tied to a single computer. Due to the nature of such systems,
browsing within the bookmark collection leads to the serendipitous discovery
of unknown resources. This property of folksonomies is mostly unexpected
by its users, but it makes systems with a folksonomy core so fascinating.
Despite the uncoordinated tag assignment of different users in such systems,
the emergence of semantics can be observed (details in Sec. 2.5).

Another advantage of folksonomies is the human-contributed annotation
which can be seen as a lightweight knowledge representation. Most of the
tags describe the content of the annotated resource and as they are assigned
by humans which are able to grasp the content, the resulting description
is better than automatic solutions used in search engines or categorizations
systems. However, the broad range of human contribution is also a major
disadvantage of folksonomies. To make the usage of bookmarking system
simple, it is allowed to use any arbitrary tag in a totally uncontrolled way (cf.
[48]). This results in difficulties, as tags tend to suffer from typical language
problems like synonyms, polysemy and singular vs. plural forms. The usage
of tags can be driven by a very personal preferences which confuses others
and does not contribute to common semantics.

Knowledge and Data Engineering
Knowledge and Data Engineering Group

at the University of Kassel

to knowledge management data engineering

by jaeschke and 1 other person on 2006-01-27 10:39:07

edit delete|

Fig. 2 Visualization of an example bookmark post of a tagging system
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2.4 A Formal Model for Folksonomies

A folksonomy describes the users, resources, and tags, and the user-based
assignment of tags to resources. We present here a formal definition of folk-
sonomies (cf. [25]), which is also underlying our BibSonomy system.

Definition 1. A folksonomy is a tuple F := (U, T, R, Y,≺) where

• U , T , and R are finite sets, whose elements are called users, tags and
resources, resp.,

• Y is a ternary relation between them, i. e., Y ⊆ U ×T ×R, whose elements
are called tag assignments (tas for short), and

• ≺ is a user-specific subtag/supertag-relation, i. e., ≺ ⊆ U × T × T , called
is-a relation.

Definition 2. The personomy Pu of a given user u ∈ U is the restriction of
F to u, i. e., Pu := (Tu, Ru, Iu,≺u) with Iu := {(t, r) ∈ T × R | (u, t, r) ∈ Y },
Tu := π1(Iu), Ru := π2(Iu), and ≺u := {(t1, t2) ∈ T × T | (u, t1, t2) ∈ ≺},
where πi denotes the projection on the ith dimension.

Users are typically described by their user ID, and tags may be arbitrary
strings. What is considered as a resource depends on the type of system, e.g.
in BibSonomy they are either URLs or publication entries.

Definition 3. For convenience we also define the set P of all posts as

P := {(u, S, r) | u ∈ U, r ∈ R, S = tags(u, r), S 
= ∅}

where, for all u ∈ U and r ∈ R, tags(u, r) := {t ∈ T | (u, t, r) ∈ Y } denotes
all tags the user u assigned to the resource r.

If we disregard the is-a relation, we can simply note a folksonomy as a quadru-
ple F := (U, T, R, Y ). This structure is known in Formal Concept Analy-
sis [50, 15] as a triadic context [35, 46]. An equivalent view on this structure is
that of a tripartite (undirected) hypergraph G = (V, E), where V = U ∪̇T ∪̇R
is the set of nodes, and E = {{u, t, r} | (u, t, r) ∈ Y } is the set of hyperedges.

In a typical folksonomy system, every tag assignment is connected with
several other properties like date, group or resource type. For sake of sim-
plicity, we disregard these properties for the rest of the work, unless stated
otherwise.

2.5 Network Properties of Folksonomies

The new data of folksonomy systems provides a rich resource for data anal-
ysis, information retrieval, and knowledge discovery applications. We made
a first step towards this end in [7]. The goal is to gain better insights into
these systems by analyzing the main network characteristics on two example
systems.
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To this extent, we investigate the growing network structure of
folksonomies over time from different viewpoints, using two datasets from
del.icio.us and BibSonomy as examples. First, we investigate the network
structure of folksonomies much on the same line as the developments in the
research area of complex networks. To that end, we adapt classical network
measures like characteristic path length and clustering coefficient for so-called
“small world networks” which have been used on a wide variety of graphs in
recent years, to the particular tripartite structure of folksonomies. We show
that folksonomies do indeed exhibit a small world structure, as we observe in
both systems very short path length, (in average around 3) in both systems
and a very high clustering coefficient compared to random graphs. This helps
to explain to some extent the successful serendipitous browsing of users in
such systems. The small world property implies for the users that only few
clicks are needed to end up in a new and hopefully interesting topic within a
folksonomy. On the other hand, the high clustering coefficient hints a cluster
of resources with a similar topic within the direct neighborhood.

Second, beyond the analysis of the whole hypergraph, we also consider
specific projections of it by narrowing the scope and focusing on particular
features of the structure. We introduced a weighted network of tags where
link strengths are based on the frequencies of the tag-tag co-occurrence, and
studied the weight distributions and connectivity correlations among nodes
in this network. Our analysis and experiments indicate the existence of the
emergence of shared semantics in the folksonomy system, implicitly negoti-
ated by users. We find indicators for both hierarchical and social structures
in the network of tag-tag co-occurrence.

Our experiments hint that spam – which becomes an increasing nuisance in
social resource sharing systems – systematically shows up in the connectivity
correlation properties of the weighted tag-tag co-occurrence network. These
activities in data from del.icio.us in its early days indicate the need to develop
more advanced methods to fight against such misuse of folksonomy systems.
We will present our approach to detect spam in Sec. 3.1. A deeper analysis
of the emergent semantics in folksonomies appears promising, and results in
this direction are presented in Sec. 4.3. A first application to support the
user based on the collaborative intelligence hidden in folksonomies is the tag
recommender (cf. Sec. 3.3).

3 Applications

3.1 Spam Detection

Web spam detection is a well known challenge for search engines. Spammers
add specific information to their web sites that solely serves the purpose to
increase the rank of a page in search results, but not its quality or content.
They thereby increase the traffic to their web sites – be it for commercial
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or political interests or to disrupt the service provided. Ranking algorithms
need to detect those pages.

Not only search engines struggle with malicious web content. Social book-
marking systems also have become an attractive place for posting web spam.
Spammers (mis)use the popularity and the high ranking of social bookmark-
ing systems in search engines for their purposes. All they need is an account;
then they can freely post entries which bookmark the target spam web site.
In recent months, different spamming techniques have been developed to fre-
quently show up on popular sites, recent post sites or as highly ranked posts
on a search for a specific tag. For instance, spammers register several accounts
and publish the same post several times. Besides appearing on the “recent
post” page, the bookmark may show up on the “popular page”, since “many”
users have considered the bookmark. Another technique is to add diverse tags
to the bookmark or use popular tags.

In order to retain the original benefits of social bookmarking systems,
we developed techniques which prevent spammers from publishing in these
systems [34]. The problem can be considered as a binary classification task.
Based on different features that describe a user and his posts, a model is
built from training data to classify unknown examples (on a post or user
level) either as “spam” or “non-spam”. As we consider “social” systems in
which users interact with each other and one incentive to use the system is to
see and to be seen, an exclusion of non-spammers from publishing is a severe
error which might prevent the user from further participation. Similar to other
spam detection settings, this problem needs to be taken into consideration
when classifying users.

The adaptation of classification algorithms to this task consists of two
major steps. The first one is to select features for describing the users. The
second step is the selection of an appropriate classifier for the problem. In [34],
we introduce a set of initial features that can be used for spam classificiation.
These features are evaluated with well-known classifiers (SVM, Naive Bayes,
J48 and logistic regression) against a simple baseline of representing a user by
the usage of tags. Combining all features shows promising results exceeding
the AUC and F1 measure of the selected baseline. Considering the different
feature groups, co-occurrence features show the best ROC curves.

Our results support the claim of [21], that the problem can be solved with
classical machine learning techniques – although not perfectly. The difference
to web spam classification are the features applied: on the one hand, more
information (e. g., IP address, tags) is given, on the other hand spammers
reveal their identity by using a similar vocabulary and similar resources.
This is why co-occurrence features tackle the problem very well.

Overall, our contribution represents a first step towards the elimination
of spam in social bookmarking systems using machine learning approaches.
We implemented a framework within BibSonomy following the results of our
analysis. The framework automatically flags in average more than 200 new
spammers per day. Besides the practical need to eliminate spam, we intend
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to use this platform to develop and evaluate further social spam detection
mechanisms and to tune the performance of the running machine learning ap-
proaches. For this we use also results from last year’s ECML PKDD discovery
challenge27 organized by us, where one task was the prediction of spam in
social bookmarking systems.

3.2 Ranking in Folksonomies

In the past, folksonomies were able to attract a large number of users who cre-
ated huge amounts of information. But with the growing number of resources
stored within each users personomy, it becomes more and more difficult for
the user to find and retrieve the saved resources. A first step to searching
folksonomy based systems – complementing the browsing interface usually
provided as of today – is to employ standard techniques used in information
retrieval or, more recently, in web search engines. Since users are used to
web search engines, they likely will accept a similar interface for search in
folksonomy-based systems. The research question is how to provide suitable
ranking mechanisms, similar to those based on the web graph structure, but
now exploiting the structure of folksonomies instead. To this end, we proposed
in [25] a new algorithm, called FolkRank, that takes into account the folk-
sonomy structure for ranking users, tags and resources in folksonomy based
systems. Further, the algorithm can be used for a topic-specific ranking.

The general idea of FolkRank is as follows: Given a set of preferred tags,
users, and/or resources, a topic specific ranking provides an ordering of the
elements of the folksonomy in descending importance with respect to the
preferred elements. To that end, FolkRank is a differential approach of a
weight-spreading algorithm which compares the resulting rankings with and
without preference vector computed on the folksonomy graph. We imple-
mented the weight-spreading ranking scheme on folksonomies in two steps.
First, we transform the hypergraph between the sets of users, tags, and re-
sources into an undirected, weighted, tripartite graph. On this graph, we
apply a version of PageRank that takes into account the edge weights.

The original formulation of PageRank [3] reflects the idea that a page is
important if there are many pages linking to it, and if those pages are im-
portant themselves. We employ a similar motivation for our ranking scheme
in folksonomies. The basic notion is that a resource which is tagged with im-
portant tags by important users becomes important itself. The same holds,
symmetrically, for tags and users, thus we have a tripartite graph in which
the vertices are mutually reinforcing each other by spreading their weights.
It turned out, however, that running an adapted PageRank as is returned re-
sults that were largely dominated by the global structure of the folksonomy,
yielding the same top elements such as the tags “web” or “blog” on top no
matter what the preferences were. Thus, FolkRank circumvents that problem
27 http://www.kde.cs.uni-kassel.de/ws/rsdc08

http://www.kde.cs.uni-kassel.de/ws/rsdc08
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using a differential approach. It computes a topic-specific ranking in a folk-
sonomy by computing the winners and losers of the mutual reinforcement of
resources when a user preference is given, compared to the baseline without
a preference vector. More details can be found in [25].

There, the FolkRank ranking scheme has been used to generate personal-
ized rankings of the items in a folksonomy, and to recommend users, tags and
resources. Top folksonomy elements which are retrieved by FolkRank tend to
fall into a coherent topic area, e.g. “Semantic Web”. This leads naturally to
the idea of extracting communities of interest from the folksonomy, which are
represented by their top tags and the most influential persons and resources.
This idea found its way into BibSonomy. There is now an option to rank
resources not only by date, but also by FolkRank28. The shown page displays
not only the ranked resource list but also the top ranked similar tags and
the most influential users of this topic. These users form some kind of com-
munity. By making such an implicit existing communities explicit, interested
users can find other users, also interested in the search topic and in this way
community members can more easily get to know each other and learn of
others’ resources.

When folksonomy-based systems grow larger, user support has to go be-
yond enhanced retrieval facilities. Therefore, the internal structure has to
become better organized. An obvious approach for this are Semantic Web
technologies. The key question remains, though, how to exploit its benefits
without bothering untrained users with its rigidity. This could be done by
utilizing the strength of the semantic technology within a folksonomy system
and using data mining methods to bridge the gap between both worlds. One
approach going in this direction is presented in Sec. 3.3 as tag recommenders
simplify the posting process and in Sec. 4.3 where different kinds of related
tags are extracted which can form a basis for a better organization of tags.
We believe that this will become a fruitful research area for the Semantic
Web community for the next years.

One application of FolkRank is presented in [26]. There, we analyze the
emergence of common semantics by exploring trends in the folksonomy. Since
the structure of a folksonomy is symmetric with respect to the dimensions
“user”, “tag”, and “resource”, we can apply the same approach to study upcom-
ing users, upcoming tags, and upcoming resources over time. With FolkRank,
we compute topic-specific rankings on users, tags, and resources. In a second
step, we can then compare these rankings for snapshots of the system at dif-
ferent points in time. We can discover both the absolute rankings (who is in
the Top Ten?) and winners and losers (who rose/fell most?). We present a
technique for analyzing the evolution of topic-specific trends.

Furthermore, there has been a lively discussion in e.g. the delicious-discuss
mailing list about the usefulness of the ≺ relation in the folksonomy, which is
partially realized as bundles in del.icio.us. We will investigate first steps to be
28 For an example, see

http://www.bibsonomy.org/tag/Semantic_Web?order=folkrank

http://www.bibsonomy.org/tag/Semantic_Web?order=folkrank
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able to make use of ontology learning techniques to populate this relation in
BibSonomy and augment the underlying semantic structure in the folksonomy
in Sec. 4.

3.3 Recommending Tags

Recommenders are a common technique to support users in finding new and
interesting items, e.g. movies, books, or other products. In folksonomies, rec-
ommenders can be used to recommend similar users, interesting resources
or help to find the right tags while posting a new resource. We focus on
the third task in this section. One example for a resource recommender can
be found in [49]. The literature on tag recommendations in folksonomies is
still sparse. The existing approaches usually lie in the area of collaborative
filtering and information retrieval. Most recently, the ECML PKDD 2008
Discovery Challenge29 organized by our research group has addressed the
problem of tag recommendations in folksonomies [23]. The provided dataset
gives a good basis for the research in this area and the upcoming next chal-
lenge30 shows the need for better recommender approaches and increasing
interest of researchers in this area.

To support users in the tagging process and to expose different facets of
a resource, most of the systems offered some kind of tag recommendations
already at an early stage. Del.icio.us, for instance, had a tag recommender
in June 2005 at the latest,31 and also included resource recommendations.32
However, no algorithmic details were published. We hypothesize that these
recommendations basically provide those tags which were most frequently
assigned to the resource.

As of today, nobody has empirically shown the benefits of recommenders
in such systems. In [31], we evaluate a tag recommender based on Collab-
orative Filtering, a graph based recommender using our ranking algorithm
FolkRank, and several simple approaches based on tag counts. With this re-
search we start a qualitative comparison of different recommender approaches
while simultaneously adopting state of the art techniques to work with the
underlying triadic graph. The results presented in [31] built upon results
presented at ECML PKDD 2007 [32].

The presented results in [31] show that the graph-based approach of
FolkRank is able to provide tag recommendations which are significantly
better than those of approaches based on tag counts and even better than
those of state-of-the-art recommender systems like Collaborative Filtering.

29 http://www.kde.cs.uni-kassel.de/ws/rsdc08/
30 http://www.kde.cs.uni-kassel.de/ws/dc09/
31 http://www.socio-kybernetics.net/saurierduval/archive/

2005_06_01_archive.html
32 http://blog.del.icio.us/blog/2005/08/people_who_like.html
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http://blog.del.icio.us/blog/2005/08/people_who_like.html
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The tradeoff is that the computation of FolkRank recommendations is cost-
intensive so that one might prefer less expensive methods to recommend
tags in a social bookmarking system. The most popular tags ρ–mix approach
proposed by us in [31] has proven to be considered as a solution for this
problem. It provides results which can almost reach the quality of FolkRank
but which are rather cheap to generate. Especially the possibility to use index
structures (which databases of social bookmarking services typically provide
anyway) makes this approach a good choice for online recommendations.
Finally, despite its simplicity and non-personalized aspect, the most popular
tags achieved reasonable precision and recall on the small datasets (last.fm
and BibSonomy) which indicates its adequacy for the cold start problem of
young systems.

One result of the ECML PKDD discovery challenge 2008 was the insight
that two recommendation tasks can be distinguished. In [31], we focus on the
dense part of the folksonomy. We assume that we have information about
both the user and the resource and make use of this information to predict
the tags the user will use to describe the resource which was already tagged
by other users of the system. Contrary to this, most often not all information
is available. This means that either the user or the resource or both are new.
In this case, one cannot apply the methods described in [31]. We address
this issue in [28] where we utilize the content of the webpage which the user
will tag in a content based recommender. The underlying methods are known
as text classification approaches. J. Illig evaluates the applicability of these
methods in general in [27]. In principle, the application of text classification
approaches is possible, but the approaches need to be better adapted to the
underlying problem. The high number of classes decreases the performance
in terms of runtime behavior and accuracy. An interesting next step is the
integration of user information in the recommendation process.

4 Towards More Semantics in Folksonomies

As mentioned in Section 2.2, BibSonomy provides the possibility to store
tag relations as a kind of conceptualization. One outcome of Sec. 2.5 is the
existence of emergent semantics [42, 44] in folksonomies. In this section, we
present three approaches which will help to understand and to extract the
semantics that are implicitly added by the user and hidden in the folksonomy.
We will show ways to make it explicit and available for further use. We start
with a short comparison of folksonomies and ontologies.

4.1 Folksonomies and Ontologies

Ontologies are a well-known formalism to represent knowledge in a struc-
tured way [43] and are the building block of the “Semantic Web” effort. With
their well-defined semantics, ontologies offer benefits for a wide spectrum
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of applications supported by advanced tools from industry and academics.
Nevertheless, there are problems to make use of Semantic Web technology
in very large application contexts, especially in the web. The web contains
huge masses of data but not in any case the data is available in the struc-
tured form needed by the Semantic Web, e.g. as ontologies. The knowledge
acquisition bottleneck characterize the phenomena that the transformation
process from unstructured to structured information is possible but does not
scale to the size of the web. The reason is that a certain expertise is needed
to create ontologies and to maintain them. This raises the cost of knowledge
acquisition and only few people are contributing. Learning ontologies from
text [9] is a first way to simplify the acquisition process by utilizing machine
learning approaches and linguistic knowledge.

Folksonomies can be seen as a lightweight knowledge representation. Many
unexperienced users contribute small pieces of information – unfortunately
only in a weakly structured fashion. There is a large amount of informa-
tion, but it is unstructured and therefore incompatible with semantically
rich representations. Both approaches could benefit from each other: While
folksonomies need more structure, ontologies need more contributors. Re-
search in this direction has been stimulated in form of the “Bridging the Gap
between Semantic Web and Web 2.0” workshop,33 where the contributions
ranged from the use of human contributed information to simplified Web
2.0-like Semantic Web tools.

The emergent semantics in folksonomies can be extracted by using ma-
chine learning algorithms or advanced analysis methods. A first approach
is presented in the next section. To be able to develop advanced knowledge
extraction methods, a better understanding of the kind of underlying se-
mantics is needed. We presented the summary of a first analysis in Sec. 2.5,
which supports the existence of semantics in folksonomies. The next steps are
a deeper understanding of the type of the relations hidden in folksonomies
(cf. Sec. 4.3) and the development of methods to extract them (cf. Sec. 4.4).

4.2 Associations between Tags, Users, and Resources

As folksonomy systems grow larger, the users feel the need for more structure
for better organizing their resources. For instance, approaches for tagging
tags, or for bundling them, are discussed on the corresponding mailing lists
e.g. the delicious-discuss list and are provided by some of the systems. A first
step towards more structure within such systems is to discover knowledge
that is already implicitly present by the way different users assign tags to
resources. This knowledge may be used for recommending both a hierarchy
of the already existing tags, and additional tags, ultimately leading towards
emergent semantics by converging use of the same vocabulary.
33 http://www.kde.cs.uni-kassel.de/ws/eswc2007/
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Fig. 3 Example of extracted association rules between tags

In [41], we focus on a certain KDD technique, namely association rules [1].
Since folksonomies provide a three-dimensional dataset (users, tags, and re-
sources) instead of a usual two-dimensional one (items and transactions), we
start in [41] with a systematic overview of projecting a folksonomy onto a
two-dimensional structure. For one selected projection, we demonstrate here
the outcome of association rule mining on a large-scale folksonomydataset. The
rules canbe applied for different purposes, such as recommending tags, users, or
resources, populating the supertag relation of the folksonomy, and community
detection. Another example as well as details are described in [41].

To illustrate the outcome of the learning approach, an example from [41]
is given in Figure 3. It shows all rules between tags from del.icio.us for a min-
imum support of 0.05% and a minimum confidence of 50%. In this example,
rules of the form A → B can be read as “if a user has assigned the tag A
to some resources, he often assigned tag B as well”. If del.icio.us users are
tagging some webpage with debian, they are likely to tag it with linux as well,
and pages about bands are probably also tagged with music. As discussed in
Section 4.1, we are looking for ways to discover subsumption relations which
are needed to build ontologies, so that rule mining can be used to learn a
taxonomic structure. As an example, consider the case where many resources
tagged with xslt are also tagged with xml. This indicates that xml can be
considered a supertopic of xslt if one wants to automatically populate the
≺ relation. Figure 3 also shows two pairs of tags which occur together very
frequently without any distinct direction in the rule: open source occurs as a
phrase most of the time, while the other pair consists of two tags (ukquake
and ukq:irc), which seem to be added automatically to any resource that is
mentioned in the chat channel ukq.

We can learn from these examples that it is possible to extract meaningful
relations between tags from folksonomy data. To get a better understanding
of what was extracted, we have to ground the extracted relations between the
tags, users and resources by mapping them to an external knowledge source
with a clear semantic meaning or better grounded relationships. We can try
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to do this for all three dimension, but we focus on tags, as they transport
(most of) the semantic information. Such semantic information is captured
by large lexical ontologies and thesauri, and we will use both to evaluate the
meaning of different similarity measures between tags.

Therefore, in the next section, a fine grained analysis of various techniques
we used here and in previous sections, namely, association rule mining and
FolkRank ranking, is presented to further contribute to the understanding of
the extracted relation by every method.

4.3 Understanding Tag Relatedness in Folksonomies

In this part we focus on the understanding of the specific relationship be-
tween tags in folksonomies. As we have seen in Sec. 2.5, the structure of
folksonomies differs fundamentally from that of, e.g. natural text or web re-
sources, and poses new challenges for the fields of knowledge discovery and
ontology learning. Central to these tasks are the concepts of similarity and
relatedness. In the previous section, among others, we introduced the com-
putation of relations between tags by the association rule mining algorithm
(based on co-occurrence) which can be easily turned into a tag relatedness
measure. In [5], we focus on similarity and relatedness of tags, because they
carry most of the semantic information within a folksonomy, and provide thus
the link to ontologies and more formal semantics. Additionally, this focus al-
lows for an evaluation with well-established measures of similarity in existing
lexical databases.

Budanitsky and Hirst pointed out that similarity can be considered as a
special case of relatedness [4]. As both similarity and relatedness are seman-
tic notions, one way of defining them for a folksonomy is to map the tags to
a thesaurus or lexicon like Roget’s thesaurus34 or WordNet [13], and to mea-
sure the relatedness there by means of well-known metrics. The other option is
to define measures of relatedness directly on the network structure of the folk-
sonomy. One important reason for using measures grounded in the folksonomy,
instead of mapping tags to a thesaurus, is the observation that the vocabulary
of folksonomies includes many community-specific terms which did not make
it yet into any lexical resource. Measures of tag relatedness in a folksonomy can
be defined in several ways. Most of these definitions use statistical information
about different types of co-occurrence between tags, resources and users. Other
approaches adopt the distributional hypothesis [14, 20], which states that words
found in similar contexts tend to be semantically similar. This approach also
retains the possibility to include “matured” folksonomy vocabulary back into
the thesauri or lexicons, which addresses the inherent knowledge acquisition
bottleneck problem of these systems. From a linguistic point of view, these two
families of measures focus on orthogonal aspects of structural semiotics [10, 8].

34 http://www.gutenberg.org/etext/22
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The co-occurrence measures address the so-called syntagmatic relation, where
words are considered related if they occur in the same part of text. The contex-
tual measures address the paradigmatic relation (originally called associative
relation by Saussure), where words are considered related if they can replace
one another without affecting the structure of the sentence.

In most studies, the selected measures of relatedness seem to have been
chosen in a rather ad-hoc fashion. We believe that a deeper insight into the
semantic properties of relatedness measures is an important prerequisite for
the design of ontology learning procedures that are capable of harvesting the
emergent semantics of a folksonomy.

In [5], we analyse five measures of tag relatedness: the co-occurrence count,
three distributional measures which use the cosine similarity [40] in the vector
spaces spanned by users, tags, and resources, respectively, and FolkRank (cf.
Sec. 3.2), our graph-based measure. Our analysis is based on data from a
large-scale snapshot of the popular social bookmarking system del.icio.us.35
To provide a semantic grounding of our folksonomy-based measures, we map
the tags of del.icio.us to synsets of WordNet and use the semantic relations
of WordNet to infer corresponding semantic relations in the folksonomy. In
WordNet, we measure the similarity by using both the taxonomic path length
and a similarity measure by Jiang and Conrath [29] that has been validated
through user studies and applications [4]. The use of taxonomic path lengths,
in particular, allows us to inspect the edge composition of paths leading from
one tag to the corresponding related tags. This characterization proves to be
especially insightful.

As a result, we show that distributional measures, which capture the con-
text of a given tag in terms of resources, users, or other co-occurring tags,
establish – in a statistical sense – paradigmatic relations between tags in a
folksonomy. Strikingly, our analysis shows that the behavior of the most ac-
curate measure of similarity (in terms of semantic distance of the indicated
tags) can be matched by a computationally lighter measure (tag context simi-
larity) which only uses co-occurrence with the popular tags of the folksonomy.
In general, we show that a semantic characterization of similarity measures
computed on a folksonomy is possible and insightful in terms of the type of
relations that can be extracted. We show that despite a large degree of vari-
ability in the tags indicated by different similarity measures, it is possible to
connotate how the indicated tags are related to the original one.

Another contribution of [5] addresses the question of emergent semantics:
our results indicate clearly that, given an appropriate measure, globally mean-
ingful tag relations can be harvested from an aggregated and uncontrolled
folksonomy vocabulary. Specifically, we show that the measures based on tag
and resource context are capable of identifying tags belonging to a common
semantic concept. Admittedly, in their current status, none of the measures
we studied can be seen as the way to instant ontology creation. However, we
35 http://del.icio.us/

http://del.icio.us/
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believe that further analysis of these and other measures, as well as research
on how to combine them, will help to close the gap towards the Semantic
Web.

Based on the results we have so far, the construction of tag hierarchies
is the natural next step. We made a first attempt in [2], where we present
results of a learned music style ontology. The data stems from last.fm36, a
music folksonomy system. A more advanced learning approach was applied
on our del.icio.us dataset. The idea was to show that learning of ontologies
from a large scale folksonomy is possible. In [45], an extended version of the
algorithm from [2] is used for learning the ontology. The results are com-
pared with Wordnet37 and with the categorization scheme of Wikipedia.38
Several drawbacks of the original algorithm could be solved and led to a bet-
ter ontology. One central factor was the disambiguation of the word sense of
polysemous tags and the calculation of synsets. Both approaches utilize the
relatedness measures grounded before. While the synset detection algorithm
reduces the number of tags by merging real synonyms as well as spelling vari-
ants, the word sense disambiguation component places tags more than once
in the generated ontology. An example of a learned ontology is depicted in
Fig. 4. As one can see, the tag language is placed under the tag programming,
which hints the meaning of language in this case. We see the programming
languages lisp as a sub-tag of languages. No names of natural languages like
German are placed as sub-tags of language in this part of the graph. A more
detailed description of the algorithm and the results can be found in [45].

4.4 Conceptual Structures in Folksonomies

Unlike ontologies, folksonomies do not suffer from the knowledge acquisition
bottleneck, as the significant provision of content by many people shows. On
the other hand, folksonomies – unlike ontologies [17] – do not explicitly state
shared conceptualisations, nor do they force users to use tags consistently.
However, the usage of tags of users with similar interests tends to converge to
a shared vocabulary as explained in the previous section. Our intention is to
discover these shared conceptualisations that are hidden in a folksonomy. To
this end, we present in [30] an algorithm, Trias, for discovering subsets of
folksonomy users who implicitly agree (on subsets of resources) on a common
conceptualization.

Our algorithm returns a tri-ordered39 set of triples, where each triple
(A, B, C) consists of a set A of users, a set B of tags, and a set C of re-
sources. These triples – called tri-concepts in the sequel – have the property
that each user in A has tagged each resource in C with all tags from B, and
36 http://www.last.fm/
37 http://wordnet.princeton.edu/
38 http://www.wikipedia.org/
39 See [30] for details.
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Fig. 4 Fragment of the learned ontology centered around programming. One mean-
ing of language (programming languages) is depicted. (Figure is taken from [45])

that none of these sets can be extended without shrinking one of the other
two dimensions. Each retrieved triple indicates thus a set A of users who (im-
plicitly) share a conceptualisation, where the set B of tags is the intension of
the concept, and the set C of resources is its extension. We can additionally
impose minimum support constraints on each of the three dimensions “users”,
“tags”, and “resources”, to retrieve the most significant shared concepts only.

From a data mining perspective, the discovery of shared conceptualizations
opens a new research field which may prove interesting also outside the folk-
sonomy domain: “Closed itemset mining in triadic data”, which is located on
the confluence of the research areas of Association Rule Mining and Formal
Concept Analysis.

In contrast to the already presented results of Sec. 4.3 and 4.2, Trias
relates elements from different dimensions of the folksonomy. This allows for
the simultaneous detection of hidden user groups and their interest expressed
by the tags and the tagged resources. Another application could be the ex-
traction of a concept hierarchy to learn ontologies as pointed out in [30].

The next step after discovering shared conceptualisations would be to for-
malize them in an ontology, and to combine and integrate this approach with
the results of Sec. 4.3.
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5 Conclusion and Future Work

Data Mining on folksonomies is a new research area attracting a lot of at-
tention in the last years as new types of data with unknown and interesting
properties appear. In this paper we presented the analysis of the properties
of these new data, the application and adaption of known data mining ap-
proaches, and the usage of this data to extract semantic information. The
three applications spam detection, ranking and recommendation were intro-
duced and three approaches to extract the hidden semantic information from
folksonomies were presented. Our own system BibSonomy was introduced
as a platform where researchers manage their publication on a daily basis
but also as a research environment to test new methods like ranking and
recommendation which already found the way into the system.

In principle, the presented folksonomy mining approaches implement the
ideas of Semantic Web Mining (cf. [47]). Therefore, they make our vision of
utilizing mining to help to build the Semantic Web and to analyze it real.
Hence, one long term goal is to use the weakly structured data of a folksonomy
as data source for the Semantic Web. Further, convincing people to use a kind
of “Semantic Bookmarking System” which is usable in the same easy way as
the existing non-semantic versions is the vision and part of the future work.
First steps in this direction with promising results were presented in this
paper and we could show that it is possible to extract valuable information
from folksonomies and to use data mining techniques to support user of social
bookmarking systems.

A central phenomenon of the Web 2.0 is the contribution of many users
distributed over the world but tied to a computer. The next step is to bring
the web to mobile devices and to set up new services which do not only allow
users to provide information but also to monitor their activities. This physical
information will provide new kinds of data which allow for new services. A
combination of the physical world with its small devices, sensors etc., the
Web 2.0 look and feel, and the Semantic Web to connect everything will lead
to the next generation of the Web.
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A Uniform Theoretic Approach to Opinion and
Information Retrieval

G. Amati, G. Amodeo, M. Bianchi, C. Gaibisso, and G. Gambosi

Abstract. In this paper, we introduce a supervised method for the generation of
a dictionary of weighted opinion bearing terms from a collection of opinionated
documents. We also describe how such a dictionary is used in the framework of
an algorithm for opinion retrieval, that is for the problem of identifying the docu-
ments in a collection where some opinion is expressed with respect to a given query
topic. Several experiments, performed on the TREC Blog collection, are reported
together with their results; in these experiments, the use of different combinations
of DFR (Divergence from Randomness) probabilistic models to assign weights to
terms in the dictionary and to documents is studied and evaluated. The results show
the stability of the method and its practical utility. Moreover, we investigate the com-
position of the generated lexicons, mainly focusing on the presence of stop-words.
Quite surprisingly, the best performing dictionaries show a predominant presence
of stop-words. Finally, we study the effectiveness of the same approach to generate
dictionaries of polarity-bearing terms: preliminary results are provided.

1 Introduction and Related Works

Sentiment analysis is a type of text classification, where text is classified by types
of opinions, sentiments, or, more generally, by the subjectivity contained in the
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text. The study and evaluation of efficient solutions to detect sentiments in text is a
popular research area, and techniques are applied coming from natural language
processing, computational linguistics, machine learning, information retrieval and
text mining.

In the simplest case, text can be classified just by considering the presence of
subjective or opinionated sentences, irrespective of their polarity, that is not taking
into account whether documents contain positive or negative opinions. Additionally,
analysis can go further and a polarity degree of opinions can be associated to text.

As a classification problem sentiment analysis can be handled by either a super-
vised or unsupervised method. A general introduction to classification techniques
for sentiment analysis can be found in [20] and [32]. Supervised techniques attempt
to train a sentiment classifier on the basis of the frequencies of words in the docu-
ments. Several papers, such as [33] and [40], indicate that standard machine learning
methods perform very well.

Unsupervised techniques (also referred as lexicon-based methods) derive lexi-
cons of “positive” and “negative” terms, and then compute an overall attitude score
for a document on the basis of the occurrence of such terms. For example, if a doc-
ument contains more positive than negative terms it is deemed as positive, else it is
assigned as negative.

Since unsupervised techniques do not require any training phase, they are best
suited to the case when no training data are available. Relevant case studies are
presented in [11] and [41]. However, prediction accuracy my be affected by the
quality of the underlying linguistic resources or by a correlation between specific
topics and the used external resources.

The fusion of search by content and classification by sentiment, known as
Opinion Retrieval or Opinion Finding, is now a hot and prolific research area in
Information Retrieval.

In addition to the usual sentiment classification problem, opinion retrieval also
requires that documents need to be predicted as relevant with respect to a given
topic.

Since 2006, the Text REtrieval Conference (TREC) has an evaluation track on
Blogs where the main task is Opinion Retrieval, that is the task of selecting the
opinionated blog posts relevant to a given topic from a collection made of more
than 3.2 million blog Web pages [24, 29, 31]. The opinion finding task is thus a
specification of the search task, when the user is trying to discover on the blogo-
sphere (or, in general, in a document corpus) the drift in public opinion about a
given named-entity target [30], such as products or people.

The Blog collection [23] is the largest and the only, or at least the most reliable,
publicly available data set for the evaluation of opinion retrieval techniques. In 2008,
the topic data set consists of 150 information topics together with the list of relevant
and opinionated assessed documents.

As reported in [30], the opinion finding is normally approached by as a two-
stage process. In the first stage, topic-relevant documents are ranked using a re-
trieval model. In the second stage, the retrieved documents are re-ranked taking
into account opinion finding features, often through a combination of the first stage
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retrieval score with a computed score denoting the degree of opinionated content in
the document (i.e. opinion score). One of the most effective approaches to evalu-
ate the degree of opinionated content is to submit the dictionary of opinion bearing
terms as a standard query, and thus to compute an “opinion relevance” score of
the documents. Many variants of this approach have been proposed: the dictionary
can be automatically or manually built, the terms can be automatically or manually
weighted, distances between terms of the topic and opinion bearing terms can be
considered or not. An overview of the latest approaches to opinion finding can be
found in [31].

In this paper, we report the experimentation and the evaluation of different vari-
ants of a supervised method for the automatic generation of a dictionary of weighted
opinion bearing terms from a collection of opinionated documents. Different com-
binations of DFR (Divergence from Randomness) probabilistic models are applied
to assign weights to terms in the lexicons and to documents and their effectiveness
evaluated. We also investigate the composition of the generated lexicons, mainly
for what regards the presence of stop-words. Quite surprisingly, the best performing
lexicons are the ones showing a predominant presence of stop-words. Finally, we
checked whether effective lexicons of polarity-bearing terms can be generated by
the same approach: preliminary results are shown.

The paper is organized as follows: sections 2 and 3 introduce and motivate the
statistical foundations of our approach to the automatic construction of lexicons and
their adoption in opinion retrieval, respectively. In section 4 our main experimen-
tation settings are listed and motivated. In section 5 the results of the experiments
are presented and discussed. In section 6 the applicability to polarity of the opinion
retrieval approach is discussed. In Section 7 we present the conclusions.

2 Automatic Construction of a Sentimental Lexicon

In this section we introduce and motivate the statistical foundations of the automatic
construction of a lexicon of weighted opinion-bearing terms to be used in opinion
retrieval, first introduced in [4].

The statistical approach to Information Retrieval of Divergence From Random-
ness (DFR) probabilistic models [6, 1] can be used for Opinion Retrieval. The DFR
models are based on a simple idea, that is that the higher the divergence of within-
document term-frequency is from the within-the-collection frequency, the higher the
information of the term in the document is.

Before introducing a DFR model, we provide some notations. Let:

• C be the collection;
• d ∈C be a generic document, considered as a multiset of terms (bag of words);
• l(d) be the number of tokens of the terms in d (the document length);
• R ⊆C be the set of relevant documents of C, with respect to a set T of topics;
• O ⊆ R be the set of relevant and opinionated documents of C, with respect to T ;
• V be the set of terms occurring in C, the term lexicon;
• t ∈V be a generic term;
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• tft,d be the frequency of t in d;
• TFt,D = ∑d∈D tft,d , be the frequency of t in a subset D of C;
• DFt,D be the number of documents of D in which t occurs (the document

frequency);

• Prt,d =
tft,d

l(d)
, be the relative frequency of t in d;

• Prt,D = TFt,D

∑d∈D l(d)
, be the relative frequency of t in the set of documents in D.

First, we define the information content of a term and then an DFR model. The
information content of a term t on a document d is given by:

Inf(t) = − log2 Pr(Prt,d |Prt,C, l(d)) (1)

A DFR model then specifies:

• how to compute in Equation 1 the probability Pr of observing the frequency Prt,d

in a document of length l(d) given a frequency Prt,C,
• how to normalize the information content by taking into account the size l(d) of

the considered sample d.

A fundamental property of a DFR model is that, if the posterior probability Prt,d

of a term, that is the frequency observed in a subset of documents or in a single
document d of length l(d), equals the prior, that is the frequency Prt,C with respect
to the collection, then the information content is minimal. As opposite, when there is
a high deviation of Prt,d from the prior Prt,C, then the information content is equally
high.

The probability deviation property explains why the name of divergence from
randomness models: terms that occur randomly in text have a low divergence of
the two probabilities Prt,d and Prt,C. For example, stop-words are terms for which
the observed and expected frequencies coincide more than for information bearing
words. When Prt,d ∼ Prt,C, the term t does not bring relevant information to the
document d. On the other hand, the more the deviation of Prt,d is from Prt,C , the
more the information is carried by t in d.

Unfortunately, from a information theoretic point of view, opinion terms should
not bring information being terms that appear randomly and independently from
the content and, consequently, Inf(t) should be always low. Fortunately, we can
learn from Blog data sets and make statistical analysis on the divergence of the
distributions of the terms in the set of opinionated and relevant documents O from
the superset of relevant (with or without opinions) documents R. We then may use
a DFR model by learning on the divergence of the term-frequency in the set of
opinionated and relevant documents from the term-frequency in the set of relevant
documents only.

We now introduce two information theoretic functions, on which one of the DFR
models is based, and also provide approximations to such functions, which will be
used to efficiently build the dictionaries.
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To identify terms that are opinion-bearing, let us first of all define a measure
OE(·), the opinion entropy function, for the opinion content of a term. In doing this,
we argue that opinion terms tend to appear more frequently in O than in R.

OE(·) assigns a weight to t according to the strength of the opinion it bears:

OE(t) = − log2 Pr(Prt,O|Prt,R). (2)

More precisely, OE(·) measures the average information t brings on O. In other
words, it quantifies how much a term is representative of O as a function of the rela-
tive frequency in O and R. Hence, terms with an high OE(·) are candidate members
of our lexicon.

Note that, according to the definition of OE(·), content-bearing terms tend to
have a similar relative frequencies in both R and O, and consequently, they have
OE(·) ∼ 0.

To compute the opinion entropy values for terms in the collection, we use an ap-
proximation of equation 2: the Kullback-Leibler divergence [17, 18]. In probability
and information theory, the Kullback-Leibler (KL) divergence is a non-commutative
measure1 of the difference between the probability distributions of two discrete ran-
dom variables P and Q, defined on the same set of events Ω . The KL divergence of
Q from P is defined as:

KL(P||Q) = ∑
ω∈Ω

P(ω) · log2
P(ω)
Q(ω)

(3)

Here, we have a simple probabilistic space containing two events: the opinionated
and relevant set and the relevant set. In this case, the opinion entropy function of
Equation 5 can be approximated because:

KL(Prt,O||Prt,R) ∼ − log2 Pr(Prt,O|Prt,R)
∑t∈V TFt,O

(4)

where ∑t∈V TFt,O is the total number of terms in O. Being this sum common to
all terms, it can be omitted in the opinion entropy estimation. Being Prt,O > Prt,R,
resulting that

OE(t) = − log2 Pr(Prt,O|Prt,R) ∝ KL(Prt,O||Prt,R) (5)

up to a proportional factor and a small error. In short, to identify and to weight terms
of our lexicons, we use KL divergence as approximation of OE(·).

Note that the OE(·) function has been empirically shown to work properly, but
with some relevant exceptions:

• rare content-bearing terms occurring in both R and O. For example, if one of
these terms occurs 3 times in O and 4 times in R, then OE(·) is improperly high;

1 Although KL divergence is often seen as a distance metric, it is not symmetric and does
not satisfy the triangle inequality (hence ’divergence’ rather than ’distance’).
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• a topic has a large number of relevant documents that are also opinionated. In
such a case, it may happen that a term related to a topic has a moderate frequency
in O because it has a high frequency in the unbalanced set of opinionated and
relevant documents for that topic. But since OE(·) is computed with respect to
the whole set of topics of interest, these content-bearing terms could be identified
as opinionated.

Since KL does not consider if the term frequency is uniformly distributed across
all opinionated documents or the term appears more densely in few documents,
approximating OE(·) by KL does not avoid noisy terms to appear in the lexicons.

To deal with this improper behavior, let us introduce the average opinion entropy,
which is used to filter out noisy terms:

AOE(t) = − 1
|O| ∑

d∈O

log2 Pr(Prt,d |Prt,O). (6)

AOE(·) measures the average divergence of term t document frequency from the
expected term frequency of t in O. As stated in [4], noisy terms have low values of
AOE(·), as Prt,d ∼ Prt,O for most opinionated documents. To filter these noisy terms
it is thus enough to filter terms with low values of AOE(·).

Also for the AOE(·) function we introduce an approximation. Let us define the
set

Lexk = {t | DFt,O ≥ k} (7)

of all the terms that appear in at least k documents of O. As shown in [4], in order
to minimize AOE(·) for the set of candidates terms, i.e. the terms with the highest
value of OE(·), we have to maximize DFt,O.

Intuitively, the higher is the number of documents containing a term t, the higher
is the probability that t is an opinion-bearing term. At the same time, the larger is
k, the smaller is Lexk: if k is too high, opinion bearing-terms could be filtered out.
In practice, the optimal value of k is determined with the aim of obtaining a low
enough lexicon size, without reducing the effectiveness of the retrieval.

Formally, we can approximate also AOE(t) using KL(Prt,d ||Prt,O), that is:

AOE(t)∼ 1
|O| ∑

d∈O

KL(Prt,d ||Prt,O) =
1
|O| ∑

d∈O

Prt,d · log2
Prt,d

Prt,O
(8)

Since O is a large sample of the collection C, we can approximate also the prior
probability Prt,O as follows:

Prt,O =
TFt,O

∑t∈V TFt,O
∼ TFt,O

|O| · l(d)
(9)

where l(d) is the average documents length in O.
Remind that opinionated terms do not carry information content, in our assump-

tion: opinion-bearing terms distribute more uniformly in the set of opinionated
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documents. This means that Prt,d ∼ Prt,O or, more generally, KL divergence is
minimized.

So under the hypothesis that t distributes uniformly, we can define the posterior
probability as:

Prt,d =
tft,d
l(d)

∼ TFt,O

DFt,O · l(d)
(10)

where DFt,O is the number of opinionated documents containing the t.
As a consequence, to find opinionated terms means to find those terms that mini-

mize:

AOE(t) ∝− ∑
d∈O

TFt,O

DFt,O
log2 DFt,O=−DFt,O · TFt,O

DFt,O
log2 DFt,O=−TFt,O ·log2 DFt,O

(11)
Since the approximating expression is negative, and since we may suppose that all
terms have a frequency TFt,O of a similar order of magnitude in the set of opinion-
ated documents, we may instead maximize the function

log2 DFt,O ∝ DFt,O (12)

Therefore the higher is the number of documents containing a term, the higher is
the probability that the term is opinionated. Since we use a fast and effective im-
plementation of the AOE function, that is the minimal number k of opinionated and
relevant documents containing candidate terms, a sequence of weighted dictionaries
Lexk are built at different level of k.

Thus the OE(·) and AOE(·) functions can be adopted in order to construct an
opinion lexicon as follows:

1. terms appearing in all the documents of O are weighted by OE(·), determining
the candidates to appear in the lexicon as terms that achieved the highest OE(·)
values;

2. only candidates with the lowest value of AOE(·) are selected for the lexicon.

For the sake of efficiency, we do not compute the exact values of OE(·) and AOE(·),
but instead we approximate them as shown.

3 A Lightweight Opinion Retrieval Algorithm

Opinion retrieval for a given topic is typically accomplished in two steps [29, 24,
31]:

1. all the documents relevant with respect to the topic are retrieved, weighted, and
ranked;

2. documents in the resulting ranking are re-ranked on the basis of the opinion
strength they express.

More formally, Pr(q|d) measures the relevance of d to q. In the statistical approach
to IR, this probability is proportional to the score of relevance assigned to the
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document with respect to the query, i.e.

Pr(q|d) ∝ Scoret(d,q) (13)

Analogously, a second probability distribution is associated to the process of deter-
mining the opinion content of a document. If V is the sentimental dictionary

Pr(V |d) ∝ Scoreo(d) (14)

which is proportional to the score of opinion assigned to the document.
Moreover, following the usual assumption that document relevance is distributed

according to Zipf law [43], we assert that:

Pr(Z|d,α) ∝
kZ

rZ(d)α (15)

where Z is a random variable modeling some kind of relevance (either with respect
to a topic q or to express an opinion from V ), kZ is a constant and rZ(d) is the rank
of d induced by the scoring function associated to Z, with parameter α ≥ 1 .

Notice that in opinion retrieval we are interested in the joint probability Pr(q,V |
d) of q and V .

Finally, we assume that the presence of opinion expressions in a document is not
related to its topic relevance, i.e. if a document is relevant for a topic, the probability
that it is opinionated is not affected by the topic relevance, and vice versa. That is,
we assume that q and V are independent random variables.

Hence we have:

Pr(q,V | d) = Pr(q | d) ·Pr(V | d) ∝
Scoreo(d)
rX (d,q)

(16)

or equally

Pr(q,V | d) = Pr(q | d) ·Pr(V | d) ∝
Scoret(d,q)

rY (d)
(17)

where rX(d,q) is the content rank for all documents according to Scoret(d,q) and
rY (d) is the opinion rank for all documents according to Scoreo(d).

These approximations are the basis of our three steps re-ranking algorithm:

1. given a query q related to a topic, the content score of the documents is assigned
by means of a term-document matching function:

Scoret(d,q) (18)

The content rank rX (d,q) is then derived from Scoret(d,q).
2. an opinion score is assigned to each retrieved document. This score is computed

submitting the entire dictionary Lexk as a query:

Scoreo(d,Lexk) (19)
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The opinion score with respect to q is defined as follow2:

Scoreo(d,q) =
Scoreo(d,Lexk)

rX (d)
(20)

A new opinion rank r∗Y (d) is then derived from Scoreo(d,q).
3. Document ranking is boosted applying the dual function of Scoreo(d,q):

Score+(d,q) =
Scoret(d,q)

r∗Y (d)
(21)

The final opinion ranking is obtained re-ranking the documents by Score+(d,q).

In our experimentation we initially tested a single re-ranking process using sepa-
rately the approximations proposed by equations 16 and 17 to compute an opinion
score. The performances of the two resulting rankings are very close. With found
instead a meaningful increment using both of these, so defining our algorithm with
a double re-ranking according to the equations 20 and 21.

4 Experimentation Goals and Motivations

Our main experimentation goal is to test several different aspects of the method
described above to automatically generate lexicons of opinion-bearing terms. More
in details, we are interested in verifying:

• the stability of the method, i.e. the independence of its effectiveness from the
choice of the training set;

• the effectiveness of the re-ranking process, measured as the mean MAP variation
introduced with respect to our baselines;

• the practical utility of the generated lexicons: too big lexicons could in fact make
the process of document weighting unacceptably time expensive;

• the effectiveness of KL in expanding lexicons and weighting their terms. In par-
ticular, we will compare KL with Bo1, using the Bose-Einstein statistics, which
is considered one of the most effective DFR term weighting models [34, 22]

We also aim to select and evaluate an effective DFR model, to perform a better
weighting of the strength of the opinion expressed by documents. In order to do
that, we compared the DFree1 and the DPH models [4]. We focused ourselves on

2 Note that a relevance ranking in general is a mixture of a normal distribution for relevant
documents and an exponential distribution for non-relevant documents [25]. Since for any
query the non relevant documents are the large majority of the documents of the collection,
ranking roughly follows the power law, that is the probability of relevance of a document
is inversely proportional to its document rank. Therefore:

Scoreo(d,q) ∝ Scoreo(d,Lexk) ·Pr(d,q)
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these alternatives since: Dfree1 [2] has been empirically proven to be less sensitive
to the specific characteristics of the data set; the results collected in our participation
to the TREC 2007 blog track [3] showed that, among the tested models, DPH best
performed with a collection of blog posts.

Finally, we are also interested in investigating the contents of the generated lexi-
cons, mainly focusing on the presence of stop-words, those usually discarded from
documents to effectively implement a topic retrieval.

This experimentation extends in a considerable way the one reported in [4].
In this section the experimentation environment, by which our results have been

collected, is described in details. The environment consists of a standard test collec-
tion and an open source information retrieval framework, which are described in the
following subsections.

4.1 The Opinion Retrieval Test Collection

According to [26], to measure the effectiveness of our proposals in a standard way
we need a test collection made by:

• a blog posts collection;
• a test suite of information needs (topics);
• a relevance/opinion judgment for the blog posts in the collection.

4.1.1 The Blog Posts Collection

The collection we used is the TREC Blog Collection (BLOGS06) [29], a TREC test
collection created and distributed by the University of Glasgow. BLOGS06 contains
blogs pages and was crawled over a period of 11 weeks, from December 2005 to
February 2006. The total size of the collection amounts to 148 GB with three main
different components: feeds (38.6 GB), permalinks (88.8GB), and homepages (20.8
GB). The collection contains spam as well as possibly non-blogs and non-English
pages. In what follows the main characteristics of the collection are listed in a sys-
tematic way:

• Feeds:

– Total Number of Feeds: 100,649
– Total Number of Feeds collected: 753,681
– Average feeds collected every day: 10,615
– Uncompressed Size: 38.6GB
– Compressed Size: 8.0GB

• Permalink Documents:

– Total number of permalink documents: 3,215,171
– Average documents every day: 45,284
– Uncompressed Size: 88.8GB
– Compressed Size: 12.6GB
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• Homepage Documents:

– Total number of homepage documents: 324,880
– Average homepage documents collected every day: 4,576
– Uncompressed Size: 20.8GB
– Compressed Size: 4.0GB

Only the permalink component of the collection has been considered in the experi-
mentation, denoted as Blogs in what follows. Blogs consists of 3.2 millions of Web
pages, each one containing a post and the related comments. For the sake of simplic-
ity, blog post, permalink and document will be interchangeably used in following
sections.

4.1.2 Topics and Queries

There are many different types of blogs, some concerning a specific topic, some
covering several ones, and others talking about personal daily life. In the latest three
years, NIST identified 150 topics [29, 24, 31] of interest for blog retrieval. These
topics were selected from a donated collection of queries sent to commercial blog
search engines over the time period that the BLOGS06 was collected. NIST asses-
sors mainly created the topics by selecting queries, and building topics around those
queries. Each topic follows the number, title, description, and narrative structure,
shown by the following example:

<num> Number: 851
<title> "March of the Penguins"

<desc> Description:

Provide opinion of the film documentary "March of
the Penguins".

<narr> Narrative:

Relevant documents should include opinions concerning the
film documentary "March of the Penguins". Articles or
comments about penguins outside the context of this film
documentary are not relevant.

We extracted a query from each topic, consisting in the content of the Title field. For
the sake of simplicity, in what follows query and topic will be interchangeably used.
Let Topics denote the set of provided topics.

4.1.3 The Set of Relevance/Opinion Judgments

NIST also provided a relevance/sentiment judgment file, named Qrels. Each entry in
the file identifies a topic t, a document d and a judgment j as shown by the following
example.
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t d j

901 ... BLOG06-20051206-025-0029297277 1
901 ... BLOG06-20051206-051-0007821418 0
901 ... BLOG06-20051208-027-0000033998 3

...
901 ... BLOG06-20051213-023-0007797892 4
920 ... BLOG06-20060109-006-0009964253 2

The judgment values of relevance/sentiment are assigned as follows:

• 0: d is not relevant with respect to t;
• 1: d is relevant with respect to t, but does not comment upon it;
• 2: d is relevant with respect to t and positively comments upon it;
• 3: d is relevant with respect to t and neutrally comments upon it;
• 4: d is relevant with respect to t and negatively comments upon it;

It is worth to notice that the order in which the documents appear in the file is not
indicative of the degree of relevance/sentiment. Finally, documents assumed to be
irrelevant are not listed in the Qrels.

4.1.4 The Baselines

To verify the effectiveness of our lexicon based approach it will be compared to a
standard IR system not supporting any opinion-finding features. To this end, five
additional runs, named baselines, produced using standard off-the-shelf IR systems,
denoted by BL1,BL2, . . . ,BL5 and provided by NIST have been considered for the
comparison. Each entry in a baseline, at least for what regards our interest, identifies
a topic t, a document d related to t, the rank r of d, and the score s assigned to d
according to which the ranking has been established, as shown in the following
example:

t d r s

851 ... BLOG06-20051206-025-0019312838 0 7.923441282439574 ...
851 ... BLOG06-20051206-050-0020317610 1 6.825848636554143 ...
851 ... BLOG06-20051206-008-0008129333 2 6.816718639403371 ...
851 ... BLOG06-20051206-040-0016432377 3 6.781155709916944 ...
851 ... BLOG06-20051206-056-0012738182 4 6.676189663420367 ...

...

Roughly speaking, the main idea here is to re-rank these baselines according to the
contents of our lexicons. The obtained benefit will be quantified by means of the
standard tool trec eval, which returns the values of the MAP, the P@10 and the
R-Prec [7] for any given baseline and Qrels file.

4.2 The IR Framework and Its Settings

Terrier [28] is the open-source framework for the rapid development of large-scale
IR applications adopted for our experimentation. Terrier provides indexing and
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retrieval functionalities, and includes efficient and effective state-of-the-art retrieval
models, for both document ranking and query expansion. From this point of view,
Terrier is the only open-source platform natively supporting the DFR framework
introduced in [1] and, as a consequence, is particularly suitable for our needs.

As concerns the setting of Terrier, according to the experimentation goals fixed
in section 4, no stop-word list has been applied in the indexing process. Terms have
been stemmed by the weak-Porter Stemming algorithm, which unlike the original
version of the algorithm [35], does note drastically reduce terms to their radix form,
making it possible to maintain different expressive forms with the same radix. For
example “like” and “likeable” are kept as they are in the index.

5 Experimentation Description and Results

The following two subsections report on our experimentation activity, whose main
goals and motivations have been illustrated in section 4.

As already stated, the main idea underlying our approach is that in order for a
term to belong to the lexicon, it should appear in a suitable number of blog posts
(that is, its document frequency should be greater than some threshold value), and
that such threshold can be kept high enough to keep the size of the lexicon low,
without reducing its effectiveness. In our experimentation, the following thresholds:
1,100,500,1.000,3.000,5.000,8.000,10.000,15.000,20.000, denoted k1,k2, . . . ,
k10 in what follows, have been considered.

To assess the stability of our lexicon an n-fold cross-validation approach [16, 9,
12], is followed. In n-fold cross-validation, the original collection is partitioned into
n subsamples s1, . . . ,sn. The validation is performed in n phases (folds), where at
phase i subsample si is retained as testing set, while the union ∪ j 
=is j of the remain-
ing n− 1 subsamples is used as training set. The n results from the folds are then
averaged (or otherwise combined) to produce a single estimation.

We performed a 5-fold cross-validation: let us denote by Tri and Tsi, i = 1,2, . . . ,5,
our training and testing sets, respectively. All training and testing sets have been
generated from the set of 150 topics provided by NIST and described in section 4:
such set of topics has been randomly partitioned into 5 equally sized subsets, named
Topicsi, i = 1,2, . . . ,5 in what follows.

Next, each Tsi has been obtained as the set of blog posts that have been classified
as relevant with respect to the topics in Topicsi and, consequently, Tri as its com-
plementary to the set of all relevant blog posts. More formally: let 〈topb, idb, judgb〉
denote any entry in the Qrels, where idb is the identifier of the blog post b and judgb
is the relevance/sentiment judgment expressed on b with respect to the topic topb,
and let

Qrelsi ≡ {〈topb, idb, judgb〉 |〈topb, idb, judgb〉 ∈ Qrels, topb ∈ Topicsi} ,

and
Blogsi ≡ {b|∃〈topb, idb, judgb〉 ∈ Qrelsi, judgb ≥ 1} ,
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then

Tsi ≡ Blogsi

and

Tri =
⋃

1≤ j≤5, j 
=i

Blogsj, i = 1,2, . . . ,5

Once our training and testing sets have been generated, we also checked whether
they approximately contain the same ratio, of opinionated posts, repeating the folds
identification process as long as they do not substantially differ in percentage of
opinionated documents.

Starting from each training set Tri, and for each tested value of the document fre-
quency k j, an opinion lexicon Lexi, j has been generated of all the terms t appearing
in at least k j blog posts of Tri. More formally:

Lexi, j ≡
{

t|DFt,Tri
≥ k j

}
,

where DFt,Tri
is the document frequency of t inside Tri, with i = 1,2, . . . ,5 and

j = 1,2, . . . ,10.
WordNet [13], an electronic lexical database for the English language created

with the purpose of supporting automatic text analysis, is then accessed to recognize
and discard all non-english terms from each Lexi, j.

To complete the learning process, all terms in each Lexi, j have been weighted by
a DFR-based query expansion model [5, 6]. As already stated, DFR models measure
the divergence of a term distribution in the whole collection, Tri, from its distribution
in a pseudo-relevance set, the subset of Tri made by the blog posts classified as
opinionated in the Qrels: in our case, the higher is the divergence, the more the term
is opinionated. Both the KL and Bo1 query expansion, parameter free, models have
been applied with this aim, as already stated in section 4.

For what concerns the testing process, as already stated, evaluations have be car-
ried out by means of the trec eval tool. In more detail, we considered MAP as the
main measure according to which comparisons are carried out; however, for the sake
of completeness, we also report P@10 and R-Prec [7] values.

Table 1 MAP of reference in evaluating the effectiveness and the stability of our approach

BL MAP P@10 R-Prec

BL1 0.2639 0.4753 0.3189
BL2 0.2657 0.5287 0.3189
BL5 0.3147 0.5307 0.3709
BL3 0.3201 0.5387 0.3647
BL4 0.3543 0.5580 0.3979
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Then, reference values for the evaluations have been fixed, obtaining them from
the baselines provided by NIST (see section 4) and denoting them as BL1,BL2, . . . ,
BL5. These values have been determined as follows: let BLi, j denote the set of entries
of BLi relevant with respect to topics in Ts j. More formally: let
〈topb, Idb,rankb,scoreb〉 denote any entry of BLi, where Idb is the identifier assigned
to the blog post b, commenting upon the topic topb, in measure quantified by scoreb,
determining the rank rankb of b in BLi, and let

BLi, j ≡
{〈topb, Idb,rankb,scoreb〉 |〈topb, Idb,rankb,scoreb〉 ∈ BLi, topb ∈ Ts j

}
,

where i, j = 1,2, . . . ,5.
The value of reference MAPi, for each baseline BLi, are shown in table 1. Since

we argue that the higher is the MAP of a baseline, the lower is the benefit achievable
by our lexicons, in order to make comparisons easier, baseline entries are arranged
in order of increasing values of MAPi.

Notice that, from these baselines, we already obtain rankings of topic relevance.
As a consequence, we may skip the fist step of the procedure introduced in section 3
and we may accomplish only the last two steps, comparing then the evaluation mea-
sures of the obtained re-rankings with the ones of the baselines.

Once the reference values have been fixed, we evaluate the effectiveness of
the approach for all generated lexicons. More precisely, for each baseline BLi

(i = 1,2, . . . ,5) and for each testing set Ts j ( j = 1,2, . . . ,5), BLi, j have been boosted
through Lex j,l , for each value of the document frequency kl (l = 1,2, . . . ,10): let
R-BLi, j,l denote the resulting new run.

The effectiveness of this process, as already stated, is evaluated by means of
trec eval: let MAPi, j,l denote the value of the MAP of R-BLi, j,l with respect to
Qrels j. Then, for each BLi (i = 1,2, . . . ,5) and for each kl (l = 1,2 . . . ,10), the mean
MAPi,l = ∑5

j=1
1
5 MAPi, j,l , has been computed.

As already stated, we first of all focus on the KL-Dfree1 combination of DFR
models. The results of our experiments are reported in table 2, which shows,
for each baseline BLi (1,2, . . . ,5) and for each considered document frequency
k j ( j = 1,2, . . . ,10), the value of MAPi, j and the percentage variation of MAPi, j

with respect to MAPi. The table also shows the average size Size j of the lexicons
Lex1, j,Lex2, j, . . . ,Lex5, j. Maximum values of MAPi, j are highlighted in boldface.

We also compute the standard deviation of MAPi, j,l with respect to Ts j. Table 3
shows these values, σi, j, for each baseline BLi and each value of the document fre-
quency k j (i = 1,2, . . . ,5, j = 1,2, . . . ,10).

Let us briefly discuss the results reported in tables 2 and 3. First of all, it is
worth to notice that ΔM%

i, j > 0, independently from the training set and the document
frequency threshold. Thus, in the average, our approach introduces a relevant benefit
with respect to IR systems not supporting any opinion-finding feature. Furthermore,
as k j grows, ΔM%

i, j increases up to a maximum, and then starts decreasing. This
reflects the intuition that too crowd lexicons, as also too poor ones, are not able to
effectively capture the content of opinion of a blog post. However, the effectiveness
of the derived lexicons is not greatly influenced by their size: in fact, for all baselines
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Table 2 Effectiveness of the KL-Dfree1 combination of DFR models in the re-ranking
process

KL-DFree1 Cross validation - MAP
BL1 BL2 BL5 BL3 BL4

k j Size j MAP1, j ΔM%
1, j MAP2, j ΔM%

2, j MAP5, j ΔM%
5, j MAP3, j ΔM%

3, j MAP4, j ΔM%
4, j

1 8627.6 0.3024 14.60% 0.2737 3.03% 0.3378 7.33% 0.3448 7.71% 0.3731 5.32%
100 4711.8 0.3024 14.60% 0.2737 3.03% 0.3378 7.33% 0.3448 7.71% 0.3731 5.31%
500 2177.4 0.3024 14.60% 0.2738 3.06% 0.3377 7.31% 0.3448 7.72% 0.3732 5.33%
1000 1452.8 0.3024 14.60% 0.2740 3.13% 0.3377 7.31% 0.3449 7.74% 0.3732 5.33%
3000 606.2 0.3025 14.63% 0.2749 3.46% 0.3380 7.41% 0.3448 7.70% 0.3735 5.41%
5000 364.4 0.3027 14.70% 0.2756 3.74% 0.3383 7.51% 0.3448 7.72% 0.3738 5.52%
8000 223.8 0.3023 14.54% 0.2767 4.15% 0.3384 7.53% 0.3448 7.72% 0.3745 5.71%

10000 147.6 0.3020 14.42% 0.2772 4.33% 0.3381 7.45% 0.3444 7.59% 0.3743 5.66%
15000 65.2 0.2992 13.39% 0.2774 4.42% 0.3345 6.28% 0.3434 7.27% 0.3734 5.39%
20000 18.4 0.2936 11.26% 0.2751 3.55% 0.3273 4.00% 0.3402 6.27% 0.3680 3.86%

KL-DFree1 Cross validation - P@10
BL1 BL2 BL5 BL3 BL4

k j P@101, j ΔP%
1, j P@102, j ΔP%

2, j P@105, j ΔP%
5, j P@103, j ΔP%

3, j P@104, j ΔP%
4, j

1 0.5313 11.79% 0.5387 1.89% 0.5760 8.54% 0.5787 7.42% 0.5867 5.14%
100 0.5313 11.79% 0.5387 1.89% 0.5760 8.54% 0.5787 7.42% 0.5867 5.14%
500 0.5313 11.79% 0.5393 2.01% 0.5760 8.54% 0.5787 7.42% 0.5873 5.26%

1000 0.5300 11.51% 0.5393 2.01% 0.5760 8.54% 0.5793 7.54% 0.5873 5.26%
3000 0.5313 11.79% 0.5373 1.63% 0.5773 8.79% 0.5793 7.54% 0.5867 5.14%
5000 0.5320 11.93% 0.5373 1.63% 0.5767 8.66% 0.5787 7.42% 0.5887 5.49%
8000 0.5320 11.93% 0.5380 1.76% 0.5780 8.91% 0.5800 7.67% 0.5874 5.26%
10000 0.5307 11.65% 0.5393 2.01% 0.5760 8.54% 0.5787 7.42% 0.5873 5.26%
15000 0.5273 10.95% 0.5393 2.01% 0.5700 7.41% 0.5800 7.67% 0.5873 5.26%
20000 0.5227 9.96% 0.5373 1.63% 0.5673 6.90% 0.5720 6.19% 0.5860 5.02%

KL-DFree1 Cross validation - R-Prec
BL1 BL2 BL5 BL3 BL4

k j RPrec1, j ΔRP%
1, j RPrec2, j ΔRP%

2, j RPrec5, j ΔRP%
5, j RPrec3, j ΔRP%

3, j RPrec4, j ΔRP%
4, j

1 0.3568 11.90% 0.3263 2.33% 0.3951 6.53% 0.3880 6.38% 0.4145 4.17%
100 0.3568 11.90% 0.3264 2.35% 0.3951 6.53% 0.3880 6.38% 0.4145 4.16%
500 0.3568 11.90% 0.3264 2.34% 0.3952 6.56% 0.3880 6.38% 0.4149 4.28%
1000 0.3568 11.90% 0.3264 2.36% 0.3952 6.56% 0.3881 6.41% 0.4150 4.29%
3000 0.3565 11.80% 0.3271 2.58% 0.3952 6.55% 0.3876 6.29% 0.4150 4.29%
5000 0.3571 11.98% 0.3277 2.75% 0.3953 6.58% 0.3882 6.45% 0.4156 4.44%
8000 0.3555 11.48% 0.3281 2.88% 0.3955 6.64% 0.3891 6.70% 0.4148 4.26%

10000 0.3548 11.27% 0.3282 2.91% 0.3953 6.59% 0.3889 6.65% 0.4144 4.16%
15000 0.3531 10.71% 0.3288 3.12% 0.3910 5.43% 0.3880 6.39% 0.4133 3.88%
20000 0.3461 8.53% 0.3266 2.43% 0.3866 4.23% 0.3827 4.95% 0.4072 2.34%

the difference between the maximum and the minimum achieved benefit is quite
small. Hence, it is possible to keep the document frequency threshold high enough
to maintain the size of the lexicon tractable, without losing much of its effectiveness.

When considering standard deviation values σi, j for the MAP, we may notice that
they are always small, thus confirming the substantial independence of our method
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Table 3 Dependence of MAPi, j,l from the particular testing set for the KL-Dfree1 combination
of DFR models

KL-DFree1
BL1 BL2 BL5 BL3 BL4

k j σ1, j σ2, j σ5, j σ3, j σ4, j

1 4.50% 4.25% 5.03% 4.86% 4.60%
100 4.50% 4.25% 5.03% 4.86% 4.60%
500 4.49% 4.25% 5.04% 4.86% 4.60%

1000 4.48% 4.23% 5.04% 4.85% 4.60%
3000 4.47% 4.25% 5.04% 4.85% 4.61%
5000 4.47% 4.25% 5.02% 4.83% 4.60%
8000 4.43% 4.31% 4.99% 4.79% 4.62%
10000 4.41% 4.31% 4.94% 4.77% 4.62%
15000 4.34% 4.33% 4.96% 4.71% 4.58%
20000 4.44% 4.28% 4.58% 4.66% 4.43%

from the training sets. Taking a look to the maximum values of ΔM%
i, j , it is also clear

that our assumption that the higher is the MAP of a baseline, the lower is, reason-
ably, the benefit achieved by our lexicons, is confirmed, with the only exception of
BL2. The reason why the intuition is not verified for this baseline is not clear at the
moment, and it may require a deeper investigation.

Concerning P@10 and R-Prec values, also in this case we always obtain an in-
crement on the original baseline values. Furthermore, the difference between the
best and the worst improvement is quite small. Differently from the MAP case, and
in particular for P@10, the values trend is not so regular. Finally, the MAP values
always overcome the increases obtained in the other two measure. All these obser-
vations allow us to assert that our method does not affect only early precision, but
also performs a substantial improvement in the whole ranking.

Despite of the assumed suitability of KL to approximate the opinion entropy func-
tion, we also repeated our evaluation applying the Bo1-DFree1 combination of DFR
models. Bo1 is one of the most effective DFR Query Expansion models, based on
the Bose-Einstein distribution: compared with KL, it tends to identify a more broad
set of relevant terms for a given document. This implies that Bo1 identifies more
candidate terms with respect to KL and the generated lexicons have a greater num-
ber of opinionated terms.

Table 4 shows the results of our experimentation. The most important observation
here is that the achieved benefit is, for all the baselines and for all the document
frequency thresholds, outperformed by the benefit introduced by the Bo1-DFree1
solution, with the only exception of the baseline BL5 and k j > 15000. Furthermore,
it is worth to notice that, in some cases, the re-ranked baseline is outperformed by
IR systems not supporting any opinion-finding feature (negative values of ΔM%

i, j).
These observations enforce the effectiveness of the KL choice. In fact, what we
really need is not just a query expansion model, but also a good approximation of
the opinion entropy function.
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Table 4 Effectiveness of the Bo1-Dfree1 combination of DFR models in the re-ranking
process

Bo1-DFree1 Cross validation
BL1 BL2 BL5 BL3 BL4

k j Size j MAP1, j ΔM%
1, j MAP2, j ΔM%

2, j MAP5, j ΔM%
5, j MAP3, j ΔM%

3, j MAP4, j ΔM%
4, j

1 14281.5 0.2701 2.36% 0.2536 -3.92% 0.3070 -2.45% 0.3160 -1.29% 0.3505 -1.08%
100 8705.25 0.2698 2.24% 0.2530 -4.79% 0.3178 0.97% 0.3179 -0.70% 0.3475 -1.93%
500 4030.75 0.2698 2.23% 0.2538 -4.49% 0.3182 1.11% 0.3179 -0.68% 0.3479 -1.80%
1000 2640.8 0.2873 8.87% 0.2584 -2.74% 0.3266 3.79% 0.3338 4.29% 0.3612 1.94%
3000 1041.2 0.2889 9.47% 0.2631 -0.96% 0.3289 4.52% 0.3346 4.52% 0.3641 2.77%
5000 591.2 0.2902 9.97% 0.2678 0.78% 0.3321 5.54% 0.3353 4.74% 0.3676 3.75%
8000 281 0.2923 10.76% 0.2728 2.67% 0.3344 6.26% 0.3375 5.43% 0.3705 4.56%

10000 199.4 0.2934 11.18% 0.2743 3.24% 0.3355 6.60% 0.3381 5.62% 0.3713 4.80%
15000 75.2 0.2941 11.44% 0.2756 3.71% 0.3365 6.91% 0.3386 5.77% 0.3716 4.88%
20000 19.6 0.2881 9.19% 0.2729 2.71% 0.3296 4.75% 0.3357 4.86% 0.3661 3.34%

Table 5 Effectiveness of the KL-DPH combination of DFR models in the re-ranking process

KL-DPH Cross validation
BL1 BL2 BL5 BL3 BL4

k j Size j MAP1, j ΔM%
1, j MAP2, j ΔM%

2, j MAP5, j ΔM%
5, j MAP3, j ΔM%

3, j MAP4, j ΔM%
4, j

1 8627.6 0.3034 14.98% 0.2768 4.17% 0.3324 5.62% 0.3472 8.48% 0.3549 0.16%
100 4711.8 0.3035 15.00% 0.2768 4.17% 0.3324 5.62% 0.3473 8.48% 0.3549 0.16%
500 2177.4 0.3035 15.01% 0.2771 4.28% 0.3324 5.62% 0.3473 8.48% 0.3549 0.16%
1000 1452.8 0.3035 15.01% 0.2773 4.36% 0.3324 5.62% 0.3473 8.49% 0.3549 0.18%
3000 606.2 0.3037 15.09% 0.2783 4.76% 0.3325 5.64% 0.3474 8.52% 0.3552 0.24%
5000 364.4 0.3040 15.20% 0.2783 4.76% 0.3378 7.35% 0.3478 8.66% 0.3724 5.10%
8000 223.8 0.3036 15.03% 0.2792 5.07% 0.3376 7.28% 0.3481 8.73% 0.3721 5.02%

10000 147.6 0.3033 14.94% 0.2800 5.37% 0.3368 7.02% 0.3481 8.75% 0.3717 4.91%
15000 65.2 0.3009 14.01% 0.2802 5.44% 0.3292 4.61% 0.3481 8.75% 0.3526 -0.47%
20000 18.4 0.2857 8.27% 0.2705 1.79% 0.3171 0.76% 0.3423 6.94% 0.3419 -3.51%

Table 6 Final validation of the effectiveness of the KL-Dfree1 combination of DFR models
in the re-ranking process

KL-DFree1 Final validation
BL1 BL2 BL5 BL3 BL4

k j Size j MAP1, j ΔM%
1, j MAP2, j ΔM%

2, j MAP3, j ΔM%
3, j MAP4, j ΔM%

4, j MAP5, j ΔM%
5, j

1 8529 0.3010 14.06% 0.2742 3.20% 0.3332 5.88% 0.3452 7.84% 0.3731 5.31%
100 5125 0.3010 14.06% 0.2742 3.20% 0.3332 5.88% 0.3452 7.84% 0.3731 5.31%
500 2455 0.3010 14.06% 0.2742 3.20% 0.3332 5.88% 0.3451 7.81% 0.3731 5.31%

1000 1668 0.3010 14.06% 0.2743 3.24% 0.3332 5.88% 0.3451 7.81% 0.3730 5.28%
3000 750 0.3009 14.02% 0.2748 3.42% 0.3333 5.91% 0.3450 7.78% 0.3732 5.33%
5000 463 0.3011 14.10% 0.2758 3.80% 0.3336 6.01% 0.3451 7.81% 0.3741 5.59%
8000 271 0.3011 14.10% 0.2764 4.03% 0.3336 6.01% 0.3450 7.78% 0.3741 5.59%

10000 208 0.3010 14.06% 0.2766 4.10% 0.3337 6.04% 0.3451 7.81% 0.3742 5.62%
15000 111 0.2997 13.57% 0.2773 4.37% 0.3331 5.85% 0.3441 7.50% 0.3734 5.39%
20000 57 0.2973 12.66% 0.2774 4.40% 0.3313 5.27% 0.3429 7.12% 0.3723 5.08%
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Table 7 Final validation of the effectiveness of the KL-DPH combination of DFR models in
the re-ranking process

KL-DPH Final validation
BL1 BL2 BL5 BL3 BL4

k j Size j MAP1, j ΔM%
1, j MAP2, j ΔM%

2, j MAP3, j ΔM%
3, j MAP4, j ΔM%

4, j MAP5, j ΔM%
5, j

1 8529 0.3046 15.42% 0.2769 4.22% 0.3399 8.01% 0.3480 8.72% 0.3728 5.22%
100 5125 0.3046 15.42% 0.2769 4.22% 0.3399 8.01% 0.3480 8.72% 0.3728 5.22%
500 2455 0.3046 15.42% 0.2770 4.25% 0.3398 7.98% 0.3479 8.68% 0.3728 5.22%

1000 1668 0.3046 15.42% 0.2771 4.29% 0.3398 7.98% 0.3479 8.68% 0.3729 5.25%
3000 750 0.3047 15.46% 0.2777 4.52% 0.3399 8.01% 0.3479 8.68% 0.3727 5.19%
5000 463 0.3051 15.61% 0.2784 4.78% 0.3401 8.07% 0.3480 8.72% 0.3731 5.31%
8000 271 0.3052 15.65% 0.2794 5.16% 0.3402 8.10% 0.3484 8.84% 0.3729 5.25%

10000 208 0.3055 15.76% 0.2821 6.17% 0.3415 8.52% 0.3490 9.03% 0.3749 5.81%
15000 111 0.3036 15.04% 0.2828 6.44% 0.3389 7.69% 0.3485 8.87% 0.3725 5.14%
20000 57 0.2971 12.58% 0.2751 3.54% 0.3255 3.43% 0.3464 8.22% 0.3602 1.67%

Since KL is confirmed as an effective choice, we once again repeat our experi-
ments applying the KL-DPH combination of DFR models. The results are shown
by table 5: it is clear from such results that DPH and DFree1 have similar perfor-
mance in terms of the introduced benefits and of the size of the lexicons required
to achieve these improvements. We may also notice that DPH seems to outperform
DFree1 when the baseline is difficult. Anyway, a deeper investigation would be re-
quired to give this observation a statistical relevance.

To conclude the cross validation process, a final experimentation has been con-
ducted by extracting the lexicons from the whole set of opinionated blog posts and
testing their effectiveness on BLi, i = 1,2, . . .5. Both the KL-DFree1 and the KL-
DPH combinations of DFR models have been considered. Tables 6 and 7 show the
results of both experimentations.

The comparison of table 2 with 6 and of table 5 with 7, substantially confirms the
results of our cross validation process.

Let us now compare the results we achieved at the last TREC Blog Track to
the ones obtained by other participants. We report in table 8 the median, worst and
best values of MAP for all the participants with respect to baseline 4, which has
the highest opinion finding MAP. Those values are related to the new 50 topics of
TREC 2008.

Table 8 Median, best and worst MAP values and their percentage variation, for all
participants to TREC 2008 on baseline 4, which is the best one with respect to opinion MAP

MAP ΔM%
4

median 0.3964 3.72%
best 0.4189 9.60%

worst 0.2341 -38.75%

our 0.4006 4.81%
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It is worth to notice that the median increase of BL4 is small, confirming that
improving a good baseline is difficult. In addition, our approach shows a substantial
effectiveness when compared to the results obtained by TREC participants.

Finally, let us compare our lexicon based approach with the ones proposed by
He et al. in [14]: in these papers different approaches, some of them also relying
on proximity evaluation, are introduced and studied. We limit ourselves to consider
only the simpler model presented, where proximity is not exploited.

Both models are based on both a DFR approach to the automatic construction
of an opinion lexicon and a re-ranking strategy. However, the modalities of lexicon
construction are quite different, as well as the re-ranking function itself. For more
details see [14, 38]. This comparison allows a final evaluation of the effectiveness
obtainable by lexicon based approaches. On table 9, we consider the MAP values
obtained on the 5 TREC baselines for the topics of the last two TREC editions, list-
ing the ones resulting by our approach in the final validation with KL-DPH models
combination, those obtained in [14] approach as reported in [38] (referred in the
table as HMHO), and the TREC median. Also in this case we sorted the baselines,
according to the increasing order of MAP values.

Table 9 Comparison between our lexicon based approach to opinion mining, the one
proposed in [14] and the median values of TREC 2008 participants

topic 2007 BL1 BL2 BL3 BL4 BL5

baseline 0.2758 0.3034 0.3489 0.3784 0.3805 ΔM%

HMHO 0.2988 0.3020 0.3561 0.3885 0.3839 2.70%
KL-DPH 0.3245 0.3320 0.3858 0.4090 0.4149 10.84%

TREC median 0.3077 0.3298 0.4128 0.3950 0.3709 9.12%

topic 2008 BL2 BL5 BL1 BL3 BL4

baseline 0.2639 0.2988 0.3239 0.3564 0.3822 ΔM%

HMHO 0.2621 0.3008 0.3512 0.3669 0.3964 3.02%
KL-DPH 0.2776 0.3215 0.3681 0.3848 0.3997 7.78%

TREC median 0.2705 0.3010 0.3493 0.3705 0.3848 0.76%

Notice that our lexicon based approach always overcomes the TREC median,
with only one exception. In general, also the approach in [14] exceeds the TREC
median, showing its effectiveness. While KL-DPH seems to be more effective, the
evaluation is not definitive, due to the use of different training sets. Besides, the
values reported for [14], are related to the simpler method they propose, which is
the most similar to our model. The MAP improvements obtained on each baseline
by these two approaches maintain in fact an approximately constant gap, showing a
similar behavior of the models.

5.1 Lexicons Composition

Finally, we investigate the composition of the generated lexicons, mainly focus-
ing on the presence of stop-words. We will compare the content of each Lexi, j,
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generated in the cross validation process, with the one of the stop-word list pro-
vided by Terrier. To accomplish this task, stop words have been stemmed by the
same stemming algorithm adopted to pre-processing the collection of blog posts,
i.e. the Weak-Porter Stemmer. Table 10 shows the results of this investigation.

Table 10 Overlap between Lex j , for each level k j , and a standard stop words list of english
terms provided by Terrier [28]

KL Bo1
k j Size j SWL∩Lex j % Size j SWL∩Lex j %
1 8627.6 229.8 2.66% 14281.5 295.5 2.07%

100 4711.8 221 4.69% 8705.25 290.25 3.33%
500 2177.4 209 9.60% 4030.75 266 6.60%

1000 1452.8 200.2 13.78% 2640.8 253.4 9.60%
3000 606.2 166.6 27.48% 1041.2 205.2 19.71%
5000 364.4 137.6 37.76% 591.2 165 27.91%
8000 223.8 115 51.39% 281 122.6 43.63%
10000 147.6 92.8 62.87% 199.4 100 50.15%
15000 65.2 52.4 80.37% 75.2 54.4 72.34%
20000 18.4 18 97.83% 19.6 18 91.84%

The results are quite surprising, since stop-words are usually considered either
noisy terms (i.e., articles, prepositions) or so common that their presence should not
really characterize a document at all. For the opinion mining task instead, they turn
out to be useful. It is quite impressive, in fact, that the best performing lexicons, for
both KL and Bo1, are the ones obtained for a document frequency higher than 8000,
i.e. the ones showing a predominant presence of stop-words (at least half of the
lexicon in most of the cases). This means that some stop words are opinion bearing,
i.e. are used so much differently in opinionated documents that in objective ones, to
be statistically relevant in opinion detection.

6 Polarity Detection

In the previous section, we show that our lexicon based method is effective in iden-
tifying and weighting documents according to their opinion content. One can argue
whether the same approach gives comparable benefits when applied to polarity de-
tection, i.e. to the identification and the weighting of blog posts on the basis of
the polarity (positive or negative) of the opinion they express. Unfortunately, this
does not seem to be the case, as we experienced in our participation to TREC 2008
blog track [31]. In what follows we briefly report on this participation and close the
section with some alternative approaches we started to follow trying to improve the
poor results we achieved.

We assumed that if we can statistically identify terms bearing an opinion content,
we can, in the same way, identify terms that are used to express positive or neg-
ative opinions. Consequently, we tried to predict the polarity orientation of a blog
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post just by observing the distribution of its terms. With this aim, analogously to
what described in section 4, we defined and approximated an average positive and
negative entropy function.

By these approximations we built two polarized opinion lexicon, for positive and
negative terms respectively. We started by the same assumptions followed for the
opinion lexicon, exploiting the divergence between the distribution of terms in in
the set of blog posts expressing a positive (resp., negative) opinion on some topics
and the set of all the opinionated blog posts for the same topics.

In this process of construction, contrary to the opinion retrieval case, we assumed
that stop-words only introduce noise when dealing with polarity and consequently
discarded them from each blog post in the collection. For example, while stop-words
like “not” or “I” seems to bear an opinion content, they does not seem to contribute
to the polarity of the expressed opinion.

As far as the polarity recognition process is concerned, we quantified the benefit
introduce with respect to IR systems which do not support any polarity-finding fea-
ture. In the approach we considered, the polarity rank of a blog post is determined
starting from the weights assigned to polarity bearing terms in the two lexicons: the
post has assigned a positive and a negative score of polarity, while its final score, the
one determining its position in the ranking, is obtained as a difference of the two. If
this final score is positive, the document is classified as expressing a positive opin-
ion; a negative opinion, otherwise. Finally if the score is close to zero, the document
has been considered to be mixed.

Unfortunately, this approach gave poor results but, even worse, also most of the
participants to the TREC blog track experienced the same unsatisfactory perfor-
mances (most of the submitted runs resulted to be worse than the starting baseline).
This seems to affirm that polarity detection is really a challenging task to deal with,
as shown by table 11, borrowed from [31], that provides the average best, median
and worst MAP measures for each of the 150 topics considered in this paper, across
all 2006-2008 years, for all submitted baselines and runs.

Table 11 Best, median, worst of baseline and polarity runs over all 150 topics of Blog Track
participants [31]

Baselines runs Polarity runs
MAPpos MAPneg MAPmix MAPpos MAPneg MAPmix

median 0.1143 0.0751 0.0964 0.1143 0.0648 0.0933
best 0.2367 0.1676 0.1854 0.4006 0.4292 0.3693

worst 0.0144 0.0055 0.0114 0.0028 0.0011 0.0031

Since the lexicon based approach we considered is not successful in polarity de-
tection, it seems necessary to change perspective of analysis: in particular, relaxing
the bag of words hypothesis appears a necessary step towards the definition of more
effective techniques. In particular, passage retrieval techniques [15, 21, 36] could be
applied to try to maintain the relationship among words in the whole document or
in some of its portion, such as chapters, paragraphs, sentences, fixed or variable size
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windows of text. Using passage retrieval in polarity retrieval has been proved useful
by several participants to the TREC [29, 24, 31], even if in combination with other
techniques [42, 19].

A different approach is the one based on the concept of cover, i.e. a sequence of
terms that begins and ends with a term of the query [27, 19]. In particular in [27] it
has been proved that, if the weights are assigned to the covers by a length normalized
scoring function, then the best passage, i.e. the passage that maximizes the scoring
function, is a cover.

In general, however, the efficiency and effectiveness of such type of techniques
for polarity retrieval have still to be more completely characterized.

7 Conclusions

The main aim of this work is to prove the effectiveness of the proposed model and to
investigate its stability. In particular, since this approach relies on a training phase, it
is relevant to verify that it maintains its effectiveness as the training set changes. For
such a reason we performed a 5-fold cross-validation, evaluating the appropriate-
ness of the model and attesting its stability. The overall performance is quite high,
improving the baseline MAP by more than 10% in some cases.

Furthermore, the model maintains its effectiveness on lexicons of different size,
showing that it is possible to obtain good results in opinion retrieval even by using
small dictionaries.

The comparison between KL and Bo1, asserts that the quality of the opinion
retrieval method presented here is greatly dependent from the underlying dictionary.
It is also clear that KL obtains better performance than Bo1, also generally returning
smaller lexicons. This evidence reinforce the validity of our theoretical model in
identifying opinion bearing terms. KL in fact, differently from Bo1, is a measure of
terms distribution divergence that is used as approximation of the opinion entropy
function.

It is also worth to notice that the analysis of lexicons has shown how a lot of terms
identified as opinion bearing are characterized by a low information content. This
suggests that also some common stop words could be useful in the identification
of opinion expressions. A deeper analysis should be performed to identify more
precisely these terms and to investigate their relationship with well known opinion
bearing terms like verbs or adjectives. This follows the assumption that there are
terms that links concepts in the sentences. For examples in [10] is reported a study
on the role of adjectives and verbs affirming that, since verbs link nouns, also verbs
possibly testify presence of opinions.

Finally, the results obtained by applying the DPH weighting model to assign
opinion scores to documents shows instead how it is possible to improve the perfor-
mance of the system. A further investigation on the best weighting model should be
accomplished.

For what regards polarity detection, it seems that an approach derived from the
one used for opinion retrieval would not be successful. A bag of words approach
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seems to be not sufficient to effectively tackle the problem, as also confirmed by
TREC Blog tracks results [29, 24, 31]. For polarity detection, in fact, we must focus
not only on single terms appearing in a document, but also on their relationships.
For example it has been shown that in subjective documents the presence of adverbs
surrounding adjectives influences the strength of opinion expressed [8]. Moreover,
in English a noun follows an adjective with probability 0.57 [39], suggesting that
either proximity analysis [37] or passage retrieval [19] could be suitably applied to
the problem.
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A Suite of Semantic Web Tools Supporting  
Development of Multilingual Ontologies 

Maria Teresa Pazienza, Armando Stellato, and Andrea Turbati*  

Abstract. The multilingual aspects which characterize the (Semantic) Web and 
the constant demand for more understandable and easy-to-share forms of knowl-
edge representation, push for a more “linguistically aware” approach to ontology 
development and foresees an environment where formal semantics could coexist 
with natural language, contributing to improve “shareability” of the content they 
describe. As a consequence ontologies should be enriched to both cover formally 
expressed conceptual knowledge as well as to expose content in a linguistically 
motivated fashion. In this paper we present a suite of tools, libraries and ontolo-
gies, ranging from ontology development to language resources access and man-
agement, supporting the development of multilingual ontologies. The contribution 
of this work, going beyond mere tool presentation, is two-fold: the presented tools 
implicitly embody a new way (methodology?) of rethinking the development of 
ontologies in terms of making their content easy reusable and comprehensible; 
moreover, they represent living proofs of software engineering principles asso-
ciated to software reuse, documentation, modularity, interaction analysis, applied 
to the domain of Knowledge Management Software. 

1   Introduction 

Semantic Web ontologies represent the shared vocabularies through which  
machines can read and access content from the Web, or even communicate be-
tween them, to exchange information or cooperate for achieving some goal. This 
definition implicitly assumes that in an heterogeneous scenario like the whole 
WWW, the same concepts will be represented by the same ontologies and that, 
therefore, ontological models of data will be consistent; conversely, sensible effort 
will be put in trying to match these “not-so-shared” vocabularies. If that general 
assumption may hold true for reduced-size, very specific and data-oriented  
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ontologies (e.g. the WGS84 Geo Positioning RDF vocabulary1, which contains 
only a few properties for describing latitude, longitude and point-in-space con-
cepts), for larger domain descriptions, requiring different levels of abstraction and 
different perspectives depending on local needs, we expect to see several, different 
ontologies arise from independent organizations, often addressing overlapping  
domains.  

Two issues then urge to be solved: first, facilitating people and automated sys-
tems in performing alignments between ontologies where they represent the same 
concepts and, secondly, make their vocabularies more explicit to humans, so that 
they can be re-used consistently in different scenarios and by different actors; in 
this sense, logical consistency may only help in restricting the range of possible 
interpretations which may be assigned to logical symbols, while common-sense 
human reasoning using these vocabularies may beneficiate a lot by the presence of 
clear and exhaustive documentation. Extensive use of Natural Language contents, 
providing free descriptions, synonymical expressions and translations in different 
idioms of the intended meaning of a vocabulary, appears thus as the most intuitive 
kind of documentation for data structures such as ontologies, dealing with repre-
sentation of domains. Several efforts have been undertaken to cover different  
aspects of this problem, motivating the adoption of linguistic resources for enrich-
ing ontology vocabularies with natural language contents [25,32,34,31,15], show-
ing useful applications exploiting these combined resources [2,30,6], providing 
standards for representing this enrichment/integration, like in SKOS2 (Simple 
Knowledge Organization Systems) and in [4], and promoting the development of 
techniques for automating this task [26]. 

Objective of our research work, which moves in between the Ontology Engi-
neering and Natural Language Processing areas, is to strongly integrate conceptual 
and linguistic knowledge to reduce the everlasting gap which exists between these 
two forms of knowledge representation, breaking down the barrier between what 
is known as the “world model” of intelligent systems, and what is the “world  
outside there”, characterized by real documents written in natural language. 

In this context, a suite of tools, libraries and ontologies dedicated to the devel-
opment of multilingual ontologies will be presented. First, the Linguistic Water-
mark Ontology Suite and Java Library: a suite of ontologies for describing both 
linguistic resources and software interfaces for accessing their content, other than  
representing (multi)lingual information inside ontologies, and a java extensible  
library providing interfaces (and a few implementations) for covering all of the 
above tasks. Then, the OntoLing Framework will be showed: a portable extension 
for ontology development tools supporting manual and semi-automatic annotation 
of ontological data with information from different, heterogeneous linguistic  
resources. Lastly, we describe Semantic Turkey, a Web Browser extension for 
Knowledge Management and Acquisition of Semantic Web data, and introduce 
for the first time OntoLing-ST, an implementation of the recent OntoLing 4.0 
which, thanks to its high portability across different platforms and ontology  
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standards, has been easily integrated in the Semantic Turkey environment. Before 
introducing the above tools, section 2 will discuss state-of-the-art on language  
representation and linguistic resource modeling, while section 3 exposes our  
desiderata in reconsidering the process of ontology development, and details  
requirements for building applications for multilingual ontology development. 

2   State of the Art and Standards for Linguistic Resources and 
Language Representation 

“The term linguistic resources refers to (usually large) sets of language data and 
descriptions in machine readable form, to be used in building, improving, or eva-
luating natural language (NL) and speech algorithms or systems” [8]. Examples of 
linguistic resources are written and spoken corpora, lexical databases, grammars, 
treebanks and field notes. In particular, this definition includes lexical databases, 
bilingual dictionaries and terminologies (which can all be indicated as lexical re-
sources), which may reveal to be necessary in the context of a more linguistic-
aware approach to KR. In past years, several lexical resources were developed and 
made accessible (a few for free), and a wide range of resources is now available, 
ranging from simple word lists to complex MRDs and thesauruses. These  
resources largely differentiate between the explicit linguistic information they ex-
pose, which may vary in format, content granularity and motivation (linguistic 
theories, task or system-oriented scope etc…).  

Multiple efforts have been spent in the past towards the achievement of consen-
sus among different theoretical perspectives and systems design approaches. The 
Text Encoding Initiative (www.tei-c.org) and the LRE-EAGLES (Expert Advisory 
Group on Linguistic Engineering Standards) project [5] are just a few, bearing the 
objective of making possible the reuse of existing (partial) linguistic resources, 
promoting the development of new linguistic resources for those languages and 
domains where they are still not available, and creating a cooperative infrastruc-
ture to collect, maintain, and disseminate linguistic resources on behalf of the  
research and development community. 

A more recent effort is given by the Lexical Markup Framework [11] – which 
is now pursuing ISO standardization – a UML-based model for the description of 
Lexical Resources. However, at the present time, a definitive standard is not avail-
able. Often, even a local agreement on the model adopted to describe a given  
(a series of) resource does not prevent from an incorrect formulation of its content. 
This is due to the fact that many resources have been initially conceived for  
humans and not for machines. As an example, in existing available dictionaries, 
the definitions of words and synonyms are not always managed the same way: in 
some cases synonyms are clustered upon the senses which are related to the par-
ticular term being examined (among others, Babylon, www.babylon.com, and 
Dict, www.dict.org/bin/Dict dictionaries, where the senses are separated by a “;” 
symbol), other simply report flat lists of terms without even identifying their dif-
ferent meanings (as in Freelang dictionaries: www.freelang.com). In several  
dictionaries, synonyms are mixed with extended definitions (glosses) in an  
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unpredictable way and it is not possible to automatically distinguish them. Terms 
reported as synonyms may sometimes not be truly synonyms of the selected term, 
but may represent more specific or general concepts (this is the case of the Micro-
soft Word synonymn prompter). Of course, the ones mentioned above represent 
mere dictionaries not adhering to any particular linguistic model, though they may 
represent valuable resources on their own. 

A much stronger model is offered by WordNet [21,10], which, being a struc-
tured lexical database, presents a neat distinction between words, senses and 
glosses, and is characterized by diverse semantic relations like hy-
pernymy/hyponymy, antonymy etc… Though not being originally realized for 
computational uses, and being built upon a model for the mental lexicon, WordNet 
has become a valuable resource in the human language technology and artificial 
intelligence. Due to its vast coverage of English words, WordNet provides general 
lexico-semantic information on which open-domain text processing is based. Fur-
thermore, the development of WordNets in several other languages [37,33,35] ex-
tends this capability to trans-lingual applications, enabling text mining across  
languages. 

3   Linguistic Enrichment of Ontologies: Motivation and 
Desiderata 

Ontology Development is a task requiring considerable human involvement and 
effort, at a large extent with the objective of providing a shareable perspective 
over domain related knowledge. What “shareable” means, depends on the nature 
of the task(s) the ontology is thought for. The scenario offered by the Semantic 
Web is in fact characterized by distributed services which must both realize and 
rely on a proper connection of machine-accessible formal semantics and more tra-
ditional Web content. 

For this connection to be true, a complete Ontology Development process 
should consider the formal aspects of conceptual knowledge representation, as 
well as guarantee that the same knowledge be recognizable amongst its multiple 
expressions which are available on real data: that is language. 

To achieve such an objective, we should reconsider the process of Ontology 
Development to include the enrichment of semantic content with proper lexical 
expressions in natural language. Ontology Development tools should reflect this 
need, supporting users with dedicated interfaces for browsing linguistic resources: 
these are to be integrated with classic views over knowledge data such as class 
trees, slot and instance lists, offering a set of functionalities for linguistically en-
riching concepts and, possibly, for building new ontological knowledge starting 
from linguistic one. 

By considering some of our past experiences [l,29,27] with knowledge 
based applications dealing with concepts and their lexicalizations, a few basic 
functionalities for browsing linguistic resources (from now on, LRs) emerged 
to be mandatory: 
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Fig. 1 Semantic Bookmarking with Semantic Turkey 

 

− Search term definitions (glosses) 
− Ask for synonyms 
− Separate different sense of the same term 
− Explore genus and differentia 
− Explore resource-specific semantic relations 

as well as some others for ontology editing: 
 

− Add synonyms (or translations, for bilingual resources) as additional labels for 
identifying concepts 

− Add glosses to concepts description (documentation) 
− Use notions from linguistic resources to create new concepts 

While ontologies have undergone a process of standardization which culminated, 
in 2004, with the promotion of OWL as the official ontology language for the se-
mantic web, linguistic resources still maintain heterogeneous formats and follow 
different models, which make tricky the development of such an interface. 

In the next sections we present our suite of tools for multilingual ontology  
development, starting by first through our ontology development and knowledge  
acquisition framework Semantic Turkey, and then presenting the suite of ontolo-
gies, software libraries and tools supporting multilingual enrichment of ontologies. 

4   Semantic Turkey 

Semantic Turkey [14] was born inside a national project – funded by the FILAS 
agency (Finanziaria Laziale di Sviluppo) under contract C5748-2005 – focused on 
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innovative solutions for browsing the web and for collecting and organizing the 
information observed during navigation (Fig. 1). 

The prototype for the project immediately took the form of a Web Browser ex-
tension allowing users to annotate information from visited web sites and organize 
it according to a personally defined domain model: Semantic Turkey paradigmatic 
innovation was in fact to “obtain a clear separation between (acquired) knowledge 
data (the WHAT) and web links (the WHERE)” pointing to it. That is, to be able, 
through very easy-to-use drag’n’drop gestures, to select textual information from 
web pages, create objects in a given domain and annotate their presence in the web 
by keeping track of the selected text and of its provenience (web page url, title 
etc…). We coined the expression “semantic bookmarking” for this kind of activity.  

Due to its proverbial extendibility, the Firefox platform3 had been chosen as the 
hosting browser for our application, while Semantic Web standards and technolo-
gies were the natural candidate for representing its knowledge model. 

Standing on top of mature results from research on Semantic Web technologies, 
like Sesame [3] and OWLim [18] as well as on a robust platform such as the Fire-
fox web browser, ST (Semantic Turkey) differentiates from other existing ap-
proaches which are more specifically tailored respectively towards knowledge 
management and editing [13], semantic mashup and browsing [9,16] and pure  
semantic annotation [7,17], by introducing a new dimension which is unique to the 
process of building new knowledge while exploring the web to acquire it. 

By focusing on this aspect, which has been further investigated in the two years 
of finalization leading to the current release, we went beyond the original concept 
of Semantic Bookmarking and tried to amplify the potential of a new Knowledge 
Management and Acquisition System: we thus aimed at reducing the impedance 
mismatch between domain experts and knowledge investigators on the one side, 
and knowledge engineers on the other, providing them with a unifying platform 
for acquiring, building up, reorganizing and refining knowledge. 

4.1   Semantic Turkey Architecture 

The architecture (Fig. 2) of Semantic Turkey follows a three layered design, with 
the presentation layer embodying the true Firefox extension and the other two lay-
ers built around java technologies for administering the business logic and data 
access. 

Everything relating user interaction is directly managed by the Firefox exten-
sion, thanks to a solution directly integrated in the browser. This approach has two 
main advantages: total reuse of the functionalities of a well assessed, stable and 
complete software for web browsing, and a non invasive offer for the user, who 
can still use the web browser he has been acquainted with. 

The second layer, the service layer, is realized through a collection of Java Web 
Services, published through the Web Server “Jetty”4. Jetty is implemented entirely 
in Java, and the architecture foresees its use as an embedded component. This 

                                                           
3 http://www.mozilla.com/en-US/firefox/ 
4 http://jetty.mortbay.org/jetty/ 
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means that the Web Server and the Web Application run in the same process, 
without interconnection overheads and other sort of complications. 

The following sections describe more in detail the three layers which constitute 
the architecture of Semantic Turkey 

Presentation Layer. The User Interface has been created through a combined use 
of the XML User Interface Language XUL5, XBL6 and Javascript language. 

The UI physically appears as a set of Firefox sidebar, representing ontological 
information. User requests are handled through the Ajax [12] paradigm: the data – 
in XML format – is thus mainly exchanged between the two layers in an asyn-
chronous way, to preserve good performance and to not penalize the activity of the 
browser.  

Javascript XPCOM7 components  have been developed and the Simile Java 
Firefox Extension8  has been adopted for linking the chrome part and the Java part 
to start the Jetty embedded java server. 

Middle Layer. This layer offers services which may be invoked through http re-
quests submitted according to the Ajax paradigm, thus enabling communication be-
tween the client (Firefox extension) and the server. The server receives the requests 
coming from the client by GET or POST http calls, carries out the operations associ-
ated to these calls, and in case replies with an XML response. If a call implies the  
return of a XHTML page, an XSLT transformation is being performed, in order to 
decouple the data model with its manifestation in the presentation layer. 

The majority of invocations to the server are being completed in an asynchro-
nous way, so that, independently from the workload that is subjected the server, 
the browser can continue to respond to the user. This is a crucial issue for the us-
ability of the application: expensive computations blocking  normal behavior of 
the browser would otherwise not be tolerated by the user.  

Besides supporting the communication with the client, the middle layer  
provides the functionalities for definition, management and treatment of the  
data. Several objects are described through an ontological model (see next  
section), to represent both pure conceptual knowledge as well as application  
required information.  

Data layer. It is mainly constituted by the component for managing the ontology. 
This has recently been rewritten as a series of dedicated API for accessing onto-
logical data: these offer both RDF triple-level access methods as well as more ob-
ject oriented facilities, which have been appreciated in RDF libraries like Jena 
[20]. Semantic Turkey API constitute an interface which can be implemented by 
building wrappers for existing ontology libraries, so that we could easily select 
those which best fit the needs of a given situation (like working with small or 
large repositories, on a local or collaborative environment etc…) without having 
to modify the whole application. The first implementation of these API has been  
 

                                                           
5 http://www.mozilla.org/projects/xul/ 
6 http://www.mozilla.org/projects/xbl/xbl.html 
7 http://www.mozilla.org/projects/xpcom/ 
8 http://simile.mit.edu/java-firefox-extension/ 
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Fig. 2 Architecture of Semantic Turkey and of its extensions 

developed as a wrapper for Sesame [3] and the OWLIM plugin [18], which has 
been added for reasoning over OWL [38] data. 

Semantic Turkey also features an extension mechanism supporting both tech-
nologies belonging to the Front End and the Business and Data Layers. 

The whole extension mechanism is obtained by a proper combination of the 
Mozilla extension framework (which is used to extend the user interface, drive us-
er interaction and add/modify browser functionalities of ST) and the OSGi java 
extension framework [23] (providing extensions capabilities for the service and 
data layers of the architecture). OSGi compliance is obtained through the OSGi 
implementation developed inside the Apache Software Foundation, called Felix 
(felix.apache.org/). 

Two main extension points have been introduced: a Service extension and a 
Repository Extension. The first one allows for the development of arbitrary  
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Fig. 3 Class and Property panels in Semantic Turkey 

services which can be added dynamically to the system. Extensions of this type 
typically need to realize both a client extension through Mozilla technology, by 
adding new functionalities (and hooks for them in the user interface) to the sys-
tem, as well the corresponding Service which is added dynamically through OSGi. 

The second kind of extension provides openness to different triples store tech-
nologies; Semantic Turkey is in fact no more strictly based on the Sesame + OW-
Lim libraries for RDF management, but features proprietary APIs for querying the 
managed ontologies. These API are defined through a set of interfaces, which can 
be implemented to adopt different triple stores. This can be of particular interest in 
specific scenarios where the target user has to connect to a specific triplestore, or 
where a service extension is being built by annexing an existing application, and 
in either case, these are based on a different triple store technologies. 

Both kind of extensions are deployable as an xpi (cross-platform installers) 
packages which, once installed inside Firefox, are handled by Semantic Turkey 
extension discovery system, which extracts OSGi bundles and installs them in the 
main application. This assures easy installation for the user, which can install  
ST extensions as any other Firefox one, by dragging the xpi over Firefox and  
restarting the browser.  

4.2   User Interaction 

Semantic Turkey offers editing operations for populating the personal ontology 
with annotations from visited web sites, as well as search and navigation function-
alities which facilitate the recovery of already acquired knowledge. 

Main functionalities. The user may interact with the ontology panel to modify its 
personal ontology, through a series of operations, which we describe here, organ-
ized into categories. 

Interaction with the browser. These mainly include drag&drop operations 
which allow to annotate information from the visited sites: 

1. Drag and drop of a selection of a text from an html document displayed in the 
browser, on the icon that represents a class, in order to create an individual of 
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that class. The selection will become the local name of the new individual, 
which will be shown inside the instances panel. 

2. Drag and drop of a selection of text from an html document, on the icon that 
represents an individual, in order to add a further bookmark for that individual, 
or to characterize a property which that individual owns. A specific window 
will open, prompting the user to choose the appropriate functionality. In the 
first case, a new semantic annotation is taken for the individual, with a new 
webpage as a bookmark for it and the new textual occurrence of that individual 
in the observed page. In the other case, the user can choose a property for en-
riching the description of the chosen individual through the selected text. If the 
selected property is an owl:ObjectProperty, the selection will become the name 
of a new individual created as an instance of the range class of the chosen prop-
erty, or a further annotation for an existing individual. In both cases, the two 
individuals are bound through the selected property. In case of an owl:Datatype 
or owl:AnnotationProperty, a new value will be added. 

3. Drag and drop of a selection of text from an html document, on the icon that 
represents an individual, in order to define a further lexicalization for that indi-
vidual. The user can choose, from the same panel described before, if the selec-
tion characterizes a range of a property or a new lexicalization. 

These functionalities have been conceived to speed up typical series of operations 
which characterize both the worlds of ontology development and semantic annota-
tion. For example, the second one which has been described above performs, in 
case of an object property, the creation of a new instance, its annotation with the 
current web page and the assertion of a relationship between the new individual 
and the selected one, at the cost of just a drag&drop and a selection. 

Direct Ontology Editing. These functionalities operate exclusively on the ontolo-
gies, as it should be important for the user to integrate the knowledge acquired 
through semantic bookmarking with information he could get through other me-
dia. All typical ontology editing operations (Fig. 3) are carried out through buttons 
and context menus associated to the nodes of the tree, in a way much similar to 
traditional ontology editing tools, like Protégé [13] or TopBraid Composer9. By 
offering complete interaction with the ontology via the XUL interface (instead of 
an HTML interface, like in Piggy-Bank), the user is not diverted from his current 
navigation (i.e. the main browser panel is still focused on the visited web page, 
which would otherwise be replaced by the HTML UI) and may, at the same time, 
maintain its attention over the observed web page. Extended support for natural 
language descriptions of ontology objects is also present in the system, allowing 
for explicit representations of the same objects through different synonimical ex-
pressions, or translation for different idioms, thus accounting for multilinguism. 
This is a further aspect to be distinguished from keeping track of the several ways 
in which ontology objects have been annotated over web pages, since this last is 
thought for addressing other phenomena, like acronyms, misspells and other  
idiosyncratic expressions. 

                                                           
9 http://simile.mit.edu/java-firefox-extension/ 
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Fig. 4 Class and Property panels in Semantic Turkey 

Semantic Browsing. As an additional feature, the user may graphically explore the 
ontology, thanks to the SemanticNavigation component: a customized version of 
the TouchGraph library10 allowing for a graph-like exploration of ontology nodes. 
A Java applet will be loaded on a new tab of the browser, displaying the graph 
view of the ontology, allowing the user to navigate its content. The nodes of the 
graph will be displayed in different manners, according to the nature of the onto-
logical entity: classes, properties or individuals. By dragging the mouse pointer on 
a node that represents an individual, it is possible to open a popup window, which 
contains the URLs of the pages where that instance has been annotated. 

5   The Linguistic Watermark 

The Linguistic Watermark [28] is an ontological and software framework for de-
scribing, referring and managing heterogeneous linguistic resources and for using 
their content to enrich and document ontological objects. It articulates into two re-
sults: first, a set of coordinated RDF vocabularies providing descriptors for repre-
senting linguistic resources (ranging from lexical to frame-based ones) and their 
software counterparts (data structures, access libraries etc…), as well as offering 

                                                           
10 http://touchgraph.sourceforge.net/ 
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metadata for describing the linguistic enrichment of ontologies, both on  
quantitative and qualitative grounds. The second result is a software library for 
evaluating the quality of automatic linguistic enrichment tools, through compari-
son of enriched ontologies compiled against the above vocabularies. 

5.1   The Linguistic Watermark Ontology Suite 

The Linguistic Watermark suite of RDF vocabularies is composed of three  
ontologies: 

− The Linguistic Watermark (LW) vocabulary, describing linguistic resources 
through their purposes and structure organization 

− The Ontological Linguistic Watermark (OLW) vocabulary: a set of meta-
data descriptors for characterizing the linguistic expressivity of ontologies 

− The LW Linguistic Interfaces vocabulary (LWLI), providing concepts for 
describing software libraries which grant access to specific (or ranges of) 
linguistic resources. 

5.1.1   The Linguistic Watermark (LW) Vocabulary 

While the Linguistic Watermark vocabulary partially covers general linguistic con-
cepts like term, word, lexical/semantic relation, frame, agent etc... its main objective is 
to provide descriptors or characterizing the purpose and structure of linguistic re-
sources: whether they represent translation vocabularies, synonyms collections, lexi-
cons, frame based resources or terminologies, if they are organized around some kind 
of semantic structure or merely <entry, description> pairs etc.. 

Though originally conceived to cover any kind of Linguistic Resource, the first 
version of the Linguistic Watermark (Fig. 5) was limited to represent only lexical 
resources: by proper combination of its LW ontological descriptors, one could be 
able to represent very different linguistic resources, from simple synonym diction-
aries, to complex resources such as WordNet [21]. This provided a shared and ho-
mogeneous vocabulary upon which multilingual (and multi-resource) applications 
could be defined. 

In this work we have extended le LW vocabulary into two main directions: 

− RDF Porting: now the LW model can be expressed as an RDF vocabulary 
− Instantiation: now the vocabulary is not only used to describe linguistic  

resources, but even to predicate over their content (see section 4.2.2 for  
details). 

Frames description: covering frame/class based linguistic resources, such as  
FrameNet  and VerbNet (see [22] for further details). 
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Fig. 5 An excerpt (focused on main descriptors for Linguistic Resources) from the  
Linguistic Watermark vocabulary 

5.1.2   The Ontological Linguistic Watermark (OLW) 

The characterization given by the OLW is expressed in terms of the linguistic con-
tent of the described ontology and with respect to the resources which have been  
adopted for enriching its concepts. As stated in [30], where its adoption has been 
considered in a scenario involving Semantic Coordination of FIPA agents, its 
metadata assume great significance in all the contexts where ontologies sharing a 
common domain, but no explicit semantic bridging between their respective vo-
cabularies, need to be automatically aligned or merged. Resource-based algo-
rithms for ontology alignment and semantic coordination agents can in fact inspect 
the OLW data of the ontologies to be compared and configure at best the resources 
and facilities to be used for matching their content. This is an aspect which has of-
ten been underestimated in literature: setting up the resources to be adopted in a 
realistic scenario, while being not a trivial task, influences dramatically the  
outcome and performances of any mediation activity.  

The LWLI takes its roots from the first version of the Linguistic Watermark 
software library11  – developed by the University of Rome, Tor Vergata – a com-
ponent providing uniform access to different and heterogeneous linguistic  
resources, which has been used in several resource-based tools, such as the Onto-
Ling Protégé plug-in [25] The LW presented in that work, was just a class dia-
gram offering several interfaces and abstract classes whose combination could be 
used to describe the main aspects of a linguistic resource: implementing the proper 
subset of those (software) interfaces would result in the definition of a linguistic 
wrapper for accessing a particular linguistic resource. The LW library thus offered 
a combination of descriptive (with regard to the resources to be wrapped) and  

                                                           
11 http://art.uniroma2.it/software/LinguisticWatermark/  
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operative aspects (delineating the operations which the required wrapper had to 
implement). Later on, the exigencies which brought to developing the OLW, re-
quired a formal ontological representation, merely focused on resource descrip-
tion, to be extracted from the original class diagram, which led to the LW. 

Now, it was time to close the circle, and with the LWLI we recovered the origi-
nal intent of the LW library. 

5.1.3   The LW Linguistic Interfaces Vocabulary (LWLI) 

LWLI contains concepts describing parameters needed by software libraries for 
setting up access to their target linguistic resources. This third ontology com-
pletely migrates the original framework to RDF, thus providing a complete  
vocabulary at the hand of Semantic Web tools which rely on the use of linguistic 
resources or are even expressly dedicated to the integration of ontologies with lin-
guistic resources. 

The LWLI includes concepts like: 

− LinguisticInterface: for describing a specific implementation of a wrapper for 
a linguistic resource 

− LinguisticInterfaceConfiguration: representing instances of basic runtime 
configurations for a given LinguisticInterface. 

− LinguisticInterfaceInstanceConfiguration: each instance of this class pro-
vides data for completing a single runtime configuration for accessing a  
specific linguistic resource, basing on partial configuration from a given  
LinguisticInterfaceConfiguration.  

and properties for specifying these configuration settings, among which, we list 
the following ones: 

− configuredInterface: this property tells which LinguisticInterface is being 
configured through the described configuration 

− interfaceableResource: tells which linguistic resources are made accessible 
through the described Linguistic Interface 

− ConfigurationProperty: a property defining configuration parameters for ac-
cessing a linguistic resource through a dedicated linguistic interface. This 
property is never instantiated, though it has a few relevant subproperties for 
telling whether a given configuration parameter points to the file system, if a 
property is relevant for configuring a linguistic interface (InterfaceProperty) 
as a whole, or just for accessing specific resources (InstanceProperty) etc.. 

As for the LW, even this vocabulary provides an upper ontology which, though 
extensible in principle to match the specification of each represented software li-
brary, already contains all the required descriptors for automatically driving  
different linguistic resources under a shared knowledge model. 



A Suite of Semantic Web Tools 123
 

5.2   The Linguistic Watermark Library 

Following the recent improvements on the LW suite, we are releasing a new ver-
sion of the Linguistic Watermark library (LW 3.0), which offers java API for ac-
cessing linguistic resources through dedicated Linguistic Interfaces, both entities 
being defined according to the LW and LWLI vocabularies. In particular, a map-
ping between the above ontologies and newly added java interfaces allows imple-
mented java wrappers for linguistic resources to declare themselves as new  
instances of the LinguisticInterface class and accept strongly typed configuration 
parameters, thus enabling data consistency checks and providing hooks for auto-
matic generation of configuration user interfaces for hosting applications. 

To implement this mechanism we adopted and OSGi compliant java extension 
framework: Apache Felix (felix.apache.org/). Each OSGi bundle (the OSGi name 
given to the extension packages) contains a class that extends the abstract class  
LIFactory (see class diagram in Fig. 6), which is in charge of generating objects 
implementing the LinguisticInterface interface. Each class that implements the 
LinguisticInterface interface has some of its fields representing specific Interface-
Property and InstanceProperty properties (they are automatically identified 
through java annotations). InterfaceProperties share their value among all the in-
stances, so they are declared as static fields, while InstanceProperties have values 
specific to each object (identifying a specific linguistic resource present in the 
host). LIFactories release new instances of LinguisticInterface by getting their 
needed configuration (i.e. InterfaceProperties and InstanceProperties values), 
which is stored in a LinguisticResource object, from a loaded LW LingModel. We 
implemented two serializations (and related loaders/writers) of the LingModel: one 
compact xml represention (handled my LingModelXMLIO) and an RDF representa-
tion which follows the LW RDF Vocabulary (LingModelRDFIO). 

While there should be exactly one LinguisticInterface which is responsible for 
providing access to a specific loaded resource, proper handling of the LIFactory/  
LinguisticInterface pair can hide implementation issues related to wrapping and reus-
ing existing foreign libraries with different architectures into this framework.  

As an example, one existing library for a particular kind of resource – let us  
call it LRESLIB – could adopt one singleton object  (ResManager) for managing 
different linguistic resources of the same type (different versions or for different 
languages). In this case, the LRESLIB library can be easily wrapped in the  
LW framework by initializing, storing and hiding ResManager inside its built  
LIFactory implementation, while the associated LinguisticInterface implementation 
will represent simple objects retaining reference to their LIFactory and invoking 
ResManager methods (with parameters customized for their specific resource) 
through delegation. 

This approach guarantees reuse of existing libraries and tools for accessing  
linguistic resources while porting their provided content inside an extensible 
framework with well defined model, vocabulary and operations. 
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Fig. 6 Class diagram of the main components of LW model 

 

5.2.1   The OLW Library and OLW Vocabulary Improvements 

With the specific aim of obtaining a stable range of instruments for enriching on-
tologies with lexical content, and of formalizing the model and associated format 
for representing this information, we have developed a dedicated component 
which, together with the LW library, can be embedded in ontology based tools and 
applications needing to incorporate linguistic content. 

The OLW Integration Model  

In modeling our framework for the integration of ontological and linguistic  
content, we have taken into consideration the following requisites, which should 
allow for: 

 
• Reporting quantitative and qualitative information on the overall process of 

enriching an ontology with content from a linguistic resource (this was the 
primary objective of the OLW metadata ontology) 

• Keeping track (at least maintain the possibility to do that) of the source used 
for enriching the content 

• Being able to properly map different kind of linguistic entities (words, lin-
guistic/semantic relations etc…) with (structures of) ontological objects 

• Giving the user the possibility of adopting resources’ specific objects (e.g. 
FrameNet frames or WordNet synsets) for enriching an ontology 
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• Embedding existing models for integration of ontologies and linguistic  
entities, still respecting the above priorities 

• Assessing reliable links between ontological and linguistic objects as well as 
taking into account for probabilistic matches produced by automatic  
enrichment tools (which could also be used for evaluation purposes) 

The first requisite has been satisfied by defining a set of meta-descriptors – repre-
sented through object properties with domain set to owl: Ontology – for providing an 
overview of the “linguistic expressiveness” of ontologies. These properties may 
prove to be helpful for services/agents which, having to map/merge/align/mediate 
different ontologies, may be willing to invoke the proper linguistic resources for 
supporting this task. These mediators can thus beneficiate of the overall statistical 
information provided by the OWL metadata, without inspecting the entire ontolo-
gies’ content. This part of the OLW has already been described in details in [30]. 

The second, third and fourth requisites have been accomplished by extending 
the LW; in its first incarnation, which served solely as a conceptual driver for the 
software library, the LW was able to express descriptions of linguistic resources, 
without predicating about their specific content. Now it has been extended to 
make possible the instantiation of objects from the described resources. The ex-
ample in Fig. 7 shows fragments originating from three different ontologies:  
the first fragment is a description of WordNet synset 100001740 originating  
from the WordNet-RDF vocabulary developed by the WordNet task force of the 
W3C (http://www.w3.org/TR/wordnet-rdf/); the second one is the binding of  
concept wn20schema:Synset to the lw:SemanticIndex, through a rdfs:subClassOf 
relationship. Finally, a certain Noun concept coming from a fictitious ontology is 
enriched with the meaning expressed by the above synset, through the 
owl:semanticDescriptor property. With this extensible pattern, the LW+OLW of-
fer reusable vocabularies for describing linguistic resources which drive the be-
havior of software applications serving the same task, while specific extensions 
(both in terms of ontologies and software components) can be added to describe 
specific lexical and semantic objects from new resources, without requiring  
modifications to the core vocabulary nor to the original application. 

Compatibility with existing (proposed) models As previously mentioned, sev-
eral formats exists or have been proposed for integrating ontological content with 
linguistic information. 

While we did not intend to propose a new one, we tried to obtain cross-
compatibility with available standards and proposed models, by gearing our software 
library with a OntoLinguisticModel interface, consisting of a series of enrich-
ment/retrieval operations defined upon abstract “slots” for representing linguistic  
information. These slots can be then implemented according to a specific onto-
linguistic representation model, by specifying the properties and concepts used to 
map/integrate linguistic information with ontological one. 
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Obviously, it is impossible to foresee in advance all the characteristics of each 

model/interface-implementation which could be integrated in the future, thus we pro-
vided a specific project/decode feature for projecting the linguistic information ex-
tracted from linguistic resources according to the LW ontology, towards the (possibly 
more fine-grained)  adopted ontolinguistic model. For evaluative (see next section) and 
comparative purpose in general, we demand to each specific implementation the speci-
fications of equivalence between the locally defined linguistic objects. 

Implementations of OntoLinguisticModel have been developed for the tradition-
ally adopted RDFS annotation properties (rdfs:label and rdfs:comment),  
for the base SKOS vocabulary (by extending the above with skos:prefLabel  
and skos:altLabel), for SKOS +SKOS-Mapping12  vocabularies (thus including 
skos:broader/skos:narrower and skos:related, to map ontology concepts with in-
stances of lw:SemanticIndex from the LW ontology) and, finally, for the LingInfo 
model, by wrapping the linginfo:linginfo property and linginfo:LingInfo class. The 
above integration model satisfied our fifth requirement, while the resolution of the 
sixth one is part of the discussion presented in the next section. 

5.3   The Evaluation Framework 

The newly developed OLW Library provides a framework for evaluating the qual-
ity of algorithms for Linguistic Enrichment of ontologies with respect to previ-
ously defined reference standards, by using standard precision&recall metrics 
[36]. 

The OLW library can accept pairs of linguistic enrichment documents (that is: 
ontologies with integrated linguistic content), where one is the Oracle and the  

                                                           
12 http://www.w3.org/2004/02/skos/mapping/spec/ 

<wn20schema:NounSynset rdf:about="wn20instances:synset-entity-noun-1" rdfs:label="entity"> 
 <wn20schema:synsetId>100001740</wn20schema:synsetId> 
</wn20schema:NounSynset> 
 
<rdf:Description rdf:about="wn20schema:Synset"> 

<rdfs:subClassOf rdf:resource="lw:SemanticIndex"/> 
</rdf:Description> 
 
<someOntology:Noun> 
 <olw:semanticDescriptor rdf:resource="wn20instances:synset-entity-noun-1"> 
</someOntology:Noun> 
 

Fig. 7 An example of resource wrapping: binding WordNet-RDF synsets to a class  
concept 
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other one is the result to be tested, providing that the following extensions are  
included in the library and properly configured: 

 

− Enrichment Model and related software extension  
− Resource(s) description (and their wrapper implementation) used for  

enrichment  
− Match Specification and Evaluation (MSE) extension, if different enrich-

ment entries differ from simple links between ontological and linguistic  
objects 

 

With the ones above, the library is able to seek the enrichment properties (at least, 
those which need to be considered) in the ontology documents (first extension) 
and to properly identify the elements used for the enrichment (second extension). 
The third one is an extension needed for those cases where an algorithm produces 
any kind of probabilistic/quantitative result, so that the enrichment links in the 
tested document cannot be evaluated just in terms of correct/wrong matches ver-
sus those in the Oracle. Inter-annotator agreement can as well be measured against 
two enrichment documents compiled by human annotators, with no further  
requirement apart from above. 

5.3.1   OntoLing 

OntoLing [24] is, in its last incarnation (OntoLing 4.0), a generic architecture for 
extending Ontology Development tools with functionalities for enriching onto-
logical knowledge with linguistic content. The architecture of OntoLing will be 
implementable through realization and composition of different components: 

By first a core component exposing the following characteristics: 
 

− can be interfaced with the Linguistic Watermark software library to access 
linguistic resources, and with different enrichment algorithms and models 
(see Linguistic Watermark description in previous section) for enriching the 
content of ontologies with information gathered from loaded resources. 

− knowledge of the main functionalities and user interfaces characteristics ex-
posed by common ontology development tools and of the extensions which 
should be brought by the OntoLing framework 

− high portability: the core component has a module called UIReasoner 
(User Interface Reasoner) which is able to describe – according to an ab-
stract representation formalism – the way the UI should appear to the user 
(which depends on the characteristics of the loaded linguistic resource) as 
well as describe actions and events which happen inside it. This way, a con-
crete implementation of this component could be easily ported and reused 
across different development environments. Moreover, if the abstraction 
layer is sufficiently expressive, changes to the core component should not 
require (heavy) modifications on each of its multiple implementations avail-
able for current ontology development tools. 

 

Second, trivially: the Linguistic Watermark library 
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Third: a set of linguistic resources (and wrappers for them, compatible with Lin-
guistic Watermark API) 

Fourth: an ontology development tool 

Fifth (and last), an adapter between OntoLing core component and the ontology 
development tool, which directly wraps its API and provides concrete implemen-
tations for OntoLing User Interface extensions. 

5.4   OntoLing Core Application 

The core component of the architecture is responsible for interpreting the Water-
mark of linguistic resources and for exposing those functionalities which suit to 
their profile. Moreover, the behavior of the whole application is dependent on the 
nature of the loaded resource and is thus defined at run-time. Several methods for 
querying LRs and for exposing results have been encapsulated into objects inside 
a dedicated library of behaviors: when a given LR is loaded, the core module 
parses its Linguistic Watermark and assigns specific method-objects to each GUI 
event. 

With such an approach, the user is provided with a uniform view over diverse 
and heterogeneous linguistic resources, as they are described in the Linguistic Wa-
termark ontology, and easily learns how to interact with them (thus familiarizing 
with their peculiarities) by following a policy which is managed by the system. 

For example, with a flat resource, a search on a given term will immediately re-
sult in a list of (potential) synonyms inside a dedicated box in the GUI; instead, 
with a conceptualized resource, a list of word senses will appear in a results table 
at first, then it will be browsed to access synonymical expressions related to the 
selected sense. Analogous adaptive approaches have been followed for many other 
aspects of the Linguistic Watermark (mono or bidirectional Bilingual Translators, 
presence of glosses, Taxonomical structures and so on…) sometimes exploding 
with combinatorial growth. 

Future development of Ontoling will go in the direction of considering super-
vised techniques for automatic ontology enrichment; selecting and modeling the 
right strategies for the adopted LRs is another task the core module is in charge 
for. 

5.5   OntoLing User Interface 

Once activated, the plug-in displays two main panels, the Linguistic Browser on 
the left side, and the Ontology Panel on the right side (see Fig. 9). 

The Linguistic Browser is responsible for letting the user explore the loaded 
linguistic resource. Fields and tables for searching the LR and for viewing the  
results, according to the modalities decided by the core component, are made 
available. The menu boxes on the left of the Linguistic Browser are filled at run 
time with the methods for exploring LR specific Lexical and Conceptual relations. 
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Fig. 8 OntoLing Framework Architecture 

The Ontology Panel, on the right, offers a perspective over ontological data in 
the classic Protégé style. By right-clicking on a frame (class, slot or instance), the  
typical editing menu appears, with some further options provided by OntoLing to: 

1. search the LR by using resources names as keys 
2. change the name of the selected resource by using a term selected from the 

Linguistic Browser 
3. add terms selected from the Linguistic Browser as additional labels for the se-

lected resource 
4. add glosses as a description (rdfs:comment) for the selected resource 
5. add IDs of senses selected from the linguistic browser as additional labels for 

the resources 
6. create a new resource with a term selected from the Linguistic Browser as re-

source name 
7. only in class and property browser: if the LR is a TaxonomicalLR, explore 

hyponyms (up to a chosen level) of the concept selected on the Linguistic 
Browser and reproduce the tree on the resource browser, starting from the se-
lected resource, if available 

These functionalities allow not only for linguistic enrichment of ontologies, but 
can be helpful for Ontologists and Knowledge Engineers in creating new ontolo-
gies or in improving/modifying existing ones. 

In OntoLing-Protégé, how terms and glosses are added to the description of on-
tologies concepts, depends on the ontology model which is being adopted and is 
explained in detail in the following section. 
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5.6   Using OntoLing with Protégé and Protégé OWL 

The first version of OntoLing was developed expressly as an extension for the 
Protégé Ontology Editor. All of the work which radically modified its backing ar-
chitecture has not changed much the way OntoLing appears to its users. In this 
section we describe choices and history of this first extension. 

When a frame-based approach was first adopted in Protégé as a knowledge 
model for representing ontologies and knowledge bases, no explicit effort was 
dedicated to the representation of possible alternate labels (synonyms) for con-
cepts neither to support the idea of multilingualism in Ontologies. Frame names 
were almost as equivalent as IDs, and people were only encouraged, as it is com-
mon practice in computer programming when addressing variable names, to adopt 
“meaningful and expressive names” to denote these IDs. The Protégé model was 
indeed quite strong and expressive, so that every ontology developer could deal 
with his linguistic needs at a meta-ontological level and find the right place for 
them, though no official agreement was yet established. 

Later on, with the advent of OWL as a KR standard for the Semantic Web, and 
with the official release of the Protégé OWL plug-in [19], things started to con-
verge towards a minimal agreement for the use of language inside ontologies. 
When we first started working on OntoLing, the OWL plug-in had just been re-
leased, and the majority of users continued to use Protégé in the usual way, so we 
had to find a solution that was quite easy (for the user) to make do with this lack in 
the standard Protégé model. 

To this end, we defined the notion of terminological slot, as a slot which is 
elected by the user to contain different linguistic expressions for concepts. Any 
string-typed slot with cardinality set to multiple, can potentially be selected as a 
terminological slot, and, for easiness of use, OntoLing prompts the user only with 
this class of slots. This way, to use Ontoling with standard Protégé, a user only 
needs to define a proper metaclass and metaslot, containing the elected termino-
logical slot; naturally, the same slot can be dedicated to instances at class level. 
Multilingual ontologies can also be supported by creating different slots and se-
lecting each of them as terminological slots during separate sessions of Linguistic 
Enrichment, with diverse LRs dedicated to the different chosen languages. Con-
cerning glosses, these can be added to the common “documentation” slot which is 
part of every frame by default. 

Conversely, Linguistic Enrichment of OWL Ontologies follows a more predict-
able path, thanks to OWL’s language dedicated Annotation Properties, such as 
rdfs:label and owl:comment. When Ontoling recognizes a loaded ontology as ex-
pressed in the OWL language, the terminological slot is set by default (though 
modifiable) to rdfs:label. In this case the xml:lang attribute of the label property is 
automatically filled with the language declared by the Linguistic Interface.  
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Fig. 9 OntoLing Screeshot (Protégé version) 

5.7   OntoLing as an Extension to Semantic Turkey 

While recent changes to the architecture of OntoLing have not produced (they 
were not meant do that) sensible impact on interaction with the user, they surely 
allowed for more flexible development of new functionalities as well as fast-to-
produce porting over different applications. 

Our experience in porting the new version of OntoLing on the Semantic Turkey 
architecture revealed that we were able to keep down realization costs by more 
than two thirds of the whole development effort, since we had to: 

• realize its user interface 
• realize a ST service extension which includes the OntoLing Core component 
• serialize abstract UI actions produced by OntoLing Core component as XML 

messages sent from ST server 
• develop handlers for UI actions sent by the server, realizing necessary handling 

of requested actions over the Firefox UI of OntoLing 
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Fig. 10 Ontoling in Semantic Turkey 

 

Of the above, only the first part required sensible effort, due to the completely dif-
ferent UI technology adopted by Firefox with respect to traditional Java Swing 
adopted by Protégé, thus preventing even minimal reuse of code. On the other 
hand, this aspect is a necessary step for any porting attempt, while we totally bene-
ficiated of the complex UI management (depending on the ling. watermark of the 
loaded resource) which has been completely demanded to the included core com-
ponent. Also, apart from the effort, this approach is not requiring deep knowledge 
of the framework nor of its inner logic, since most relevant and critical aspects are 
concentrated inside the core component and need not to be re-implemented: this 
lowers requirements in terms of development personnel and eases even more the 
porting process. 

Though we focused in obtaining a portable and completely replicable multilin-
gual extension for Ontology Development systems, we plan to obtain the best 
from the combination of OntoLing with the possibilities of our ontology develop-
ment environment, deriving from its inherent connection with the Web and, as a 
consequence of that, with the many different information sources (Wikipedia, on-
line dictionaries etc…) which can be explored in such an open environment. 

6   Conclusion 

In this paper we presented a collection of software libraries, tools and ontologies 
for supporting multilingual development of Semantic Web ontologies. The pre-
sented work is the result of different research efforts which we tried to converge 
towards a common goal, though this can be seen just as “end of the beginning” of 
this exploration. 
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We expect that our work, through its tangible proofs-of-concepts, may give a 
contribution or at least motivate the standardization of models,  methodologies and 
tools for the effective integration of ontologies and linguistic resources: something 
which is much felt as a need for the future of Web 3.0 – which on the one side fo-
resees a web of data made accessible by machines, and on the other one expects 
this data to be self-explanatory and human-comprehensible on a multicultural and 
multilingual ground – but which is until now demanded to specific efforts and ar-
bitrary solutions. 
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