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Preface

The continuous and intensive development of computer science results in the
fast progress of computer networks. Computer networks, as well as the entire
computer science field, are subject to regular changes caused by the general
development of technology, and also the influence of new computer science tech-
nology. This progress refers to the methods as well as the tools of designing and
modeling computer networks. Particularly, the range of using computer networks
permanently is extended thanks to the results of new research and new appli-
cations, which were not even taken into consideration in the past. These new
applications stimulate the development of scientific research, because the wider
use of system solutions based on computer networks results in both theoretical
and practical problems. This book is the evidence of the above considerations,
with particular chapters referring to the broad spectrum of issues and problems.

This book is the result of the research of scientists from many remarkable
scientific research centers. It was created as a collection of articles presented
during the 17th edition of the International Conference ‘Computer Networks’,
which took place in Ustroń (Poland) during June 15–19, 2010. This conference,
organized continuously since 1994 by the Institute of Informatics of Silesian
University of Technology, is the oldest event of this kind organized in Poland,
having an international status for three years. This year’s edition like last year,
took place under the auspices of IEEE Poland Section. As usual, the papers,
after insightful reviews, were thematically divided into following groups:

– Molecular networks
– New technologies related to nano and quantum technology
– New technologies related to the computer networks
– Fundamentals of computer networks architecture and programming
– Internet networks
– Data security in distributed systems
– Industrial computer networks
– Applications of computer networks

In each of the groups there are very interesting studies that may interest a wide
readership.

In conclusion, on behalf of the Program Committee, we would like to express
our acknowledgments to all the authors for sharing their research results and for
their assistance in creating this monograph, which in our opinion, represents a
valuable reference on computer networks.

April 2010 Andrzej Kwiecień
Piotr Gaj
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Throughput Upper Limit for IEEE 802.11 Networks with Block
Acknowledge and Frame Aggregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Bart�lomiej Zieliński
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B�lażej Kwiecień
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Structures of Molecules and of Molecular Systems
of Informatics

Stefan Węgrzyn

Polish Academy of Sciences, Gliwice

Abstract. The terms contents and structure need to be discerned. For
example, the molecule of water consists of one atom of oxygen and two
atoms of hydrogen. But, the structure of the water molecule requires to
give mutual distribution, within the three dimensional space, of the three
atoms that build that molecule. In such a case, the most frequently used
form is the so called structural model of a molecule. In this paper, struc-
tural models of methane and ethane are discussed in more detail. In this
work, also same problems of nanotechnology and genetic engineering are
discussed, which require the knowledge about the models of structures
of molecules as well.

Keywords: structure, molecular genetic engineering, chirality.

1 Introduction

With the term molecular systems of informatics, we denote such systems of
informatics, that were either made or bad built themselves, thanks to mutual
interconnections of molecules. Such molecular systems of informatics are biolog-
ical systems of informatics, which shaped themselves for milliards of years and
thanks to which living organisms exist, develop and replicate.

The present work is dedicated to fundamentals of technical molecular systems
of informatics, which could be shaped using laboratory methods.

2 Atomic Structure of Matter

Supposition, that the structure of matter is granular, began to form already in
ancient times. It was discusses by Democritus, who lived circa 400 years BC.
Indivisible grains of matter were names atoms by him, from a Greek word atmos
– indivisible. The science returned to these ideas in the 18th century, when a lot
of observed facts in chemical reactions and in properties of gases could not be
explained without the hypothesis about atomic structure of matter. The second
half of the 19th century brought the conviction, that atoms exist and have a
complex structure. They consist of particles, which have positive and negative
electrical charges. Then it has also been stated, that electrons have a mass, being
2000 times smaller that the mass of a lightest ion, that is, of the atom H devoid
of its electron.

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2010, CCIS 79, pp. 1–14, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 S. Węgrzyn

In 1904 – Thomson presented the first model of an atom. According to the
model, an atom is a ball of the radius of a nanometer (10−9 mm). Inside the ball
exist a nucleus and randomly moving electrons.

In 1909 – Rutherford reported, that most of the atom’s mass is concentrated
in a sphere of 10−12 m. It has already been a nuclear model of an atom, inspired
by the structure of Solar system, but without the phenomenon of radiation,
despite of the movement of electrical charges.

In 1913 – Bohr devised a model of an atom, based on the principles of quantum
mechanics, but he has not explained why the principles of classical mechanics
can not be applied to such microparticles as atoms, but one has to rely on the
assumptions of quantum mechanics.

1. Electrons in an atom revolve only along certain orbits, for whose angular
momentum is an integer multiple of the Planck constant h, that is,

mvr = nh (1)

where m – electron’s mass, v – electron’s velocity, r – radius of the electron’s
orbit, h – Planck’s constant, n – integer positive number. An electron moving
in such an orbit does not emit an energy – Fig. 1.

Fig. 1. An illustration of allowed orbits of electrons around nuclei of atoms, in the case
when electromagnetic radiation is not emitted

2. An atom can either absorb or emit radiation in the form of an energy quan-
tum E = hv, when changing the orbit from one to another – Fig. 2.

Fig. 2. An illustration of the phenomenons of absorption and emission in an atom
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The explanation, why principles of classical mechanics can not be used in
analysis of the structure of an atom, were not given until the works of Heisenberg
and Schrodinger in 1926. Especially, until the Heisenberg uncertainty principle
which states, that the position of an electron can be determined only with a
given probability.

3 Contents and Structure of Molecules

Molecules are collections of atoms, connected with internal bounds. Chemistry
determines the contents of the molecules, that is, the number of atoms in the
molecules, for example the formula H2O shows, that the molecule of water con-
tains two atoms of hydro gen and one atom of oxygen.

Stereochemistry analyzes the configuration, created by atoms inside a mole-
cule, that is, the structure of molecules. A structure of the molecule of water,
for example, is typically presented as shown in Fig. 3.

Fig. 3. Structure of the molecule H2O

To denote subsequent atoms within a molecule, the following international
colors were accepted:

carbon – black hydrogen – white nitrogen – blue
oxygen – white sulfur – yellow phosphorus – violet

In the model in the latest figure, because of the lack of possibility of using a color,
oxygen has been presented an a striped region. The presented type of model of
the structure of water is called a space-filling model. Besides the space-filling
form, there are other frequently found types of models, for example a ball-and-
stick model as seen in Fig. 4, and a model that uses atom symbols and sticks as
found in Fig. 5.

Sometimes it is bandy to use ribbon types of models, that show the molecules
in a very schematic way, or surface types of models, if the surface properties of
a molecule are important.

In general, it can be said that the type of model is chosen, which presents
best the analyzed properties of an atomic structure.

3.1 Structure of the Molecule of Methane CH4

The molecule of methane has a fixed geometry. It is a molecule with a rigid
structure. The angle H–C–H in all cases is 109◦ 28′ (see Fig. 6).
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Fig. 4. Ball-and-stick form of a molecular

Fig. 5. A form that uses atom symbols and sticks structure of water. to show the
structure of water

Fig. 6. Configuration of atoms of hydro gen around the atom of carbon in the molecule
of methane CH4

3.2 Structure of the Molecule of Ethane C2H6

The molecule of ethane can internally rotate around its C–C bound. Thus, the
conformations can differ in the angle of rotation of a configuration CHHH, in
respect to the other configuration CHHH (see Fig. 7).

Fig. 7. Conformations opposite (left), alternating (right) of a configuration CHHH in
the molecule of ethane
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3.3 Properties of the Molecules of Methane and Ethane

By analyzing the molecules of methane and ethane (see Fig. 8) it can be found,
that they are shaped in such a way, that the sum of distances between atoms
of hydrogen is maximal, within given volume, and that the sum of distances
between the atom of carbon and the atoms of hydrogen is minimal, what can be
expressed using the following formulas:

n∑
i=1

O(C, Hi) = Min (2)

n∑
i=1

O(Hi, Hj) = Max (3)

where O(a, b) means the distance in a three-dimensional metric space between
the points a and b.

Fig. 8. Properties of structures of molecules of methane (left) and ethane (right)

4 Organization of the Process of Development of
an Organism

Organization of the process of development of an organism is presented in Fig. 9.
The organizer of the process of development of an organism is a DNA molecule,

which initializes the process of production of proteins needed for that develop-
ment, as well as inspires their transport, according to the signals that come from
the organism.

4.1 Production of Proteins

Proteins are chains of amino acids. There are 22 different molecules of amino
acids, as presented in Table 4.

Let, for example, a required type of protein has a structure

Met—Ala—Lys—His—Gly .



6 S. Węgrzyn

Fig. 9. Organization of the process of development of an organism

Table 1. Names and symbols of amino acids

Amino acid Symbol Amino acid Symbol
Alanine Ala Aspargine Asp
Cysteine Cys Pyrrolysine Pyl
Aspartic acid Asp Proline Pro
Glutamic acid Glu Glutamine Gln
Phenylalanine Phe Arginine Arg
Glycine Gly Serine Ser
Histidine His Threonine Thr
Isoleucine Ile Selenocysteine Sec
Lysine Lys Valine Val
Leucine Leu Tryptophan Trp
Methionine Met Tyrosize Tyr

To obtain such a protein, it is needed to enter into the collection of various
amino acids an information about the required ordering, written in the language
of genetic code, which has the property, that suitable molecules of amino acids
will begin to adhere to the places, where occur respective notes about them in
the genetic code.

4.2 Structure of a Molecular System of Informatics

The structure of a molecular system of informatics in living organisms in pre-
sented in Fig. 10.

4.3 Ordering of Unordered Molecules

Proteins are build out of a set of 22 amino acids, whose structure is presented
in Fig. 11.

After the introduction to the collection of unordered molecules of the infor-
mation, written in the language of the genetic code, about the required ordering,
begins the process of forming of subsets being products, as illustrated in Fig. 12.
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Fig. 10. Structure of a molecular system of informatics in a living organism

Fig. 11. Structure of the molecule of an amino acid, where Cα – atom of carbon, NR
– amine group, COO – carboxylic group, H – atom of hydrogen, R – the so called side
chain

Fig. 12. Illustration of the organization of the process of ordering of unordered
molecules of amino acids
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4.4 Technology of Gluey Matrix

The technology of the gluey matrix is presented in Fig. 13.

Fig. 13. Technology of the gluey matrix

4.5 Language of the Genetic Code

The alphabet of the language of the genetic code is a tour-letter alphabet. The
letters are molecules of adenine, cytosine, guanine and uracil, which we will
denote as A, C, G, U. Below is the notation of amino acids in the language of
the genetic code. There are 22 amino acids. Each amino acid has at least one
three-letter word in the language of the genetic code, called a codon (see Table 2).

Table 2. Codons

Amino acid Codons
Alanine GCU, GCC, GCA, GCG
Cysteine UGU, UGC
Aspartic acid GAU, GAC
Glutamic acid GAA, GAG
Phenylalanine UUU, UUC
Glycine GGU, GGC, GGA, GGG
Histidine CAU, CAC
Isoleucine AUU, AUC, AUA
Lysine AAA, AAG
Leucine UUA, UUG, CUU, GUC, CUA, CUG
Methionine AUG (start)
Asparagine AAU, AAC
Pyrrolysine UAG
Proline CCU, CCC, CCA, CCG
Glutamine CAA, CAG
Arginine CGU, CGC, CGA, CGG, AGA, AGG
Serine UCU, UCC, UCA, UCG, AGU, AGC
Threonine ACU, ACC, ACA, ACG
Selenocysteine UGA
Valine GUU, GUC, GUA, GUG
Tryptophan UGG
Tyrosine UAU, UAC
Stop codon UAA, UAG, UGA
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We will present the process of synthesis of a given product by an example of
synthesis of a protein having the following structure:

methionine, arginine, glycine, proline, glycine, alanine

what in the language of the genetic code would be written as

AUG CGU GGU CCU GGU GCU

which can be treated as a catalyst in the process of synthesis of the required
protein.

4.6 Structure of the Biological Cycle of Life

The biological cycle of life consists of: self-replication, transcription, translation
and posttranslational modification. The subsequent operations are realized by:

– DNA – replication and transcription;
– RNA – translation;
– PROTEINS – posttranslational modification, folding, proteins biologically

active, organism.

It is schematically illustrated in Fig. 14.

Fig. 14. Cycle of life

5 Chirality

The term chiral object origins from a Greek word cheir – a hand, and means an
object, which can not be superimposed on its mirror image. An example is the
structure of a left band, shown in Fig. 15.

It can be easily found out, that the structures of the methane molecule CH4
and of the DNA helix are chiral as well.
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Fig. 15. Illustration of testing of chirality

5.1 Chirality of Structures of Methane and Helix

Chirality of structures of methane and helix is presented in Figs. 16 and 17.

Fig. 16. Chiral structure of methane CH4

Fig. 17. Chiral structure of a helix

5.2 Chiral Addressing

Chiral addressing relies on the property, that the place of an element in an object
is unambiguously determined by the structure of the element (see Fig. 18).
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Fig. 18. Structure of chiral addressing

6 Technical and Molecular Systems of Informatics

The basic difference between technical and biological systems of informatics is
the size of letter symbols. In the technical systems of informatics these symbols
are the states of same systems, where in the biological systems of informatics,
these symbols are directly the molecules.

Figure 19 presents formats of texts in the technical and molecular systems of
informatics.

Fig. 19. Text forms in the: technical (left) and molecular systems of informatics (right)

7 Molecular Genetic Engineering

The road to the development of molecular genetic engineering has been cre-
ated by a successful cut of a DNA chain into individual genes, as illustrated
in Fig. 20.
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Fig. 20. Illustration of dissection of a DNA chain

Cutting of DNA is possible thanks to the use of specific chemical substances
known as enzymes, which recognize specific sequences of bases in a double-
stranded DNA helix and split these strands in strictly defined points. These
enzymes are indispensable in sequencing of very long DNA molecules, in isola-
tion of genes and in the creation of new DNA molecules. Restrictive enzymes
are used to split DNA molecules into specific fragments, which then undergo
analysis and manipulations of different kinds.

7.1 Manipulation with Genes Cut Out of DNA

Examples of operations on fragments of cut DNA are illustrated in Figs. 21 and 22.

Fig. 21. Cloning in DNA2 of a gene cut out of DNA1
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Fig. 22. Cloning of to foreign structural genes in host cells

7.2 Molecular Genetic Engineering – A Discussion

Genetic engineering relies on developing and insertion into DNA of such pro-
grams, which would lead to desired shaping of structures in products or objects
to be produced. Methods of genetic engineering can be split into:

– matching and joining genes extracted out of existing DNA chains of living
organisms;

– introducing changes into texts of programs of existing genes;
– undertaking of laboratory tries of technical study and production of artificial

DNA chains.

Technical systems of informatics and molecular systems of informatics differ in
structure and size of the fields, which they occupy. To make the structure of
current technical systems of informatics and the structure of molecular systems
of informatics more similar, the following changes would need to be introduced:

– replace the bit, an elementary unit of information, very convenient in realiz-
ing computational processes, with four – or more valued nanobits, depending
on the way of, coding of structures of products to be manufactured;

– in the place of arithmetic logic unit, currently existing in technical systems
of informatics, a system should be introduced, that uses the technology of
gluey matrix, that f makes it possible to bring together and in effect join
simple molecules into complex molecules, which would be the basic elements
of the products to be manufactured;

– accept as the symbols of elementary units of informations not the states of
same systems, but instead, directly the presence of chosen molecules.

After application of these changes, local fragments of technical systems of in-
formatics would exhibit the course of processes similar to that, which occurs in
local fragments of biological systems of informatics.
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Yet, there would arise a fundamental problem, namely, if the collection of local
fragments, joined into homogeneous, global entity, would accomplish the same
functions, which currently are realized by biological systems of informatics?

When answering the question, one may say, that it depends on the way, in
which these fragments would be joined, and if would also be reconstructed the
means of both the communication of the joined fragments between each other,
and the communication of the joined fragments with the environment, as it
happens in biological systems of informatics. It is a problem of such a difficulty,
that same biologists are inclined to accept as an axiom the claim, that a living
cell must origin only from another living cell, and that a technical realization of
such a cell is impossible. But there also exist such geneticist, that claim, that
such a technical realization is possible, and they even specify the number of
technically produced genes, which would be needed for the purpose.

The problem is not ultimately explained.

8 Consciousness

The phenomenon of consciousness, which occurs in biological systems of infor-
matics, is still unexplained. Will it be possible to find the clarification of the yet
not unfathomable phenomenon of consciousness, relying on the laws of physics
and chemistry?

The beginning of an embryonic cycle is initiated by a mother cell, which
in turn gives rise to the process of self-replication of cells, after which begins
the next process – of differentiation and development of tissues, organs and
of the structure of an organism (see Fig. 23). An unexplained problem is the
phenomenon of development, in the forming organism, of consciousness.

Fig. 23. Structure of an embryonic cycle
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Abstract. A major role playing by entanglement of quantum states
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1 Introduction

The opportunity of using genuine quantum behaviour of real matter at small
scale has been considered for quite a long period as an interesting albeit purely
academic challenge for developing a new computation model to perform effec-
tive computations of classically hardly computable functions [1]. The first real
breakthrough in this area happened in the course of famous 1981 MIT 1st Con-
ference on Physics and Computations [2] when Feynman has been suggested
to use another quantum system to simulate a genuine quantum behaviour of a
given quantum system as the only possibility to compute effectively the arising
quantum effects. Soon, after this Conference the research activity in this nar-
row, academic area has been significantly increased. However the real eruption
of activity and interest can be observed after discovery by P.Shor [3] of factoris-
ing big integers into prime factors algorithm working in polynomial time. As is
widely known this is the only possibility to break the security of most popular
cryptography protocols introduced in present day electronic communication in-
dustry. But, the point here is that in order to implement the Shor algorithm to
factorise a big, 1024 bits integer in an acceptable time a quantum machine of
a rather large scale (with quantum registers composing of thousands of quan-
tum logical units) is necessary. Despite to unprecedented activity of all over the
world scientific society (presumably, today it is hardly to find a developed coun-
try in the world where there are no several research groups that are working
on this challenge) the present day existing and working machines looks to be
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rather like small toys for kids. See [4,5,6] for a report on the present status of
project of constructing Quantum Computer. A several, major breakthroughs in
the fundamental Quantum Physics have to be achieved until the final, ultimate
goal which is scalable Quantum Computing Machine working at our Macroscopic
(and therefore classical) Reality will start to do an useful work.

The observed in last decades,exponential growth of computational power of all
kinds of classical computers, PC including,sometimes summarised as Moor’s Law
is achieved mainly due to the technology miniaturisation process. Smaller and
smaller chips like transistors consume less power, can be packed more densely
and switch faster and faster. However. already today there are some techno-
logical processes that are to be controlled on atomic scales,dioxide insulating
layers within each transistors produced is a good example of this. Providing the
miniaturisation will progress with speed as observed in last decades a typical
for genuine quantum effects domination scale (it is theoretically predicted that
the border in between classical and quantum is of size of 10 nanometers) will be
reached soon. Then the necessity, not only the opportunity (as today), of un-
derstanding deeper the quantum behaviour and the use of it to perform a useful
calculations on this quantum scale should be stressed. Otherwise a serious slow-
ing down of the progress in the computational power of computer technology
do appear and the only today predictable possibility to breakthrough the forth-
coming crisis is to build quantum computing machines. There are a number of
quantum computing candidates, among those: superconductor-based quantum
computers (including SQUID-based quantum computers), trapped ion quan-
tum computer, optical lattices, topological quantum computer, quantum dot
on surface (e.g. the Loss-DiVincenzo quantum computer), nuclear magnetic res-
onance on molecules in solution (liquid NMR), solid state NMR Kane quantum
computers, electrons on helium quantum computers, cavity quantum electro-
dynamics (CQED), molecular magnet, fullerene-based ESR quantum computer,
optic-based quantum computers, diamond-based quantum computer, BoseEin-
stein condensate-based quantum computer, transistor-based quantum computer
– string quantum computers with entrainment of positive holes using an elec-
trostatic trap, spin-based quantum computer, adiabatic quantum computation,
rare-earth-metal-ion-doped inorganic crystal based quantum computers.

Such a large number of candidates shows explicitly that the topic, in spite of
rapid progress, is still in its infancy. But at the same time there is also a vast
amount of flexibility.

There is no doubts that quantum entanglement is this genuine quantum prop-
erty that is the key resource of many fruitful applications of quantum informa-
tion processing technology. For example, the realistic applications of entangled
states include theirs major applications for quantum key distribution protocols
(Quantum Cryptography, [7,8,6]). A still futuristic but fascinating visions of
using quantum channels for communication purposes applies entanglement as
the main tool for teleportation protocols implementations, see [9] and the so
called dense coding protocols, see [10]. It is not excluded that the use of quan-
tum channels will play more and more important role in future communication
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technologies. The vision of global communications networks with an appropri-
ate quantum communication channels present inside them seems to be a very
realistic vision of a near future.

2 Some Applications of Quantum Entanglement to the
Future Quantum Communication Technologies

Some introductory material for reading this section, at least on the level for
beginners, can be found in [11] and [12].

2.1 Quantum Cryptography Protocols Based on Quantum Key
Distribution (QKD)

At present the security of the widely used RSA and connected, theory of numbers
based encryption protocols relies on the computational complexity of finding
period of an element in multiplicative group Z∗

N , for N a sufficiently big integer.
In particular, the difficulty of factorization can be overcomed providing a suitable
algorithm for computing periods of elements of Z∗

N is known. RSA is used to
establish secure connections over Internet, enabling the transition of sensitive
data such as passwords,credit cards details and online banking sessions. RSA
also forms the heart of secure messaging protocol PGP (Pretty Good Privacy).
As we have pointed out RSA is only conditionally secure and the construction
of sufficiently large scale quantum computer will destroy this kind of security
completely.

Quantum cryptography sometimes called quantum key distribution (QKD)
offers absolute security of the corresponding encryption protocols as opposite
to the only conditional security offered by all present day available classical
technologies. Let us recall that already in 1917 Vernam [13] proposed one-time
pad encryption scheme the absolute security of which was proven by Shannon
in 1947 [14]. However the serious drawbacks of one-time pad among which the
most serious is the question of session key distribution seems to be the most
crucial ones for makings them insecure and impractical.

Quantum technology offers instead a very promising solution to all of the
mentioned drawbacks of one-time pad protocol. There are mainly two types of
QKD schemes. The first type of QKD schemes is based on quantum measure-
ment process applied to earlier prepared and distributed states and includes
several protocols among which the best known are BB84 protocol [15], B92 [16]
protocol and others as well [17]. The other types of QKD schemes are entangle-
ment based QKD schemes, the Ekert91 [18] and BBN92 [19] are the best known
representatives of this family.

At the heart of any of entanglement based QKD protocol is the quantum
entanglement of the used quantum states and Bell theorem known also as the
violation of Bell inequalities in presence of entanglement [20]. In particular case
of Ekert91 scheme the sender (traditionally called as Alice) and the receiver
(Bob) are assumed to share a rather big reservoir of maximally entangled pairs
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of photons. The photons are distributed in such a way that Alice and Bob each
end up with one photon from each pair. We have to assume that Alice and
Bob are space like separated (in accordance with the locality principle in 4D
Minkowski space-time and the assumptions for applying Bell inequalities) and
that they both measure polarisations of theirs photons. Although the particular
results of their measurements are completely random certain correlations among
theirs particular outcomes obtained are to be hold as predicted by Bell theo-
rem. It follows that any attempt at eavesdropping (by Eve) will disturb these
correlations in such a way that Alice and Bob immediately will be able to de-
tect them. However, the disturbances of quantum correlations might have its
origin not only in eavesdropping but also may be caused by imperfections in the
transmission line and detectors. Therefore the presented scheme of QKD must
be complemented with two additional steps. The first step should eliminate the
erroneous bits caused by noise of channels used and this becomes to be possible
by the so called information reconciliation step. Information reconciliation is a
form of error correction carried out between Alice and Bob’s keys, in order to
ensure both keys are identical. It is conducted over the public channel and as
such it is vital to minimise the information sent about each key, as this can be
read by Eve. A common protocol used for information reconciliation is the cas-
cade protocol, proposed in 1994 [21]. This operates in several rounds, with both
keys divided into blocks in each round and the parity of those blocks compared.
If a difference in parity is found then a binary search is performed to find and
correct the error. If an error is found in a block from a previous round that had
correct parity then another error must be contained in that block; this error is
to be found and corrected as before. This process is repeated recursively, which
is the origin of the cascade name for it. After all blocks have been checked, Alice
and Bob both reorder their keys in the same random way, and a new round
begins. At the end of multiple rounds Alice and Bob have identical keys with
high probability, however Eve has gained some additional information about the
key from the parity information exchanged. The second step necessary in the
presence of eavesdropper is to reduce the amount of catched by him information
about the session key below some minimal level (in fact reduction to any low
level is possible) from which the reconstruction of the session key will be im-
possible at all. For this purpose the so called Privacy Amplification procedure
has been formulated. Privacy Amplification is a method for reducing (and effec-
tively eliminating) Eve’s partial information about common Alice and Bob’s key
session. This partial information could have been gained both by eavesdropping
on the quantum channel during key transmission (thus introducing detectable
errors), and on the public channel during information reconciliation (where it is
assumed Eve gains all possible parity information). Privacy amplification uses
Alice and Bob’s key to produce a new, shorter key, in such a way that Eve has
only negligible information about the new key. This can be done using a univer-
sal hash function, chosen at random from a publicly known set of such functions,
which takes as its input a binary string of length equal to the key and outputs a
binary string of a chosen shorter length. The amount by which this new key is
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shortened is calculated, based on how much information Eve could have gained
about the old key (which is known due to the errors this would introduce), in
order to reduce the probability of Eve having any knowledge of the new key to
a very low value. See [6] for details concerning both additional steps.

The complete mathematical proof of unconditional, absolute security of QKD
protocols was appeared to be not an easy problem which was solved only in the
last few years [17,19,22]. However, in real applications of QKD realistic devices
used for that purpose contain many imperfections comparing with mathemati-
cally idealized QKD protocols to which the above mentioned proofs are referring.
Summarising: the question of absolute security of realistic performance of QKD
is still under active debate. Although there is still a big gap in between the theory
and practise of QKD a lot of experimental work has been done successfully in
the last years. In particular successful implementations of QKD protocols based
on entanglement have been realised by free-space transfer of entangled pairs of
photons over 144km distance [23]. Concerning the present day realistic imple-
mentations of QKD schemes we note the longest distance over which QKD has
been demonstrated using optic fibre is about 148.7km (BB84 protocol) [24]. As it
concerns free space the best result as it was already mentioned is 144km ,the dis-
tance in between two of the Canarian Islands (Ekert91) [23] and (BB84 protocol)
[25]. Attempts to extend QKD schemes to satellite communication level are also
started with. At present there are at least four companies offering commercial
quantum cryptography equipement: idQuantque (Geneva), MagiQ Technologies
(New York), SmartQuantum (France) and QuintessenceLabs (Australia). It is
interesting to recall that already in 2008 the first computer network protected
exlusively by QKD protocols has been successfully tested during some scientific
conference in Vienna. The name of this network is SECOQC (Secure Commu-
nication Based on Quantum Cryptography) and EU funded this project. The
network used 200km of standard fibre optic cable to interconnect six locations
across Vienna and the town of St. Poelten located 69 km to the west [26].

Despite to powerfull progress in QKD implementations still, some crucial from
the point of view of commercial applications problems, like the rather low bit
rate and the problem of amplifications of quantum signals (the quantum repeater
problem) making the transmission possible on a relatively small distances only
has to be solved before QKD will start to dominate in computer security technol-
ogy. The highest bit rate system currently demonstrated exchanges secure keys
at 1Mbit/s (over 20 km of optical fibre) and 10 kbit/s (over 100km of fibre),
achieved by a collaboration between the University of Cambridge and Toshiba
and using the BB84 protocol with decoy pulses [27].

2.2 Quantum Teleportation Protocols and Dense Coding Protocols

It is not excluded, even more it is clear that the future communication technolo-
gies will use intensively quantum channels for transferring quantum and classical
information purposes together with classical channels based technology. Espe-
cially interesting seems to be a vision of using quantum channels for perform-
ing the process of teleportation of classical and quantum as well information
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and sending classical information through quantum channels using dense cod-
ing based protocols fot this purpose. Quantum teleportation, or entanglement-
assisted teleportation, is a technique used to transfer quantum information from
one quantum system to another. It does not transport the system itself as it is
described by sciences-fiction writers, nor does it allow communication of infor-
mation at superluminal (faster than light) speed as it seems to us today. Neither
does it concern rearranging the particles of a macroscopic object to copy the
form of another object. Its distinguishing feature is that it can transmit the
information present in a quantum superposition, useful for quantum communi-
cation and computation. Again entanglement of quantum states used lies in the
very origin of this way of communication. To start with let us explain in details
a general teleportation protocol by which we can send both quantum and clas-
sical information encoded in quantum states. Reversing teleportation protocol
we obtain the dense coding protocol by which we can send much more classical
information then in any of previously known and used classical protocols.

The standard teleportation scheme involve three-partite quantum system A∧
B ∧ C with the corresponding Hilbert spaces of states HA, HB and HC . It is
assumed that a general mixed state ρ is given in the sector A and the problem is
to “send it” to the spacely separated sector C. In the standard teleportation sce-
nario it is assumed that an additional and sufficiently entangled (in most cases
the maximally entangled state is used) bipartite state ωBC ∈ E(HB ⊗ HC) is
at disposal of both AB and C. The teleportation based transfer of information
contained in the state ρ allows to perform only local with respect to the decom-
position AB +C and physical operations (i.e. only completely positive and local
operations are allowed) together with classical communication channel through
which certain amount of supplementary (to conclude the teleportation process)
classical information can be send. In most cases the above mentioned local op-
erations are measurement operations which in general are realised through the
Positive Operator Valued Maesure (POVM) F with a discrete spectrum σ(F ),
see [28]. The first step of the protocol is to perform the measurement of F and if
x ∈ σ(F) is resulted then this information is sent through the adjusted classical
channel to the receiver C. The receiver C must have a suitable library of keys
{K(x), x ∈ σ(F)} which are local (acting in C sector only) physical operations
and such that if he applies the proper key K(x) to its end of the state ωBC i.e.
(IB ⊗ Kx)(ωBC) then the result of this operation should be exactly equal to ρ.
All this can expressed by the following equality:

For any observable A = A† ∈ HA

TrHA (ρA) =
∑

x∈σ(F)

Tr (ρ ⊗ ωBC) (Fx ⊗ Kx(A)) (1)

where it is assumed (for simplicity only) that the space HB is isomorphic to HC

i.e. dim(HB) = dim(HC). A graphical exposition of the described teleportation
process is presented in Fig. 1.
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Fig. 1. The general scheme of teleportation

The fundamental question is of course whether teleportation processes as de-
scribed are possible at all and both on theoretical level and experimental as well.

Example 1. Teleportation of pure states of qubit protocol [29].
This was historically the first teleportation protocol discovered for teleporting

pure states of qubit. In this case the corresponding Hilbert spaces are given by
2d complex Euclidean spaces C2 and the corresponding entangled state (which
is maximally entangled state in fact) is given by:

|ΨBC〉 =
1√
2

(|00〉+ |11〉) . (2)

Let |ΨA〉 be any pure state of qubit that will be teleported. The measurement
arrangement here reduces to the orthodox von Neumann measurement in the of
Bell vectors composed orthonormal basis of C2 ⊗C2 = C4 which are defined as:

|φ±〉 = 1√
2

(|00〉 ± |11〉)
|ψ±〉 = 1√

2
(|01〉 ± |10〉) . (3)

The only possible outcomes of such an experiment are given as pairs of numbers
(00), (01), (10) and (11) and all can arise with the same probability equal to 0.25.
The resulted pair of bits is then send to receiver C through classical channel and
the corresponding library of keys used by him in order to obtain a state |ΨA〉 in
his register is given by {I, σZ , σX , iσY }. This is depicted graphically in Fig. 2.
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|ψ〉
⊗ classical

B
el
l
m
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su
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m
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|ψBC〉

Fig. 2. Teleporting of qubit state using maximally entangled state |ψBC〉 and orthog-
onal measurement in Bell basis together with classical channel
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It is interesting to observe that from mathematical point of view the teleportation
process just described is nothing more then the following algebraic identity:

|Ψ〉|ΨBC〉 =
1
2
|φ+〉(I|ΨA〉) +

1
2
|φ−〉(σZ |ΨA〉) +

+
1
2
|ψ+〉(σX |ΨA〉) +

1
2
|ψ−〉(−iσY |ΨA〉) . (4)

It follows from the anylysis of Werner [30] that the following general result can
be proven:

Theorem 1. Let us assume that dim(HA) = dim(HB) = dim(HC) < ∞. Then
there exist infinitely many unitarly unequivalent scenarios of teleportation pro-
tocols as desribed in Fig. 1.

Concerning experimental demonstrations of teleportation we referr to [31] (pho-
tonic states) and [32] (atomic states).

3 The Mathematical Notion of Entanglement

Let G be a quantum system composed from n smaller parties Gi which we assume
are separated spatially, however, a classical communication in between them
is still allowed. From quantum physics we know that to subsystems Gi there
are associated in an unique (up to unitary isomorphisms) Hilbert spaces Hi

of states and the states of composite system G are associated with the space
H = H1 ⊗ H2 ⊗ . . . ⊗ Hn, where ⊗ means the (completed if dimensions of Hi

are infinite) tensor product operation. The pure states of G are then given by
(rays) normalised vectors |ψ〉 ∈ H and the corresponding space of pure states
will be denoted as ∂E(H). The corresponding mixed states are given by linear,
of trace class semi-positive maps of H and form a compact and convex subset
E(H) the topological boundary of which is exactly the set ∂E(H). The source
of all of problems connected with entanglement is that E(H) is not a Choquet
simplex and therefore there do exist infinitely many different decompositions of
a given state ρ ∈ E(H) into pure states from ∂E(H).

Let Par(n) be a set of all partitions of a given n-element set X = {x1, . . . , xn},
the number of elements of Par(n) is given by the corresponding Bell number B(n).
For a given partition π ∈ Par(n) of the form π = (X1, . . . , Xk) the number k
stands for the length |π| of π. The following partial order ≺f will be used in the
following: we say that a partition π = (X1, . . . , Xk) is finer that a partition π

′
=

(Y1, . . . , Yl) iff for each i ∈ {1, . . . , k} there exists l ∈ {1, . . . , l} such that Xi ⊆ Yl.
This will be denoted as π ≺f π

′
. Then, in the poset (Par(X),≺f ), there exists a

maximal element πmax = (X) and minimal πmin = ({x1}, . . . , {xn}) as well.
Let |ψ〉 ∈ ∂E(H). We will say that the vector state |ψ〉 is π-separable state,

where π = (X1, . . . , Xk), iff |ψ〉 can be written as
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|ψ〉 =
k⊗

i=1

|ψXi〉, where |ψXi〉 ∈ ∂E(
⊗

α∈Xi

Hα) (5)

and π is the finest partition for which (5) hold.
In particular a state |ψ〉 ∈ ∂E(H) is called completely separable iff |ψ〉 is πmin-

separable. The dual notion is that of partial entanglement. A state |ψ〉 ∈ ∂E(H)
is called completely entangled iff |ψ〉 is πmax-separable and is π-entangled iff it is
π-separable and π /∈ {πmax, πmin}. If |ψ〉 is π-separable state, π = (X1, . . . , Xk),
then for any i : |Xi| ≥ 2 the state |ψXi〉 is completely entangled on Xi.

A similar definition can be introduced to treat the case of general quantum
states ρ ∈ E(H). A state ρ ∈ E(H) is called π-separable state iff there exists
π ∈ Par({1, . . . , n}) for which the following representation exists:

ρ =
∑

α

Pα ⊗i∈{1,...,|π|} ρα
Xi

, Pα ≥ 0,
∑
α

Pα = 1, ρα
Xi

∈ E(
⊗
j∈Xi

Hj). (6)

Having a particular state |ρ〉 ∈ E(H) we want to answer the question whether
this state is entangled or not. In the two-partite case certain useful criterions
have been developed in the past twenty years due to activity of many peoples.
For an extensive and up to date well written reviews see [33,34].

In the case of two-partite systems and for pure states the complete answer to
the question of entanglement and the amount of it is provided by the Schmidt
decomposition theorem [28]. In the case of general two-partite systems (however
the finite dimensional situations are mainly explored till now) several techniques
checking whether a given mixed state ρ is entangled or not have been worked
out and certain methods for definite answering this question (based on Linear
Programming Algorithms) are at our disposal at present. Although the definite
answer to the question of entanglement can be obtained the important point is
that this problem is known to be NP-HARD problem [35]. However, a plenty of
polynomially complex methods can be used for this purpose also. However, the
price for a use of a reasonable calculationaly complex method is that all of them
are not giving definite answer to the question of entanglement. The so called
PPT-criterion of Peres [28,36,33] the cross norm criterion [33,34] and several
witness constructions are known examples [34,33].

So, we can assume that a suitable procedure enabling us to check whether a
given state of 2-partite system H = H1 ⊗H2 is separable or entangled is given.

2p-Oracle: Is entangled?

input : H = HA ⊗HB, ρ ∈ E(H), the 2p decomposition
output: YES, if ρ is entangled, NO if ρ is separable

For further use let us recall what the Schmidt decomposition theorem tells us. For
any |ψ〉 ∈ H1 ⊗ H2 there exists a sequence of strictly positive numbers
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(λ1
|ψ〉, . . . , λ

k
|ψ〉) ≡ λ|ψ〉 called a Schmidt coefficients of |ψ〉 and where k =

min(dim(H1), dim(H2)) is the so called Schmidt rank of a vector |ψ〉 and a pair
of ON bases {Θ1

i }, {Θ2
i } in H1 and respectively in H2 and such that the following

eguality holds:

|ψ〉 =
k∑

i=1

λi
|ψ〉|Θ1

i 〉|Θ2
i 〉 . (7)

SD-Function

input : H = HA ⊗HB, |ψ〉 ∈ ∂E(H)
output: [r|ψ〉, λ|ψ〉, {Θ1

i }, {Θ2
i }]

where r|ψ〉 is the Schmidt rank of |ψ〉, λ|ψ〉 = (λ1
|ψ〉, . . . , λ

k
|ψ〉),

k = r|ψ〉 ≤ min(dimH1, dimH2), {Θi
α}, i = 1, 2 are the corresponding

ON-bases in Hi

In the paper [37] certain algorithms for answering the question of partial sepa-
rability (and thus of entanglement) in the case of n-partite systems have been
presented. We summarise the results of [37].

n-partite-Oracle: Is entangled?

input : H = H1 ⊗H2 ⊗ . . . ⊗Hn, the decomposition of the system,
ρ ∈ E(H)

output: X = (X1, . . . , Xk) ∈ Par(In) such that ρ is X-separable

However, the serious drawback of methods introduced in [37] is that they are all
of nonpolynomial (in n) calculational complexity.

One of the important corollaries of [37] is that in the case of n-partite systems
several incomparable (here we mean the comparison by the use of (S)LOCC class
of operations and appropriately adopted to the case discussed, see below) kinds
of partial entanglement do appear.

Let ρ ∈ E(H) and let X = (X1, . . . , Xk) be the corresponding partition given
by the use of previous n-partite Oracle. Any reasonable measure Mn of amount
of entanglement included in ρ should obey the following requirements:

(En(1)) Mn is separating the subset of complete separable states from the re-
maining (open) part of E(H),

(En(2)) Mn must be invariant under LU(X)-operations, when LU(X) = U(X1)
⊗ . . . ⊗ U(Xk) for X = (X1, . . . , Xk) ∈ Par(In) and U(X) is the group of
unitaries acting on HX ,

(En(3)) Mn must be monotone under (S)LOCC(X) class of operations, which
means that for any ρ ∈ E(H) and with X = (X1, . . . , Xk) as above, for
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any X
′ ≺finer X and the action of local physical operations Θ, local with

respect to the partition X
′
= (Y1, . . . , Yi):

Mn(Θ(ρ)) ≤ Mn(ρ) ,

(En(4)) Mn should obey natural continuity requirements.

Even in the case of 2-partite systems it is not an easy task to construct the cor-
responding function, although some definition and proceduras are given the real
drawback of all of them is that they are hardly to be effectively calculable [38].
A mathematical proof of the generic NP-hardness of computing such functions
is known [35].

Any function Mn obeying En(2) – En(3) (and En(4)) will be called n-partite
entanglement monotone (resp. continuous n-partite entanglement monotone)
function.

Now, we present an example of such n-partite monotone that will be called
weakest k-clique entangled. For this we assume that ρ ∈ E(H) is completely
entangled state.

For any k ∈ {1, . . . , n
2 } let Ck(n) ≡ {the set of all k-elements subsets of In =

{1, 2, . . . , n}}. The elements of Ck(n) will be called k-cliques in the following.
Any X ∈ Ck(n) definies 2-partition (X, In \ X) of In. Let M2 stands for any
2-partite monotone. With the use of M2 we define the strength of entanglement
in between X and In \ X that is contained in the state ρ:

ẽsk(X, Xc)(ρ) = M2(ρ,HX ,HXc) (8)

Then the weakest k-clique entangled is defined as

wesk(ρ) = inf{ẽsk(X, Xc)(ρ)}, X ∈ Ck(n) . (9)

Our main result of this contribution is formulated now:

Theorem 2. Let H = H1⊗H2⊗. . .⊗Hn be a n-partite system and let ρ ∈ E(H)
be completely entangled state. Then for any 2-partite continous monotone M2
and any k ∈ {1, . . . , n

2 } the function wesk as defined in (9) is (continous) n-
partite entanglement monotone.

A detailed discussion of the introduced n-partite entanglement monotone mea-
sures shall be presented in a separate, forthcoming publications where also cer-
tain numerical examples obtained by the use of Zielona Gora Quantum Com-
puting System [39] will be presented as well.

4 Summary

The quantum entanglement is this genuine quantum property by use of which,
otherwise impossible tasks may be achieved. Among the best known applica-
tions of entanglement are: quantum key disribution offering an absulute secure
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exchange of information, superdense coding, quantum state teleportation, infor-
mation exchanges through time and many ohers as well, most of them is even
hardly to predict today. Quantum entanglement already now has found many
interesting applications in present day state of art in the emerging technolo-
gies of quantum computing and quantum cryptography, for example it has been
used to realize practically quantum teleportation tasks. At the same time, it
prompts some of the more philosophically oriented discussions concerning quan-
tum theory. The correlations predicted by quantum mechanics, and observed in
experiment, reject the principle of local realism, which is that information about
the state of a system can only be mediated by interactions in its immediate
surroundings and that the state of a system exists and is well-defined before any
measurement [40]. Efforts to quantify the amount of entanglement included in a
typically entangled quantum states are therefore very important to understand
better a very nature of quantum world.The present paper contains both the very
condensed review of the actual applications of quantum entanglement in the ex-
isting technology and also presents the main ideas of our very recent attempts
to understand qualitatively the phenomenon of multipartite entanglement [37].

References

1. Deutsch, D.: Quantum Theory the Church-Turing principle and the universal quan-
tum computer. Proceed. R. Soc. 400, 97–117 (1985)

2. Feynman, R.P.: Keynote talk by R.P. Feynman, 1st Conference on Physics
and Computations. MIT, Cambridge (1981); International Journal of Theoretical
Physics 21, 467–488 (1982)

3. Shor, P.: Algorithms for quantum computations: discrete log and factoring. In:
Goldwasser, S. (ed.) Proceedings of the 35th Annual Symposium on the Foun-
dations of Computer Sciencem, pp. 124–134. IEEE Computer Society Press, Los
Alamitos (1994)

4. Petit, C.: Quantum Computer Simulates Hydrogen Molecule Just Right. Science
News (January 2010)

5. DiCarlo, L.: Demonstration of two-qubit algorithms with a superconducting quan-
tum processor. Nature 460, 240–244 (2009)

6. Bennett, C.H., Bessette, F., Brassard, G., Salvail, L., Smolin, J.: Experimental
Quantum Cryptology 5(1), 3–28 (1992)

7. Gisin, N., Ribordy, G., Tittel, W., Zbinden, H.: Quantum cryptography. Rev. Mod.
Phys. 74, 145–194 (2002)

8. Lo, H.-K., Lutkenhaus, L.: Quantum Cryptography: from theory to practise.
Physics in Canada 63, 191 (2007)

9. Vaidman, L.: Teleportation of Quantum States. Phys. Rev. A 49, 1473–1476 (1994)
10. Peres, A.: What is actually teleported? IBM Journal of Research and Development

48(1)
11. Bugajski, S., Klamka, J., Wegrzyn, S.: Foundation of quantum computing. Part 1.

Archiwum Informatyki Teoretycznej i Stosowanej 13(2), 97–142 (2001)
12. Bugajski, S., Klamka, J., Wegrzyn, S.: Foundation of quantum computing. Part 2.

Archiwum Informatyki Teoretycznej i Stosowanej 14(2), 93–106 (2002)
13. Vernam, G.S.: Cipher printing telegraph systems for secrets wire and racho tele-

gram communications. J.AIEE, 109 (1926)



Entanglement in General Multipartite Quantum Systems and Its Role 27

14. Shannon, C.: Communication theory of secrecy systems. Bell System technical
Journal 28(4), 656 (1949)

15. Bennett, C.H., Brassard, G.: Quantum Cryptography: Public key distribution and
coin tessing. In: Proc. IEEE Computer Systemsand Signal Processing, pp. 175–179.
IEEE, Bangalore (1984)

16. Bennett, C.H.: Quantum cryptography using any two nonorthogonal states. Phys.
Rev. Lett. 68, 3121 (1992)

17. Lo, H.-K., Chau, H.-F.: Unconditional security of quantum key distribution over
arbitrary long distances. Science 283, 2050

18. Ekert, A.K.: Quantum cryptography based on Bell theorem. Phys. Rev. Lett. 67,
661 (1991)

19. Acin, A., Gisin, N., Masanes, L.: From Bell theorem to secure QKD. Phys. Rev.
Lett. 97, 120405 (2006)

20. Bell, J.S.: Speakable and unspeakable in quantum mechanics. Cambridge Univer-
sity Press, Cambridge (1987)

21. Brassard, G., Salvail, L.: Secret key reconcilation by public discussion. In: Helleseth,
T. (ed.) EUROCRYPT 1993. LNCS, vol. 765, pp. 410–423. Springer, Heidelberg
(1994)

22. Mesanes, L., Winter, A.: Unconditional security of key distribution from causality
constrains. http://arxiv.quant/ph/06066048 (2006)

23. Ursin, R.: + 17 coauthors: Entanglement based quantum communication over 144
km. Nature 3, 481 (2007)

24. New Jornal of Physics 8, 193 (2006)
25. Schmitt-Manderbach et al.: Experimental demonstration of the free space decoy-

state quantum key distribution over 144 km. Phys. rev. lett. 98, 1010504 (2007)
26. http://news.bbc.co.uk/1/hi/sci/tech/7661311.stm

27. Dixon, A.R., Yuan, Z.L., Dynes, J.F., Sharpe, A.E., Shields, A.J.: Optics Express
16(23), 18790–18979

28. Nielsen, M.A., Chuang, I.L.: Quantum Computation and Quantum Information.
Cambridge University Press, Cambridge (2000)

29. Bennett, C.H., et al.: Teleporting an Unknown Quantum State via Dual Classical
and Einstein-Podolsky-Rosen Channels. Phys. Rev. Lett. 70, 1895–1899 (1993)

30. Werner, R.F.: All teleportation and Dense coding schemes,
http://arXiv.quant/ph/003070v1

31. Barrett, M.D., et al.: Deterministic Quantum Teleportation of Atomic Qubits.
Nature 429, 737 (2004)

32. Riebe, M., et al.: Deterministic Quantum Teleportation with Atoms. Nature 429,
734–737 (2004)
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Abstract. Simulations of standard 1D and 2D quantum walks have
been performed within Quantum Computer Simulator (QCS system)
environment and with the use of GPGPU (General Purpose Graphics
Processor Unit) supported by CUDA (Compute Unified Device Archi-
tecture) technology. In particular, simulations of quantum walks may be
seen as an appropriate benchmarks for testing computational power of
the processors used. It was demonstrated by a series of tests that the use
of CUDA based technology radically increases the computational power
compared to the standard CPU based computations.

Keywords: one and two dimensional quantum walks, simulation of
quantum walks on gpgpu, CUDA technology.

1 Introduction

Recently the concept of quantum walks attracted a big attention as they pro-
vide us with a very promising source of ideas for constructing new quantum
algorithms [1], [2], [3]. In particular exponential speedups of some classical prob-
lems have been discovered again (like in the Shor’s algorithm case), the expo-
nentially faster hitting described in [4] and [5] seems to be a good example for
this. Additionally, certain although not so particular as exponential speedups
are, speedups of some classical problems like k-distinction problem, triangle and
k-clique algorithms are examples of them [6],[1],[7] have been obtained by the
use of quantum walks concept. Another inspirations for studying quantum walks
based applications may come from the observation [8], [9] that quantum walks
might play the role of universal quantum calculation tool.

It is the main purpose of the present contribution to test some particular
properties of quantum walks by using certain simulating tools. The main tools
used for our simulations are the Zielona Góra Quantum Computer Simulator (as
the main tool) and the GPGPU equipped with new computational technology
offered by CUDA.

It is one of the main result of this note the demonstration of powerful incre-
mentation of calculational abilities if we use GPGPU of new generation compared
with standard CPU based computations.
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Organisation of this note is as follows: in Sect. 2 we provide a reader with the
basic definitions and constructions connected with quantum walks on general
graphs. Numerical implementations of quantum walks on certain lattice struc-
tures coming from that of Z1 and Z2 together with the corresponding numerical
algorithms are presented in Sect. 3. Additionally several examples of our simu-
lations will be presented and discussed briefly there.

2 Some Mathematical Preliminaries

Let G = (V, E, l) be a graph and where as obviously V stands for the set of
vertices of G the number of elements |V| of which is equal to N , E stands for
the set of (undirected) edges of G and l : E → {V, V} is the edges labelling
function. The corresponding incidence matrix of G will denoted as MG. With
the use of MG the continuous time Markov walk on G can be described by
the corresponding, canonical Markovian transition semi-group Tt = exp(−tMG)
and (eventually) an initial distribution π0. For any v ∈ V we denote by d(v) the
corresponding degree of vertex v and let then P(v) = (P1, P2, . . . , Pd(v)) be a
discrete probability measure assigning a probability that the walker jump with
probability pi by the use of i-th edge ei connecting the vertex v with l(ei)(2) = ω.
The system (P, π0), where π0 is an initial distribution gives rise to the discrete
step random walk on G.

The corresponding quantum walks onG canbe constructed in the followingway.
The continuous time quantum walk on G: by the very definition starting from

the vertex v0 (with probability π0) after time t we arrive at the vertex obtained
by the action of the unitary group UG

t = exp(itHG) (where HG stands for the
corresponding graph Hamiltonian) acting in the Hilbert space HG = ⊕v∈V|v〉.
However only the discrete time processes will be discussed in this note.

2.1 The Discrete Time Markovian Quantum Walks

LetHG = ⊕v∈V|v〉 be the canonical Hilbert space associated with G, obviously
HG � CN . For any v ∈ V let d(v) be degree of v. Then the local Hilbert space
Hv is defined as a space isomorphic to Cd(v), explicitly Hv = ⊕eu |eu〉, eu runs
over all edges connecting the vertex v with others. A collections C = (Cv, v ∈
V) of unitary maps acting on the spaces Hv, v ∈ V and fulfilling additionally
certain natural coincidence conditions, see i.e. [5]; will be called a “coin flip
transformation sequence”. In other words, for any v ∈ V:

Cv : |v〉 ⊗ Hv → |v〉 ⊗ Hv

where |v〉 ⊗ |ω〉 → |v〉 ⊗ Cv|ω〉 .
(1)

The global Hilbert space H is defined as H = ⊕v∈V|v〉⊗Hv and the corresponding
discrete quantum walk on G, providing the family C is given, can be defined by
its one step transformation:

U = S(I ⊗ C ) (2)
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where the shift transformation S is defined as:

S|v, e〉 = |v′, e〉 if l(e) = {v, v′} . (3)

Several questions (with analogy to the classical case, especially the problems
connected to the mixing and hitting times on a large class of graphs have been
studied intensively) can be studied, the question about limiting probability dis-
tributions and hitting times are amoung the most popular one [10].

Although intensive simulations of quantum walks on many complex graphs
are planned to be done we have concentrated first on some simplest quantum
walks on the infinite (the finite amount of with appropriate boundary condition
are considered in real simulation tasks of course) graphs Z1 and Z2 that we
describe now.

2.2 Quantum Walks on Lattice Z1 and on Lattice Z2

With the lattice Z1 we associate the Hilbert space l2(Z) = ⊕n∈Z|n〉 and the coin
flip transformation C acting in C2 ≡ |R〉 ⊕ |L〉 symbolising the possible steps in
the right (|R〉) or left direction (|L〉) is given. Then the corresponding Hilbert
space l2(Z) ⊗ C2 can be seen as a space of infinite sequences |ψ〉 ≈ ((αjk), j ∈
Z, k ∈ {R, L}), i.e. any vector |ψ〉 ∈ l2(Z) ⊗ C2 can be given by:

|ψ〉 =
∑

j∈Z,k=L,R

αjk|j, k〉 where
∑
j,k

|αjk|2 = 1 . (4)

Different choices of C and shift operators lead to different models of quantum
walks on the lattice Z1.

The graph Hilbert space HZ
2

for the 2D lattice Z2 is defined as

HH2 = ⊕j,m∈Z |j, m〉 = l2(Z2) . (5)

The degrees of all vertices are equal to 4 and therefore the local Hilbert spaces
are isomorphic with C4 to be identified with R,L,U,D (right, left, up, down)
steps on the lattice. The total space H = l2(Z2) ⊗ C4 and the typical vector
|ψ〉 ∈ H can be decomposed as

|ψ〉 =
4∑

j,k=1

+∞∑
m,n=−∞

αj,k,m,n|j, k〉|m, n〉 with
4∑

j,k=1

+∞∑
m,n=−∞

|αj,k,m,n|2 = 1 .

(6)
A different versions of the corresponding coin flip transformation C and the
shift operators (reflecting some additional topological constraints) then lead to
different quantum walk models on Z2 lattice. Some of them will be presented for
simulations performed in the next section including some quantum walk models
on Z

1 as well.
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3 The Algorithm for Simulating Quantum Walks on
GPGPU

The calculation routine for simulation of quantum walks can be build directly
from the definition of state of quantum walker walking on the lattice Z2. In
general a state of the quantum walker at time t is given in the following way:

|ψ(t)〉 =
1∑

j,k=0

+∞∑
m,n=−∞

αj,k,m,n(t)|j, k〉|m, n〉 (7)

where αj,k,m,n(t) ∈ C and
∑

j,k

∑
m,n |αj,k,m,n(t)|2 = 1. The evolution of the

quantum walker system over time t is expressed by following unitary operator

U = S(C ⊗ I) (8)

where S is the shift operator, I represents the identity operator and C is the coin
operator (in most cases we can assume that the coin is represented by Hadamard
operator, but there exist other representations of the coin operator e.g. Fourier
and Grover coins) which acts on the local H2 ⊗ H2 subspace of whole walker
Hilbert space system l2(Z2) ⊗H2 ⊗H2.

In this contribution we propose rather special definition of shift operator for
two-dimensional quantum walks. A comparison of our definition with those used
frequently can be found in [11], [12] and [13]. We also use the random broken links
(termed RBL) technique, first developed for one dimensional quantum walks and
introduced in [14]. The RBL technique was generalised for two-dimensional case
in [11].

The used definition of shift operator which coincides with physical and math-
ematical lattice is the following

S =
1∑

j,k=0

+∞∑
m,n=−∞

|j, k〉〈j, k| ⊗ |m + (−1)j(1 − δj,k), n + (−1)jδj,k〉〈m, n| (9)

where δj,k is Dirac discrete delta function.
The following function includes the possibility of appearance of the broken

line in a path in between site (j, k) and (m, n) in example depicted on Fig. 1:

RBL(j, k, m, n) =

⎧⎨⎩ (−1)j − if link to m + (−1)j(1 − δj,k),
n + (−1)jδj,k is closed

0 − if link is open
(10)

where j, k ∈ {0, 1}.
After applying shift operator (9) to state (7) the evolution can be summarised

in following way:

ψ(1−j,1−k,m,n)(t + 1) =
1∑

j′,k′=0

Cj+RBL(j,k,m,n),k⊕RBL(j,k,m,n),j′,k′

· ψ(j′,k′,m+RBL(j,k,m,n)(1−δj,k),n+RBL(j,k,m,n))δj,k
(t) (11)

where ⊕ represents addition modulo two.
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(a)

(b) (c)

Fig. 1. The idea of broken links for one-dimensional quantum walk (a) where we show
broken links between sites, part (b) and part (c) represent examples of natural and
diagonal lattices for two-dimensional quantum walk

The algorithm to simulate two-dimensional quantum walks is directly basing
on the evolution given by Equation (11). It can be implemented on the traditional
architecture for standard CPU and of course for GPGPU based solutions.

Figure 2 shows a fragment of calculation routine for GPGPU which task is
to compute values for the next iteration of quantum walk in the segment case.
In each iteration all points in the segment attain a new values. This means that
the all available GPGPU cores are fully used. Additionally, the efficiency can be
increased by better usage of threads available in CUDA architecture.

__global__ void one_iteration_segment(
cuFloatComplex *A0, cuFloatComplex *A1,
cuFloatComplex *Atemp0, cuFloatComplex *Atemp1, int *RBL0,
int *RBL1, cuFloatComplex *C, int N) {

int m = blockIdx.x * blockDim.x + threadIdx.x; int L, cidx1, cidx2;

if (m<N) {
L = RBL0[m]; cidx1=(L*2); cidx2=(L*2)+1;
Atemp1[m] = cuCaddf(cuCaddf(Atemp1[m], cuCmulf(C[cidx1], A0[m+L])),

cuCaddf(Atemp1[m], cuCmulf(C[cidx2], A1[m+L])));

L = RBL1[m]; cidx1=((1+L)*2); cidx2=((1+L)*2)+1;
Atemp0[m] = cuCaddf(cuCaddf(Atemp0[m], cuCmulf(C[cidx1], A0[m+L])),

cuCaddf(Atemp0[m], cuCmulf(C[cidx2], A1[m+L])));
}

}

Fig. 2. The kernel function to compute trajectories of one-dimensional quantum walks
on segment

The function to calculate the probability distribution for one-dimensional
quantum walk on the line is very similar to the segment case with one im-
portant difference. In the i-th iteration the quantum walker cannot be farther
than i sites from its initial position. The necessary change in GPGPU routine is
expressed as:
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int m = blockIdx.x * blockDim.x + threadIdx.x; int left, right;
left = max(midpoint - extra - iteration, 1);
right = min(midpoint + extra + iteration, N-1);
if (m>=left && m<=right) { ... }

The probability distributions connected to a calculated trajectory for seg-
ment and line (and also for two-dimensional cases) are not the same, which is
illustrated on the Fig. (3).
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Fig. 3. The one-dimensional quantum walk on segment (a) and on line (b). In both
cases number of iterations are the same and equal to 100 and probability distribution
of two-dimensional quantum walks with Fourier walker and Fourier’s initial state on
diagonal lattice depicted on plot (c) and natural lattice depicted on plot (d).

3.1 Complexity Analysis Briefly

The computational complexity T 1d of simulation of quantum walk for one-
dimensional case strictly depends on the size of segment or line used. Let N
be a size of segment for arising in i-th iteration, then:

T 1d
i (N) =

N−1∑
m=0

1∑
j=0

(
TRBLm

1∑
k=0

(TOPm
)

)
= 4 · TRBLm

· TOPm
· N . (12)
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It is possible to write Equation (12) in such a form because operations RBLm and
OPm need the same constant time of work which is independent on the number
of iteration. The symbol TRBLm stands for amount of time necessary to process
information about broken links, the second symbol TOPm

stands for amount of
time necessary to process the probability amplitude of selected point. The use
of GPGPU means, that the processing time can be divided by the number Nc

of available cores, because operations RBLm and OPm are independent for each
point in segment or line (as well as in two-dimensional case):

T 1d
GPGPU(ni) = T 1d

i (N)/Nc . (13)

The simulation of quantum walk on line shows one important difference com-
paring to segment case. The point is that the new values of points are calculated
only in part and the size of simulated portion strictly depends on the number of
iteration. The complexity can be denoted as (where TRBLm

and TOPm
have the

same sense as in previous, segment case):

T 1d
i (N) =

ri∑
m=li

1∑
j=0

(
TRBLm

1∑
k=0

(TOPm)

)
= 4 ·TRBLm ·TOPm ·((ri− li)+1) (14)

where the li and ri are given by:

li = max(MP − ES − i, 1), ri = min(MP + ES + i, N − 1) (15)

where MP is the midpoint index of line, the value ES is used to pad and therefore
prevents from range errors. However, these values are constant so the difference
of ri and li for i-th iteration can be expressed as

(ri − li) = (2 · i) + 1 . (16)

In the case of small systems (ten, twenty or fifty points), Equation (16) shows
that the most of available cores in GPGPU are not fully utilised. In the case
of bigger systems this problem is not arising. The difference in (16) for higher
iteration number is bigger and what is more the values of this difference for all
iterations form the arithmetic sequence, which means that in sense of complexity
theory that only linear speedup is achieved, however for segment with size of
10000 points the obtained speedup is nearly hundredfold. The corresponding
times have been depicted in Tables 1, 2 and 3.

The use of Equation (11) allows to estimate computational complexity of
two-dimensional quantum walk trajectory calculations in i-th iteration:

T 2d
i (N) =

rbi∑
m=lbi

rbi∑
n=lbi

1∑
j=0

1∑
k=0

TRBL(m,n,j,k)4 · TOP(m,n,j,k) =

> 16 · TRBL(m,n,j,k) · TOP(m,n,j,k) · ((rbi − lbi) + 1)2 , (17)

where N means the length of trajectory calculated.



36 M. Sawerwain and R. Gielerak

Table 1. The measured times of calculations of one-dimensional quantum walks tra-
jectories for segments with different sizes (without broken links)

Core 2 Duo 8400 (1 core) Geforce 9600 GT (64 cores) Geforce 280 (240 cores)
Size Time in ms Time in ms Time in ms
100 6.00 4.51 2.48
1000 663.00 40.186 24.171
5000 22685.00 612.67 281.57
10000 96362.00 2324.3002 884.297

Table 2. The measured times of calculations of two-dimensional quantum walks tra-
jectories for diagonal lattice without broken links. The measured times for the case of
Core 2 Duo and two-thread computational routine are presented in bracket.

Core 2 Duo 8400 (1 core) Geforce 9600 GT (64 cores) Geforce 280 (240 cores)
Size Time in ms Time in ms Time in ms
100 700 (413) 195 64
200 5480 (2945) 1003 363
300 19140 (10512) 3423 1137
400 47230 (25785) 8123 3127
500 92530 (50274) 14462 4706

Table 3. The measured times of calculations of two-dimensional quantum walks tra-
jectories for diagonal lattice without broken links. The simulation was performed on
two Intel Xeon E5420 2.50 Ghz processors, the multi-threaded calculation subroutine
was compiled with GCC compiler with “-O3” option.

(1-thread) (2th) (4th) (8th)
Size Time in ms Time in ms Time in ms Time in ms
100 770 409 299 206
200 6740 3281 2190 1382
300 22910 12029 7130 4848
400 56610 29853 17699 12069
500 114060 65292 33275 24602

The variables lbi and rbi have the same meaning as li, ri introduced before
and are calculated in the following way:

lbi = max(MP − ES − i, 1), rbi = min(MP + ES + i, 2 · MP − 1) . (18)

The expression ((rbi−lbi)+1)2 in Equation (17) can be expressed in the following
way

((rbi − lbi) + 1)2 = ((2 · i) + 1)2 . (19)

Speedups obtained for 2D quantum walks presented in Fig. 4 are based on results
presented in Tables 2 and 3.
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Fig. 4. The obtained values of speedup for simulations of two dimensional quantum
walks on diagonal lattice. Graphs labelled as 2th, 4th and 8th are compared to one-
thread computational routine. Graphs marked as 64th and 240th represent the speedup
obtained by computational routine executed on the Geforce video card 9600 GT and
GTX 280 respectively.

4 Conclusions and Further Work

The specialised software to simulate one and two dimensional random quantum
walks without and with broken links has been presented in this article. The used
software is a part of the Quantum Computing Simulator presented in [15], [16].

A significant speedup of the simulations process comparing to previous paper
[13] have been achieved. The used technologies enables to simulate effectively
much more complex quantum walks then previously known. Additionally, certain
more deeper notions connected to the analysis of quantum walks behaviour can
be analysed using computer simulations as an appropriate tool.
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Abstract. Electronic circuits based on nanodevices and quantum ef-
fect are the future of logic circuits design. Today’s technology allows
constructing resonant tunneling diodes, quantum cellular automata and
nanowires/nanoribbons that are the elementary components of thresh-
old gates. However, synthesizing a threshold circuit for an arbitrary logic
function is still a challenging task where no efficient algorithms exist.
This paper focuses on Generalised Threshold Gates (GTG), giving the
overview of threshold circuit synthesis methods and presenting an algo-
rithm that considerably simplifies the task in case of GTG circuits.

Keywords: Generalised Threshold Gate, NDR, gate synthesis.

1 Introduction

CMOS is a very powerful technology of constructing complex circuits imple-
menting various Boolean logic functions. One of the most important features
of CMOS is the ability to construct switching circuits that theoretically do not
consume power when in steady state. However, constant need to develop faster
and more complex circuits leads to increased integration scale and brings new
issues, such as small size of single electronic devices (close to the technology
limits), increasing current leakages, or difficulties with clock synchronization.
These parasitic effects lead to increased power consumption, thermal runaways
and other undesirable effects, showing that technology is already reaching the
limits and that new solutions are required.

International Technology Roadmap for Semiconductors [1] proposes several
alternatives for CMOS technology, focusing on improved technology of CMOS
circuit design (e.g. 193 nm wavelength lithography) and new technologies (e.g.
nanowires, carbon nanotubes or graphene devices) that take advantage of quan-
tum effects. One of the alternatives are the devices that feature Negative Differ-
ential Resistance (NDR) property [2].

Circuits with NDR property were first studied in 1960s and 1970s when sev-
eral CMOS based circuits have been proposed [3]. CMOS based NDR devices
are still under development and up to date CMOS technologies are used to im-
prove properties of the devices [4,5]. These works focus on constructing NDR
devices using currently available technologies while it is believed that the future
belongs to resonant tunneling diodes (RTDs), nanowires, nanoribbons or carbon
nanotubes (CNT).

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2010, CCIS 79, pp. 39–48, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Previous Work

Advances in nanotechnology and NDR devices in the last 15 years have restored
interest in NDR based circuits for implementing Boolean functions. Attention
is focused on threshold gates, since the proposed circuits structures (namely
MTTG and GTG) implement a threshold function.

Threshold circuits were extensively analysed in 1950s and 1960s and some
methods on circuit synthesis have been presented at that time. The power of
threshold gates and threshold logic arises from inherent ease of implementation
of complex logic functions, when compared to standard Boolean logic gates. For
example, important functions – such as multiplication, multiple addition or divi-
sion – can be implemented by a polynomial size threshold circuit of small depth
[6]. Despite their advantages, threshold circuits did not receive much attention
in 60’s, mainly due to the difficulties with physical realization of threshold gates
and circuits at that time. Synthesis was also focused on one-to-one mapping of
each Boolean gate to a threshold one. Today, various algorithms exist which
improve threshold synthesis [7,8], thanks to algebraic and Boolean factoriza-
tion and Boolean network simplification, but threshold circuit synthesis is still
a challenging task. This is mainly due to heuristics used and relatively complex
procedures to collapse Boolean functions and split non-threshold functions into
appropriate sets of threshold functions.

Zhand et al. [8] proposed a recursive algorithm that takes algebraically-factored
multi-output combinatorial network and outputs functionally equivalent thresh-
old network. Algebraically-factored form is used, since it is more likely that its
nodes are unate, thus simplifying the whole synthesis. The algorithm itself oper-
ates on each output of the network, utilizing integer linear programming, node
splitting and combining. The proposed algorithm succeeds to minimize the num-
ber of gates and levels as well as the area of the threshold circuit, when compared
to simple one-to-one mapping with fan-in set to 3.

Multivalued Decision Diagrams (MDDs) are used in the synthesis algorithm
proposed by Avedillo et al. [7]. These use a partitioning algorithm that, accord-
ing to authors, can be optimized for targeted threshold network implementations
thus improving the synthesis. Our work focuses on constructing threshold gates
that implement complex Boolean functions rather then on algorithms for build-
ing networks of threshold gates.

Recent works on threshold logic synthesis have focused on general purpose al-
gorithms while no interest was in nanoelectronic devices that enable constructing
threshold gates and circuits. The rest of this paper focuses on the structure of
GTG circuits and presents a dedicated synthesis algorithm for implementing
complex Boolean logic functions in a single threshold gate.

3 Generalised Threshold Gates

Avedillo et al. [10,11] proposed Multi Threshold Threshold Gates (MTTGs) and
Generalised Threshold Gates (GTGs) that are current-driven devices utilizing
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Fig. 1. General structure of GTG (left) and a GTG circuit implementing EXOR sum of
two inputs (right). Two rightmost NDRs are called the load and the driver respectively.

nanodevices with NDR property (e.g. Resonant Tunneling Diodes – RTDs). The
GTG is composed of parallel branches, each of them consisting of a single NDR
element serially connected to a serial-parallel (SP) transistor network (see Fig. 1).
SP transistor network implements unate switching functions (Ni(X), where X

denotes vector of n input signals xi) that control currents in upper and lower
branches of the circuit. Depending on whether the sum of maximum currents in
upper branches is larger or smaller then in lower branches, the circuit switches
to one of the bistable states that correspond to logic zero and one (see Fig. 2).
As a result, the GTG circuit implements function

Y (X) =
{

1 iff
∑m

i wiNi(X) ≥ wd − wl
0 otherwise , (1)

where weights wi depend on the parameters of NDR devices and are positive for
devices located in the upper level and negative for NDRs in the lower level. The
difference wd −wl is a threshold value that depends on parameters of two NDR
devices – the load and the driver. Function implemented by a GTG circuit can
be represented in a recursive way [12]:

Yi(X) =
{

Yi−1(X) + Ni(X), if i is odd
Yi−1(X)Ni(X), if i is even

, (2)

with Y0(X) = 0. This model assumes that switching functions with odd/even in-
dices control the upper/lower branches of the GTG accordingly. Even though this
model is still impractical for synthesis purposes, its application has made possible
enumeration of all possible functions that can be implemented in four branches
GTG circuit [12], with a restriction of fan-in of each switching function set to 4
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Fig. 2. Graphical solution for the simplest NDR-based circuit, presenting monostable
(Om) and bistable states (Ob1, Ob2) that correspond to logic 0 and 1. The exact state
depends on the relation of peak currents wd and wl (left). Atomic structure of the
zigzag Graphene Nanoribbon and side view of device proposed by [9] that may serve
as a basis for NDR devices (right).

inputs. Exhaustive verification of all possible switching functions has shown that
a 4-branch GTG circuit can implement all Boolean functions of up to 4 variables.
When analyzing this exhaustive verification it becomes obvious that:

– a Boolean function can be implemented in multiple ways with several differ-
ent sets of switching functions,

– there is a particular order of switching functions in which they must appear
in the GTG model.

The first observation may be verified very easily: For any two successive functions
Ni(X) and Ni+1(X) the resulting function Yi+1(X) will not change if the same
term F (X), such that F (X) · (Yi−1(X) + Ni(X)) = 0 is added to both of them.
For example, if i is odd, then from (2) we first get:

Yi+1(X) = Yi(X)Ni+1(X)
= (Yi−1(X) + Ni(X)) Ni+1(X) (3)

then we still get the same result if we add F (X) both to Ni and Ni+1:

Yi+1(X) = (Yi−1(X) + Ni(X) + F (X))Ni+1(X) + F (X)
= (Yi−1(X) + Ni(X) + F (X))Ni+1(X) · F (X)
= (Yi−1(X) + Ni(X)) Ni+1(X) · F (X) + F (X) · Ni+1(X) · F (X)︸ ︷︷ ︸

=0

= (Yi−1(X) + Ni(X)) Ni+1(X) (4)

Similar equation holds if i is even. Second observation comes from the fact that
all switching functions Ni(X) share the same set of input signals. It follows that
they output 1 in a predefined order determined by the actual functions – e.g.
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Ni(X) = x1x2 outputs 1 only when Nj(X) = x1 outputs 1. This means that the
order of switching functions is important and cannot be set freely.

Based on these observations we take the following assumption:

Assumption 1. In a GTG circuit successive switching functions Nj(X) are ab-
sorbed by any previous functions Ni(X):

Ni(X) + Nj(X) = Ni(X), where i < j . (5)

The following corollary follows immediately:

Corollary 1. For any three functions Ni(X), Nj(X), Nk(X), where i < j < k,
the following holds:

Ni(X)Nj(X) = Ni(X) ⊕ Nj(X) , (6)

and
Ni(X) ⊕ Nj(X) + Nk(X) = Ni(X) ⊕ Nj(X) ⊕ Nk(X) . (7)

Both equations can be easily verified, since it follows from the assumption that
Ni(X)Ni+1(X) = Ni+1(X) and Ni(X)Ni+1(X) = 0, which gives

Ni(X)Nj(X) + Ni(X)Nj(X) = Ni(X) ⊕ Nj(X) . (8)

Concerning equation (7) we have:

Ni(X) ⊕ Nj(X) ⊕ Nk(X) =

= Ni(X) ⊕ Nj(X)Nk(X) + (Ni(X) ⊕ Nj(X)) Nk(X)

= Ni(X)Nj(X)Nk(X) + Ni(X) · Nj(X) · Nk(X)

= Nk(X) + Ni(X)Nj(X) + Nk(X)

= Nk(X) + Ni(X)Nj(X) = Nk(X) + Ni(X) ⊕ Nj(X) . (9)

Equations (6) and (7) allow us to simplify model (2) into a simple EXOR sum
of switching functions:

Y (X) =
m⊕
i

Ni(X) , (10)

which is much more suitable for GTG synthesis.
Model (10) also allows a formal analysis of the GTG circuit to be performed.

Theorem 2. Any Boolean function Y (X) can be represented as an EXOR sum
of unate functions Ni(X) satisfying assumption (5).

With no loss of generality, let us assume that Y (0n) = 0 – i.e. the function
outputs 0 for all zero input. It is obvious that for any Boolean function Y (X),
the smallest unate function N1(X) such that N1(X) + Y (X) = N1(X) can be
found (at least N1(X) = 1). If Y1(X) = N1(X)⊕Y (X) is unate then we are done.
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Otherwise, there exists the smallest unate function N2(X) such that N2(X) +
Y1(X) = N2(X) and Y2(X) = N2(X)⊕Y1(X). By repeating this process for Y2(X)
and so on we finally get Ym(X) that is unate. This procedure converges in at
most n steps, since successive Ni(X) functions get smaller and satisfy (5). If
Y (0n) = 1 then we simply change the relation between weights wl and wd and
synthesize function Y (X) ⊕ 1.

Since each iteration outputs one switching function and there is at most n
iterations of the above procedure, thus the corresponding GTG circuit, composed
of at most n + 2 branches, can implement any Boolean function Y (X). The next
section presents how to find Ni(X) for a given Boolean function.

3.1 GTG Synthesis

We have proposed two synthesis algorithms that output switching functions for
the GTG circuit when given an arbitrary Boolean function as input. The first
algorithm takes a function in Reed-Muller form and groups some of its elements
to construct the unate switching functions for each branch of the circuit. The
drawback of this algorithm is the number of branches in the resulting circuit
which may be much larger then n + 2. The actual number of branches depends
on the order in which terms of Reed-Muller representation are grouped and
transformed (Fig. 3). Since there is no way to determine proper and improper
grouping during the algorithm execution, one has to generate circuits for all
possible groups and choose the best solution. Other way is to find one solution
and try to simplify the circuit through removing surplus branches. This, however,
is troublesome.

The second algorithm (Algorithm 3.1) takes a Boolean function represented
in a sum of products form and recursively finds the smallest unate functions
that satisfy assumption (5). Precisely, the relation between weights wl and wd
is determined first, depending on whether Y (0) equals to 0 or 1 for all zero
input. Next, the algorithm finds N1(X) that is the smallest unate function, such

Fig. 3. Two GTG circuits implementing function Y (X) = x1 ⊕ x2 ⊕ x2 ⊕ x2x3 using
different number of switching functions
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that N1(X) + Y (X) = N1(X). As presented earlier, such function always exists
and can be found easily by removing all complemented variables from the SOP
representation of Y (X). Then Y1(X) is calculated and the next iteration begins
(i.e. searching for successive Ni(X) and calculating the corresponding Yi(X)).
The algorithm terminates when Yi(X) = 0, after n iterations at most.

Algorithm 1. AND/OR/NOT based GTG circuit synthesis
Require: n–variable Boolean function Y0(X)
Ensure: wl vs. wd relation, and set of Ni(X) functions
1: if Y0(0) = 0 then
2: wl > wd,
3: else
4: wl < wd,
5: Y0(X) = 1 ⊕ Y0(X),
6: end if
7: set i = 0,
8: while Yi(X) �= 0 do
9: find the smallest unate function Ni+1(X) such that Ni+1(X)+Yi(X) = Ni+1(X),

10: calculate Yi+1(X) such that Yi+1(X) = Ni+1(X) ⊕ Yi(X),
11: set i = i + 1,
12: end while

The algorithm based on AND/OR/NOT representation of Boolean function
has several advantages over the previous one. The most important one is the
number of switching functions which is less then or equal to n and thus, the
synthesized circuit consists of n + 2 branches at most. There is also no need to
transform the Boolean function into the Reed-Muller form, as the procedure for
finding the smallest unate functions is simple and effective.

We have verified correctness and efficiency of our algorithm for a number of
Boolean functions. Figure 4 presents a circuit implementing function Y (X3) =
x1x2 ⊕ x3 and simulation results obtained with PSpice software.

3.2 Algorithm Improvements

The synthesis algorithm outputs at most n switching functions for GTG circuit,
satisfying assumption (5). This assumption was based on the analysis of circuit
operation and allowed us to simplify its mathematical model and to carry out
formal analysis. However, this also restricts the number of possible circuits im-
plementing a given Boolean function, as only one set of possible unate switching
functions satisfies the assumption (5).

Let us consider function Y (X) = x1x2 + x2x3. When synthesized, the GTG
circuit consists of three branches with the following switching functions: N1(X) =
x1 + x2x3, N2(X) = x1x2, and N3(X) = x1x2x3 (Fig. 5). However, if we get rid
of assumption (5) and use the previous GTG model (2), then switching functions
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Fig. 4. Circuit structure implementing function Y (X) = x3⊕x1x2 (left) and simulation
results obtained with PSpice (right)

Fig. 5. Example of two circuits implementing the same Boolean function using the
same number of branches but different number of transistors – 8 (left) vs. 5 (right)
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may be substituted with: N ′
1(X) = x1, N ′

2(X) = x1x2, and N ′
3(X) = x2x3. Even

though function N ′
i(X) does not satisfy the absorption rule, it can be easily

verified, that the corresponding GTG circuit correctly implements the given
function

N ′
1(X)N ′

2(X) + N ′
3(X) = x1x1x2 + x2x3 = x1x2 + x2x3 . (11)

The difference between these two sets of functions is the number of transistors
required to implement them. The previous one requires 8 transistors, while the
latter one only 5. Reducing the number of transistors has a direct impact on cir-
cuit size and its properties, so finding effective methods to simplify the switching
functions is very important.

The procedure for simplifying function Ni(X) requires checking whether there
are some minterms of Ni−2(X) ⊕ Ni−1(X) that may be added to Ni(X) while
still keeping it unate. Function Ni(X) is then extended with such minterms if the
resulting function N ′

i(X) requires less transistors for its implementation. It also
follows that the first two switching functions are unchanged, thus N ′

1(X) = N1(X)
and N ′

2(X) = N2(X). Figure 5 presents the above example where either minterm
M1(X) = x1x2x3 or M2(X) = x1x2x3 can be added to N3(X). Both of them
allow expansion of the switching function N3(X) and, as a result, reducing the
number of transistors required for its implementation. It is advisable however
to use M1(X), since in that case N ′

3(X) = x2x3 has a prime implicant common
with N1(X). This is advantageous, since if the same prime implicant exists in
N ′

i−2(X) and N ′
i(X), and does not exist in N ′

i−1(X), then it may be removed
from N ′

i−2(X). For our example this condition is satisfied for prime implicant
x2x3, so it can be removed from N ′

1(X) with no change to the resulting function
Y (X). Removing common implicants leads to further reduction of the overall
number of transistors required to implement the given Boolean function.

The above example shows that circuits synthesized with the proposed algo-
rithm can be optimized further. Procedure for reducing the number of transistors
requires exhaustive verification of all possibilities. This is inefficient but accept-
able for functions with only few input variables.

4 Conclusions and Future Work

Todays technology is still too immature to produce NDR devices as an off-the-
shelf technology. However, several researches are under way and it is believed
that various CNT and graphene devices will reach qualification/pre-production
state around year 2015. Therefore, theoretical work on circuit synthesis have
to run in parallel to the technology research. The presented algorithm provides
a circuit synthesis method for an arbitrary boolean function by decomposing
a complex non-threshold boolean function into a set of threshold functions to
be used as switching functions in a single gate. With some restrictions, this
may be extended to provide a generalized algorithm for synthesis of threshold
gate networks. Removing these restrictions is a work in progress. The algorithm
presented in this paper is dedicated to Generalised Threshold Gates, focusing
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on providing simple and effective way of synthesising the given functionality. As
mentioned in previous sections, several improvements are still possible that will
be addressed in future work.
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Abstract. The quantum factorization is probably the most famous algo-
rithm in quantum computation. The algorithm succeeds only when some
random number with an even order relative to factorized composite
integer is fed as an input to the quantum period finding algorithm. More-
over, post processing of the quantum measurement recovers the correct or-
der only for some subset of possible values. It is well known that numbers
with even orders are found with probability not less than 1/2. However,
numerical simulation proves that probability of such event exhibits group-
ing on some discrete levels above that limit. Thus, one may conclude that
usage of the common bound leads to underestimation of the successful fac-
torization probability. Empirical formulas on expected success probability
introduced in the paper give rise to the more profound analysis of clas-
sic part behaviour of the Shor’s algorithm. The experimentally observed
grouping still awaits for theoretical explanation.

Keywords: quantum computation, factorization.

1 Introduction

Theoretical study of quantum systems serving as computational devices has
achieved tremendous progress in the last several years. There exist strong the-
oretical evidence that quantum computers are able to break all presently used
asymmetrical algorithms whose security is based on computational complexity.
Qualitative progress results from the massive parallel computation realized as
the quantum system controlled evolution. The efficient function period finding
seems to be one of the most stimulating development in the field, as it provides
efficient solution for factorization problem, which seems to be the Holy Grail of
the classic algebra. Presently, interest in the factoring problem is especially great
for composite integers being a product of two large prime numbers – the ability
to factor such integers is equivalent to the ability to read information encoded
via the RSA cryptographic system [1]. Thus, quantum computers, if built, pose
a serious challenge for the security of today’s asymmetric cryptographic systems.
However, the quantum factorization is a probabilistic process, unlike the classical
one, and profound analysis of its efficiency is required. The algorithm random
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behavior comes both from the inherent nature of quantum measurement and spe-
cific construction of supporting classic calculations. The researchers in the field
are mainly interested in the probability of success of the quantum part and
proposed many modifications improving that aspect of the original Shor’s pro-
posal [2,3]. It is reported that quantum devices are extremely reliable if multiple
measurements and sophisticated post processing are employed [4]. Much less at-
tention was devoted the classic part, although it has large impact on the overall
factorization procedure efficiency. It was proved in [5] that lower bound on prob-
ability of finding parameter suitable for factorization is equal to 1/2. The classic
parameter selection failure causes entire algorithm repetition that is very un-
desirable as the repetitive runs of quantum device are undoubtedly costly both
in terms of time and money. The fine grained formulas on the above mentioned
probability are vital to overall cost estimation of the factorization procedure.

The aim of this paper is to provide an analysis of the randomness introduced
by that classical part of the algorithm. The influence of that step on the overall
algorithm performance one can find in [6]. Next two sections describe quantum
and classic part of the quantum factorization and provide some hints about
expected success probability. The methodology of the quantum factorization
with classic computer is introduced in Sect. 4. The Section 5 presents simulation
results and novel analytical expressions on the expected success probability.

2 Quantum Period Finding

Consider the circuit from Fig. 1. It processes the control register and the targed
one composed from K and L qubits, respectively. Both registers are initialized to
the state |0〉 on the start of the device. The symbol H⊗K denotes the tensored
product of the operator which is, in fact, an independent application of the
transformation to each of the K qubits which are forming the register. The
Hadamard operator applied to a single qubit |0〉 results in the state with equally
likely qubits |0〉 and |1〉

H |0〉 =
1√
2

[
1 1
1 −1

] [
1
0

]
=

1√
2

(|0〉 + |1〉) (1)

H K

U f(x)

FT +
K

L

Fig. 1. Quantum circuit for period finding

The tensored product of Hadamard operators transforms the input state into
equiprobable superposition of all possible configurations of the control register
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|ψ〉 = H⊗K |0〉|0〉 =
M−1∑
x=0

|x〉|0〉 (2)

where M = 2K . The unitary transformation Uf(x) calculates the value of the
function under consideration for all x

|ψ〉 =
M−1∑
x=0

|x〉|f(x)〉 . (3)

Let the function f(x) have the period r and be injective within the period.
The measurement of the target register selects randomly one of the possible
function values and quantum state collapses to

|ψ〉 =
1√
Q

Q−1∑
k=0

|x0 + kr〉|f(x0)〉 (4)

where x0 is some random offset and Q = M/r� is the number of periods in
the observed domain. The inverse Fourier transform applied to the control reg-
ister extracts the random offset to the phase factor

|ψ〉 = FT † 1√
Q

Q−1∑
k=0

|x0 + kr〉 =
1√
MQ

Q−1∑
k=0

M−1∑
l=0

e−2πj
l(x0+kr)

M |l〉 = (5)

=
1√
MQ

M−1∑
l=0

e−2πj
lx0
M

(
Q−1∑
k=0

e−2πj lkr
M

)
|l〉 =

=
1√
MQ

M−1∑
l=0

sin
(
π lr

M Q
)

sin
(
π lr

M

) e−2πj l
M (x0+r(Q−1)/2)|l〉 .

The subsequent measurement of that register selects the state |l〉 with probability

p(l) =
1

MQ

(
sin

(
π lr

M Q
)

sin
(
π lr

M

) )2

. (6)

When M is a multiple of r the numerator always vanishes. The probability is
different from zero only when denominator also vanishes – number lr/M is an
integer for l ∈ [0, rM − 1] (Fig. 2). If M is not the multiple of r, then probability
distribution has sharp peaks when lr/M is close to an integer k. Thus, from
measurement output l and target register size M one has to find estimate for
the fraction k/r, where k is some integer and r is unknown period. It is proved
that continued fraction expansion leads to correct k/r from estimate l/M if∣∣∣∣ l

M
− k

r

∣∣∣∣ <
1
r2 (7)
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Fig. 2. Probability distribution for r = 4 (left) and r = 7 (right) with target register
size M = 26 = 64

that means that one can recover k/r if measured l is sufficiently close to the local
maximum. The failure probability is directly related to the width of peaks that
in turn depends on the control register size [7]. Thus the confidence of quan-
tum measurement may be enlarged to arbitrary accuracy by appropriate se-
lection of the control register size. However, for k not being coprime to r, the
estimated period would be divided by a common factor and period recovery fails.

The finding of the function period seems to be not too exciting application of
quantum computers. However, the security of the RSA and ElGamal cryptosys-
tems is based on the difficulty of exponential function (f(x) = ax mod N) period
finding. The knowledge of the function period allows for efficient modulus fac-
torization or discrete logarithm calculation. In effect, an polynomial time period
finding algorithm opens a way to breaking those asymmetrical cryptosystems.

3 Shor’s Algorithm

At the core of the RSA cryptosystem security lays the assumption that factoriza-
tion of the composite number formed as the product of two large primes cannot
be performed in polynomial time. Presently, the best classic algorithm performs
factorization in time proportional to en1/3(log n)2/3

, where n is the composite
number size expressed in bits. However, the assumption of factorization ineffec-
tiveness is purely empirical – there is no theoretical proof that this property
holds even for classic computers.

The algorithm proposed in [8] completely changed the view on factorization
complexity. It exploits reduction of factorization to order finding based on the fol-
lowing observation. Let N be the composite number and a < N is coprime to
N . The order of a is the smallest number such that ar mod N = 1, thus r is the
period of exponential function. If the order of a is even then one may write(

ar/2 − 1
)(

ar/2 + 1
)

mod N = 0 (8)

and
p = gcd

(
ar/2 − 1, N

)
(9)

is a nontrivial factor of N provided that
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ar/2 mod N �= N − 1 . (10)

Thus factorization of composite number N is reduced to the order finding of some
number a. Classical order finding gives no advantage over other factorization al-
gorithms as its complexity is also exponential. However, it was shown in Sect. 2
that the order of a may be determined in polynomial time with the help of the
quantum computer.

4 Numerical Simulation

The following steps summarize the Shor’s algorithm for quantum factoriza-
tion of the composite number N :

1. Select a random number a coprime to N (otherwise gcd(a, N) is a factor
of N). Only some a are good candidates as the order of a determined by
the next step has to be even and condition (10) must be fulfilled.

2. Find the order of a with the quantum computer. The order is successfully
recovered only for some subset of valid quantum measurements.

3. Calculate divisor p from the Equation (9) and return to the point 1) with
N = N/p.

It is clear, that the nature of the above algorithm is probabilistic. The sources
of uncertainty are twofold: the randomness of the quantum period finding and
the random selection of the number a with desired properties (10). The success

success(N) {

coprime=1 ;

lucky=0 ;

a=2 ;

while (a<N) {

if (gcd(a,N)==1) {

++coprime ;

x=a ;

r=1 ;

while ( x != 1 ) {

x=x*a mod N ;

++r ;

}

if ( r mod 2 == 0 )

if ( a^(r/2) mod N != N-1 )

++lucky ;

}

++a ;

}

return lucky/coprime ;

}

Fig. 3. Pseudocode for calculation of Shor’s factorization success probability
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probability of a quantum step is well known. However, the influence of the sec-
ond factor requires further investigation. The literature on the second subject
provides only a lower bound on its success probability [5]

p(a) ≥ 1 − 2−(k−1) (11)

where k is the number of prime factors of N . That lower bound has maximal
value when composite number is a product of only two prime numbers, what
in fact represents the most interesting situation.

The relatively simple code is required for numeric calculation of p(a) (see
Fig. 3). The classic order finding algorithm has exponential complexity and very
quickly becomes a daunting task for typical PC architectures. Moreover, expo-
nentiation of a very quickly leads to register overflow of constant length integer
representation. To overcome that problem one have to take advantage of library
for efficient computations in arbitrary precision, what in turn, additionally slows
down the program execution.

5 Results

The probability of selection of the parameter a, suitable for factorization, was
calculated for composite numbers of the form N = pq, where p, q are taken from
the list of the first 500 prime numbers. The calculated probability is shown on
the Fig. 4, but due to clarity only composites not exceeding 5000 are included on
the plot. The observed probabilities are always greater than 1/2 as predicted by
the bound (11). However, presented simulation results exhibit a deeper structure
in probability distribution. The grouping of points around some discrete levels is
evident and that indicates the existence of a class of composites less resistant to
quantum factorization than others. Observed behavior comes from the factors’
properties, but there is no satisfactory theoretical explanation of the obtained
results in the literature known to the author.

The introduction of empirical formulas on the observed probability levels is
the main contribution of the paper. The factors are primes numbers, so they
have to be odd (the trivial case of factor 2 is excluded) and may be expressed as

 0.5
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Fig. 4. Classic factor selection success probability
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p = 2αμ + 1 , (12)
q = 2βν + 1 . (13)

Lets name α and β as the parity levels of the factors. The probability of “lucky”
parameter a selection for the composite N = pq is then given by the expression

p(a) = f(α, β) = 1 −
1 +

min{α,β}∑
δ=1

4δ−1

2α+β
. (14)

The levels predicted by (14) are shown on Fig. 4 as solid lines with respective
values of α and β labeled on the right. The perfect matching of simulation results
and theoretical predictions is visible. The points not included in the marked
levels come from less probable combinations of parity levels that are not placed
on figure because of clarity.

The lack of correlation between bits in the prime number representation is
the one of its most useful cryptographic properties. It is also very helpful in
counting prime numbers with the given parity level. The least significant bit of
the prime number representation is always set to “1”, as the prime number have
to be odd and parity level α ≥ 1. The prime numbers with parity level α ≥ 2
have the second least significant bit set to “0”, and numbers with α ≥ 3 have
the second and third least significant bit set to “0”, and so on. Thus probability
that randomly selected prime number has parity level not less than α equals
to 2−(α−1). Probability that randomly selected prime number has parity level
exactly equal to α is given by

P (α) = 2−(α−1) − 2−α = 2−α . (15)

The above considerations have been verified experimentally. The parity level
probability density function P (α) was computed for primes less than 107. The
comparison of numerical experiment and theoretical consideration (15) is pre-
sented on Fig. 5.
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Fig. 5. Parity level probability density function P (α)
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Some interesting conclusions follow from (14) and (15). The lower bound
p(a) = 1/2 is reached only when α = β = 1. Only P (α = 1)P (β = 1) = 25 %
composite numbers of the RSA form fulfill this condition. Thus, for 75 % factor-
ization cases one may expect faster algorithm convergence than the one estimated
from the commonly used bound (11). On average, the selection probability of
the lucky parameter is equal to

∞∑
α=1

∞∑
β=1

f(α, β)P (α)P (β) = 0.736 . (16)

Also from (14) and (15). one can numerically estimate the percentage of com-
posite numbers for which lucky parameter selection probability is above some
threshold, for instance, more than 20 % composites have p(a) > 0.9∑

α,β:f(α,β)>0.9

P (α)P (β) = 20.5 % . (17)

6 Conclusion

The quantum factorization algorithm represents a breakthrough in complex-
ity theory and modern cryptography. The Shor’s algorithm owes its fame to
polynomial time breaking of virtually all presently used public key algorithms.
Unfortunately, the practical breaking is out of reach yet because factorization of
the number 15 is still one of the most complicated quantum computations [9].
However, very rapid progress in that field is observed so it is difficult to esti-
mate the time horizon when practical computation will be in scientists’ reach.
The quantum factorization was analyzed many times and several modifications
were proposed to the original algorithm version improving its speed and effi-
ciency. However, the researchers were concentrated so far on the probabilistic
aspect of the quantum measurement. The randomness introduced by the clas-
sical parts of the algorithm still requires further investigation. The computer
simulation results presented herein expose that success rate of the algorithm
is usually underestimated. Theoretical considerations are required to validate
empirical formulas introduced in the paper.
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Abstract. This paper describes an “Intelligent Tap” – hardware device
dedicated to support real-time Ethernet networks monitoring. Presented
solution was created as a student project realized in Institute of Infor-
matics, Silesian University of Technology with support from Softing A.G
company. Authors provide description of realized FPGA1 based “Intelli-
gent Tap” architecture dedicated for Real-Time Ethernet network mon-
itoring systems. The practical device realization and feasibility study
conclusions are presented also.

Keywords: real-time Ethernet networks, network diagnosis, packet-
analysis methods, FPGA, RISC soft-core architecture.

1 Introduction

The real-time industrial network area is now changing from solutions based on
standard serial communication into area of dedicated real-time (RT) Ethernet
based solutions. Another fact is the increasing size of newly created industrial
networks. In fact the network structures used for the distributed industrial con-
trol systems have become more and more complicated. New functional require-
ments for horizontal and vertical communication are given. Despite these facts
there are very few solutions which can help engineers to startup and maintain in-
dustrial networks based on real-time Ethernet. There are some general purpose
network analyzers, but very few solutions are dedicated to low level Ethernet
based industrial networks [1].

The traffic structure in the real-time Ethernet network consists of large num-
ber of deterministically exchanged small Ethernet packets. To support RT Eth-
ernet network monitoring the preliminary filtration of data is necessary due
to large amounts of data incoming in one instance of time [2]. Current paper
contains “Intelligent Tap” hardware device presentation which is dedicated to
support industrial network monitoring.

1 FPGA – Field Programmable Gate Array – an integrated circuit which internal
structure can be modified (programmed) after manufacturing.
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Due to large number of transmitted packets real-time Ethernet network diag-
nosis using packet-analysis methods becomes a task, which requires high com-
putational power and memory consumption [3]. One of solutions that allow to
reduce amount of data, received by dedicated network-analysis software, is a
filtering device implemented as a dedicated hardware. This paper clarifies the
“Intelligent Tap” hardware filtering device concept, together with its principle
of the operation and presents the realized solution for real-time Ethernet traf-
fic filtration embedded into FPGA structure as a configurable IP core2 named
Ethernet Frame Filter. This idea is presented in Fig 1.

Fig. 1. “Intelligent Tap” hardware device idea

Three main goals for considered the “Intelligent Tap” architecture were
formulated:

– Design of a sufficient method of Ethernet packets filtration in hardware,
being able to process up to 100 Mb/s full duplex data flow.

– Development of a specification of hardware filtering module that could be
embedded into Altera’s family FPGA chips as an IP core.

– Delivery of a working prototype of a filtering device on particular platform:
Altera’s Cyclone III Development Board.

2 “Intelligent Tap” System on Chip Structure

The network monitoring process based on “Intelligent tap” filtering device consists
of two main parts. First one is the software level: filtering schema preparation. The
2 IP core – reusable unit of logic that is the intellectual property (IP) of one party. IP

cores are commonly used as building blocks of FPGA designs.
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user of the monitoring system is responsible for the filtering pattern preparation.
For this task a dedicated filter description language and the related software com-
ponents were created. This software allows for user defined mask preparation and
is responsible for its translation into proper low-level register configuration of the
IP core. Second part of realized solution is FPGA based “Intelligent Tap” hardware
architecture presented in Fig. 2. Each rectangle in Fig. 2 embodies single System
on Programmable Chip Module. Presented system comprises of NIOS II embed-
ded processor, an IP core responsible for filtration, two Ethernet MAC’s3 and a
number of standard system components. Those include the following: SDRAM
controller that allows access to external SDRAM chip used as CPU instruction
container as well as data storage. CFI Flash controller connected through a tri-
state bridge, and EPCS controller4 – both capable of initial FPGA configura-
tion and program startup. Sysid component ensures safe compilation of software
projects, pll (phase locked loop) divides external crystal oscillator frequency into
several clock domains.Timer provides an interval-timer for Avalon-based proces-
sor systems and jtag uart module allows USB connectivity during design process.

Fig. 2. The FPGA embedded “Intelligent tap” hardware structure

3 MAC: Medium Access Controller. A piece of hardware that implements data commu-
nication protocol sub-layer specified in OSI model. In FPGA design commonly occurs
as an IP core.

4 EPCS chip controller – an IP core controller for AlteraâĂŹs Serial Configuration De-
vice a.k.a. EPCS device.
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Three different data channels can be distinguished in the Fig. 2:

1. Instruction and data Avalon buses represented by solid arrows indicates the
communication between instruction master port of the Nios II CPU and
peripherals that are able to store processor’s instructions (program). Data
master port is also connected to those peripherals to allow accessing data lo-
cated on those mediums or to write to them. This includes following modules:
EPCS chip controller, CFI Flash (through tri-state Bridge) and SDRAM.
Last memory device (SDRAM) was used during testing. It stored both pro-
gram and data information. Initial FPGA configuration loaded from EPCS
chip should be considered overwritten.

2. Data Avalon buses (solid arrows) show typical Avalon Memory Mapped In-
terface’s interconnections between NIOS II and those of its peripherals that
do not consist program memory. Media Access Controllers, Ethernet Frame
Filter, Frame Buffer memory and standard SOPC components (PLL, Sysid,
timer, jtag uart) are accessed this way by NIOS II CPU.

3. Direct Memory Access buses5 represented by dashed arrows define those
interconnections that are omitting CPU and define communication between
system’s modules. Ethernet packets are sent from MAC using DMA interface.
Two DMA sinks are present in the system: Ethernet Frame Filter module
and Frame Buffer.

Filtration schema – once translated from the script query into register com-
patible sum of minterms form – is downloaded into FPGA structure (Ethernet
Frame Filter (EFF) IP Core). This Ethernet Frame Filter preparation phase
have to be done before actual network monitoring. Second phase starts after the
IP core configuration is uploaded – data capturing begins. Media Access Con-
trollers Ethernet MAC 0, ETHERNET MAC 1 insert the packets directly inside
internal frame buffer of the Tap. This is done via DMA channel. If the packet ar-
rived successfully to the buffer, MAC asserts an interrupt, informing CPU about
its arrival. This causes an update (software controlled) of Tap status registers
and starts the filtering process. Depending on the filtering result, an interrupt
is asserted, informing that the frame matched filter’s current configuration and
can be sent to external buffer (IP stack, SDRAM etc.). If the filtering result was
positive, packet is copied. This concludes data capturing phase, which repeats
itself in the loop until filtering process is terminated.

Depending on network’s payload and reference clock driving IP core, another
frame might be copied into EFF buffer, while the previous one is being sent. In
order to provide fast and “transparent” filtering, buffer space is paged – inter-
nal controller alternating inserts frames into upper or lower part of the buffer.
Since dual-port memory is implemented, it allows parallel reading from lower
part, while the upper is being overwritten by next incoming frame and vice
versa. Presented Tap device is implemented on Cyclone III FPGA (40k logical
elements) using only peripherals located on DBC3C40 [4] development board.
5 Direct Memory Access (DMA): feature that allows access to certain hardware sub-

systems independently of the central processing unit.
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Two Ethernet ports are functional, however only one of them is “equipped” with
hardware filtering capability. Second Ethernet port serves as monitor port. Fil-
tering output is redirected onto PHY6 responsible for this port. Although not
saved on any mass storage medium, filtering results (number of frames on fil-
tering output) can also be viewed on seven segment display located on board.
On-board reference clock generator provides 50 MHz signal. It is later divided by
Phase-locked loop module to generate 75 MHz reference clock for all peripherals
included in System on Programmable Chip design.

3 Performance Tests

Researches of the “Intelligent Tap” performance under heavy load conditions was
performed in simplified Ethernet topology. Tap Ethernet port (the one capable of
hardware filtering) was connected directly to packet generator soft-ware running
on PC. Ethernet Frame Filter module was configured so that every incoming
frame was passed to the external monitor port. Such EFF setup simulated max-
imum CPU load condition, since it resulted in execution of Interrupt Service
Routine every time the packet arrived to EFF.

This assured execution of maximal number of instructions per time unit. As a
packet generator AnetTest software was chosen. It allows creation of packets with
different lengths varying from smallest possible valid Ethernet packet to largest
ones defined by IEEE 802.3 standard. Generated packets can also be sent with
arbitrary defined time intervals between them. In every tested scenario no time
intervals were added, therefore maximum effective payload was determined by
overall system performance – a PC computer equipped with Intel’s Core2 Duo
CPU and 100 Mb/s compatible Ethernet network card, governed by Microsoft
Windows operating system. Such configuration allowed generation of following
bandwidth utilization efficiency: 7.8 Mb/s for smallest possible Ethernet packet,
up to 83.5 Mb/s for maximal Ethernet packet size. This radical change in pay-
loads occurred due to system’s limited ability to generate high packet per second
rate (it did not exceeded 14 000 packets/s for AnetTest generator). The results
of high payload testing are presented in Fig. 3.

Since maximal bandwidth utilization efficiency for 64 bytes packet size equals
84.2%, and AnetTest generated approximately ten times lower payload, different
generator was used to provide more comprehensive results. This flooding software
executed on UNIX based server station with 100 Mb/s compatible Ethernet net-
work card. Generated traffic achieved levels close to maximal (approx. 77 Mb/s),
using 60-bytes ARP7 packets. Test results present that for larger packets (ex-
ceeding 600 bytes) number of packets were lost (they did not shown up on the
monitor port of Technology Demonstrator). It appears that the maximal sup-
ported payload dangles around 41 Mb/s for frames larger than 600 bytes. This
problem was not explicitly identified within internal system structure; however

6 PHYceiver is a device that operates at physical layer of OSI network model.
7 ARP – Address Resolution Protocol.
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Fig. 3. Results of high payload testing

few factors that causing it were identified. Since packet size is the variable caus-
ing the problem, such threshold is most likely defined by ineffective copying
operations (the bigger the frame is, the more clock cycles are needed to transfer
the packet from one buffer to another within system on chip). Copying operation
from the Ethernet Frame Filter IP core’s internal storage to frame buffer on-chip
memory takes place during execution of interrupt service routine with priority
higher than MAC IRQ8 priority. Accordingly, it cannot be halted by an incom-
ing packet event (announced as MAC interrupt request), which results in packet
loss. Additionally, software loaded to FPGA did not support multi-threading, so
despite of DMA channel established between MAC and filter, and filter’s sup-
port for multi-threading is impossible to receive new packet from MAC while the
previous one is being sent to the monitor port of the Tap device. Running an
optimized version of the software and increasing the reference clock frequency
resolved the problem. This leads to the conclusion that system in presented
form oscillates on the border of theoretical magnitude of network traffic. It does
not completely fulfill 100 Mb/s constraint for software compiled in debug mode
and reference clock of 75 MHz, while it obtains 100 Mb/s functionality after the
increase of reference clock to 100 MHz and execution of optimized software in
release mode.

4 “Intelligent Tap” Behavior in Profinet I/O Environment

Although presented “Intelligent Tap” may be used for any 10/100 Mb/s Real-time
Ethernet frame filtering the practical tests were made in reference Profinet I/O
environment that consisted of three Profinet compatible IO devices and Siemens
PLC (Programmable Logic Controller) (S300 Series). All of mentioned devices
were connected to Profinet compatible 8-port Siemens switch. During normal

8 IRQ – Interrupt ReQuest.
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Fig. 4. The Profinet I/O “Intelligent Tap” test environment

operation, reference environment generated some (around 15–20%) VLAN9

tagged frames [5,6]. The Profinet I/O test environment is presented in Fig. 4.
The Ethernet Frame Filter System gathered outgoing and incoming data

from the PLC device through the mirror port of the switch. Testing procedures
were common for following presented below PROFINET I/O communication
scenarios:

– Startup of Profinet devices. Communication establishment between IO Su-
pervisor and IO Device was investigated. Traffic consisted mainly of broad-
cast/multicast, LLDP10 and DCP11 frames. Network load did not exceed
0.01 Mb/s.

– Normal network operation where vast majority of the traffic was generated
by RT frames. Bandwidth utilization in this case was evaluated to be ap-
proximately 2 Mb/s.

– Malfunctions imitation of different elements from reference topology by dis-
connecting or powering off some of the devices. Different elements were forced
to produce alarm type frames and reestablish the communication after plug-
ging them back into the network.

9 VLAN – Virtual Local Area Network, is a group of hosts with a common set of
requirements that communicate as if they were attached to the same broadcast
domain, regardless of their physical location.

10 LLDP – Link Layer Discovery Protocol.
11 DCP – Device Control Protocol.
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Various filtering schema were uploaded to the “Intelligent Tap” device in order
to investigate its behavior under three scenarios presented above:

– all packets transmitted to PC with Wireshark software,
– no packets transmitted to PC with Wireshark software,
– only alarm frames were allowed to pass to the PC,
– bidirectional communication between only one of the IO devices and PLC,
– unidirectional communication between only one of the IO devices and PLC,
– multicast and broadcast frames only,
– real time traffic only.

More sophisticated scenarios utilizing all features of “Intelligent Tap” device
were tested also for example: combination of different filtration schema uploaded
to “Intelligent Tap” device. Scenarios investigated had exploited most of the cases
that can occur in practical applications. Positive results were obtained in every
investigated set of circumstances; however one must remember that reference
topology assembled using only few Profinet devices.

5 Conclusions

This article describes “Intelligent Tap” student’s project results and practical
tests of network monitoring hardware device realized in Institute of Informatics
Silesian University of Technology with cooperation with Softing A.G. The Tap
hardware support for software real-time Ethernet networks monitoring was pre-
sented. Described solution was implemented and tested as a preliminary study
for a commercial device that would compete with several other available network
monitors, such as ProfiTAP device from Grid Connect Inc.

Although realized in Profinet I/O environment tests didn’t find any data losing
the heavy load performance tests had shown that in some extreme conditions
transmitted frames may be lost. Lost packets were caused by very have network
load and long frame transmitted. Because as the principle industrial networks
use short packets and lower traffic load planned in the network design process
[7] such condition weren’t observed. Because of the more and more complicated
network structure we can’t guaranty that such conditions will not appear in real
installation.Additional restriction is the fact that second Ethernet port serves as
monitor port only. Such configuration allows for one directional network traffic
monitoring or requires additional switch device with mirroring port as it was
done in realized test environment presented in Fig 4.

Presented “Intelligent Tap” device has shown that embedded FPGA architec-
tures based on one processor may by insufficient for real-time Ethernet network
monitoring. Presented architecture may be improved by multi-processor parallel
architecture which will offer parallel processing of receiving and sending RT data
and filtering process procedures. Although presented solution can’t be used for
critical data registration many network monitoring applications may use it for
statistical real-time network analysis and for network maintenance and startup
tasks as well.
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Abstract. The paper presents new transmission procedures present in
IEEE 802.11 standard and compares them to the “traditional” frame ex-
change method. On the basis of their operating rules, analytical equations
are derived that allow calculate network efficiency or effective through-
put. The throughput upper limit is also calculated and compared for all
considered frame exchange procedures.

Keywords: IEEE 802.11 standard, block acknowledge, frame aggrega-
tion, throughput upper limit.

1 Introduction

IEEE 802.11 standard [1] is currently the leading solution in the range of wireless
local area networks. Peripherials compatible with this standard are available
for numerous types of devices, not necessarily being computers. For example,
they can be embedded into laptops, palmtops, but also high-class digital photo
cameras (like Canon EOS 1D), DVD players, digital satellite receivers etc. In
addition, 802.11 has now several modifications necessary for QoS (802.11e) and
high throughput (802.11n) support.

The standard architecture, in a brief, consists of data link and physical lay-
ers specification. While data link layer is uniform, there are several physical
layer definitions, applying various modulation and encoding methods that allow
achieve multiple data rates. However, in conformance with ISO/OSI network
model, physical layer details must be transparent to higher layers. Thus, neces-
sary mechanisms must be included in physical layer signaling rules that are not
visible to data link; unfortunately, such approach introduces additional protocol
overhead that does not remain without influence on overall network performance.

Several paper exist that analyse the efficiency of 802.11 protocol, e.g., [2,3]. In
[3] a good explanation of transmission procedures and their influence on effective
throughput is given using analytical methods. Using similar approach, it has been
proved [2], that “traditional” frame exchange rule has a throughput upper limit
(TUL) of about 75 Mbps even when transmission rate is infinite. However, new
transmission methods have been introduced in 802.11 standard since then. In
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this paper, using methods similar to those shown in [2,3], these transmission
procedures are analyzed and compared to the “traditional” one. Thus, the paper
extends some results presented in [2].

2 Data Transmission in IEEE 802.11 Standard

In IEEE 802.11 standard, data transmission may proceed according to few frame
exchange procedures. For many years, only a single procedure, has been defined.
Further in this paper it is referred to as basic frame exchange. Later, together
with QoS enhancements, block acknowledge has been proposed in IEEE 802.11e
in order to reduce protocol overhead by reducing number of acknowledge frames.
Finally, 802.11n [4] introduces frame aggregation which allows even further over-
head reduction by merging frames into long frame sequences.

2.1 Basic Frame Exchange

In basic frame exchange using DCF (Distributed Coordination Function) pro-
tocol, Data and Ack frames alternate. Each frame must be preceded by PLCP
(Physical Layer Convergence Protocol) preamble and header. Thus, frame ex-
change process runs as presented on Fig. 1.

PLCP
prmbl

PLCP
prmbl

PLCP
hdr

PLCP
hdr

MAC
hdr

Ack
frame

FCS
User
dataD

IF
S

S
IF

S

T
B

O

PLCP ovrhd PLCP ovrhdMAC Data frame MAC Ack

t

data frame acknowledge

Fig. 1. Basic frame transmission exchange

Bearing in mind frame exchange elements shown on the diagram, transmission
cycle duration might be expressed as:

Tp = TDIFS + TBO + TSIFS + 2TPLCP + TData + TAck , (1)

where: TDIFS and TSIFS are DIFS (Distributed Inter-Frame Space) and SIFS
(Short Inter-Frame Space) duration, respectively, while TPLCP – duration of
PLCP preamble (Tprmbl) and header (Thdr). These values are defined in spec-
ifications of individual physical layers and collected in table 1. In turn, TBO
represents backoff period duration, which, under perfect conditions and accord-
ing to explanations given in [3], may be simplified to

TBO =
CWmin

2
Tslot . (2)
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Tslot is a slot time [s] (Table 1), while CWmin (Contention Window) – mini-
mum number of contention slots for a given physical layer. In turn, bearing in
mind MAC frames formats,

TData =
8(28 + L)

Rwl
and TAck =

8 · 14
R′

wl
, (3)

where: L – data field capacity (often referred to as payload) in bytes, Rwl –
Data frame transmission rate [bps], and R′

wl – Ack frame transmission rate [bps].
Within a single transmission cycle, exactly L bytes are transmitted. During cal-
culation of frame transmission times, we must take into account any additional
overhead resulting from modulations used in a given physical layer, e.g., 32/33
encoding in FHSS (Frequency Hopping Spread Spectrum) as well as tail and
pad bits in OFDM (Orthogonal Frequency Division Multiplexing) and ERP (En-
hanced Rate Physical).

Table 1. PLCP-dependent parameters of IEEE 802.11 standard

PLCP CWmin CWmax TSIFS Tslot Tprmbl Thdr Additional overhead

DSSS 31 1023 10 20 144 48 —
FHSS 15 1023 28 50 96 32 32/33 encoding
Ir (1 Mbps) 63 1023 10 8 16 41 —
Ir (2 Mbps) 63 1023 10 8 20 25 —
HR-DSSS (sp) 31 1023 10 20 72 24 —
OFDM 15 1023 16 9 20 4 ≥ 22 bits
ERP-DSSS (lp) 15 or 31 1023 10 9 or 20 144 48 18 μs
ERP-DSSS (sp) 15 or 31 1023 10 9 or 20 72 24 18 μs
HT 15 1023 16 9 16 4 —
HT-mixed 15 1023 16 9 16 16 to 40 —
HT-GF 15 1023 16 9 16 12 to 36 —
All times given in [μs]; sp – short preamble, lp – long preamble

2.2 Block Acknowledge

Block acknowledge mechanism allows for transmission of series of multiple data
frames which are then commonly acknowledged. The acknowledge itself may be
immediate or delayed; the first one is assumed to support higher transmission
efficiency [1]. Block Acknowledge procedure must be set up prior to transmission
and torn down after the transfer is finished. Assuming that the information to
be transmitted is sufficiently long, these initial and final frame exchanges do not
play an important role from the point of view of protocol efficiency and thus
they will not be further considered.

When using Block acknowledge, transmission cycle consists of multiple (but no
more than 64) Data frames. The latest of them is followed by the BlockAckReq
frame, after which BlockAck frame appears. All frames are separated by SIFS
period and preceded by PLCP preamble and header. On the data link layer
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level, BlockAckReq frame is 24 bytes long. BlockAck is even longer by 128 bytes
as it carries fragmentation-specific information for every acknowledged frame.
Information exchange process with Block acknowledge is explained on Fig. 2.
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Fig. 2. Frame transmission in Block Acknowledge procedure

Bearing in mind transmission course described above, transmission cycle
length may be expressed as:

Tp = TDIFS + TBO + (k + 1)TSIFS +(k + 2)TPLCP + kTData + TBAR + TBA , (4)

where TBAR – transmission time of a BlockAckReq frame, equal to

TBAR =
8 · 24
R′

wl
(5)

and TBA – transmission time of a BlockAck frame, equal to

TBA =
8 · (24 + 128)

R′
wl

. (6)

Assuming constant Data frame length, LD = kL data bytes are sent within
a single transmission cycle.

2.3 Frame Aggregation

Frame aggregation is introduced to reduce the PLCP overhead. As the PLCP
frame format is set, the only way to reduce the overhead is using a single preamble
and header for multiple Data frames. It is especially important for high trans-
mission rates, because PLCP overhead is always transmitted at the lowest rate
defined for a given physical layer. Thus, we can say that preamble and header
transmission time is constant, while that of PSDU (Physical layer Service Data
Unit) decreases with increasing transmission rate. Therefore, protocol overhead
increases, while its efficiency – decreases. In order to avoid it, in IEEE 802.11n
standard two aggregation methods are proposed: A-MSDU (MAC Service Data
Unit) and A-MPDU (MAC Protocol Data Unit).
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A-MSDU Aggregation. A-MSDU aggregation, similarly to Block acknowl-
edge, allows for transmission of a series of Data frames, which are then commonly
acknowledged. However, while Block acknowledge requires that each frame was
an individual unit containing PLCP preamble and header, frame aggregation
allows precede the entire series with a single preamble and header, which are
common for all the Data frames. MAC header is also common for all these
frames. Each of them is completed by a short, individual header.

When using A-MSDU aggregation, transmission cycle consists of a series of
subframes containing individual headers. They are preceded by PLCP preamble
and header and typical MAC header. All this information is protected by a com-
mon FCS (Frame Check Sequence) and acknowledged with a single Ack frame.
Information exchange process with A-MSDU aggregation is explained on Fig. 3.
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Fig. 3. Frame transmission with A-MSDU frame aggregation

Bearing in mind transmission course described above, transmission cycle length
may be expressed as:

Tp = TDIFS + TBO + TSIFS + 2TPLCP + TMAC + kTSubFr + TAck , (7)

where k – data block size, while TMAC and TSubFr – transmission times of MAC
header and a subframe with its header, respectively. Bearing in mind their for-
mats,

TMAC =
8 · 28
Rwl

(8)

and

TSubFr =
8 · 4 ⌈14+L

4

⌉
Rwl

. (9)

The length of an aggregated frame is limited to 3839 or 7935 bytes, depending
on capabilities of communicating stations. This limit may alter the number and
length of subframes in two ways.

In the first method, the sender collects MSDU units of a constant size until
the remaining buffer space is not sufficient to place a new unit. In this case, the
number of aggregated frames equals to

k =

⌊
Lmax

4
⌈14+L

4

⌉⌋ , (10)
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thus, the number of data bytes transmitted within a transmission cycle equals
to

LD = kL = L

⌊
Lmax

4
⌈14+L

4

⌉⌋ . (11)

In the second method, the sender collects MSDU units, and when the remain-
ing buffer space is not sufficient to place a new unit, a shorter unit is added. Its
length is selected so that the limit of an aggregated frame is utilised entirely. This
variant is less real because of possible difficulties in its implementation. However,
as it allows utilise frame length limit more efficiently, it should support higher
efficiency. The number of aggregated MSDU units equals to

k =

⌈
Lmax

4
⌈14+L

4

⌉⌉ , (12)

while the number of data bytes transmitted within a transmission cycle equals to
Lmax decreased by organisation information (subframe headers and stuff bytes).
As a result,

LD = Lmax −
⌊

Lmax

4
⌈14+L

4

⌉⌋(4
⌈

14 + L

4

⌉
− L

)
− 14 . (13)

Regardless of A-MSDU data field capacity, the total length of the aggregated
frame equals always to Lmax.

A-MPDU Aggregation. When using A-MPDU Aggregation, transmission
cycle consists of a series of Data frames, preceded with only a single PCLP
preamble and header. The Data frames are transmitted immediately one after
another, without even a SIFS gap. The cycle ends with a slightly modified block
acknowledge. In A-MPDU aggregation, BlockAckReq frame is not used because
aggregation forces the use of block acknowledge. Besides, A-MPDU aggrega-
tion does not allow fragmentation, thus, BlockAck frame is substantially shorter
than that of Block Acknowledge mechanism. The number of aggregated frames
may not exceed 64, and the total length of an aggregated frame may not ex-
ceed 65535 bytes. Information exchange process with A-MPDU aggregation is
explained on Fig. 4.

Bearing in mind transmission course described above, transmission cycle length
may be expressed as:

Tp = TDIFS + TBO + TSIFS + 2TPLCP + kT ′
Data + T ′

BA , (14)

where k – data block size, T ′
Data represents Data frame transmission time with

aggregation overhead:

T ′
Data =

8
(
4 + 28 + 4

⌈
L
4

⌉)
R′

wl
(15)
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T ′
BA represents transmission time of a modified BlockAck frame, equal to

T ′
BA =

8(24 + 8)
R′

wl
. (16)

3 Throughput Upper Limit

It has been proved [2], that throughput upper limit (TUL) exists for 802.11 net-
works with basic frame exchange. TUL is calculated, assuming perfect operating
conditions (no collisions or transmission errors) and infinite transmission rate.
In this case, transmission time of all data link layer frames (such as Data, Ack
and others) is zero. Thus, during calculation of transmission cycle duration, only
PLCP overhead counts, namely, TSIFS, TDIFS, Tprmbl and Thdr. Transmission cy-
cle duration does not therefore depend on Data frame length, or – to be more
precise – on data field capacity. However, TUL does depend on it, because it
influences on number of data bytes transmitted within a cycle.

Calculated TUL values for OFDM physical layer (compatible with IEEE
802.11a and 802.11g standards) are collected in Table 2. Calculations were per-
formed for payload of 2304, 1500, 256 and 48 bytes. The following data exchange
methods were considered:

– basic (DCF),
– block acknowledge with block length set to k = 64 frames,
– A-MSDU aggregation with aggregated frame length limit set to Lmax =

3839 bytes (4k),
– A-MSDU aggregation with aggregated frame length limit set to Lmax =

7935 bytes (8k),
– A-MPDU aggregation with aggregated frame length limit set to 65535 bytes

and block size limited to k = 64 frames.

As shown in Table 2, basic data exchange method in 802.11 standard limits
TUL to about 118 Mbps, but only when longest possible frames are used. De-
crease of frame length to 1500 bytes causes TUL fall down to about 75 Mbps. It
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can be easily seen that this method does not ensure effective use of HT (High
Throughput) physical layer capabilities. Even OFDM physical layer, in some
cases, cannot be effectively utilised.

When block acknowledge is used, TUL is almost 4 times as high as for basic
method. Using longest frames, we can get TUL of 434 Mbps, while with 1500-
bytes frames – about 283 Mpbs. We can therefore assume that block acknowledge
allows effectively utilise OFDM layer capabilities, however, for HT layer it is not
sufficient.

Table 2. Throughput upper limit for OFDM physical layer [Mbps]

Payload [B] Basic (DCF) BlockAck A-MSDU (4k) A-MSDU (8k) A-MPDU

2304 117.78 434.25 111.37 184.12 3119.12
1500 76.68 282.72 145.02 183.35 3093.61
256 13.09 48.25 173.24 174.07 791.98
48 2.45 9.05 136.89 139.26 148.50

Unlike expected, A-MSDU aggregation for the longest frames not only does
not bring advantages, but it can even make network achievements worse – when
Lmax = 3839 bytes, TUL is even lower than for basic method. It is caused
by larger overhead resulting from aggregation, but, despite aggregation, only
a single maximum-size frame (2304 bytes) can be sent. However, for shorter
frames, e.g., 1500-bytes long, TUL is twice as high as for besic method. When
Lmax increases to 7935 bytes, network performance is much better, but still below
the capabilities of block acknowledge. Performance does not practically depend
on payload size.

A-MSDU aggregation, however, shows high efficiency for shorter frames –
TUL is about 135 to 140 Mbps for 48-bytes frames and 173 to 174 Mbps for
256-bytes ones. Similar results for both basic method and block acknowledge
are much below these numbers. Thus, we can say that A-MSDU aggregation
allows increase network efficiency while transmitting short frames. Nevertheless,
it does not ensure effective usage of HT physical layer capabilities, despite they
correspond to each other as both are defined in 802.11n standard.

A-MPDU aggregation shows the best performance of all considered trans-
mission methods – TUL for 256-bytes frames exceeds 700 Mbps, while for the
longest ones reaches over 3 Gbps. Even for the shortest frames this method is
most effective. We can therefore say that A-MPDU aggregation allows effectively
utilise transmission rates defined for HT physical layer. It could possibly allow
effectively utilise future solutions with even higher transmission rates.

Calculated TUL values for HT physical layer (compatible with IEEE 802.11n
standard) are collected in Table 3. The results are slightly worse than those for
OFDM, because physical layer preamble and header are longer than in OFDM.
It increases protocol overhead and decreases its efficiency.
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Table 3. Throughput upper limit for HT physical layer [Mbps]

Payload [B] Basic (DCF) BlockAck A-MSDU (4k) A-MSDU (8k) A-MPDU

2304 106.85 363.58 101.55 167.89 2844.16
1500 69.57 236.71 132.23 167.18 2820.89
256 11.87 40.40 157.97 158.72 722.16
48 2.23 7.57 124.83 126.99 135.40

4 Summary and Conclusions

Presented results show that the modifications of data link layer in IEEE 802.11
standard was necessary. In fact, without presented enhancements, the effective
throughput would still be limited to relatively low value that would make phys-
ical layer utilisation ineffective, and its deployment – useless.

It must be noticed however that the calculations are done for perfect con-
ditions that are far from the real network operating conditions. Nevertheless,
such conditions are not impossible, e.g., in a small home network. It would be
interesting how the frame exchange procedures that have been analysed in the
paper behave in a real network. Such results can be achieved using computer
simulations, but still more accurate results could be obtained in an experimental
network. However, the results may depend on network hardware and software
used for tests. For example, today’s access points and network adapter compat-
ible with 802.11n draft standard typically do not allow reach transmission rates
higher than 300 Mbps, which is only a half of what is defined in the standard.

References

1. IEEE Std 802.11TM–2007: IEEE Standard for Information technology – Telecommu-
nications and information exchange between systems – Local and metropolitan area
networks – Specific requirements. Part 11: Wireless LAN Medium Access Control
(MAC) and Physical Layer (PHY) Specifications. IEEE, New York (2007)

2. Xiao, Y., Rosdahl, J.: Throughput and delay limits of IEEE 802. IEEE Commun.
Lett. 6(8), 355–357 (2002)

3. Qiao, D., Choi, S., Shin, K.G.: Goodput Analysis and Link Adaptation for IEEE
802.11a Wireless LANs. IEEE Trans. Mobile Comput. 1(4), 278–292 (2002)

4. IEEE Std 802.11nTM–2009: IEEE Standard for Information technology – Telecom-
munications and information exchange between systems – Local and metropolitan
area networks – Specific requirements. Part 11: Wireless LAN Medium Access Con-
trol (MAC) and Physical Layer (PHY) Specifications. Amendment 5: Enhancements
for Higher Throughput. IEEE, New York (2009)



OPC UA Based Solutions
for Integrated Operations

Olav Sande1, Marcin Fojcik2, and Rafał Cupek3

1 Sogn og Fjordane University College
olav.sande@goodtech.no

2 Sogn og Fjordane University College
marcin.fojcik@hisf.no

3 Silesian University of Technology, Institute of Informatics
rcupek@polsl.pl

Abstract. In all big, industrial systems standardization is necessary. It
concerns also offshore systems. There are some ways to realize it: use
existing standards and join them together in new functionality or find
something new. OPC UA seems to be one of new possibilities. This arti-
cle presents different offshore standards and how OPC UA can be used
in this case, not only in control and supervisory systems, but in sensor
and MES/ERP levels as well.

Keywords: OPC UA, industrial system integration, industrial networks.

1 Integrated Operations

Integrated Operations (IO) is a complex IT system used to transfer and process
information between offshore and onshore oil and gas exploration and production
industry. IO includes broadband connections for data and video of the platform
and information related to remotely monitoring and controlling processes in
a safe and environmentally friendly way in order to maximize the life value of
the field. All these activities together are called Integrated Operations.

In this paper IO aspects of real time data exchange between local and remote
sensors through communication network, used to steering and visualization are
analyzed. All this data flow includes not only industrial data as signals to/from
sensors, actuators, remote control but additional information as audio and video
both from control systems and social services as well. These are important chal-
lenges to define common definitions of standards in integrated operations which
are designed to meet all challenges from both onshore and offshore.

In the beginning IO were limited to some sets of independent systems, spe-
cialized onshore units and periodic onshore support. Nowadays in IO we have
integrated onshore and offshore centres and continuous onshore support. In fu-
ture all data exchange should be done in IO centres with continuous integration
of all onshore and offshore activities. This integration should be possible also
across companies, which is not often executed now. Different companies are not
interested in cooperation with other. This is the reason why it is often difficult
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to use information from different systems in one, big control system. One of so-
lutions could be using open standards for communication instead of proprietary
protocols. But first, it is necessary to find what type of information should be
used, transferred, saved and processed [1].

Integrated Operations centres should connect types of activity as monitor-
ing of all sensors, steering of production, data integration, security, redundancy,
communication with onshore, remote steering and business level (MES, ERP).
This means that is necessary to join completely different types of information
as: real-time data from sensors (field data, environment, seismic, drilling, com-
pletion, reservoir, production, maintenance, logistic), processing data (collecting
data, saving data, common format and standard interface) and using data (visu-
alization, analysis, decisions, steering). All these data could have different time
requirements, priorities, amount, protocols and description.

2 Integrated Operations Communication Infrastructure

There are some important activities in IO: production, maintenance of technical
conditions, maintenance of Health, Safety and Environment (HSE) and reducing
costs. From the structural point of view (industry processes levels) all activities
can be divided into different types of communication:

– between devices and controllers: wireless sensor network, AS-I, DeviceNet,
Profibus, Foundation Fieldbus, Hart IO,

– between controllers and workstations: Ethernet (cable, radio or fiber),
– between IO centre and onshore and IO centre and remote objects: Ethernet

(cable, radio or fiber).

Each level has precise definition of interfaces and parameters. For example [1]:

– Level 0 and 1: ISA S88 and many IEC and ISO standards,
– Level 2: OPC UA, MIMOSA, many IEC and ISO standards,
– Level 3, 4: ISA S95.

As it was mentioned, IO activities were started before some standardizations
processes and as set of different activities. This is why all processes was divided
and were tried to be standardized separately. Now there are many different
standards including different activities:

– Environment: ISO 14040,
– Drilling: WITSML,
– Developments projects: ISO/IEC 11179, IEC 61346, ISO 13628, ISO10303,
– Production: PRODML,
– Operations: IEC/ISO 6264, IEC 61512, IEC 61131, ISO13374,
– Logistics: ISO 15000, ISO 9735.

To make it possible to integrate all these data flows in one system it was
necessary to try to make new or use existing standards of description of all the
data. This standard is composed of three parts:
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– ISA S88 and ISO S95 for assets and physical hierarchy,
– ISO 15926 for asset life cycle management,
– PRODML/WITSML for data acquisition, operation monitoring and report-

ing.

ISA S88 is a standard in batch process control. It is a design philosophy for
describing equipment and procedures.

ISA S95 standard specifies interfaces to the business and logistics levels. It
also specifies interfaces to control levels, typically programmable logic controllers
(PLCs) and distributed control systems (DCSs) [2].

ISO 15926 is a standard for integration of life-cycle data for process plants in-
cluding oil and gas production facilities and it is promoted to a standard for data
integration, sharing, exchange, and hand-over between computer systems. ISO
15926 gives possibility to build common data model for the whole infrastructure.
It is built upon ISO 10303. ISO 15926 defines a format for the representation
of information about a process plant. The basis for ISO 15926 is a record of
the physical objects that exist within a process plant (identifications, properties,
classifications, connection) and changing (maintenance) [2].

Another standard is PRODML – standard method to realize the exchange of
information between applications in the domain of oil and gas production based
on IT industry Web Services standards. This standard is based on WITSML
which is a standard for data exchange between different operators and vendors,
and their software systems. WITSML was created mainly for drilling processes,
but its success made further development and researching – into PRODML. The
main task for PRODML is going to define a data transmission standard between
two elements, no matter how different communications structure they have (de-
scription of data, frequency of data transfer, amount of sent information).

All above standards are open standards; they are built on established Internet
standards such as XML and SOAP.

One of the biggest problems in one system is to create an automatic translation
of description of data from one standard to another. One of the solutions is to
use the Semantic Web technologies to enable automatic information sharing and
conversion across applications. There are many tries to define rules of conversion
with using terminologies or ontologies. A terminology can describe what a Person
is and ontology can, in addition describe how persons can be related to each
other [3,4].

3 OPC UA Communication for Integrated Operations

In an Integrated Operation environment it is vital that information from all
conceivable information sources is available for reading in real time for all types
information consumers. Real time in this case means seconds. The Figure 1 below
shows how the control system can be placed in the information hierarchy in an
Integrated Operation environment.

In integrated operations it is crucial that communication is secure, that infor-
mation sources are secure, and that information interchange is standardized and
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Fig. 1. Layered Integrated Operation system. The control system is the interface to
the plant, the real operation. On the layers above the three control system layers
and Information Management System and an Enterprise Resource Planning system is
installed. All parts are vital in an Integrated Operation environment.

uniform throughout the entire system comprising an Integrated Operation envi-
ronment. The Figure 2 below depicts a sample Integrated Operation environment
involving a number of information sources such as control systems, information
management systems and enterprise resource planning systems. All these sys-
tems interchange information and the aggregated system is a prerequisite for
integrated operations.

The Figure 2 shows an Integration Operation Environment “blob” where infor-
mation publishers and information subscribers share information. There can be
more than one type of IMS, ERP and Control System involved in an integrated
operation. In an integrated operation it is also important that all information in
the entire system is more or less readily available in all parts of the system. The
information is not necessarily used by all parts of the system, but it should be
available in case it has to be used in an application. An Integrated Operation
environment can also involve other information types than pure process data,
such as video conferencing and other types of employer collaboration.
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Fig. 2. Integrated Operation Information flow

OPC Unified Architecture (UA) seems to become a standard for interaction
with control systems and as a mechanism for communication within a control
system. This standard addresses all issues concerning secure data transport and
data access security for interaction with control systems. Moreover, the standard
would enforce and object (component) based approach with respect to data
exchange with control systems. The OPC UA uses, the open and standardized
service-oriented architecture (SOA), XML and Web Services based mechanism
for data transport between computers and provide a single, coherent, object data
model [5,6].

Additionally, there are some researches in using OPC UA on other levels: In
the field of process automation, in integration with electronic device description
language (EDDL) [7] (see Fig. 3). This needs only implementation of a TCP/IP
stack in a connected device. TCP/IP is used as standard in network communica-
tion and it is independent of operating system. Nowadays it is also very popular
in industry level and many PLCs, sensors and actuator have this functionality
built in [8].

Integration with other applications like MES, ERP, HMI. There are different
systems with big amount of data, they do not guarantee real-time processing
and even quick confirmation of transmission.

Unfortunately, there is currently no standard available for communication
between the other systems (IMS/ERP) comprising the Integrated Operation en-
vironment. OPC UA does not address this type of communication, and the most
promising (and emerging?) technology in this area is Message Queuing (MQ).
Message queuing offers secure publisher-subscriber communication suitable for
Integrated Operation information exchange. MQ would also facilitate object ori-
ented clustering of information from any information source in the Integrated
Operation system by using structured naming convention in the message queue,
offering some of the benefits from OPC UA technology.
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Fig. 3. Aggregating UA Servers in different levels [9]

Assuming OPC UA to be used by all suppliers of Control System technol-
ogy a bridging system between the OPC UA based Control Systems and the
information handling systems using Message Queuing techniques is necessary.
The natural interface between the systems would be on the Control Systems
HMI layer, but other control system layers could also be interfaced. The Fig-
ure 4 shows a system “bridging” the IMS/ERP layer with the control systems
HMI layer. It should be noted that the control system is the most important
information publishing system in an IO environment.

There is an OPC UA to MQ bridge converting information between the control
systems and the other systems comprising an Integrated operation environment.
Dependent on the nature of the IMS and ERP systems bridging some of these
systems to a Message Queue might also be required. Such a system would enable
bidirectional communication between all components in an Integrated Environ-
ment independent of the various systems “flavor” encountered.

It should also be noted that if the higher layer systems (e.g. IMS and ERP
systems) supports OPC UA the bridge could also be used to interface these to
the message queue. This principle is shown in the figure 5.

There is an IMS system supporting OPC, and an OPC UA to MQ bridge
converting information from this IMS system to the MQ system.

The bridge could, of course, support other interfaces than OPC UA. Currently
such a bridge is not commercially available, but it would be relatively simple to
create a bridge supporting for instance OPC UA and the market leading IBM
WebSphere MQ since both systems offers APIs which can conveniently be used
within a variety of programming environments [10].

Such a bridge could, and should really, be seen as a temporarily solution to
the communication challenges in an Integrated Operation system. What is really
called for is standardization of communication mechanisms in the IMS and ERP
layers, much the same way as OPC UA standardizes communication between
and within control systems.
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Fig. 4. OPC UA and MQ bridge

Fig. 5. IMS and MQ bridge
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4 Conclusions

The idea of using OPC UA communication standard gives some new possibili-
ties. One of the biggest is unifying all the data in one memory model. Instead
of sending two or three transmissions (value, value changing, alarm, event) it
is enough to send one object with all the parameters. In this way the client re-
ceives consistent data prepared in convenient format on server’s side. Next thing
is that the model makes it possible to get better resolution of Time Stamping. It
can be realized in changing all cyclical exchanges into client-server model (Ser-
vice Oriented Architecture). Another advantage of such communication model
is the data transfer reduction on underlying communication network also. It is
particularly important that the idea of OPC UA can be used on all levels of in-
dustry processes, from sensors through SCADA systems to MES/ERP systems.
It gives possibility of complete unification of data. But here it is necessary to
have methods to translate and adjust data structure between different equipment
and communication levels.
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Abstract. This paper shows how to use cloud computing to solve N-body
problem. It presents an idea and implementation of cloud service based
on Windows Azure Platform. Clients can access cloud service via Inter-
net over HTTP protocol. They create computation tasks supplying sim-
ulation parameters such as number of steps, time step and XML file with
body definitions (initial position, mass and velocity). Presented solution
uses Barnes-Hut Algorithm (based on adaptive oct tree) to reduce com-
putation complexity form N × N to N log N . All body interactions are
computed in parallel, on worker nodes in cloud.

Keywords: distributed processing, cloud service, Microsoft Windows
Azure Platform, continuous dynamical systems simulation, N-body
problem.

1 Introduction

N-body simulation methods are fundamental in domains of modeling of complex
systems e.g. astrophysics (gravity interactions), molecular dynamics (electrostat-
ics – Biot-Savart and van der Waals interaction), computer graphics (radiocity
metods - computer image generation). Modern N-body simulation applications
allow to observe an evolution of complex N bodies systems for huge values of N .

The most simple and naive method is based on an assumption that bodies
interact with each other. For this method so-called all-paired one, a complexity
of computational work scales asymptotically as N2.

There are many methods which decrease this complexity. Most of them use one
of two approaches: Barnes-Hut algorithm [1] or FMM (Fast Multipole Method)
[2]. Those methods are efficient but they give approximate results.

In this paper besides all-paired method the Barens-Hunt algorithm is con-
sidered. In the BH method the 2-dimensional space or 3-dimensional one is di-
vided using an adaptive quad tree or oct one (both called BH-tree). Calculation
of interaction (i.e. a force vector) for a selected body is preformed using only
BH-tree’s nodes (no calculating components of the force for all N − 1 bodies).
Because of the height BH-tree (significant less than N) this reduces the problem
complexity so it can be computed in time as O(N log N).
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Because a task of calculation for a selected single body is independent of
other tasks, all those tasks can be executed separately. This gives a possibility
of efficient parallel implementations of N-body simulation methods using e.g.
distributed calculation environments.

There was many approaches to solve problem of parallel execution of N-body
simulation (e.g. [1,2,3,4,5,6,7]) but this paper shows the application of cloud
computing by using the newest Microsoft distributing calculation environment
– the Windows Azure Platform [8].

Nowadays cloud computing becomes more and more popular. Growing num-
ber of developers deploy their applications in Internet-accessible data centers and
never again worry about infrastructure, availability or data security. Windows
Azure Platform gives flexible environment for creating service based applica-
tions accessed by large number of users via Internet. This solution can be easily
scale to fit particular requirements. It offers Data Storage capabilities that allow
to handle huge binary data files and tables containing billions of entities (with
simple REST [12] interfaces). Communication between different application com-
ponents is realized by queues (also accessed RESTfully). Windows Azure allows
to focus on solving main problem rather than building complex infrastructure
(software and hardware) for application.

2 Applied N-Body Methods – The Theoretical
Background

N-bodies problem will be explained by presenting some example of evolution an
astrophysical star system in the 3-dimensional space – a spiral galaxy.

The system can be described as a set of bodies. m – mass, x coordinate, y
one, z one, vx – x-component of velocity vector, vy – y-component of velocity, vz

– z-component of velocity are 7 properties of each body form the given system.
The movement of i body in tk+1 (the next moment of time) using values in

tk (the current moment) can be approximately described by following obvious
forms (based on the second Newton’s law of motion):

ti,k+1 = ti,k + dt, (1)⎡⎣xi,k+1
yi,k+1
zi,k+1

⎤⎦ =

⎡⎣xi,k

yi,k

zi,k

⎤⎦+

⎡⎣vx,i,k

vy,i,k

vz,i,k

⎤⎦ dt, (2)

⎡⎣vx,i,k+1
vy,i,k+1
vz,i,k+1

⎤⎦ =

⎡⎣vx,i,k

vy,i,k

vz,i,k

⎤⎦+
1

mi

⎡⎣Fx,i,k

Fy,i,k

Fz,i,k

⎤⎦ dt (3)

where [Fx,i Fy,i Fz,i]T = Fi is the resultant force vector.
For selected i body the resultant force Fi is calculated using gravity interac-

tions with all N − 1 remaining bodies.
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The gravity interaction between i body and j one can by expressed as follows
(the Newton’s law of gravitation):

Fij =

⎡⎣Fx,ij

Fy,ij

Fz,ij

⎤⎦ = G
mimj

r3
ij

⎡⎣xj − xi

yj − yi

zj − zi

⎤⎦ , (4)

r3
ij = (xi − xj)2 + (yi − yj)2 + (zi − zj)2 (5)

where G is the gravitational constant and rij is the distance between i body and
j one.

So the resultant force vector for single i body can be obtained as follows:

Fi =
∑
i�=j

Fij . (6)

Based on rules presented above (Equations (1)–(6)) the application for simu-
lating gravity interactions was designed and developed. For example it was used
for obtaining the simulation result of an evolution of a small spiral galaxy con-
taining 100 bodies. A startup bodies configuration (position and velocity vectors
of bodies) is shown on Fig. 1. The final bodies positions after 20 000 steps of the
simulation (with dt = 0.001) is shown on Figs. 2 and 3. The system is unstable
– some bodies “escaped from the galaxy” (Fig. 2). But most of bodies remained
in the space region determined at startup (Fig. 3). Startup positions, final ones
and trajectories of bodies are presented on Fig. 3.

Fig. 1. View of startup position and velocity distribution for the sample spiral galaxy
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Fig. 2. Simulation results: escape of some bodies form the sample spiralgalaxy; final
positions denotes by asterisks

Fig. 3. Simulation results: bodies startup positions (triangles), final positions (aster-
isks) and trajectories in space located near the center of the sample galaxy
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Because of efficiency reason the known approach [1] based on hierarchical
tree data structures was considered too. For simplicity of presentation, the
2-dimensional case with a quad tree is shown at the first. The sample set of
5 bodies A,. . . ,D is located in nested squares (Fig. 4b). The space decomposi-
tion is finished when only one body is placed in a square. The process of this
space division is illustrated on Fig. 4a.

Fig. 4. Division of 2-dimensional space for sample set of bodies (division process – (a),
result of division – (b))

The structure of sample adaptive quad tree is shown on Fig. 5a. Each tree
node is identified by unique binary code. The method of coding nodes at every
level of the tree is presented on Fig. 5b.

A similar method can be applied for a division of the 3-dimenasional space
using an oct tree. Each node of the oct tree represents a cube. Each cube is
decomposed on eight sub-cubes at the lower level of the tree. The method of
identifying nodes in oct tree is shown on Fig. 6.

Advantages of the BH method results from applying some approximate
method of calculation the resultant force. If a given body is distant enough
from a node (square or cube) we can assume some simplification [1]. Let d de-
notes the edge of a node (side of a square or edge of a cube). Let r denotes the
distance between the given body and center of mass (CM) of bodies subsystem
nested in a node (see Fig. 7).
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Fig. 5. Adaptive quad tree for sample bodies set with coded nodes – (a). Method of
binary clockwise coding of quad tree’s nodes – (b)

Fig. 6. Method of coding sub-cubes in the oct tree-based process of decomposition of
3-dimensional space

Fig. 7. Calculation of approximate resultant force between a single body and all bodies
nested in a node
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If formula presented below is satisfied (the long distant condition):

d

r
< θ (7)

we can approximate the interaction between the given body and the subsystem
nested in the node, by calculation of the resultant force as an interaction between
only 2 bodies: the given body and a substitutionary body (with the mass equals
to total mass of bodies nested in the node).

The θ is a parameter of the BH algorithm which determines an accuracy
of the force approximation. It determines also the efficiency of the algorithm.
Commonly values of θ belong to [0.7, 1].

The method of calculation of the resultant force between the given i body and
j node can be described by the following pseudocode:

function ResultantForce(i,j) {

if (j is a leaf )

return (force between i body and j one)

elseif ( i body is distant enough from j node)

return (approximate force between i body and j node)

else {

foreach ( l in sub-nodes(j)){

if (l is not empty)

aggregate ResultantForce(i,l)

}

return (aggregated resultant force)

}

}

Calculation the interaction between a single i body and all bodies of system
is equivalent to invoking ResultantForce (i, root of the tree).

3 Azure Platform Overview

Microsoft Azure Platform is an environment for running cloud applications and
services. It has three main parts: Compute service, in which applications run,
Storage service, which provides data storage and Fabric that manages and inte-
grates all of them.

In Windows Azure each application can be made of two different instance
types: Web role or/and Worker role. First one is responsible for interaction with
end users. It can accept incoming HTTP or HTTPS requests. Typically, this
is an ASP.NET web application or some kind of Web Service exposed by WCF
[13]. Worker role instances are mainly considered as background processing com-
ponents communicating with other workers or web role instances via queues.

Each Worker or Web instance runs inside its own Virtual Machine thus it is
completely isolated. Number of instances of particular type is set at the stage of
configuring application and can be change at runtime to avoid overloading. Each
application needs to store its data in secure, reliable place, so Windows Azure
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provides mechanisms for storing and retrieving data in cloud-based environment.
There are three kinds of Windows Azure storage: blobs, tables and queues, all
accessed over standard HTTP protocol (using GET, PUT, DELETE methods).

3.1 Azure Table Storage

Azure Table Storage is a structured storage that supports scalable tables, that
can contain large number of entities (rows) and terabytes of data [9]. It is effi-
ciently scaling out by spreading to many servers as traffic grows.

Entity stored in a Table contains a set of user defined Properties (columns)
and a PartitionKey and RowKey Properties that are used as primary key (both
strings). PartitionKey is also used in scaling out. If there are many queries for
entities from the same partition (the same PartitionKey), load balancing algo-
rithm implemented in Windows Azure can activate dedicated node for serving
only this partition, as shown on Fig. 8. Choosing proper way of creating partition
key values is necessary to achieve good scalability.

Fig. 8. Scaling out with PartitionKey

All Tables in Windows Azure Table Storage have flexible schema, so two
entities stored in one table can have different set of properties. This allows to
avoid problems when entity definition is extended.

3.2 Azure Blob Storage

As mention above Azure Table Storage allows to keep terabytes of data in tables
containing entities. But each entity can have maximum 255 different properties
and only 1MB of combined size. Fortunately Windows Azure provides another
mechanism for storing large binary data – Azure Blob Storage [11].

In Azure Blob each stored object can have up to 50GB, it is replicated at
least 3 times and strong consistency is provided. Blobs can be accessed from any
place in any time using HTTP/REST protocol. The URI for particular object
has following form:

http://<account>.blob.core.windows.net/<container>/<blobname>
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where <account> is an account name in Windows Azure service, <container>
is a name of container grouping a set of blobs (i.e. movies, pictures, etc.), and
<blobname> is name of requested object.

3.3 Azure Queues

Azure Queues provides efficient and reliable message delivering mechanism [10].
It allows separated Worker and Web roles to communicate and exchange some
data. Monitoring queue length can help deciding to increase number of processing
instances.

All operations on queues can be done using HTTP REST protocol. An exam-
ple of a GET request listing messages in a queue is presented below:

http://sampleAccount.queue.core.windows.net/nbodyqueue/messages?

timeout=30&numofmessages=32&peekonly=true

4 N-Body Cloud Service Architecture

Cloud service described in this paper is composed of Web and Worker role in-
stances communicating over queues and storing data in Data Storage (Table and
Blob) as shown in Fig. 9.

Fig. 9. Cloud Service Architecture Overview

Web role is a simple ASP.NET application. On main web page user defines
simulation parameters such as: number of steps, time step, θ value and uploads
XML file with bodies definitions (initial position, body mass and velocity), which
is saved in Azure Blob Storage with an unique file name. After starting simula-
tion, web application creates a Task entity (containing user supplied parameters)
and stores it in Tasks table in Azure Table Storage. This entity is identified by
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unique string (Task Identifier) which is also sent back to client. After this, web
application sends message to queue that worker instances can consume and start
computation.

Worker role instances are responsible for some background processing and
computation. Each instance reads a message from queue and depending of its
type performs some task. The single message is a XML serialized object of class
NBodyWorkItem, where value of Type property tells worker what to do. There
are 4 main tasks that worker instances perform.

The presented cloud service works according to algorithm shown on an activity
diagram from Fig. 10.

Fig. 10. Activity diagram presenting algorithm of N-body cloud service

When simulation starts, the first task is dedicated to parse uploaded by the
user XML file. It was saved (by web application) in Azure Blob Storage. One of
worker instances reads this file (its name is passed as a part of queue message),
parses it and creates all Body entities that are persisted in Azure Table Storage
in Bodies table. Task Identifier is used as a PartitionKey, so all Body entities from
one simulation are in the same partition so they can be accessed in an efficient
way. RowKey is a concatenation of iteration number (1 in this case) and some
generated body identifier, so it is possible to distinguish between entities from
different iterations.

Next one of worker instances is responsible for building oct tree. Each node
in a tree is an OctTreeNode entity and it is stored in Azure Table Storage in
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OctTreeNodes table. Oct tree is a hierarchical data structure but in this case it is
persisted in flat table. To provide efficient way to access child nodes from parent
one, special nodes identifying was implemented. This method of node coding
is different from the one described in previous section because it is adapted to
Azure’s specificity. Each node has an unique identifier (RowKey property) which
is a number converted to 20 characters length string padded with “0” to its left.
Root has always RowKey equals to “0”. Child nodes identifiers are generated
according to this procedure written in C#:

for (int i = 1; i <= 8; i++) {

// ...

newId = String.Format("{0:D20}",Convert.ToInt64(parentId+i.ToString()));

// ...

}

Such node coding makes that preparing LINQ query [14] against Azure Table
Storage that finds all child nodes of given parent node is simple:

Int64 value = Convert.ToInt64(node.RowKey + "1");

string startOfLevel = String.Format("{0:D20}", value);

value += 7;

string endOfLevel = String.Format("{0:D20}", value);

var q = from n in DataContext.OctTreeNodes

where n.PartitionKey == TaskId &&

n.RowKey.CompareTo(startOfLevel) >= 0 &&

n.RowKey.CompareTo(endOfLevel) <= 0

select n;

When oct tree is ready, Worker sends N messages (requests of computation
tasks) to queue, one for each body. Other workers consume one of this messages
and perform computation of body interaction using the oct tree (in parallel). It
is obvious that increasing number of Workers (up to N) reduces the time needed
to calculate particular iteration.

When new position and velocity of a body is known, new Body entity with
this values is created and stored in Bodies table. When all bodies have been
processed next iteration is started in similar order, unless it was the last one.

In the presented solution Bodies table contains for each body its “snapshots”
from any iteration. This allows a user to download (as XML file) any step of
simulation. The result XML file can be used in future as an input file for another
simulation (or it can be presented to user as it was shown on Fig. 1).

5 Conclusions

This paper presents an idea and implementation of cloud service for N-body
problem running on Windows Azure Platform. It covers various Windows Azure
aspects and capabilities. Azure Storage is described in details. Presented service
solves N-Body problem using all-pairs method or adaptive oct tree (Barnes-Hut
Algorithm). Interaction for single body is now computed in parallel by Worker
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instances, however building oct tree is done by only one of them. Implement-
ing parallel tree construction algorithm can obliviously help improving overall
efficiency.

During the tests, we found that accessing Azure Storage is time expensive
(it is foreseeable, because it is done with HTTP REST). Better efficiency can
be achieved by reducing number of storage access, i.e. during body interaction
calculation, each Worker can process more than one body at one time (one
storage access returning many Body entities). For this reason we provided two
implementations of building oct tree procedure. If number of bodies is not large,
whole tree is first constructed in operating memory and then persisted in Table
Storage in a single request. If number of bodies is very large, each successive oct
tree nodes are immediately persisted to storage.
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Abstract. The paper describes a simple node designed to act as part
of an experimental wireless mesh network. The node is based on Atmel
AVR ATmega16 microcontroller and Hope Microelectronics RFM12B ra-
dio module. Along with technical details of the node, the network layer
(addressing scheme and routing algorithms) is presented. Fundamental
principles on wireless mesh networks are also presented. Experimental
results summarize the paper and prove limited usability of the project.

Keywords: wireless mesh networks, routing protocol, network layer.

1 Introduction

Wireless mesh networks (WMN) are quite new way of building data commu-
nication systems. It’s main goal is to achieve higher level of reliability, which
is done mainly through special routing protocols. WMNs are still in develop-
ment stage – there are not enough simple ways of building such networks for
masses, due to lack of software support [1]. The field seems to be still in ex-
perimental stage. Following that direction, this paper presents an Experimental
Wireless Mesh Network (EWMN) node: its hardware and software architecture,
including network layer.

The paper consists of three main parts. First part presents basics of wireless
mesh networks. Second part describes details of the EWMN node: its hardware
and software, including network addressing scheme and routing protocol. Third
part shows experimental results. Summary containing final conclusions and pos-
sible future works ends the paper.

2 Wireless Mesh Networks’ Basics

2.1 Wireless Mesh Networks

Unlike in most common network topologies – bus or star – in mesh topology
data is forwarded between the nodes, until it will reach destination, without
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help of central node (hub/switch/access point). Such communication is direct
and depends on radio range of the nodes – if destination node is not within radio
range, it is forwarded according to routing tables. The nodes of mesh networks
act as routing devices, which decide about path of data [2]. An example of mesh
network is depicted on Fig. 1.

Fig. 1. An example of mesh network

Advantages of mesh networks are numerous: higher redundancy, easy recon-
figuration capability, flexibility and easy upgrade possibility. Dynamic reconfig-
uration and network self-healing may be useful in case of network fail or nodes’
location change. The network have to retain its main goal – forwarding data
between pairs of source and destination nodes.

2.2 Routing in Wireless Mesh Networks

Performace of wireless mesh networks highly depends on routing techniques.
There are many known approaches, that can be classified either as proactive
(they maintain paths for every pair of nodes) or reactive (the route paths are
discovered in “on demand” way) [2,3]. In this paper one of the modified tradi-
tional algorithms is used – B.A.T.M.A.N. (Better Approach To Mobile Ad-
hoc Networking) [4,5] behaviour is inspired by termites, which leave feromonal
traces along optimal paths to the food. None of the nodes keep full topologi-
cal information about the network. Every node has only information about its
neighbouring nodes, which could handle data for destination node, associated
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with some kind of metric. Active neighbouring nodes are discovered periodically
by sending HELLO datagram in broadcast manner.

3 An Experimental Wireless Mesh Network Node

3.1 Architecture of the Node

Experimental Wireless Mesh Network (EWMN) has been built of quite simple
nodes. The node’s architecture is based on cheap and wide known Atmel AVR
ATmega16 microcontroller [6] as CPU. Communication between the nodes is
provided in one of ISM (industrial, scientific, medical) bands with Hope Micro-
electronics RFM12B [7] radio module. External communication with PC is done
via MAX232 chip and serial port of the computer. Schematic of the node is
shown on Fig. 2 and physical design of the node is shown on Fig. 3.

Fig. 2. EWMN node schematic

3.2 Network Layer

Addressing Scheme. Addresses of the nodes have length of one octet. Exclud-
ing 0x00 (empty address/address not assigned) and 0xFF (broadcast address)
capacity of address pool is 254. The node has random address after initializa-
tion. Moreover default destination address value is set to broadcast address 0xFF.
Broadcast mode is always local, within radio range of the node, so the datagrams
are not forwarded by neighbours to the rest of the network.
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Fig. 3. EWMN node physical design

Datagram Specification. Datagrams have fixed length of 64 bits. The header
is 24 bits long and data part is 40 bits long. Structure of the datagram is depicted
on Fig. 4.

     data     data      data     type src address dst address      data      data

Fig. 4. Datagram structure

The header consists of three fields, each of 8 bits length:

– type – with value HELLO for broadcast datagram or REGULAR in case of
ordinary data;

– source address – with correct value in range 0x01–0xFE;
– destination address – with correct value in range 0x01–0xFF.

Broadcast datagram HELLO uses two data fields carrying originator address
and sequential number. Three remaining data fields are unusued at this time.
Structure of broadcast datagram is depicted on Fig. 5.

         *         *         *originator    seq no.src address dst address  HELLO

Fig. 5. HELLO datagram structure
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Routing Algorithm. Routing algorithm is based on the B.A.T.M.A.N. algo-
rithm [4,5] and implements addressing, splitting data into datagrams, broad-
casting and data forwarding between the nodes to provide routing routines. Key
concept of the B.A.T.M.A.N. algorithm is to inform other nodes of node’s pres-
ence in cyclical manner. HELLO datagrams allow building a routing table at the
level of every node. Creating new datagrams is rather simple, but decision mech-
anism used after datagram’s arrival is more complex. That algorithm is shown
on Fig. 6.

Fig. 6. Decision algorithm after datagram’s arrival

At first, datagram type is checked against its correctness. If type is not valid
(HELLO or REGULAR) it is discarded. In case of REGULAR datagram, destination
address is checked. If it is equal to the node’s own address, data fields are used
by higher layer. If the datagram is not directed to the node, the routing table is
checked to find a route to destination node. If the route is succesfully found, the
datagram is forwarded using that route. In case of HELLO datagram, originator
address is compared with the node’s own address – if they are equal, datagram
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is ignored because it came back to its source; if originator address is not equal
to the node’s own address, new route (or update) is added to the routing table
and datagram is forwarded do all of the neighbouring nodes.

Routing Table. Routing table consists of four fields: destination address, in-
termediate node address, metric (number of hops) and sequential number. Every
node knows only directions (neighbouring nodes), which could be used as routing
paths. Data will be forwarded through them until it will reach its destination.
The metric is used to find most reliable path and sequential number is used when
updating routing tables. Example of routing table is presented in Table 1.

Table 1. Example of routing table

Destination Direction Metric Seq No.
0x4C 0x4C 1 17
0x2A 0x3C 2 6
0x5D 0xFA 5 95
0xD4 0x12 3 25
0xD4 0xFA 2 104

Routing Table Update. Routing table update is done in two stages. First
stage is preparing temporary table with new routes. During second stage, syn-
chronously with sending HELLO datagrams, new routes are added to routing table.
Algorithm of preparing new routes is presented on Fig. 7.

3.3 Program Architecture

Program code of the node has been divided into functional blocks (Fig. 8):

– main: main part of the program;
– BATMAN: routing algorithm implementation with routing tables and

mechanisms;
– RFM12B: radio module’s routines;
– RS232: serial interface communication;
– datagram: datagram coding and decoding;
– tools: auxiliary routines.

3.4 Terminal Interface – Communication with PC

The node is connected to external computer using node’s RS232 MAX232 inter-
face with 9600 bps 8N1 settings. Eight terminal based commands are hidden in
ATMega16 program and they are combined of ~ and abbreviated commands:

– (a)ddress of the node (view/change),
– (d)estination address (view/change),
– (r)outing table (view),



102 R. Olejnik

Fig. 7. Algorithm of preparing new routes for routing table

Fig. 8. Functional blocks of the node’s program code
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– (n)ode state toggle (Fully Online, Locally Online, Offline),
– (p)ower of TX change (min/med/max),
– (v)erbose mode on/off toggle,
– (c)lear terminal screen,
– (e)cho on/off toggle.

Typical information in verbose mode are as follows:

# Hello msg from: 0x71; origin: 0x71; seq num: 0x1B
# New Route to 0x71 via 0x71
# Sending Hello
# Regular datagram from 0x71
# Data field: dzien
# Regular datagram from 0x71
# Data field: dobry
# Sending Hello
# Hello msg from: 0x71; origin: 0x47; seq num: 0x1C
# My own hello returned

4 Experimental Results

After initial design of Experimental Wireless Mesh Network hardware and soft-
ware, some preliminary experiments have been conducted.

At first, simple test of datagram transmission has been made. 10 datagrams
has been sent 10 times to find possible data loss ratio for one node working in
Fully Online state. Results are shown on Fig. 9.

Fig. 9. Lost datagrams
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Unfortunatelly, data loss ratio is rather high, about 15 %, so it can be said
that data integrity is not assured at this time. More nodes mean more hops and
possible multiplication of data loss ratio. Probable reason of such high datagram
loss ratio is long main program loop and insufficient length of FIFO queue of
RFM12B radio module (only 16 bits long). When the node had been in Locally
Online state, data loss ratio was measured at 1 % level. Possible solution for that
issue is redesign of main program loop and/or add network layer that would
facilitate communication between nodes.

Theoretical network range, that can be computed using Friis equation [8], has
been also confirmed. Theoretically the range is less than 150 m in free space [9]. It
has been practically proven than network’s capability of proper communication
is kept at distances 120–130 m, even in office environment, without direct line-of-
sight requirement met and with very simple antennas, supplied by radio modules
manufacturer.

5 Summary

Presented Experimental Wireless Mesh Network node has been successfully de-
ployed as hardware and software design using Atmel AVR ATMega16 microcon-
troller and Hope Microelectronics RFM12B radio module. The paper presents
details on the design, especially network layer and other network-related issues.
Experimental results prove limited usability of that system, although general
specific aspects of wireless mesh networks (such as selfconfiguring capability and
auto-updating of routing tables) and regular data transmission between nodes
has been shown.

Possible enhancements could be done with:

– redesigning of main loop of the node program,
– adding external RAM allowing bigger routing tables (1 KB SRAM yields

limit of 32 records now),
– longer addresses allowing bigger network (only 254 usable addresses now),
– adding local keyboard and display to the nodes allowing direct text messages

exchange,
– changing flooding algorithm (used for HELLO datagrams propagation) into

edge forwarding algorithm,
– using more efficient antennas helping radio communication reliability,
– increasing network throughput (RFM12B modules allow maximum through-

put 115.2 kbps),
– designing higher layers, especially network layer, helping datagram loose

problems.

Acknowledgments. I would like to thank my graduate student, Marek Ko-
rniowski, who developed my initial idea of the network as his master dissertation
[10]. Parts of his work are used here with author’s permission.
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Abstract. The paper presents considerations that refer to introducing
the term “cost of redundancy”, and indicates general assumptions that al-
low defining this term and its quantitative determination. However, “the
cost of redundancy” does not apply in this case to financial expenses but
only time loses (temporal cost) associated with the use of redundancy in
industrial real-time distributed systems. Several computer systems archi-
tectures are analyzed from the point of view of that temporal redundancy
cost.

Keywords: distributed real-time system, data flow, redundancy, tem-
poral cost of redundancy.

1 Introduction

As commonly known, redundancy allows to increase the reliability of computer
systems, but also entails significant cost. On one hand, there are the obvious
material cost associated with the necessity of purchasing additional equipment,
hardware and software installation, making additional wiring needed primarily
for the implementation of redundancy of communication bus or synchronization
of the computer units. On the other hand, there are time overheads brought into
the system by every additional redundant component that requires service. These
overheads worsen time parameters of real-time systems and may even lead to
the violation of time limitations which are determined for the system. Therefore,
it is necessary to know the size of these overheads while designing and building
real-time systems with redundancy and during development of already existing
systems by interposing a redundancy. Unfortunately, authors of the article have
not found any literature on this subject (which does not mean it does not exist),
where the impact of redundancy on time dependencies in industrial real-time
systems is discussed. It is worth emphasizing that the subject of considerations
is the time cost (overheads) associated with the usage of redundancy. The ability
to define the cost rate is important in redesigning or modernization of existing
systems, because it allows to answer the basic question: whether the use of
redundancy in the new system meets the real-time constraints?
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For the needs of the research work the term steady state has been defined.
The authors are aware that this term is commonly applied to electronic circuits
or system automation. However, in this case, the term steady state refers to the
state of distributed system with no breakdowns which should force the activation
of redundant units. After a breakdown occurs the state is considered as transient
and it lasts until the proper procedures are executed and duplicate (redundant)
circuits are activated.

The further part of the paper concerns the impact of redundancy on the time
parameters of real-time information systems in the steady state. It discusses
the influence of redundancy in the subsystem of computer units for four basic
architectures [1,2]:

– architecture with redundancy of communication bus,
– architecture with redundancy of communication link, that is network copro-

cessor and communication bus redundancy,
– architecture with redundancy of computer unit,
– architecture with redundancy of computer unit and communication link.

Moreover, sources of redundancy time overheads in inputs and outputs sub-
systems are also mentioned. Furthermore, issues referring to time cost of the
implementation of redundant computer units synchronization are also indicated.

2 Redundancy in Input and Output Subsystem

Redundancy in input and output subsystems (without bus redundancy) is mainly
associated with an increase of number of subscribers in a communication network
caused by additional remote input/output stations. As a result, the network
operation cycle lengthens as it depends on the following parameters:

– time needed to gain access to the communication medium by subscribers in
a communication network – time to transfer the rights for transmission,

– time of additional data transmission among remote input/output modules
and other network subscribers (for transmission in both directions: to as well
as from remote input/output station).

In case of time overheads associated with the access to the communication bus
and the transfer of the right to transmit, their size and the manner of designation
depends on what communication protocol is used. For example: in the Token
Bus network the time overheads are associated with the transfer of a token to
the additional subscribers. Whereas, in Master-Slave networks they results from
the extension of exchanges scenario – increased number of exchanges triggered
by the Master station. In some communication networks, where the right for
transmission is exchanged with the use of timeslots (TDMA – Time Division
Multiple Access) [3], this cost may be less than 1 ms for all the subscribers
in total. It occurs, for example in the Genius network for transmission speed
153.6 kb/s, both during correct communication with the network subscribers,
and at the break of communication with one or even all network subscribers.
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In other communication networks the time for transferring the right for trans-
mission may be more significant. It occurs in a very popular Modbus network.
Time for transmitting a communication frame, transferring the right to trans-
mission in the form of a request for read or write data, may be indeed very small
(approximately 3.3 ms for the transmission speed 19 200 kb/s), but more impor-
tant are the delays caused by the lack of communication with subscribers of the
network associated with the need to count down time limit (timeout) (the sizes
of these delays depend on configuration; they are usually defined at the level of
tens or even hundreds of milliseconds). In other words, when one subscriber is
disconnected from the previously mentioned Genius network, then the rest of
subscribers receive the right to transmit data more frequently, because the ex-
pected time for the right for transmission will be reduced approximately to data
transmission time due to disconnected subscriber. Whereas, in Modbus network
the subscribers in the same situation are able to transmit data less frequently
because of the necessity of counting down the time limit (timeout) by the Master
subscriber, when it tries to communicate with the disconnected Slave subscriber.

The time needed for additional data transmission also depends on commu-
nication protocol and the parameters of communication network that is used.
However, it is worth mentioning that in some networks a broadcasting data
transmission is possible. In such a case, the redundancy of output modules may
not require a multiple transmission of the same information regarding the status
of digital and analogue redundant outputs, if the redundant modules have the
same addressable outputs. It is due to the fact that a single data package may
be received by a number of output modules working in the redundancy system.
Hence, the influence of the redundant output modules on the communication
system operation cycle length may be negligible.

Broadcasting data transmission in case of digital inputs redundancy may in
some circumstances also allows to minimize the time needed for data transmis-
sion. It occurs when the input data from modules are to be transmitted to more
than one subscriber. Broadcasting data transmission of that data enables send-
ing a single frame with current output state and status to all subscribers of the
network, instead of a separate frame for each of the subscribers awaiting the
input data individually.

The elements mentioned above – transferring the right for transmission and
transmission of additional data to and from remote redundant input/output sta-
tions cause the length of communication system operation cycle to be increased.
In case of appearing one redundant input/ output station, the cycle increases by:

TRIOBusi = TMAi + TTRi , (1)

where:

TRIOBusi elongation of the time of a cycle with redundancy of a single remote
input/output station,

TMAi time to transfer the right for transmission for a single input/output station,
TTRi time of data transmission among the additional, redundant input/output

station and the other communication network devices.
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It is necessary to notice that time for data transmission TTRi, should include
not only the transmission from the remote input/output station for the other
subscribers on a network, but also time for transferring additional data to this
redundant input/output station.

Time, which will extend the operation cycle of a given network with redun-
dancy of input/output remote station, can be expressed as follows:

TRIOBus =
n∑

i=1

TRIOBusi , (2)

where, according to (1), TRIOBusi = TMAi + TTRi determines the time overhead
of redundancy of the i-th station input/output.

Presuming that the time overheads associated with the transferring the right
for transmission is constant for all redundant input/output stations and equals
TMA, then formula (2) can be transformed into the following form:

TRIOBus = n · TMA +
n∑

i=1

TRIi , (3)

where n is the number of redundant input/output stations.
Additionally, redundancy in the input/output subsystems contributes to the

system time overhead associated with the necessity to process additional data of
the redundant modules. The mentioned processing consists of execution of many
voting algorithms and data transmission from the redundant input/output be-
tween the network coprocessor and the module of a central unit in the computer
unit. This overhead causes the elongation of the time of automaton cycle dura-
tion of a computer unit, and its size depends on the complexity of the voting
algorithms’ calculation and the number of data that comes from the redundant
modules. In addition, it depends on hardware platform used for building the
applied system. Thus, it can be said that the time overhead for the length of
automaton cycle is primarily a function of the number of input/output signals:

TRIOCPU = fRIOCPU(nDIO, nAIO) , (4)

where:

TRIOCPU elongation of the time of automaton cycle using redundancy in in-
put/output subsystems,

fRIOCPU function of time-based cost of the redundancy in input/output subsys-
tem,

nDIO number of discrete inputs and outputs subjected to redundancy,
nAIO number of analogue inputs and outputs subjected to redundancy.

The total time cost of redundancy in subsystem input/output will change in
the function of time overhead of redundancy for the length of network operation
cycle TRIOBus, and automaton cycle TRIOCPU. The cycle of TA automaton is the
time of execution of the basic loop in the distributed system (diagnostics →
sampling of imputs → execution of application → system operation → updating
of outputs → diagnostics . . .).
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3 Redundancy of Communication Bus

The determined time overheads, which cause deterioration of the real-time sys-
tem parameters, accompany also the redundancy of communication bus. The
exemplary system of the redundancy of communication bus is presented in the
Fig. 1.
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Remote I/O stations

Communication Bus B

BSM

BSM - Bus Switching Module

Fig. 1. Architecture with a redundant communication bus

The redundancy of communication bus causes the time of automaton opera-
tion cycle of a computer unit to be extended. In each cycle there is a necessity
to choose a bus trough which the data is to be transmitted. However, this re-
quires the diagnostic of the bus operation and switching of the buses in case of
a breakdown.

The time cost of using redundancy of communication bus in the steady state
can be expressed as follows:

TRBus = TRBusCPU = TDiagBus + TCHBus , (5)

where:

TRBus time cost of using redundancy of communication bus,
TRBusCPU time elongation of automaton cycle duration of a computer unit caused

by redundancy of communication bus,
TDiagBus time overhead associated with bus diagnostic,
TCHBus time overhead associated with the choose of a bus.

Both elements in the formula (5) depend on the way of implementation of di-
agnostic procedures and the way of choosing the communication bus, by which
communication is to be maintained. Diagnostic refers usually to some system
functions that are called, and which enable to read communication module sta-
tus. Moreover, the choice a bus may also be associated with calling of system
functions, or it can be executed for example, via setting up one of the local
digital outputs of the computer unit.
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It is necessary to mention that the cost of using bus redundancy does not
depend on the size of the system or on the data amount (number of signals,
numbers of variables) transmitted with the use of the communication network.
The use of such type of redundancy does not cause additional subscribers to
connect; hence the number of operations to transfer the right for transmission
does not change. Similarly, the amount of transmitted information via commu-
nication network also is unchanged. The redundancy of communication bus may
require utilization of additional elements necessary for bus switching. Neverthe-
less, such elements are usually passive – they do not participate in the process of
communication, and as a consequence they do not contribute any time expenses.

The size of time cost of using redundancy of communication bus is not sig-
nificant and may even amount to less than 1 millisecond, but this refers only
to the cost in system steady state. More important are the time overheads of
redundancy in transient state, which is not the subject of the this paper. In
the transient state, the time cost of redundancy of communication bus may be
critical for the system operation.

4 Communication Link Redundancy

After having extended the system with bus redundancy to the redundancy of net-
work coprocessor, the system with communication link redundancy is obtained.
The redundancy of communication bus and the network coprocessor does not
modify the configuration of a communication network, but only the configuration
and application program of a computer unit. This, on the other hand, causes the
automaton operation cycle to be elongated as the consequence of execution of
diagnostic routines and communication tasks in the communication coprocessor
in every cycle. Moreover, this type of redundancy is associated with the increase
of variable count (digital, analogue signals, etc.), which have to be processed by
computer unit. In case of system with bus redundancy and without coprocessor
redundancy, there was no such need because, as an example, one input signal
corresponded to one variable, but the value of that variable could be transmitted
via two independent communication buses, while communication via basic bus
excluded the possibility to communicate through a backup bus. However, using
redundancy of bus and network coprocessor requires the ability to distinguish the
data which is received via particular communication links, or pairs (communica-
tion bus, network coprocessor). In case of double redundancy each digital input
signal state should correspond to two variables. It is obvious then, that increas-
ing the number of variables causes the time for application program of computer
unit be extended. The total time overhead associated with communication bus
redundancy and network coprocessor is illustrated by formula:

TRL = TRLCPU = TDiagL + TSVCM + TRIOCPU , (6)

where:
TRL time-based cost of using bus redundancy and communication coprocessor,
TRLCPU time elongation of the automaton cycle resulting from using redundancy

of communication link,
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TDiagL time overhead associated with diagnosing of additional communication
link,

TSVCM time overhead associated with additional coprocessor operation (elonga-
tion of communication window in automaton cycle),

TRIOCPU time overhead associated with increasing the variable numbers in the
application program of a computer unit .

The value TDiagL in the formula depends on the kind of device that is used, and
should be defined by its producer. Similarly to the redundancy of communication
bus, the diagnostic of the redundant communication module in the redundant
communication link may be associated with the necessity to execute additional
diagnostic function.

The operation time of the communication module TSVCM, includes diagnostic
of this module which is done by operating system of the computer unit, and most
of all the data transmission time referring to input/output states of the system
between the network coprocessor and the CPU module. The time for that data
transmission depends on the system size and the number of inputs and outputs.

Similar dependence appears when referring to the time needed for additional
data transmission that come from redundant communication link TRIOCPU (see:
formula (4)). It is required here to execute the voting algorithms in case of
discrete inputs, and to determine the value of analogue inputs (for example,
counting the average state of analogue inputs received via two communication
links). The necessity for implementation of additional routines may also involve
redundant analogue outputs. The routines may be implemented either by an
individual computer’s operating system or an application.

The value TSVCM (like TRIOCPU) depends on the size of the system expressed
in the number of input and output signals. This dependency is usually linear or
close to linear.

TSVCM = fSVCM(nDIO, nAIO) , (7)
where:
fSVCM time-based cost function of an additional communication module of a

redundant communication link,
nDIO the number of discrete inputs and outputs being redundant,
nAIO the number of analogue inputs and outputs being redundant.

It is worth mentioning that redundancy of communication link may be ac-
companied by redundancy of input/output subsystem. In such case additional
redundant input/output remote stations are connected to the backup communi-
cation bus. An example of such a system is presented in Fig. 2. It consists of a
single computer unit with a communication redundant link and two redundant
input/output remote stations.

If the bus redundancy is not accompanied by redundancy in input/output
subsystem, then each remote station is connected to both buses. It must then
have a dual network interface or a system for switching between the buses (sta-
tion communicates with the computer unit with the use of one bus, and in case
of lack of communication it switches to the backup bus). However it has no
essential impact on the time dependencies in the system.
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Fig. 2. Architecture with redundant communication link and two pairs of redundant
input/output stations

5 Redundancy of a Computer Unit

Redundancy of a computer unit is associated with the connecting of a redundant
unit to the communication network, and hence with increasing the number of
subscribers. An example of a system with the redundancy of the computer unit
is illustrated in Fig. 3.
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Fig. 3. Architecture with redundant computing unit

Connecting additional subscribers to the communication network constitutes
the main time cost of using redundancy of the computer unit. The operation
cycle of the communication network will be extended by the value:

TRCUBus = TMACU + TTRCU , (8)
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where:

TRCUBus elongation of network operation cycle resulting from redundancy of a
computer unit,

TMACU access time (passing the right for transmission) of a redundant computer
unit to the communication bus,

TTRCU time of data transmission among the redundant computer unit and the
other subscribers of the communication network.

The values TMACU and TTRCU being the elements of formula (8) are analogue
to the TMA and TTR components of formula (2) and they have already been
discussed referring to the redundancy in input/output subsystem. However, it
should be noted that the time of TTRCU data transmission may relate not only
to data transmission between remote input and output stations, but also the
additional data exchanged among the redundant computer units. This data may
include, among others, so-called “word of life” that is used for mutual diagnostic
of CPU modules in computer units. Execution of its diagnostic algorithms might
be needed to perform switching of source control in the system with redundancy
of the computer units at the time of failure of the main unit, or the unit that
controls operation of the object (backup unit).

Data transmitted among computer units extends additionally the operation
cycle of the network and increases the size of the TTRCU parameter. This data
must also be prepared and processed by the computer unit. This, in turn causes
the automaton cycle to be extended according to the following formula:

TRCUCPU = TDP + TDEX , (9)

where:

TRCUCPU time overhead associated with the time of the automaton cycle dura-
tion due to the additional exchange of data between computer units,

TDP time of additional data processing in the program of the controller,
TDEX time of the additional data exchange between the central unit module and

the network coprocessor module of the computer unit.

TDP time value is dependent on the number of additional data, the manner
of processing it and the parameters of the central unit (such as, for example, its
performance), which have influence on execution time of particular operations on
this additional data. These operations are executed in the application program
implemented in the computer unit. Therefore, TDP parameter defines how much
the duration of the application program will be extended.

TDEX also depends on the number of additional data but, what is more im-
portant, on the architecture of the computer unit. The size of time for a specific
data number should be determined by the manufacturer of the implemented de-
vices in their technical and maintenance documentation. Total time overhead of
redundancy of the computer units will be the time function defined in formulas
(8) and (9):

TRCU = fRCU(TRCUBus, TRCUCPU) , (10)
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where:

TRCUBus elongation the time of operation cycle of network resulting from the
use of redundancy of computer unit,

TRCUCPU time overhead associated with the time of automaton cycle duration
resulting from the exchanging of the additional data among the computer
units.

It is worth mentioning that the time overhead is very important for the dura-
tion of operation cycle of the communication network – TRCUBus. This overhead
is usually much larger than TRCUCPU and has more impact on the system re-
sponse time to enforcement.

6 Redundancy of a Computer Unit and a Communication
Link

System with the redundancy of computer unit can be additionally extended
to provide redundancy of communication link. An exemplary system with the
redundancy of computer unit and communication link containing two remote
outputs/inputs stations is presented in Fig. 4.
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Fig. 4. Architecture with redundant computing unit and redundant communication
link

The extension of the system to the redundancy of the communication link re-
sult in an extra time overheads connected with the operation of this link. There-
fore, the time of automaton cycle duration of redundant units will be elongated
(time TRLCPU). Taking into account the cost associated with the redundancy of
computer unit that cause elongation of the network operation cycle (see: formula
(10), time TRCU), then the total elongation of automaton cycle equals:

TRCUL = TRCU + TRLCPU , (11)
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where:

TRCUL time overhead of redundancy of the computer unit and communication
link,

TRCU time overhead of redundancy of the computer unit,
TRLCPU time overhead of redundancy of the communication link.

In case of the control object, for which a non-impact switching of the control
source is significant, the synchronization of redundant computer units is very
important. Its purpose is to synchronize their internal state and the time of
execution of computer units’ program. The impact of synchronization on time
dependencies in real-time systems is discussed in the next section.

7 Synchronization of Computer Units

Realization of computer units synchronization has fundamental impact on the
automaton cycle duration of computer units. It results from the necessity of
diagnosing and operating the synchronization modules in every cycle of the con-
troller. The operation of synchronization modules consists of data transmission
time from the central unit (synchronizing) to backup unit (synchronized). The
total time overhead of synchronization can be expressed as follows:

TS = TDiagS + TSVCS = TDiagS + TSTRI + TSTRO , (12)

where:

TS time cost of synchronization of computer units,
TDiagS time overhead associated with the diagnostics of a module for synchro-

nization,
TSVCS time overhead associated with the operation of a module for synchroniza-

tion,
TSTRI time of inputs synchronization,
TSTRO time of outputs synchronization.

It is worth emphasizing that additional redundancy of synchronization link is
used very frequently. In such a case, in each unit there are two redundant syn-
chronization modules that form independent links. However, it does not mean
that each channel must cause the same extension of automaton cycle (totally by
2 ·TS). Data transfer in the automaton cycle can be processed once in this opera-
tion cycle, using only one pair of synchronization modules – one synchronization
link. Moreover, it can be also done simultaneously at two synchronization links.
The time cost of synchronization, in such a case equals 2 · TDiagS + TSVCS. Con-
sidering the fact, that the values of time TDiagS is usually considerably smaller
than the value TSVCS, it can be claimed, that the redundancy of synchronization
link contributes to the system negligibly small time overheads.
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8 The Meaning of Time Overheads Associated with
Redundancy

Redundancy of any type may be associated with time overheads that influence
the network operation cycle duration and the automaton cycle duration. Various
redundant architectures may influence either both or one of the mentioned pa-
rameters. Thus, it should be noted that the time cost of using redundancy is not
determined by difference in the length of mentioned values – automaton cycle or
network operation cycle, before and after applying the reservation to the system.
Modification of these parameters, in itself does not explain the importance of
time overheads.

The meaning of time overheads of redundancy can be determined by setting
of one of the fundamental parameters characterizing any real-time system. This
parameter is the system response time to enforcement. It allows to determinate
whether the system is able to meet the time demands or not. Therefore, the
determination of differences between the length of time response before and
after using the redundancy may give the evidence of the cost of using it.

System response time is the maximum time, in which the computer unit con-
trolling the operation of the object is able to react to an event taking place in
this object. Thus, it is the time needed to detect the fact that the event oc-
curred in the object by collecting the input vector of control system (acquisition
of inputs), executing application program running in the computer unit, and
then driving the appropriate output signals of the system (outputs update). It
is the response to the event which took place in the control object (sampling-
processing-responding) [4].

In case of a centralized system (made of one computer unit equipped with local
input/output modules) working in a synchronous way, the system response time
is equivalent to two automaton cycles TA. Maximum duration of one automaton
cycle in this case is needed to detect event in the control object. Another cycle
of automaton is required to generate the system response to the enforcement –
execution of application program and updating the outputs of the system.

Determination of the response time of a distributed system is a bit more
complex. The time of the response is still the time needed for inputs’ acquisition,
execution of application program and updating of outputs, however acquisition
of inputs and updating of outputs refer to the remote input/output, which are
connected to the computer unit via communication network (Fig. 5).

Acquisition of inputs in the distributed system concerns collecting input sig-
nals via remote input/output station and sending information about the state
of these signals to the computer unit through the communication network. Then
a computer unit, as in the centralized system, through the execution of the ap-
plication program running in the computer, generates a response of the control
system to a given input vector in the form of the corresponding value of the
output vector. Output vector is sent to the remote input/output station, where
both appropriate updating of outputs and setting the object executive devices
are made. The information flow associated with the generation of the system
response to enforcement is presented in Fig. 6 [4].
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The following sections/stages illustrated in Fig. 6, which consists of generation
of the system response to the enforcement refer to:

1. Acquisition of the input signal from the object.
2. Saving the input state into the network memory module interface (network

coprocessor of the remote input/output station).
3. Sending data using the communication network.
4. Receiving data by network coprocessor of computer unit.
5. Rewriting the input data to the computer unit memory.
6. Generating corresponding value of the output vector based on the input

data.
7. Rewriting the input vector into the memory of the communication copro-

cessor and then sending the data into the network interface module of the
remote input/output station.

8. Rewriting data from the internal memory of the network interface of the
remote input/output station into the memory of the output module.

9. Outputs updating in accordance with the newly obtained value of the output
vector.
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When assume that the computer unit, the communication network, the net-
work interface module and the input/output module operation cycle is accord-
ingly TCPU, TBus, TNI, and the time required for acquisition of input state equals
TIF, and the time required for updating of the outputs equals TOU, then the
response time of distributed system TRes to enforcement can be determined as
follows:

TRes = 2 · TCPU + kBus · TBus + 4 · TNI + TIF + TOU , (13)

where:

TRes the response time to enforcement in the distributed system,
TCPU time of the automaton cycle,
TBus time of the operation cycle of the communication network,
kBus factor determining the number of the network cycles required for sending

the input vector (with the enforcement) and the output (with the response
to enforcement) of the system,

TNI time of network interface operation cycle of the remote input/output sta-
tion,

TIF time of filtration of the inputs,
TOU time of updating of the outputs.

The time required for operating the communication coprocessor of the com-
puter unit is contained in TCPU component. In addition, a component specifying
the time required for the data transmission with the use of communication bus,
and more precisely kBus factor, may have a different value depending on the type
of the communication network. For example, in the Genius network (according
to the manufacturer documentation [5]) it equals 3, which means that in order to
generate the system response to the enforcement the execution of three network
cycles will be necessary. In the majority of other networks two cycles will be
sufficient (kBus = 2).

Based on the formula (13) it can be concluded that extending the automaton
cycle by time tA will increase the time of the system response to enforcement
by 2 · tA time. Additionally, elongation of the network operation cycle by tS will
increase the size of response time by kBus-fold higher (kBus · tS).

9 Final Notes

Redundancy on one hand involves some additional financial cost connected with
the purchase of additional elements, their configuration and programming, deliv-
ery, installation, wiring, setup and maintenance. On the other hand, it involves
some temporal cost, too. The temporal cost of redundancy are any delays intro-
duced into the computer system by the redundant elements. Every additional
element needs some time to be serviced and that makes the whole system to be
slower – its response time to be longer.

This paper concerned the redundancy of different elements of a computer
systems and its influence on temporal characteristics of that system. The source
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of any delays and their importance was analyzed. In future papers the delays
will be calculated for specific systems and then measured in order to check the
validity of the calculation. Moreover, a transient state needs also to be consid-
ered. The transient state starts whenever one or more of the redundant elements
in the systems breaks down. The state lasts until the failure is serviced and
appropriate steps are taken in order to control the failure (e.g. a switchover of
the redundant controller). The most weighty temporal cost/delays are connected
with the transient state. They all must be taken into consideration while doing
the WCET analysis (Worst Case Execution Time).
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Abstract. The evolution of software architectures led to the rising im-
portance of the Service Oriented Architecture (SOA) concept. This archi-
tecture paradigm support building flexible distributed service systems.
In the paper the architecture of service request distribution broker de-
signed for use in SOA-based systems is proposed. The broker is built
with idea of fuzzy control. The functional and non-functional request
requirements in conjunction with monitoring of execution and commu-
nication links are used to distribute requests. Decisions are made with
use of fuzzy-neural network.

Keywords: Service Oriented Architecture, service request distribution,
fuzzy-neural network.

1 Introduction

One of the most important issues for contemporary computer network service
providers is high quality of delivery of network services. Very important subject
studied now in many research projects is the evaluation of service quality based
on the knowledge on client-to-server network path and service execution system
efficiency. Users want to complete requested service without inconvenience and
as fast as possible with low latency and high throughput. According to those
users activity development of Quality of Web Service (QoWS) sensitive Internet
applications raises a need for building Web site services supporting quality and
differentiation of services [1]. Nowadays, Service Oriented Architecture (SOA)
paradigm gives us more universal approach to composing and building Internet
network applications.

The information systems designed with SOA paradigm are working both in lo-
cal and wide area networks, particularly built with Internet and GRID recourses.
The clients don’t need to carry about the localization and execution meanings
of the service it want to use. The set of available services can change, however
this process is not frequent, and usually the set of localizations of given service
is constant for some period [2,3].
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The paradigm of SOA says that given service can be achievable from different
service providers. Because the parameters of provider’s servers and communica-
tion links to them (communication costs) can be different, the quality of service
delivery (especially the time of delivery) can be significantly different too [4].
Taking into account distribution of the services and characteristic of Internet
network the proper architecture of service delivery based on service request
distribution may significantly increase the quality of services built with SOA
paradigm.

In this work the architecture of service request distribution broker built with
fuzzy-neural control idea and designed for use in SOA-based systems is proposed.

2 The Request Broker for SOA-Based Systems

The idea of the proposed service request distribution system is to distribute
clients requests via service broker B to known execution systems of service
providers spm (Fig. 1).

Internet
network

sp1

spm

spM

B

C

C

Fig. 1. General infrastructure of service request distribution system

The assumptions for the system are the following:

– the client of the broker is a system delivering complex services cs(i) ∈ CS,
where CS is a set of possible services, i ∈ 〈1, . . . , I〉, aggregated from atomic
services as(j), j ∈ 〈1, . . . , J〉, available in execution systems distributed in
the Internet network,

– there is known the set SP = {sp1, . . . , spm, . . . , spM}, m ∈ 〈1, . . . , M〉, of
execution systems and it is constant for some considered period,

– there is known the set of atomic services AS = {as(1), . . . , as(j), . . . , sp(J)}
that can be requested by the client and that are available in execution sys-
tems spm ∈ SP ,
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– the given atomic service as(j) can be available in several different localiza-
tions (execution systems) – the concrete atomic service at given localization
is called instance of atomic service,

– the considered resources (from the broker point of view) that affect service
execution parameters, are communication links and execution systems.

The goal of the broker is to distribute requests for atomic services that con-
stitute requested complex services (allocate communication resources) in order
to fulfill formulated demands for execution of services. Knowing demands on
service execution it should distribute request to proper execution system.

Let CS = {cs(1), . . . , cs(i), . . . , cs(I)}, i ∈ 〈1, . . . , I〉 be the set of possible
complex services supplied by the complex service delivery system. The complex
service cs(i) is composed with more basic services, especially atomic services
as(k), k ∈ 〈1, . . . , Ki〉, i.e. the ones that can’t be partitioned thereafter. The
complex service can be described as a directed graph of atomic services GA〈V, A〉,
where V = {as(1), . . . , as(k), . . . , cs(K)}, and A ⊂ V ×V is a set of pairs defining
edges of execution dependencies between atomic services (vertices) – so called
implementation graph of complex service.

The atomic services as(j), j ∈ 〈1, . . . , J〉 are available (localized) at the con-
stant set SP of execution systems (service providers). The execution system
spm delivers the set IS(spm) = {is(m1), . . . , is(mp), . . . , is(mP )} of instances of
atomic services, where: P – the number of different services.

The instance of the service is(mp) is characterized by the non-functional pa-
rameters Ψ(is(mp)) = [Ψ1

mp
, Ψ2

mp
, . . . , Ψf

mp
, . . . , ΨF

mp
], that may be different for

two different instances of the same atomic service. An examples of non-functional
parameters are: the level of security, the completion time of service execution, etc.

Let GAn〈ASn, ESn〉 be the implementation graph of complex service re-
quested at the moment n. The set ASn is a subset of the set AS con-
taining all atomic services necessary to accomplish complex service csn re-
quested at the moment n: ASn = {as(n1), as(n2), . . . , as(nk), . . . , as(nKn)} ⊂
AS, k ∈ 〈1, . . . , KN〉, where Kn is the number of atomic services
(number of vertices in the implementation graph). For each implemen-
tation graph it is an equivalent graph Gn〈ISn, ESn〉, where ISn =
{ISn1, ISn2, . . . , ISnk, . . . , ISnKn} ⊂ IS, IS is the set of all instances of atomic
services. The set ISnk is the set of all instances of atomic service asnk, i.e.
ISnk = {is(n, k, 1), is(n, k, 2), . . . , is(n, k, m), . . . , is(n, k, Mnk)}. ISnk corre-
sponds to the set SP (as(nk)) = {spm : as(nk) ∈ AS(spm)}, i.e. the set of Mnk

execution systems that deliver instances of atomic service as(nk). The graph
Gn〈ISn, ESn〉 defines different execution graphs for the implementation graph
GAn〈ASn, ESn〉.

Suppose, there is an complex service composed from two subsequent atomic
services (as(1), as(2)), and as(1) is delivered in two different localizations, as(2)
is delivered in three different localizations, i.e. ISn1 = {is(n, 1, 1), is(n, 1, 2)} and
ISn2 = {is(n, 2, 1), is(n, 2, 2), is(n, 2, 3)}. The complex service can be executed
in six different ways what illustrates paths of execution in Fig. 2 (the index n is
omitted).
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Fig. 2. Possible paths of execution of an example complex service

The choice of specific execution path is a problem that is involved with speci-
fying demands SLAnf,n on non-functional parameters Ψ(csn) of the complex ser-
vice csn, that can be specified in request Xn = 〈GAn〈ASn, ESn〉, SLAnf,n〉 at the
moment n. The non-functional parameters of complex service Ψ(csn) correspond
to non-functional parameters of instances of atomic services {Ψ(is(n, k, m)}.
Knowing {Ψ(is(n, k, m)} it is possible to perform different procedures of fulfilling
SLAnf,n. The general goal of service request distribution system is to determine
execution graph of complex service that fulfills SLAnf,n:

GAn〈ASn, ESn〉 → G∗
n〈IS∗

n, ESn〉 ,

where: IS∗
n ← mink=1,...,Knh(Ψ(is(n, k, m)), what denotes the problem of find-

ing appropriate instances of atomic services that should be requested in order
to fulfill formulated demands on non-functional parameters, h(Ψ(is(n, k, m)) is
formulated criterion of fulfilling SLAnf,n.

One of the most important non-functional parameters is completion time of
delivery of requested service. The impact on this time have two components
communication links and execution systems, specifically completion time of data
transfer and completion time of service execution at the execution system. Thus,
one of the main functionality of service request distribution broker must to be
estimation (forecasting) of non-functional parameters h(Ψ(is(n, k, m)) at the
moment n for all instances of atomic service, j = 1, . . . , J , m = 1, . . . , M . Es-
pecially estimation of service execution time at execution systems and service
request/reply transfer time.

To determine for the request arriving at the moment n destination server
which should serve this request on the basis on time criteria, the broker has to
support the following functionality:

– monitoring of servicing client requests,
– prediction of selected communication link parameters,
– estimation of transfer times and execution times of all instances of atomic

services, on the basis of adaptive models of communication links and execu-
tion systems.
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In the Figure 3 we propose the general architecture of the broker that fulfills
all these functionalities.
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Fig. 3. General architecture of the service request broker

The decision un of the choice of one of M execution systems is performed on
the basis of the vector T̂T,n of estimated transfer times t̂mT,n of the request to
each server m, and vector T̂O,n of estimated execution times t̂mO,n of the request
at each execution system m. The key components of the broker are estimation
modules of the communication links and execution systems. Modules are built
of M models of links or execution systems respectively that works as controllers.

The next section describes proposed method for estimation of completion
times of data transfers tT for requested atomic services.

3 The Fuzzy-Neural Controller

The input of the communication link model is identifier cj of requested atomic
service that arrives at the moment n, measured real transfer times tmT,n of prior
(before the moment n) requests to the system m and the vector Vn of two
communication link parameters: forecasted link throughput t̂hn and forecasted
link latency t̂TCPC,n (namely TCP Connect Time). These two parameters are
derived from periodic measurements of latency and link throughput, and using
time series analysis based prediction algorithms. The output of each model is
estimated transfer time t̂mT,n of the request.

Each communication link model is built for each destination and for each
atomic service (for each instance of atomic service). It is designed as fuzzy-
neural controller (Fig. 4) based on [5,6,7]. Hereafter, the indexes of link and
service are omitted.

The inputs an and bn of the fuzzyfication block are forecasted link latency
t̂TCPC,n and forecasted link throughput t̂hn at the moment n. The outputs are
the grades of membership of latency μA in defined fuzzy sets Za

k , k = 0, . . . , K for
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Fuzzyfication
block

nt̂Logic
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Defuzzyfication
block

Y
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Fuzzy controller parameters
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na

nb

Fig. 4. Communication link model as a fuzzy-neural controller

latency, and grades of membership of throughput μB in defined fuzzy sets Zb
l , l =

0, . . . , L for throughput. The sets are described with membership functions as
follows:

μZd
1
(d) =

{
δ0−d

δ0
for 0 ≤ d < δ0

0 for δ0 ≤ d

μZd
h
(d) =

⎧⎪⎨⎪⎩
d−δh−1
δh−δh−1

for δh−1 < d ≤ δh

d−δh+1
δh−δh+1

for δh < d < δh+1

0 for δh+1 ≤ d

(1)

μZd
H

(d) =

⎧⎪⎨⎪⎩
0 for 0 ≤ d ≤ δH−1
d−δH−1

δH−δH−1
for δH−1 < d < δH

1 for δH ≤ d

.

Variable d corresponds to input a or b. Parameters δ0, . . . , δh, . . . , δH corre-
spond to parameters of fuzzy sets of input a: α0, . . . , αk, . . . , αK , or parameters
of fuzzy sets of input b: β0, . . . , βl, . . . , βL respectively (H is equal K or L, h is
the index of fuzzy set (k or l). Functions μZd

h
(d), h = 1, . . . , H , are membership

functions of fuzzy sets for parameter a i.e. μZa
k
(a), k = 1, . . . , K, or parameter b

i.e. μZb
l
(b), l = 1, . . . , L.

The logic block inferences output. It computes grades of membership of con-
sequence μY of the rules that are of the format proposed in [8]:

a = Za
k AND b = Zb

l THEN y = Zy
r , (2)

where: Zy
r is a fuzzy set for output y (linguistic variable for estimated t̂n) r =

1, . . . , R, R = K ∗ L. The membership function for Zy
r is described by formula:

μZy
r
(y) =

{
1 for y = yr

0 for y �= yr
. (3)

Assuming Mamdani model of inference and Larsen form of T-norm for fuzzy
implication, the membership function for consequence of fuzzy rule r is described
by:

μYr(y) =
{

μRr (a∗, b∗) for y = yr

0 for y �= yr
, (4)
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where μRr (a∗, b∗) = μZa
k
(a∗) ∗μZb

l
(b∗), a∗ and b∗ are spice values of inputs. The

rule is fired when μRr(a∗, b∗) > 0.
After the defuzzyfication (using height method) the estimated transfer time

of the request is derived according to formula (5):

t̂n =
R∑

r=1

μRr (a∗, b∗) ∗ yr . (5)

In order to satisfy the need of working of the controller in adaptive mode it is
built as a 3-layered neural network similar to [8,9,6] (Fig. 5). The first layer of the
network constitutes the fuzzyfication block. Each neuron transform sharp value
of the input into fuzzy value. The second layer computes grades of membership
for consequences of fuzzy rules. In the third layer and aggregation neuron the
sharp value of the input is derived. A, B and Y are vectors of parameters αk, βl

and yr.
The parameters αk and βl of fuzzy sets for inputs a and b, as well as yr for

output are tuned during learning process using back propagation method [10]
on the basis on measured actual request transfer times tn. The computation
formula for output is following (g is the moment of adjustment of parameters
after completion of request xn):

yr(g+1) = yr(g) + γy(t̂n − t̂n) ∗ μRr(g)(a∗, b∗) , (6)

where γy is learning constant – scaling factor for parameter y used in learning
process.

aZ1 1Y

Fuzzy controller parameters

BA, Y
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nb

a
KZ

bZ1

b
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Fig. 5. Fuzzy-neural controller as fuzzy-neural network
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The parameters for inputs a and b are tuned according to formulas (7):

αk(g+1) = αk(g) + Δα
k(g) , (7)

βk(g+1) = βk(g) + Δβ
k(g) ,

where:

Δα
k(g) = γa � (t̂n − tn) �

R∑
r=1

[
yr,n �

(
μZb

l (g)(a
∗)
)(r)

]
�

L∑
l=1

(
∂μZa

k (g)

∂αk(g)

)
, (8)

and:

Δβ
k(g) = γb � (t̂n − tn) �

R∑
r=1

[
yr,n �

(
μZa

k (g)(a∗)
)(r)

]
�

L∑
l=1

(
∂μZb

l (g)

∂βl(g)

)
, (9)

where
(
μZ(.)(g)(.)

)(r) is the value of grade of membership for input for intercon-
nection r (see Fig. 5). Parameters a and b are learning constants.

4 Experimental Measurements for Request Transfer
Time Estimation

The components of the request broker that concern estimation of transfer time
including fuzzy-neural controller, were implemented as complex set of tools in
Linux system. The network analysis module performs active measurements in In-
ternet network and forecast TPC Connect time (latency of communication) and
TCP/HTTP throughput on the basis of time series analysis method – Exponen-
tially Weighted Moving Average (EWMA) algorithm. The monitoring module
is able to measure transfer times of clients HTTP requests. The fuzzy-neural
controller works for several values of scaling factors (learning constant used in
learning process for parameters of fuzzy sets, for inputs: throughput and latency)
simultaneously.

The preliminary experiments were performed as follows:

– at the client side (localized at Wroclaw University of Technology) the HTTP
requests to given set of HTTP servers distributed in Internet network were
generated,

– according to preliminary nature of the experiment there were selected 8
servers, for which communication links were the most stable,

– the service requests for transfer static HTTP object (2 MB size) were gener-
ated every 5min. during about 30 hours,

– there were measured HTTP throughput and TCP Connect time for every
request,

– the prediction of above parameters were performed using EWMA method,
– the fuzzy-neural controller has estimated transfer times with use of scaling

factor γa = γb = γ equal 0.1, 0.2,. . . , 0.9 simultaneously.
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In the Figure 6 the aggregated Mean Average Percentage Error (MAPE) for
150 last measurements is presented. The graph shows data for learning constant
γ used in fuzzy-neural controller equal 0.1,. . . , 0.9. This data shows effectiveness
of the estimation when controller works after first phase of learning process. The
results suggest that during stable phase of work more optimal parameter of the
controller is γ = 0.5.

In the Figure 7 the cumulated MAPE of request transfer time prediction
versus number of request n is shown for learning constant γ equal 0.5. The
results shows proper learning of the system. However the error doesn’t decline as
fast and regularly as we would like. The more detailed analysis of measurements
results suggests, that more accurate prediction method of link throughput should
improve the work of the controller.
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Fig. 6. Cumulative MAPE versus number of request n for learning constant γ = 0.5
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Fig. 7. Aggregated MAPE for 150 last measurements, for learning constant γ =
0.1, . . . , 0.9

5 Conclusion

The new approach to build systems in compliance with SOA paradigm raises new
challenges in delivery of Internet network services. In this work the architecture
of broker designed for use in SOA-based systems has been proposed. The broker
support efficient aggregation of complex services composed with atomic ones
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that are localized in execution systems distributed in the Internet network. The
broker performs requests distribution using fuzzy-neural network thus trying to
deliver needed service to the client in the fastest way. The estimation of service
transfer time is done with use of designed fuzzy-neural controller.

Presented distribution system was implemented in Linux system. The prelimi-
nary experiments based on the real measurements in Internet network show that
such approach could help delivering of services in SOA-based systems. However,
it should be done by appropriate prediction (or measurement) of communication
link parameters. Further research on fuzzy-neural network parameters should
also be continued.
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Abstract. In this paper, we present the results of the simulation of a wire-
less sensor network based on the flooding technique and SPIN protocols.
The wireless sensor network was specified and verified by means of the
TLA+ specification language [1]. For a model of wireless sensor network
built this way simulation was carried with the help of specially constructed
software tools. The obtained results allow us to predict the behaviour of the
wireless sensor network in various topologies and spatial densities. Visual-
ization of the output data enable precise examination of some phenomenas
in wireless sensor networks, such as a hidden terminal, etc.

Keywords: SPIN protocol, flooding protocol, wireless sensor network,
formal verification, TLA+ specification language, simulation.

1 Introduction

Wireless sensor networks [2] are a new generation of distributed systems of com-
munication over radio links. These networks are used for environment monitoring
[3], for remote monitoring of physiological data in health applications [4], in tech-
nological process automation [5], in building automation [6], etc. Among others,
these networks are used in intelligent systems to find the source of fire and detect
explosives at standoff ranges [7,8].

The TLA specification language (Temporal Logic of Actions) was introduced
by Leslie Lamport [9], [10] for the specification of distributed, asynchronous
systems. This language joins the linear temporal logic and the classical set theory
providing of specifiction and verification of the software and hardware system.
The application of the TLA for specification of real-time systems is natural.
One of the first specifications in the TLA was realized as a model of a real-
time system [11]. The improved version of the TLA language called TLA+ was
introduced by L. Lamport in 1998 [12,1]. It was used for the specification and
verification of designed concurrent processes [13]. With the help of a TLA+ full
verification of Alpha processor 21354 EV7 was possible [14]. The verification of
the Estelle technique proposed by ISO organization was given in the paper by
Janowska [15].

The specification of radio link protocols was given in the paper by Mokkeden
[16] and Sacuta [17]. In the first of them the specification of RLP1 protocol

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2010, CCIS 79, pp. 131–140, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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which is based on TDMA was made. A formal specification of the mobile cellular
network was given in the [18]. The formal verification of the protocol for IEEE
802.16 WiMAX was given in the paper by Narayama [19].

The main goal of the paper is to link the formal verification with the simula-
tion of wireless sensor networks which are based on the SPIN protocol and the
flooding technique. The obtained results allow us to examine this protocol and
compare it to other solutions. The simulation checks the behaviour of the SPIN
protocol after a given time. It is a practical examination not of a single node,
but of the total sensor network after a defined amount of time units.

In Section 2 a short description of the SPIN protocol is given. Section 3
provides the specification and verification in the TLA+ of the SPIN protocol. In
Section 4, we give the obtained simulation results. In the Section 5 we conclude
with a summary and by some future work directions.

2 The SPIN Protocol and Its Activity

In this section, we present a short description of the SPIN protocol.
The SPIN protocol was introduced by Heinzelman in the paper [20] as an

alternative solution to the flooding protocol [21,22]. In the flooding protocol all
the nodes send the messages to their neighbours in the broadcast mode.

The flooding protocol generates some difficulties in use. Among others, the
communication between nodes generates the broadcast storm – the sending of
the same message to each node. There also occurs the so-called hidden ter-
minal problem specifically for the class of the Carrier Sense Multiple Access
(CSMA) method [23], where a node senses the medium before starting to trans-
mit a packet. If the medium is found to be busy, the node defers its packet to
avoid a collision and a subsequent retransmission. To overcome these problems
the negotiation technique was introduced.

The negotiation technique is composed of three phases in which the message
will be sent only to the receiver requested this message. The negotiation tech-
nique is as follows:

1. A node that has obtained new data advertises (packet ADV) the name of
these data to its neighbors. These are the so-called metadata, that is a de-
scription of the data.

2. The receiver of an advertisement can compare it with its local knowledge
and, if the advertised data are yet unknown, the receiver requests (packet
REQ) the actual data. If the advertisement gives the already known data (for
example, because it has been received via another node), the advertisement
is ignored.

3. Only when a request for data is received, the data (packet DATA) is trans-
mitted.

The basic operations of the SPIN protocol are given in Fig. 1. For the described
SPIN protocol we can give a state diagram. It consists of four states, namely:
READY, CHECK, WAIT, RUN (see Fig. 2). In the first state (READY) a node



Linking Simulation with Formal Verification and Modeling 133

Fig. 1. The basic operations of the SPIN protocol

refuseAdverti-
sement

checkAdvertisement

sendAdverti-
sement

sendRequest sendData

endTransmission

READY CHECK WAIT RUN

Fig. 2. State diagram for the SPIN protocol

waits for the end of the transmission or for the rejection of the advertisement.
If the node has the requested data, it sends the ADV packet. Otherwise, a node
remains in the WAIT state. When a node receives the ADV packet, it checks it
(the CHECK state). It sends the REQ packet when the data are needed. After
receiving the obtained data a node passes into the run state.

A full specification of the above given activity of the sensor node is presented
in the section actions in TLA+ language (see Figs. 3 and 4). To this description
a temporal formula is added, which guarantees that the actions are performed
when they are accessible.

The activity of the SPIN protocol thus specified determines the formula which
defines that each node capable of sending the data (transmitter set) can per-
form the action: sendAdvertisement(n), sendRequest(n), refuseData(n) and send-
Data(n). The verification of this protocol is made with use the formula of liveness.
This formula is defined in the TLA+ language with the help of the WF 〈A〉. It
is equivalent to the theorem

�(ENABLED〈A〉v ⇒ �〈A〉v ) (1)

where ENABLED〈A〉 is a predicate which is true if and only if action A is
accessible. This condition assures that if action A is accessible, this action follows.
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module

actions
sendAdvertisment(n) Δ=

∧ n ∈ transmitters
∧ node(n).state = DATA
∧ node[n].energy ≥ MessageTransmissionEnergy
∧ node[n]′ = [node[n] except

! .energy = @ − MessageTransmissioEnergy
! .state = READY
! .destNode = {}
]

∧ ∀r ∈ node[n].destNode :
∧ node[r ].state = READY

node[r ]′ = [node[r ] except
! .state = ADV
]

sendRequest(n) Δ=
∧ n ∈ transmitters
∧ node[n].state = ADV
∧ node[n].energy ≥ MessageTransmissionEnergy
∧ node[n]′ = [node[n] except

! .energy = @ − MessageTransmissionEnergy
! .state = WAITDATA
]

∧ next
Δ= choose s : s ∈ node[n].destNodes

∧ node[next ]′ = [node[next ] except
|.destNode = @ ∪ n
! .state = REQ
]

refuseData(n) Δ=
∧ n ∈ transmitters
∧ node[n].state = ADV
∧ node[n].energy > MessageTransmissionEnergy
∧ node[n]′ = [node[n] except

! .energy = @ − MessageTransmissionEnergy ,
! .state = READY ,
! .destNode = {}
]

Fig. 3. The specification of the action section in TLA+ with the temporal formula
(part 1)
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module

sendData(n) Δ=
∧ n ∈ transmitters
∧ node[n].state = REQ
∧ node[n].energy > DataTransmissionEnergy
∧ node[n]′ = [node[n] except

! .energy = @ − DataTransmissionEnergy ,
! .state = READY ,
! .destNode = {}
]

∧ ∀r ∈ node[n].destNode :
∧ node[r ].state = WAITDATA,
∧ node[r ]′ = [node[r ] except

node[r ].state = DATA
]

program
Δ= ∀n ∈ transmitters :

∨sendData(n)
∨refuseData(n)
∨sendAdvertisment(n)
∨sendRequest(n)

fairness
Δ=

∧ ∀n ∈ Nodes :
∧ node[n].state = DATA
∧ WF var (sendAdvertisment(n))

∧ ∀n ∈ Nodes :
∧ node[n].state = METADATA
∧ WF var (sendRequest(n))
∧ WF var (sendRequest(n))

∧ ∀n ∈ Nodes :
∧ node[n].state = REQ
∧ WF var (sendData(n))

Spec
Δ= Init ∧ �[program]var ∧ fairness

theorem Spec ⇒ �Invariant

Fig. 4. The specification of the action section in TLA+ with the temporal formula
(part 2)
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This condition is known as weak fairness and it guarantees that the specified
system will be not stop in this state.

The states of this model have variables for the state of individual nodes and
the state of the neighbouring nodes. All state variable have finite domains. The
transition system defined by the sensor network’s actions is also a finite state
machine. This finite state machine specification is executable and can be used for
simulation. An execution of this machine specification in given time of simulation
provides answer to the model correctness.

3 The Simulation Study of the Wireless Sensor Network
Specified by the TLA+ Language

In this section, we give the results of the simulation of the wireless sensor network
specified by TLA+ language.

In our simulation the program in Java written by P. Downey [24] was used.
This program was applied by R. Cardell-Oliver to the study of the performance
evaluation of the wireless sensor network with the flooding protocol [25].

In our simulation scenario we studied the details of the behaviour of our
network with both protocols, e.g. the flooding and the SPIN ones, for varied
topologies of the network. The term “behaviour” defines here the temporal cor-
rectness of the improvement of the data transmission from the source to the
destination node under different circumstances. The packet sizes were fixed at
38 bytes for each simulation run.

In the simulation we used the following topologies: mesh, which can be sparsely
or thick, spine and band. These topologies are shown in Fig. 5. We also considered
two densities of nodes in our landscape. The first one has 512 nodes randomly
placed on a square sensor field of 1 000m × 1 000m (“sparsely” topology) at the
begining of a simulation. The second sensor field consists of 1 024 nodes placed
on the same square field (“thick” topology).

In the simulation we took into considerations various values of parameters
of the CSMA method. It concerns the maximum backoff time, the base retry
time, after which there will be a retransmission in the situation of the packet
lack, and the maximum retry time – the maximum time after which take place
a retransmission.

The obtained results of the simulation are given for all the studied topologies
and parameters in Tables 1 and 2. The subject of our simulation was to determine
the number of the sent messages, the number of the received messages, etc.

We conclude that the flooding protocol behaves correctly regardless of the
network topology. In particular, we can see it in the thick mesh topology. In the
flooding protocol the number of generated messages is equal to the number of
nodes. For the SPIN protocol the number of generated messages is three times
larger than the number of nodes (1 220 messages in the network with 400 nodes).
It means that the overlay time of negotiation in the SPIN protocol grows if the
radio coverage of each node raises higher. Thus interferences of radio signals
are observed. In consequence the nodes must send the retransmission of the
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(a) (b)

(c) (d)

Fig. 5. (a) The “sparsely” mesh topology; (b) The “thick” mesh topology; (c) The
“spine” topology; (d) The “band” topology

Table 1. Simulation results for sensor networks with the “sparsely” and “thick” mesh
topology

“Sparsely” mesh “Thick” mesh
topology topology

Flooding SPIN Flooding SPIN
protocol protocol protocol protocol

Width of mesh 100 100 100 100
Height of mesh 100 100 100 100

Thickness 0.125 0.125 0.2 0.2
Transmit power 79 79 79 79
Max backhoff 10 10 30 30

Base retry time 10 10 100 100
Max retry time 50 50 300 300

No. of nodes with data 169 169 400 400
No. of cycles 17 541 60 1287

No. of sent packets (messages) 0 577 0 1220
No. of sent packets (data) 91 173 400 411
No. of received packets 90 641 399 537
No. of discarded packets 1 109 1 1094
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Table 2. Simulation results for sensor networks with the “spine” and “band” topology

Spine topology Band topology
Flooding SPIN Flooding SPIN
protocol protocol protocol protocol

Transmi power 59 59 59 59
Max backhoff 10 10 2 2

Base retry time 10 10 5 5
Max retry time 30 30 5 5

No. of nodes with data 250 250 39 39
No. of cycles 24 279 40 123

No. of nodes with data 0 188 0 78
No. of sent packets (data) 83 83 39 38
No. of received packets 82 126 38 63
No. of discarded packets 1 145 1 53

Fig. 6. The simulation of hidden terminal phenomenon in the sensor network with
flooding protocol. The dark footprints are due to the interference.

ADV messages and the REQ messages. This phenomenon is not observed in the
flooding protocol, in which in the case of the thick mesh the probability that the
sent data are delivered farther grows.

The SPIN protocol guarantees that the data are sent to all the nodes of the
network. Instead, in the flooding protocol the data are delivered only to 54% of
all nodes. Moreover, in the flooding protocol the hidden terminal phenomenon
is observed, which is characterized reciprocal by transmission between the nodes
(see Fig. 6).

We also observed that in the flooding protocol the radio noise effectiveness
of network increases in the case of a data sending. It is caused by the fact that
the radio noise is overlaped on the transmission signal. Thus, the number of the
disturbed signals is decreased and a greater number of nodes are not strayed.
This phenomenon is shown in Fig. 7 in which it is observed that the additional
noise does not exclude the transmission between the main nodes in the network.
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Fig. 7. The simulation of the sensor network with flooding protocol in case of interfer-
ence. The dark footprints are due to the interference.

4 Conclusion

The simulation study of the behaviour of the wireless sensor network using the
TLA+ language shows that this methodology can provide much valuable infor-
mations about the wireless sensor network. Here, we obtained the parameters
of two protocols used in these networks with two protocols: the SPIN and the
flooding protocols for given topologies and defined spatial density of nodes. It
showed and also visualized two phenomena, namely hidden the terminal and
the flooding of nodes by the messages. Also the overlay of noise temporarily
increased the effectiveness of transmission in the wireless sensor network.

It is obvious that the above study can be substantial providing carried out
with the help of the formal methods. In our future work will add other protocols
of the wireless sensor network. We will also simulate other characteristics of these
networks, such as mobility, throughput capacity, etc.
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Abstract. During a computer network activity there are many events
which occur in certain moments of time with a given likelihood. The sta-
tistical aspect of this can be described by a probability density function
of a random variable connected with the event time. The function in
many cases has a specific feature which is not covered by any well known
probability distributions. It has two maxima, in particular when time
signal in network systems is measured. It is suggested that the function
is a convolution of other ones. However, in order to simplify the proba-
bility modeling, a special distribution named if can be defined, especially
for discrete variables. Interpretation of dual peak.

Keywords: distribution, pdf, pmf, if, multi-maximal, time, ping, peek.

1 Introduction

In this article the authors generally examine the time of execution of various
processes in computer systems. When measuring these times, two phenomena
were found during further analysis of the results. The time of execution of a
given process is not the same in consecutive trials. It can be said that this is a
’distribution’ of these times. The second phenomenon found by the authors is
that in many cases the time of execution is not concentrated around one value but
there are two peaks in these distributions. This is the effect of various execution
paths of programs due to the execution of conditional statements. Distribution
with this feature is called by authors an if distribution.

Such distribution can be used to better describe a computer networking system,
which software is naturally based on caching or conditional program statements.
Additionally, some examples of a simple sequence of command statements were
found, e.g. writing the data to a system log or performing a ping transaction.

2 Industry Standard, Statistical Evaluation of
Measurement Data

The industrial standard used for verification of server systems is a benchmark.
It is the way of system verification by one synthetic factor. Such a measurement
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method allows for comparison systems but has many imperfections. The first
one is standardized system workload prepared to collect a stable result. It is
expected that if the system A achieved a better result than the system B, the
relation of the introduced measure will be kept during every next repetition
of the test. However, if the server is exposed to real workload within a real
computer network, one cannot exclude that the system B will be more efficient
in the particular real application, in spite of a clear test indication pointing to
the server A. One tries to resolve this defect of the tests based on a synthetic
factor calculated from the mean value by extending the family of simulations.
This, in the authors’ opinion, complicates the problem of performance estimation
instead of helping. After performing the research there are many results for the
A and B systems, which are not correlated with the system’s architecture until
it is better recognized.

Many questions regarding server’s performance [1,2] remain without answers.
Based for instance on the test result, one is unable to claim how the modifi-
cation of the B system, let us say the server’s CPU exchange, will influence
the network system performance. In time-limited systems the maximal measure-
ment data values are used for analysis. Typically to estimate the performance,
the measurements of the mean value of system parameters are used. Because of
that, the measurement error is averaged out and the method becomes resistant
to any measurement errors. The mean value is representative for the measure-
ment data when the system is of a stationary type, but from the measurement
practice point of view it turns out that it is not an assumption, which is simple
to fulfill.

Let us assume for a given network system that there is a necessity of measure
the response time R. A basic example of such a measurement using a ping com-
mand is presented in Fig. 1. The ping utility (iputils software packet) provides

Fig. 1. Example of performance measurement using a ping command

the following basic statistical values (last line of output results in Fig. 1): min
is the minimal value of the RTT time (xmin), avg is the mean value (x), max is
the maximal value (xmax), as described in equations:

xmin = min (xi) (1)
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x̄ =
1
n

i=1∑
n

xi (2)

xmax = max (xi) (3)

where xi are measured values of time. The values comes from basic statistical
processing. Let us note that mdev (Fig. 1) is not the standard deviation (4) but
is the mean deviation (5). The standard deviation σ is defined as the square root
of the variance σ2.

σ =

√√√√ 1
n − 1

n∑
i=1

(xi − x̄)2 (4)

The mean deviation (also called mean absolute deviation) is the mean of the
absolute deviations of a set of data which contains mean values of the data. For
a sample of the size n, the mean deviation is defined as [1]:

md =
1
n

i=1∑
n

|xi − x̄| . (5)

3 System Log as a Source Data

A typical method of collecting data about server’s performance is a log analysis.
In network systems usually a log file is a source of data to analyze the behavior
of various processes. A network server log is treated as a measurement device for
data acquisition of the execution time of a chosen operation. In the research [3]
the authors have an existing networking system, which writes necessary param-
eters to the system data log. The authors want to acquire the execution time of
data processed by a selected operation in the existing system. Let us define the
system log as:

t1 − o1

t2 − o2

... (6)
tL − oL

Let us define the difference between two time stamps in the following way:

Δl = t1 − tl−1 (7)

A log is a pair of a time-stamp and operation name that was executed by the
system. In the observation time T , the L number of log lines was collected in
the order from 1 to L. Each operation can be classified as one set of operation
type. The number of operation types from 1 to K is finite in the system. The
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Fig. 2. Change of the mean value of the execution time xi during the selected mea-
surement process

assumption is that the log is well-detailed and descriptive, so the log entry of a
given type obtains service only from one resource.

During the research conducted by the authors [4], measurement errors impor-
tant for the analysis, entered by log records, were noticed on the network server.
It turns out (Fig. 2, 3) that the server’s activity, without any commands except
writing timestamps to the log file, seems to be non-stationary. In a set up range
(from i = 0 to about 360 000) the mean value varies and after that it should
enter a steady state. Except of this, it can be noticed in the pictures 3 and 4
that the mean value jumps when iteration i is about 360 000 and 380 000 dur-
ing the experiment. The second jump is better visible in Fig. 3. Because of the
fact that floating of the mean value in the measurement process can be noticed
(Fig. 2), it is necessary to better investigate the non-stationary nature of this
process. During the analysis of the time of execution of processes (time-stamps)
from the log file (Fig. 3) the problem of distribution of the characteristic if of-
ten occurs. Let us notice that for the description of the stationary process xs a
histogram was used, which indicates two maxima. Following the observation, a
decomposition of the observed process can be done into the stationary process
xs as well as a shift of the process by the constant value A, which is changing
during the experiment (Fig. 4). This is a way which describes the system work
more precisely. The time signal x(t) can be written as a multiplication of the
function of the stationary process xs and the constant value.

x(s) = A(t)xs(t) . (8)

By gathering data of the server’s performance from the log file one can not take
into consideration the writing procedure to the log. However, in this case all the
data used during the analysis will be burdened with an error.
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Fig. 3. Data value of the execution time xi during measurement process

Histogram of execution time for i  = 398000

0

5000

10000

15000

20000

0.0241 0.0243 0.0246 0.0249 0.0251
time [s]

N
um

be
r o

f o
cc

ur
re

nc
e

Histogram of execution time for i  = 530000
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Histogram of execution time for i  = 634000
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Histogram of execution time for i  = 828000
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Fig. 4. Histogram of PrintToDebugLog execution time xi for selected number of
samples i

4 Applying Probability Mass Function for Computer
Measurement

Let us extend the numerical characteristic that is computed from a sample of
observations. Beside these basic statistical parameters (1)–(5), it is possible to
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Fig. 5. ICMP Echo_Request measurement time series and its histogram

collect data and build histograms [5]. Examples of a measurement time series
and its histogram are shown in Fig. 5. If a continuous x(t) function exists, the
probability density function can be defined as:

px a ≤ x(t) ≤ b� =
∫ b

a

x(t)dt . (9)

Sometimes the distribution function is used [6] to designate the probability den-
sity function (pdf). However, this term can be considered as the probability
distribution function, or as the cumulative distribution function, or it may be
the probability mass function rather than the density. So it is necessary to be
aware of the meaning of this name. The probability mass function (pmf) spec-
ifies the probability that a discrete random variable is exactly equal to some
value [7]. The pmf and the pdf are not the same. The values of the pdf which are
defined only for continuous random variables do not represent the probabilities.
Alternatively, the integral of the pdf over a range of possible values can be used,
and thanks to that the probability of a random variable falling within that range
can be shown.

5 if Distribution Basic Definition Form

Let us assume the existence of a statistically independent conditional statement
x and operation y (Fig. 6). Operation y is responsible for writing data to a disk. If
the buffer, filled with the data, is full, x(2) operation writes the data to the disk,
else x(1) operation writes the data to the buffer in RAM. The times of execution
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Fig. 6. Algorithm of program execution with a conditional statement x

of operations x(1) and x(2) are different. The time in the measurement process
is defined only for discrete values of the independent variable, so the time is an
independent variable. The signal belonging to the discrete time domain is called
a discrete-time signal [8]. The independent variable of a mathematical object
(sequence) that represents a discrete-time signal belongs to the set of integer
numbers.

In a computer performance analysis [9,10], a discrete-time signal can be seen
as generated by the system and defined in the discrete time domain, rather
than seen as discrete-time signals obtained by sampling continuous-time sig-
nals. A discrete-time signal is mathematically represented (10) by a sequence of
values xi:

x(t) → xi, i ≤ ∞ . (10)

The i-th sample of the sequence is the i-th value xi in the sequence. The inde-
pendent variable i belongs to the set of integer numbers, so xi is mathematically
defined only for integer values of i.

Let us define a probability mass function for a conditional statement x (Fig. 6).
The value of the measurement x(1)(t) is the time of execution of an x(1) operation
and it is a discrete signal x

(1)
i . Analogously, x(2)(t) is a discrete signal x

(2)
i . For a

basic if distribution form, let us assume that all the results of the measurement
are the same. This means that:

x
(1)
i = const (11)

x
(2)
i = const . (12)

Probability of the execution of the x(1) path can be denoted as px(1). The mea-
surement value signal x

(2)
i in the path x(2) has the probability 1−px(1). For x(1),

x(2), the if distribution is defined by px(1), px(2), which are the probabilities of
the execution of operations x(1), x(2) respectively (13).
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for measurement x
(1)
i , x

(2)
i if distribution is defined by

px(1), px(2) where px(2) = 1 − px(1) (13)

The case when the formula (13) follows the conditions (11), (12), is a basic form
of the if distribution. In other words, when the basic form signals x

(1)
i and x

(2)
i

follow the formulas (14), (15), the basic form of the if probability mass function
has two peaks, as shown in Fig. 7.

x
(1)
i = t1 (14)

x
(2)
i = t2 . (15)

Fig. 7. Basic form of if probability mass function

In the example (Fig. 6) the operation y and the conditional statement x are
executed together. Let z be a program executing both x and y operation. If a
measurable result of the execution of x(t) and y(t) exists as independent discrete
functions xi and yi, what will the z execution time be? If the z execution time
is presented as the probability mass function pz, it will be a convolution [8] of
the probability mass function px and py (16):

pzj = px ∗ py =
i∑

j=1

pxjpyi−j (16)

where: px, py, pz are time probability mass functions (Fig. 5) as results of the
execution x, y, z, pxi, pyi, pzi are probabilities for the given interval i of px,
py, pz. x(1) and x(2) are disjointed events and are dependent. However, if oper-
ation x consists of x(1), x(2) then the event is complete event. The x cumulative
distribution function (CDF) is equal 1. The convolution pmf function px ∗ py
are defined if x, y are independent. The example of the convolution is shown in
Fig. 8.
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Fig. 8. Example of the convolution of probability mass functions if and exponential
distribution
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6 Extended Definition of the if Distribution

The px(1), px(2) are time probability mass functions of measurements that are
results of the execution of x(1), x(2). In general px(1), px(2) can receive any
probability mass function distribution.

for measurements x
(1)
i , x

(2)
i

if distribution is defined by px(1), px(2) where
m∑

i=1

px
(2)
i = 1 −

j∑
i=1

px
(1)
i . (17)

The px
(1)
i , px

(2)
i are probabilities for a given interval i of px(1), px(2).

In case the number pt1 of the x(1) operation is known, the probability of
the execution of the x(1) operation can be calculated. Then, for defining the px
function it is possible to use pt1 probability and a given g distribution instead
of px(1).

For a signal x
(1)
i it is possible to find a function g, which, after multiplication

by pt1, gives px(1) (17). It is not necessary to use a convolution because pt1 is a
single constant value.

px(1) = pt1 · g . (18)

It is obvious that:
pt2 = 1 − pt1 . (19)

Analogously, for x
(2)
i it is possible to find a function h, which multiplicated by

pt2, gives px(2) (20).
px(2) = pt2 · h . (20)

7 No Software-Based Process with if Distribution

The dual peak function in this article was defined as one related to the execution
of a conditional statement – this is why its name is the if distribution. However,
it must be noted, that the physical interpretation of the process by means of the
if function is not only confined to systems based on the programming execution
of conditional statements.

As a practical example, let us analyze the result of the measurement of round
trip time on the empty network from one server and two workstations (Fig. 9).
For this measurement experiment three hardware identical computers with the
same CentOs (Red Hat) operating system were prepared. From one computer
(server) the ‘ping’ command was executed and the round-trip time (RTT) result
was logged to two other computers (workstations).

The real estimation of x(1) and x(2) can be changing over the time and is
depended on various parameters. The values depend on load of a network. In
the example we want to show that characteristic distribution (named if is not
only connected with execution of conditional command). In the measurements
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Fig. 9. Example of the measurement of round-trip time in a network with one server
and two workstations

with normal load, we expected the same results for both stations. However, the
difference was constant for all experiments. In this case the diference between
x(1) and x(2) does not describe the process but rather depicts its variation area.

8 Conclusions

The performed research of network systems show that the measurement values
of system activity, which before the experiment appeared to be simple and have
the character of a constant value, have a much more complex statistical descrip-
tion. Writing to the server’s log file was selected as the analysis base, because
of set of data registered as the real workload and replies of the server. The
process measurements were performed on the network server. The probability
mass function was used instead of the mean value. The mean value was changing
during the experiment and its usage was less accurate than the probability mass
function. A description by the probability mass function is more accurate in case
of the experiments made, because the process which was non-stationary can be
described, in some cases, by a stationary process and a constant factor value,
changes of which are easy to detect. The analysis of the stationary element xs

leads to a description which is defined as a conditional statement. So a simplified
and complex process definition was introduced and it was named the if distri-
bution. A statistical description by means of the if distribution can be used not
only for systems implemented with conditional statements in programs, but also
in many hardware based cases in the analysis of networks’ behavior.
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Abstract. Network transmission with real-time constraints appears to
be very sensitive to the jitter – short time packet delivery delay. In this
paper we describe several methods for estimating that phenomenon. We
perform quantitative and qualitative analyses for the gathered data using
modern measurement tool called OWAMP (one way ping) and stratum
1 Network Time Protocol (NTP) time server.

Keywords: jitter estimation, network delay, estimator, multimedia trans-
mission, distributed systems.

1 Introduction

1.1 Background

Reliability of the data transmission plays crucial role in many areas of com-
puter networks. Transmission delay and its variability called ’jitter’ is one of
the most important parameters characterizing networks’ transmission. Precise
estimation of these parameters might be especially important in areas such as
publish/subscribe systems or multimedia transmission (VoIP).

Transmission of multimedia content in its most advanced technological so-
lutions is performed using streaming paradigm. The data is not stored locally
but consumed as it comes with a small delay protecting against jitter which
might appear as transmission ’hiccup’. In case of non-interactive transmission
like Video-On-Demand (VoD) or even live broadcasts the problem is less trou-
blesome due to large de-jittering buffers (up to several seconds) that protect well
against jitter. More demanding case is the VoIP (Video or Voice over IP) interac-
tive transmissions. Such one way transmission delay (latency) depending on the
target application and a class of service quality should be less than 150ms for
high quality services (class 0) and less than 400ms for worse cases (class 1) [1]. In
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such cases precise estimation of jitter is important: its results should be conser-
vative enough to buffer enough packets to support uninterrupted streaming and
on the other side it should be small enough to ensure interactive transmission.

In this study authors decided to verify usability of jitter estimators using
OWAMP (One-Way Active Measurement Protocol) [2] tool that allows for pre-
cise estimation of packets one-way transmission delays. Prior to OWAMP reliable
measurement of transmission delays was both technological and organizational
problem. Due to the impossibility of precise synchronization of distributed clock
it was necessary to provide GPS calibrated clocks to both remote and local ma-
chines. There was also a need to prepare special software just for sending packets
containing only timestamps. Therefore, ICMP echo (ping) requests were used to
gather data for the analysis of jitter estimators. As the influence of transmission
delays is proportional to the number of packet hops and due to the fact that
ICMP echo is often treated by the routers as second class traffic the ICMP echo
approach could not be treated as a real network delay measurement. Nowadays,
there exist several publicly available [3] OWAMP PMPs (Performance Measure-
ment Point) therefore it is possible to gather real network characteristics.

1.2 Jitter Classification

According to [4] in packet switching networking terms jitter definition is just
a simple packet delay variation. Clark [5] identified three basic kinds of jitter:
contant, transient and short term delay variation. There also exists one more
phenomenon – slow delay change which is not jitter in fact but it is an obstacle
that dejitter buffers has to deal with. These types and their root causes are as
follows (see Fig. 1):

– constant jitter – present in flawless transmission with roughly constant packet
to packet delay variation,

– transient jitter – where single packet is significantly delayed to the others
in stream. It is observed in numerous cases and it has numerous reasons
like routing table up-dates, LAN congestion, router packet scheduling, route
flapping and others,

– short term delay variation – occurring when a burst of packets has increased
trans-mission delay. It is usually connected with access link congestion or
route change,

– slow delay change – appearing in graph as a ramp like characteristics – Clark
also connects this phenomenon with access link congestion.

2 Jitter Estimators

There are various estimators described in documents of two interested institu-
tions IETF and ITU. They can be divided into two main groups PDV (packet
delay variation) related to some absolute reference value and IPDV (inter packet
delay variation) where as a reference packet there is used preceding one. Addi-
tionally there is also used simple moving range statistics or a moving distance
between selected percentiles.
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Fig. 1. Types of jitter

2.1 Inter-packet Delay Variation

The basic form of this measure appears in two variants: simple IP Delay Varia-
tion, IPDV [6] and Mean Packet to Packet Delay Variation, MPPDV [5]:

IPDV (n) = t(n) − t(n − 1) (1)

MPPDV (n) = mean (|t(n) − t(n − 1)|) (2)

where: t(n), t(n − 1) is transmission delay of nth and nth−1 packet, in case of
MPPDV mean value is computed for the most recent 16 packets.

2.2 RTP/RTCP Inter-packet Delay Estimator

In the family of IETF multimedia protocols transmission of audiovisual data
is done using a pair of protocols RTP/RTCP [7]. The RTCP protocol reports
among the others current jitter of RTP transmission. The calculated jitter is
based on exponentially weighed moving average (EWMA) inter packet delay
difference and it is computed according to the following formula:

J(n) =
1
16

|D(n)| + 15
16

J(n − 1) (3)

where: J(n), J(n − 1) is current and previous jitter estimate, D(n) is current
packet delay change computed as difference of transmission time of two packets:

D(n) = t(n) − t(n − 1) = (R(n) − S(n)) − (R(n − 1) − S(n − 1)) =
(R(n) − R(n − 1)) − (S(n) − S(n − 1))

where: t(n), t(n − 1) is transmission delay, R(n), R(n − 1) is arrival time and
S(n), S(n − 1) is timestamp (time of sending) of nth and nth−1 packet.
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2.3 Packet Delay Variation

There exist two variants of measure that refers to estimated local mean [5], [8].
Simple Mean Absolute Delay Variation, MAPDV, (Equation (4)) and its more
sophisticated version MAPDV2 (Equation (5)).

MAPDV = mean (|t(n) − a(n)|) (4)

where: t(n) is current packet transmission delay, a(n) is nominal (average) trans-
mission time. One can easily notice that this approach requires prior knowledge
of default transmission time, which means using local mean or median estimate
to adopt it to short term jitter evaluation. The more complicated measure is
MAPDV2 regarding explicitly short term average transmission delay. It is com-
puted according to following formula: estimate a mean delay a(n) using Jacob-
son’s estimator [9] with gain set to 1/16 as a first step

a(n) =
1
16

t(n − 1) +
15
16

a(n − 1)

where: t(n−1) transmission delay of recent packet; a(n), a(n−1) new and former
estimate of mean transmission delay. In next step such approximate value is used
in following computations given below as meta code for last 16 packets:

for (i=n-16; i<n; i++) // n - current packet number
if t(i)>a(i) // i - former packet numbers
P(i)=P(i)+(t(i)-a(i)) // positive deviation

elseif t(i)<a(i)
N(i)=N(i)+(a(i)-t(i)) // negative deviation

end if // if t(i)==a(i) do nothing !!!
end for

In a third step MAPDV2 is calculated as sum of mean values of positive and
negative delays of 16 recent packets:

MAPDV 2 = mean(P (i)) + mean(N(i)) . (5)

2.4 IPDV and Relatives

Another existing solution for estimating a jitter is moving range statistic. To
the author’s knowledge, there are two similar solutions: one defined by ITU [10]
called also IPDV (IP Delay Variation) given with formula:

IPDVITU = IPTDup − IPTDmin (6)

where: IPTDmin is minimum IP transmission delay, IPTDup is some upper
percentile (99.9th is commonly used) thus IPDVITU represents variability range
of transmission delay. The other approach IPDVOWAMP to this proposal is used
in OWAMP [3] implementation where client evaluates jitter as difference between
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median and upper percentile but there are used IPTDmin – median value of IP
transmission delay and as IPTDup transmission delay 95th percentile.

Results obtained by using such estimators are affected by the moving window
length for which the statistics are calculated. If the length of window is too short,
the resulting values would be bound to few recent packets so predictor wouldn’t
exhibit any generalization. Otherwise if it is too long, it couldn’t be used for
predicting momentary value but would give general overview characteristics.
Window of 200ms used in VoIP applications seems to be a good compromise.

2.5 SMPDV

The SMPDV is an acronym of Switched Measure Packet Delay Variation estima-
tor [11]. The concept is somewhat similar to classical EWMA AR-like estimator
(Equation (3)). It is given using formula:

J(n) = A|D(n)| + B|D(n − 1)| + RJ(n − 1) (7)

where J(n), J(n − 1) are current and preceding SMPDV estimate, and D(n),
D(n − 1) are current and previous packet delay values, A, B, R are model coef-
ficients fit experimentally having values 1/2, 1/16, 7/16 respectively.

The key fact is that the estimating of jitter is based on larger value chosen
from two packet delay variation values as given below:

D(n) = max{Dap(n), Dpp(n)} (8)

where: D(n) is current delay value, Dpp(n) is inter-packet delay, Dap(n) is ab-
solute packet delay with reference to some estimate of base transmission time.
They are described with following equations:

Dpp(n) = |t(n) − t(n − 1)| , Dap(n) = |t(n) − am(n)|
where: t(n), t(n − 1) are transmission delays of current and previous packets,
am(n) is base transmission time estimate over some of past transmission delays
which is median estimator over last 16 packets:

am(n) = median {t(n), t(n − 1), . . . , t(n − 15)}
where: t(n-1), t(n-2), t(n-15) are transmission delay values of 16 previous packets.

3 OWAMP

OWAMP protocol and server are modern tools designed to measure network la-
tencies. Since common ICMP echo packets (ping) is often classified by routers as
low priority traffic so it cannot be used as reliable network performance measure-
ment tool. Also conclusions about one way transmission on the round trip delay
basis seems to be questionnable due to route asymmetry and changes [12]. Gen-
eral idea of OWAMP is based on sending as packet contents 64 bit long unsigned
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padding…

Error
estimate

2 bytes

Timestamp8 bytes

sequence number4 bytes

padding…

Error
estimate

2 bytes

Timestamp8 bytes

sequence number4 bytes

Fig. 2. Basic OWAMP unencrypted testing packet format

timestamps (see Fig. 2) derived from sender’s well synchronized clock. Receiver
complements packets with timestamps of arrival times from its own clocks that
should be also well calibrated. It is obvious that the clock calibration is crucial
for the precise OWAMP measurements. It is therefore recommended to deploy
within the same computer a NTP server having at least 4 peer synchronization
sources (or good reference, e.g., atomic clock) that would continuously calibrate
the clock. The 64 bit long timestamp consists of two parts – integer and frac-
tional. High-order 32 bits are integer part counting seconds since January 1st,
1900, low-order 32 bits are fractional part of second with theoretic precision up
to 1/(232 − 1) ≈ 2.33 10−10 s. Additional noteworthy information is that basic
OWAMP packet as depicted in Fig. 2 has minimal size of 14 bytes meanwhile
its encrypted form has 32 bytes.

In OWAMP system there are two parties involved in the testing procedure
(Fig. 3) – the client and the server which results in two main usage scenarios
that differ in the direction of the test packets transmission: the test packets
are sent from client (owping) to server (owampd) – after the test transmission
the server sends reports through the control connection containing send and
arrival timestamps for each packet (among the others); test packets are sent on

Fig. 3. OWAMP architecture [3]
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client’s request from server so it can compare their arrival time with the original
timestamp included with the packet.

In opposite to usual ping, OWAMP is not commonly installed at the Internet
connected hosts as it is rather specialized measurement tool but according to
OWAMP promoting website [3] there are numerous PMPs available in the Inter-
net. Very few of them allow for a free access, it is usually required to obtain AES
keys or set up a ser account to be created on the OWAMP server. So usually it
is necessary to have contact to the PMP administrator to get access to it.

4 Experimental Setup and Data Sets

To collect data sets to deal with jitter estimators the Compaq PIII host running
FreeBSD OS has been used. The machine was running GPS driven NTP server.
OWAMP client and server was installed on that machine as well. To simulate
real traffic we decided to model VoIP transmission using following parameters:
the very basic G.711 codec was used where the data is sampled at 8 kHz and
it is packetized into 20ms frames so there are transmitted 50 RTP packets per
second, each containing 160 bytes of data plus additional overhead related to
IP/UDP/RTP protocols stack headers – overall packet size is 196 bytes. To em-
ulate real network workload it was necessary to set the OWAMP packet padding
to fit the size of real transmission, which was straightforward as OWAMP uses
the same lower layer protocols as VoIP transmission. Since IP/UDP/OWAMP
packet size is 38 bytes we used 158 bytes padding.

Traces are 60 seconds (3000 packets) logs of two way OWAMP transmis-
sions from and to the servers – as most of PMPs were inaccessible to us, we
used the only open one in Korea (134.75.29.10) and we set up one in France
(188.165.195.68) by courtesy of one of the hosting companies. The data was
gathered on four successive days Saturday-Tuesday (twice during workdays) so
there were 24 data sets collected. The data sets were manually classified (see
Table 1) on a basis of observed episodes of types of jitter and relation between
whole set IPDVITU to the target inter packet offset (ΔT=20ms). We observed
the following classes:

– low variance constant jitter (IPDVITU/ΔT < 0.05) with no or few transient
jitter episodes,

– low variance constant jitter (IPDVITU/ΔT < 0.05) with several episodes of
transient jitter,

– moderate variance constant jitter (0.05 < IPDVITU/ΔT < 0.2) with numer-
ous episodes of transient jitter,

– heavy variance (IPDVITU/ΔT > 0.2) with short term delay changes,
– low and moderate variance constant jitter sets with few episodes (1–3) of

transmission jamming – packets bursts delayed above 400ms and arriving
almost at once after lag were considered to be lost so data sets were then
reclassified on basis of their proper transmission.
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Table 1. Test sets classification

from Korea to Korea from France to France
Saturday B A A A
Sunday A A A A
Monday 9:30 A E(A) A A
Monday 12:30 D C D D
Tuesday 9:30 C E(C) E(B) C
Tuesday 12:30 C C C B

5 Estimators Evaluation

As a fundamental criterion for judging efficiency of estimator we assumed the
difference between real and predicted transmission delay. Such approach might
be too arbitrary so we decided to consider also a number of underestimated
packets and mean gap between underestimated and real delay value. The best
results was highlighted in each table.

5.1 Predictor Precision

Predicted delay was calculated using formula:

P (n) = J(n) + a(n) (9)

Mean absolue difference was calculated as:

E =
1
N

N∑
n=1

|P (n) − D(n + 1)| (10)

where: P (n) – predicted delay value, J(n) – predicted jitter value, D(n + 1) –
corresponding real transmission delay, a(n) – running central tendency measure.
In our case as a(n) we decided to use moving median over last 16 packets as
in our former research [11] it appeared to outperform simple moving average or
EWMA. Results grouped by dataset class are presented in the Table 2.

Table 2. Mean absolute prediction error [ms] per data set in group

Group MPPDV RTCP MAPDV MAPDV2 IPDVITU/2 IPDVOWAMP SMPDV
A 0.410 0.410 0.360 0.543 0.555 0.742 0.446
B 0.475 0.476 0.416 0.612 0.645 0.884 0.517
C 1.368 1.374 1.250 1.960 1.872 2.724 1.502
D 3.802 3.774 3.508 5.090 4.849 6.105 4.199
E 7.619 7.076 10.007 11.881 10.494 12.363 6.378
All 1.987 1.920 2.196 2.907 2.689 3.401 1.936

Surprising fact is that relatively simple predictor MAPDV appeared to have
better performance than sophisticated ones in all but three cases. The only
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notable difference is for those sets where transmission jams were observed in
such cases SMPDV appeared to be the most exact one. One should remember
that simple mean absolute difference gives just rough view on efficiency of the
predictors so there were required in-depth considerations on the underestimated
packet delay.

5.2 Negative Cases Analysis

Since absolute difference between predicted and real delay value give just brief
view to estimators performance we decided to analyze also performance in neg-
ative cases where predicted delay was underestimated. We measured it in two
ways: as a number of underestimated packets and an average difference for un-
derestimated packet. Number of underestimated packets is shown in Table 3.

Table 3. Mean number of underestimated packet delays per data set in group

Group MPPDV RTCP MAPDV MAPDV2 IPDVITU/2 IPDVOWAMP SMPDV
A 440.444 485.667 668.778 312.000 330.778 261.556 512.333
B 430.500 472.500 636.000 319.500 339.000 265.000 531.500
C 510.667 555.167 685.833 366.167 423.500 280.333 598.500
D 557.667 626.333 741.333 358.333 424.000 304.333 558.000
E 214.333 512.667 612.667 328.000 407.000 280.667 579.667
All 436.750 519.542 669.708 331.625 374.667 274.292 547.625

Besides the number of incorrectly estimated packets there is important ques-
tion how ’wrong’ was the prediction therefore we calculated mean prediction
difference for underestimated packets. The resulting values are shown in Table 4.
The best (minimal) values are highlighted.

Table 4. Mean difference for underestimated packet delays per data set in group [ms]

Group MPPDV RTCP MAPDV MAPDV2 IPDVITU/2 IPDVOWAMP SMPDV
A 0.1290 0.1113 0.1011 0.1222 0.1177 0.1229 0.1048
B 0.1477 0.1414 0.1293 0.1556 0.1466 0.1459 0.1303
C 0.5108 0.4606 0.4341 0.4712 0.4484 0.4701 0.4131
D 0.9764 0.9304 0.9300 0.9088 0.8775 0.8739 0.8782
E 19.1802 7.2951 5.0090 6.9569 7.7705 10.4780 2.0139
All 2.7212 1.2066 0.9070 1.1737 1.2614 1.6081 0.5237

6 Conclusions

We proposed the testing procedure and evaluated the performance of a number
of jitter estimators. The test was performed against the test data gathered using
OWAMP server using the scenario as close to real life application as it was
possible to achieve.
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Obtained results are ambiguous. The minimal mean absolute differences are
observed for simple MAPDV predictor except the situation where occurs trans-
mission jamming – in such cases SMPDV seems to be the most precise pre-
dictor. Overall best performance was achieved for EWMA used in RTCP. The
worst results were obtained for IPDVOWAMP but on the other hand it seems to
be the most protective as it underesti-mates the least number of packets but the
cost is in the fact that its precision is the lowest one due to relatively large and
protective overestimation margin. Finally, when taking into account not only
the number of underestimated packets but also the size of that underestimation
then it appears that SMPDV seems to be the most reliable.

Summarizing, its hard to point a universally best estimator. Choice should
be made depending on the application area. Both the data and procedure are
reusable it is possible to perform such experiment using other data and other
estimators. Our further research in this area will focus on scenario based analyses
using synthetic data sets to test behavior and properties of estimators in case of
specfific jitter cases.
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Abstract. The paper1 presents problems of QoS (Quality of Service)
predictability of network services (mainly in WAN environment). In the
first part we present general remarks on QoS predictability problem,
mentioning some research projects and available resources. The main
part of the paper deals with QoS predictability in long-term as well as
short-term viewpoints. We will try to answer a question: is it possible
to predict network QoS/performance level with a use of statistical data
from the past? The term quality of service has many meanings ranging
from the user’s qualitative perception of the service to a set of quantita-
tive connection parameters (RTT (Round Trip Time), throughput, loss
packet rate) necessary to achieve particular service quality. In the paper
we will mostly use the second meaning of the term based on RFC 2386
[1]. Analyzed, statistical data on Internet performance are taken from
the IEPM (Internet End-to-end Performance Measurement) database.

Keywords: QoS, throughput, RTT, lost packet rate.

1 Introduction

The number of interactive, real time services (e.g. Voice over IP) and critical
network-oriented applications (such as MRP (Material Requirement Planning),
SAP (Systems Applications and Products)) is growing. The services impose strict
requirements on network QoS. On the other hand QoS in a given communica-
tion channel is dependent on many diverse factors. Not all of them are man-
ageable and predictable. The question is: is it possible to find regression trend
approximating statistical data, is it possible to forecast/guess QoS and network
performance level with a use of data from the past? We will try to answer the
question from 2 viewpoints: long-term (years) and short-term (days). In gen-
eral, IT performance parameters (processor power, data bandwidth) improve in
time. From the predictability point of view we may divide the parameters into
two types: with or without practical limits. For example RTT for any network
has minimum value that could not be crossed due to physical limitations such
as signal propagation speed limit (e.g. electrical signal travels through copper
wire at 182 000km/s). Other parameters (e.g. throughput) also have limitations
but in practice they are very distant from current values of the parameters.
1 The research project is scheduled for years 2010–2013 and supported by scientific

grant from the Polish Ministry of Education and Science.
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For example typical throughput available for common user on Internet connec-
tion is measured in Mbit/s while optical fiber bandwidth reaches Tbit/s. The
term QoS is defined in the paper as a set of quantitative connection parameters
(delay, jitter, throughput, loss packet rate) with throughput and RTT/delay rec-
ognized as most important. In the case of such services as VoIP it is important
if values of the connection parameters are not below some thresholds (e.g. for
speech coded with ITU G.711 throughput should not drop below 90 kbit/s).

2 Research Projects and Resources

Network performance and quality of Internet services is an important research
topic. Many different tools and services have been designed and implemented,
for example: IEPM at Stanford Linear Accelerator Center, MWING at Wroclaw
University of Technology [2]. The Software Predictability Group2 from Depart-
ment of Computer Science on The University of Virginia is working on such topics
as: QoS Control, QoS Portability and architectures for QoS on the Web. Inter-
net performance measurement is also business area with commercial tools and
services, for example Keynote’s test and measurement products and services3.
Furthermore, number of protocols for QoS optimization on different TCP/IP
layers are introduced and tested (e.g. [3]). There are also forecasts estimating
Internet growth rates, e.g. Cisco Visual Networking Index predicts that in 2008–
2013 overall, IP traffic will grow at a compound annual growth rate of 40% [4].
Analysis presented here is based mainly on statistical data taken from the IEPM
database operating since 1995 and collecting Internet performance measurements
since 1998 [5].

3 Long Term QoS Predictability

Predicting average QoS level of Internet services in months and years perspective
is a complex, multidimensional problem. One has to take into account many
technological, economic, social factors, such as number of hosts, services, users,
cable deployment, bandwidth, router performance. The status quo is roughly
known but future is hardly predictable, e.g. Moore’s law is no more satisfied.

As an example we will analyze changes in average QoS factors for Europe to
North America connections. Transatlantic Internet connections between Europe
and North America are based on submarine cables. With growing number of hosts
and Internet services the traffic increases quickly. In general, theoretical fiber ca-
pacity growth as well as router performance growth roughly keep pace with grow-
ing user demands [6]. Nevertheless new submarine cables deployment is sluggish
and irregular (e.g. last new transatlantic cable was deployed in 2003) and no new
cables are planned for next two years4. Data on transatlantic cables are based on
ICPC (International Cable Protection Committee) resources [www.iscpc.org].
2 http://www.cs.virginia.edu/qos/
3 http://www.keynote.com
4 http://www.atlantic-cable.com/Cables/CableTimeLine/index2001.htm
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It may be assumed that total capacity of North Atlantic cables operated in
1998 was equal roughly to 170Gbit/s. Several new cables were deployed between
1999 and 2003. The total capacity grew to about 19Tbit/s. So we have roughly
110-fold increase in available bandwidth5.

Throughput. From the user point of view total bandwidth is less important
than data throughput. One may assume that data throughput (available for a
given user) growth would be equivalent to bandwidth growth. Statistical data
show that the two rates of progress are dissimilar (Table 1) (the transatlantic
communication channels are asymmetric, the parameters for two directions (USA
to Europe and Europe to USA) are different. USA to Europe throughput is worse
than Europe to USA, the table presents average values for both directions and be-
tween 150 and 550 different connections6). From 1998 to 2009 the total capacity
of submarine cables increased about 110 times, while throughput increased just
6-fold. Despite fast and numerous advances in physical layer, link layer and new
telecommunication cables deployment network performance measures are hardly
progressing. Furthermore, the average yearly throughput is hardly predictable
since it is not growing monotonously (Fig. 1). There are periods (1998–2005) of
approximately linear growth (+0.32Mbit/s/year)). On the other hand in 2005–
2007 we may observe decrease from 2.5 to 1.8Mbit/s and in 2008–2009 average
throughput is constant. Year to year changes are in the range from -0.5Mbit/s
(2006/2007) to +0.9Mbit/s (2007/2008).

Table 1. Changes in performance parameters for transatlantic connections in 1998–
2009 [http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl]

Year Total capacity Average Average Median Packet loss
of cables [Tbit/s] throughput [Mbit/s] RTT [ms] jitter [ms] rate [%]

1998 0.17 0.46 228 0 5.2
1999 0.21 0.48 223 0 4.1
2000 0.85 0.72 188 2.0 2.6
2001 16 1.2 202 3.4 1.4
2002 16 1.4 189 3.0 1.0
2003 19 1.8 166 1.8 1.0
2004 19 2.3 157 1.5 0.6
2005 19 2.5 156 1.0 1.6
2006 19 2.3 163 0.8 1.4
2007 19 1.8 163 0.8 3.3
2008 19 2.7 165 1.1 0.7
2009 19 2.7 162 1.1 1.7

5 It may be observed that Ethernet bandwidth is also growing exponentially from
10Mbit/s in 1989 to 100 Gbit/s in 2010 – this means 10 000-fold increase in 20
years.

6 The number of tested connections changes in time.



166 T. Bilski

� �
�

�
�

�

�
�

�

�

� �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�
� �

0

1

2

3

4
19

98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

Mbit/s

year

Fig. 1. Statistical data on throughput with linear regression line (based on data for
1998–2005) and polynomial regression line (based on data for 1998–2009)

Going back to 2005 and trying to predict average throughput for year 2009
we have only data from 1998–2005. Assuming best approximation with linear
regression (Fig. 1 dashed line),

y = 0.3193x− 0.0793 (1)

where x = year−1998, in 2009 throughput should be at the level of 4.08Mbit/s.
It is obvious that value predicted this way is far from accurate. On the other hand
going back to 2008, using data from 1998–2008 and assuming best approximation
with polynomial regression (Fig. 1, solid line)

y = 0.0151x2 + 0.4107x− 0.1573 (2)

in 2009 throughput should be at the level of 2.58. The value is slightly below the
measured one (Fig. 1), so the approximation is well fitted. However, observing
statistical data from the past one is not able to guess if this polynomial trend
will hold on in next years.

RTT and Jitter. Another important QoS parameter is RTT. It is rather loosely
related to number of submarine cables and their capacity. For a given commu-
nication channel RTT is dependent on routers’ performance and their load. The
router performance, which takes advantage of the Moore’s Law7 increases at
approximately the same rate as processor power. For transatlantic connections,
in 1998–2004 average RTT drops from 228ms to 157ms (about -11ms/year), in
7 For years it was assumed that, according to Moore’s law [7], processing power doubles

every 18 months. Nowadays the assumption is negated even by the author of the law
[http://www.techworld.com/opsys/news/index.cfm?NewsID=3477].
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Fig. 2. Statistical data on RTT with polynomial regression line

the period 2004–2009, average yearly RTT is more or less predictable and con-
stant. There are only minor fluctuations (±5ms). Using data from 1998–2008
and assuming polynomial regression (Fig. 2, solid line)

y = 1.0932x2 − 19.973x + 251.37 (3)

where x = year − 1998, in 2009 RTT should be at the level of 167ms (the
value is near the measured one) (Fig. 2). It may be assumed that 100–110ms
is a minimum value of RTT (in the case of hosts topologically near submarine
transmit and receive terminals and a minimum number of routers) and no further
improvement is possible because of physical limitations. Typical length of North
Atlantic cable is between 6000 and 7500km. The speed of infrared waves in a
fiber is close to 220 000km/s, so the signal travels one way through the cable in
27–34ms. In the worst case transmit terminal in submarine fiber system adds
13ms delay and receive terminal 10ms [8]. So one way signal propagation time
(excluding delays in routers) is about 40–50ms.

Average jitter in the given period fluctuates highly due to temporary problems
on some tested connections (see Sect. 4). Median of jitter is much more stable,
in the last 5 years it stays in the range of 0.8–1.1ms.

In the last 10 years average lost packet rate fluctuates between 0.6 and 3.3%
It must be noted that lost packet rate above 2.5% means bad quality of real time
voice transmission.

4 Short Term QoS Predictability

Predicting QoS level in short term (days) perspective should be easier assum-
ing there are no extraordinary incidents. In normal operation average values of
network parameters do not change rapidly.
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4.1 Throughput

Table 2 presents average monthly (December 2009) and yearly (2009) values of
throughput together with daily throughput values from January 2010 for North
America to Europe Internet connections (average values for 184–202 connections).
In the case of N. America to Europe connections minimum value of daily through-
put in January 2010 drops significantly below average minimum values for 2009
and December 2009. Average and maximum values in January 2010 are rela-
tively constant (average – 1.88–2.06Mbit/s, maximum – 3.40–3.60) but much
worse than average and maximum for December 2009. So predicting January
data with a use of December statistics give us overestimated numbers.

Table 2. Exemplary fluctuations of throughput in January 2010 for N. America to
Europe connections [http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl]

Date Minimum Average Maximum Std deviation
[Mbit/s] [Mbit/s] [Mbit/s] [Mbit/s]

2009 1.12 2.61 8.70 1.74
Dec 2009 0.06 3.89 18.0 3.25

Jan 1, 2010 0.21 2.06 3.52 0.64
Jan 2, 2010 0.32 2.05 3.41 0.55
Jan 3, 2010 0.30 2.06 3.40 0.57
Jan 4, 2010 0.18 2.05 3.48 0.68
Jan 5, 2010 0.08 2.01 3.41 0.68
Jan 6, 2010 0.06 2.01 3.52 0.67
Jan 7, 2010 0.06 1.94 3.40 0.63
Jan 8, 2010 0.07 1.88 3.48 0.63
Jan 9, 2010 0.03 1.94 3.60 0.67
Jan 10, 2010 0.05 2.00 3.60 0.68

Table 3. Exemplary fluctuations of throughput in January 2010 for Europe to N.
America connections [http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl]

Date Minimum Average Maximum Std deviation
[Mbit/s] [Mbit/s] [Mbit/s] [Mbit/s]

2009 0.96 2.84 6.80 1.64
Dec 2009 1.09 4.11 11.5 2.34

Jan 1, 2010 1.17 2.45 3.66 0.64
Jan 2, 2010 0.58 2.44 3.68 0.71
Jan 3, 2010 0.55 2.44 3.68 0.70
Jan 4, 2010 0.55 2.30 3.58 0.76
Jan 5, 2010 0.32 2.18 3.68 0.84
Jan 6, 2010 0.28 2.28 3.68 0.80
Jan 7, 2010 0.73 2.40 3.65 0.74
Jan 8, 2010 0.98 2.43 3.67 0.68
Jan 9, 2010 0.87 2.43 3.69 0.67
Jan 10, 2010 0.69 2.40 3.64 0.80
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Table 3 presents average monthly (December 2009) and yearly (2009) values of
throughput together with daily throughput from January 2010 for N. America to
Europe Internet connections (average values for 47–50 connections). In the case
of Europe to N. America connections daily minimum throughput in January 2010
drops to roughly 1/4 of average minimum values for 2009 and December 2009.
Average and maximum values in January 2010 are relatively constant (average
in the range of 2.18–2.45Mbit/s, maximum – 3.58–3.69) but worse than average
and maximum for December 2009 and year 2009. So predicting January data
with a use of December statistics would gives us overestimated numbers.

4.2 RTT

Table 4 presents average monthly (December 2009) and yearly (2009) values of
RTT together with daily RTT from January 2010 for North America to Europe
Internet connections (average values for 184–202 connections). Table 5 presents
average monthly (December 2009) and yearly (2009) values of RTT together with
daily RTT from January 2010 for N. America to Europe Internet connections
(average values for 47–50 connections). In both cases minimum as well as average
values of RTT in the first days of January 2010 are next to average values for
December 2009 and for year 2009 – the differences are not more than 10% with
standard deviation not exceeding 40ms. The same is true also for maximum RTT
in Europe to N. America connections. Nevertheless maximum RTT for reverse
direction changes highly up to 170% of December 2009 value and 340% of 2009
value with standard deviation exceeding 110ms (January 9, 2010).

4.3 Weekdays Fluctuations of Network Performance Level

Some minor fluctuations are visible in the average QoS values of particular days
of week. Throughout a given period of time (e.g. year) Saturdays and Sundays

Table 4. Exemplary fluctuations of RTT in January 2010 for N. America to Europe
connections [http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl]

Date Minimum Average Maximum Std deviation
[ms] [ms] [ms] [ms]

Year 2009 105 171 249 29
Dec 2009 104 179 504 59

Jan 1, 2010 103 177 411 44
Jan 2, 2010 103 172 224 27
Jan 3, 2010 103 171 229 27
Jan 4, 2010 104 172 338 37
Jan 5, 2010 106 180 527 61
Jan 6, 2010 105 184 660 80
Jan 7, 2010 106 182 673 85
Jan 8, 2010 103 179 541 66
Jan 9, 2010 102 188 840 115
Jan 10, 2010 103 183 782 99
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Table 5. Exemplary fluctuations of RTT in January 2010 for Europe to N. America
connections [http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl]

Date Minimum Average Maximum Std deviation
[ms] [ms] [ms] [ms]

Year 2009 102 154 203 30
Dec 2009 101 150 201 30

Jan 1, 2010 101 147 198 30
Jan 2, 2010 100 147 198 30
Jan 3, 2010 100 148 197 30
Jan 4, 2010 102 148 203 30
Jan 5, 2010 100 156 222 37
Jan 6, 2010 100 155 218 37
Jan 7, 2010 101 148 198 29
Jan 8, 2010 101 149 198 30
Jan 9, 2010 100 148 199 30
Jan 10, 2010 102 148 198 30

have the best average QoS (the highest average throughput and the lowest av-
erage RTT) Mondays have the worst. Nevertheless in a given week of the year
it is not possible to predict a day with the highest QoS level [9].

4.4 Unpredictability of QoS in the Case of Disasters

QoS is disrupted by many, intentional and unintentional factors: malicious soft-
ware, spam, hackers and disasters (e.g. earthquakes). First 3 factors are wide-
spread and hardly predictable. Damages imposed are usually short-lived and
restricted to single service. On the other hand disasters are uncommon, almost
unpredictable, their impact is long-lived (up to several months of degraded QoS).
They disrupt Internet services, telephone calls and ATM transactions. Intercon-
tinental cable faults are relatively infrequent (in 2003 annual fault rate was at
the level of 1 fault per 10 000km of cable [10]). In the Atlantic, cable breaks
happen repeatedly (above 50 cable repairs are yearly). Submarine cables are
prone to being affected by earthquakes, storms, fishing equipment and anchors
(Table 6).

The disaster’s impact on QoS is: significant, long-lived and widespread (due
to rerouting of damaged connections). The performance parameters during the
accidents decrease in some cases to unacceptable (for interactive applications)
levels. Internet performance is changing in unpredictable way. The effects of sub-
marine cable cut accident are notably different from the effects of hacker attack
on Internet server. Similar accidents in the future should be expected. Generally
we are not able to predict time and place of the accidents (e.g. earthquakes are
hardly predictable). Case study of January 2008 accident is presented in [11].
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Table 6. Recent disasters with submarine cable faults

Date Damaged cables Cause of cable fault Time of QoS
degradation

May 2003 5 cables near Algiers earthquake 6 weeks
Nov 2003 TAT-14 (USA-Europe) technical fault few days
Jun 2005 SMW 3 (Pakistan) unknown 12 days
Dec 2006 CANTAT-3 (Iceland-Europe) unknown 7 months
Dec 2006 7 cables near Taiwan earthquake 7 weeks
Jan 2008 SMW 4, FLAG, FALCON anchors 2 weeks
Dec 2008 SMW 3, SMW 4, FLAG earthquake unknown

5 Conclusions

It is easy to conclude that QoS prediction is a hard problem especially in long-
term perspective. How to determine future if such basic and general principles
as Moore’s Law are no more fulfilled. Intercontinental connections performance
is upgrading very slowly and irregularly. QoS is related to a few network per-
formance parameters. Some of them are easier to predict than others. Such
parameters as average RTT are relatively stable, on the other hand throughput
fluctuations are large.

Compound growth of throughput for exemplary transatlantic connections in
10 years is just 6-fold on average. The increase rate is lagging behind other
computer and network performance indicators. At the same time total North
Atlantic bandwidth increased approximately 110 times. This is related to fiber
transmission capacity and DWDM link speed, which grow by a factor of about
200 in the decade. Similarly, computer power increase in the same period is 100-
fold. The router capacity increases at approximately the same rate. Predicting
average parameters (in particular throughput) in long-term perspective is hardly
possible, even with a use of great number of statistical data. Many factors should
be taken into account. The values of the parameters (e.g. throughput) slowly
improve in time but the improvement is not monotonous and very loosely related
to more or less predictable factors such as communication channel bandwidth or
processor (router) performance. Approximating statistical data with regression
trends is hardly possible. We have shown that the best approximation for some
sets of older data is linear regression. Unfortunately this regression type is useless
if we take into account more recent data.

In short-term perspective it is much easier to predict QoS level, assuming
there are no extraordinary incidents. In normal operation average values of net-
work parameters do not change rapidly. Nevertheless irregular disasters with
submarine cable faults make this predictability more complicated. Significant
QoS deterioration together with high fluctuations of performance parameters
may last weeks and even months.
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Abstract. This paper illustrates the research results concerning the
character of signals emitted by the selected microcontroller via the power
supply lines. The main purpose of the study is to determinate the in-
struction that is currently realized by the microprocessor, based on the
conducted emission in the power supply lines.

The research results presented in the study indicate that there are
the differences in the spectrum of the signal emitted by the processor,
depending on the program being executed. Thus, it can be presumed
that there is a partly possibility to determinate the instruction currently
realized by a microprocessor based on the conducted disturbances emit-
ted by the power supply lines. It can be suggested that there is a risk for
programs written in microprocessor memory, which should be protected
from copying.

Keywords: conducted emission, electromagnetic compatibility (EMC),
electromagnetic disturbances, microcontroller, program code.

1 Introduction

The source of electromagnetic field diffusing in the space is each device supplied
with electric energy. This kind of field can disturbs the work of various electric
and electronic devices. However, the disturbances are not the only problem that
accompanies electromagnetic emission. It is possible, in some cases, to get the
information about signals appearing inside the device if the emission from the
device is recorded, and the received signals are decoded and interpreted by the
appropriate methods. Such situation is especially value in the case of digital
devices because the remote reconstruction of signals inside the device may enable
to regenerate information processing by this device.

The high integration scale and permanent increase of the frequency of micro-
processor circuit, entail that current peaks are generated with higher amplitudes
and shorter rise times on the power supply lines of the electronic circuits. These
impulses are generated by simultaneous switching of millions of transistors in-
side of the integrated unit. The total power drawing by all gates that execute
a single instruction may indicate the kind of instruction which is already exe-
cuted. Moreover, the propagation of these currents through lines and paths on

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2010, CCIS 79, pp. 173–182, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.polsl.pl/
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PCB board into other electronic devices may cause problems with their proper
functioning.

The network controller placed in the network card can be also considered as
a microprocessor unit, which is responsible for data processing of transmitted
frames. Such unit can be also the source of electromagnetic disturbances that
can interfere the work of other electronic devices.

The previous article [1] aimed mainly at determining the spectrum of signal
emitted by the processor during realization of a particular single instruction.
Nevertheless, this instruction was realized in the loop. This paper presents the
methodology and the research, that allow determining and comparing the spec-
trum of a specific single instruction. This issue is opposite to the one discussed
in the publications [2] and [3], where authors intended to predict the emission
of electromagnetic disturbances emitted by the microprocessor under different
program behavior.

The main purpose of the research is to determine the instruction currently re-
alized by the microprocessor based on the emission of conducted disturbances on
the power supply lines. The test bench constructed for the research is discussed
in the Sect. 2. Determining the instruction currently executed, which is based
on the disturbances on the power supply lines may lead to unauthorized recon-
struction of a program without any directly interference into the microprocessor
memory. Protection of information is a very essential issue; otherwise the cost of
so far, very expensive systems of confidential information increases. Moreover,
an inappropriate attitude to this issue may expose the protected information to
be used in an unauthorized way.

2 Test Bench

The research used a microprocessor PIC16F84A produced by Microchip. The
test bench illustrated in the Fig. 1 consists of microprocessor to which the power
supply and 2MHz external square waveform generator were connected. In order
to exclude conducted disturbances that can get into microprocessor when using
an external AC/DC power supply, a complete of batteries was used instead.

The oscilloscope was connected to the power supply lines to monitor the
decreases of voltage. With the using batteries as an unstable source of power
supply, the voltage decreases were equivalent to the current in the power supply
lines. Such solution was dictated by the difficulties in finding a proper current
probe that could have measured 1 milli- or even 1microampere current with
the approximate 1 GHz sampling frequency. The microchip programmer used
in the research, was connected to the microprocessor only for the period of
programming, in order to avoid conducted disturbances that can get from the
programmer to the supplying lines.

The microprocessor PIC16F84A used in the research has one executive pipe-
line, which means that during one instruction cycle only one command is realized.
One instruction cycle (2 μs) consists of four machine cycles (500 ns):
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Fig. 1. The schema of research position

– Q1 – instruction decode cycle,
– Q2 – instruction read data cycle,
– Q3 – process the data,
– Q4 – instruction write data cycle and fetching the next instruction from the

program memory.

Due to the fact that in the last cycle (Q4) another instruction is fetched from the
programmemory, thus not only currently realized instructionbut also next instruc-
tionhas the influence on the current flow (shape).Microcontroller PIC16F84Acon-
tains totally 35 instructions, among others:

– 1-cycle instructions (2 μs): ADDWF, ANDWF, CLRF, CLRW, COMF,
DECF, INCF, IORWF, MOVF, MOVWF, NOP, RLF, RRF, SUBWF,
SWAPF, XORWF, BCF, BSF, ADDLW, ANDLW, CLRWDT, IORLW,
MOVLW, SLEEP, SUBLW, XORLW,

– 2-cycle instructions (4 μs): DECFSZ, INCFSZ, BTFSC, BTFSS, CALL,
GOTO, RETFIE, RETLW, RETURN.

In the research presented in this work only 1-cycle instructions (24 instructions)
were taking into account in order to simplify the analysis. However, the authors
intend to test also 2-cycle instruction in the further research.

3 The Research Procedure

First, the two researches were conducted for all 24 one-cycle instructions, and
next similarities among particular instructions were determined. The research
procedure is as follows:

1. Determination of the time flow of the microprocessor power supply voltage
during whole program (Fig. 2 and 3a).
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2. Excision of part of the time flow which refers to the currently tested instruc-
tion (Fig. 3b).

3. Passing from time domain to frequency domain for the removed part of time
flow using FFT calculation algorithm of Fourier Transform (Fig. 3c).

4. Comparison of amplitude spectra determined for particular instructions
based on the least squares method.

Fig. 2. The research procedure – microcontroller program construction

It was necessary, during the test of each instruction to record a proper pro-
gram for the microprocessor (Fig. 2). Thus, each program consists totally of 7
instructions:

– the instruction that initiates the microprocessor, realized implicitly,
– the instructions that reset the value of accumulator and the first working

register,
– the tested instruction,
– the instructions that reset the value of accumulator and the first working

register,
– the SLEEP instruction that aim was to switch the microprocessor into

standby mode.

In order to ensure the same conditions for realization of each instruction, the
working registers that were used by a particular instruction, were reset each
time. During the test the parameters of a particular instruction were set to 0.
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Fig. 3. The research procedure: (a) Voltage on power supply line – test 1, program 6,
(b) Voltage on power supply line – test 1, program 6, DECF instruction (c) Amplitude
spectrum – test 1, program 6, DECF instruction

4 The Research Results

As the test results illustrate 19 of 24 instructions were correctly recognized
thanks to analysis of microprocessor supply voltage flow (Table 1).
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The Figures 4, 5 and 6 present an exemplary microprocessor supply voltage
flow for entire program. Figure 4 comes from program 6 executed during the first
test, whereas Fig. 5 comes from program 6 which was executed in the test 2. As
it can be seen there is a similarity between the two charts. However, Fig. 6 shows
that the flow of voltage for program 7 differs a lot from the two others. That
can indicate the differences in the microprocessor supply voltage which depend
on a particular executed program or a single instruction. The Figures 7, 8 and
9 present the same programs, but only the parts of voltage that refer to the
tested instruction were specified. Whereas Figs. 10, 11 and 12 present amplitude
spectra for Figs. 7, 8 and 9 that were determined by the FFT algorithm. The
spectra determined for the whole instructions were afterwards compared using
the method of the least squares. The results are presented in Table 1.

Fig. 4. Voltage on power supply lines – test 1, program 6

Fig. 5. Voltage on power supply lines – test 2, program 6

Fig. 6. Voltage on power supply lines – test 2, program 7
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Fig. 7. Voltage on power supply lines – test 1, program 6, DECF instruction

Fig. 8. Voltage on power supply lines – test 2, program 6, DECF instruction

Fig. 9. Voltage on power supply lines – test 2, program 7, INCF instruction

Fig. 10. Amplitude spectrum – test 1, program 6, DECF instruction
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Fig. 11. Amplitude spectrum – test 2, program 6, DECF instruction

Fig. 12. Amplitude spectrum – test 2, program 7, INCF instruction

The fields in the Table 1 present the result of the least squares method be-
tween two particular instructions. Because of the fact that the method of the
least squares was used, thus the smallest value is in a particular field the more
similarity is between two instructions. Instructions mentioned in the following
verses represent the first research, whereas instructions in the columns refer to
the research 2. The expected minimal values should appear along a diagonal
line thanks to the special construction of the chart. The gray fields stand for the
smallest values where the analysis was correct. Meanwhile the incorrect results of
analysis were marked with black background and white text. Fields marked with
black border in particular columns refer to instructions, which were recognized
as those of more possibility than tested instructions.

5 Conclusion

The research results presented in the paper indicate that there are unambiguous
differences in the spectrum of conducted signal emitted by the microprocessor,
depending on an executing instruction. Therefore, it can be concluded that there
is a partly possibility to determine the currently executing instruction by the
microprocessor based on the conducted disturbances emitted through the power
supply lines. However, that situation may be dangerous for programs saved in
memory of microprocessors, which should be protected from being copied.

In the further research the authors intend firstly to take into account 2-cycle
instructions. Next, to increase the precise of receiving results, create a possibility
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to determine instructions executing in the sequence, and yet consider the instruc-
tions parameters in tests.

If the further research allows increasing the precise of foreseeing currently exe-
cuting instruction, then there is a serious risk for programs saved in the memory
of microprocessors. In the conducted research it was possible to foreseen the
currently executing instruction with the 79% of probability (19 of 24 instruc-
tions recognized correctly). Determination of the currently executing instruction
based on the disturbances in the power supply lines, may allow for unauthorized
reconstruction of program without directly intervention in the microprocessor
memory.
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Abstract. In this article the author analyze a problem of data integra-
tion in a computer distributed systems. Exchange of information between
different levels in integrated pyramid of enterprise process is fundamen-
tal with regard to efficient enterprise work. Communication and data
exchange between levels are not always the same cause of necessity of
different network protocols usage, communication medium, system re-
sponse time, etc.

Keywords: PLC, ERP, MES, SCADA, data integration.

1 Introduction

The development of computer technologies is supporting creation of new solu-
tions or optimizations already existing. In contemporary systems of the computer
science, of which architecture is often created on the basis of distributed systems,
applying computer networks is essential – Fig. 1. On account of the specificity of
the work of these systems, the exchange of data between its nodes many times
must be determined in time. Character of the network work and the communica-
tions bandwidth medium are forcing into applying appropriate communications
protocols.

The desire of increasing data transfers and reliability became stimulus of go-
ing more and more popular standard of the network – Ethernet, which in spite
of is not deterministic in time, more often find it applying in computer industrial
installations [1]. It is possible to justify it by fact that both the software and
the hardware connected with using the Ethernet network widely are spread and
applying industrial technologies in many branches [1,2]. Using Ethernet is not
limited only to steering, regulation and monitoring the industry of computer
systems. It concerns also systems of managing the production – MES [3] (Man-
ufacturing Execution System) and managing whole production plant – ERP [4]
(Enterprise Resources Planning). For MES systems the information exchange in
the real time is essential cause of the supervision in progress of a production
process that thanks it is possible quickly to react to the state and parameters of
the industrial computer object [3]. Next the ERP system supported by MES is
integrating the information about events coming from the industrial computer
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Fig. 1. Model of computer distributed systems

object with the information about business events, it delivers in the real time
information about the current state and parameters of production and enables
accurate analysis of the profitability and accurate costs of the production [5].
The typical, hierarchical model of management and controlling an enterprise is
shown below – Fig. 2.

Level 1 takes systems of steering and the control represented by local like of
also steering by distributed territorially real-time systems, carrying the service
of algorithms out on the level of individual technologies resulting in a production
process of the enterprise.

Level 2 takes systems of the HMI (Human Machine Interface) class, which is
a platform between systems of steering and the maintenance crew staff serving
them. Applied solutions on the level 2 enable an access to the information of
devices describing the work put on the level 1. Additionally they allow making
the parameterization of these devices and manual steering.

The level 3 assures information exchange between systems of steering (level 1)
systems of the visualization (level 2), and ERP (Enterprise Resource Planning)
class systems (level 4). ERP systems support production processes. Because of
this systems organization of the production became easier as well as supporting
the action starting from the stage of accepting the order, by the preparation,
protecting and keeping up with the production, until the stage of the delivery
of the final product to the recipient [6].
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Fig. 2. Hierarchical model of industrial computer object [5]

All four levels of the presented model can harmonize with themselves only by
dint of to the mutual information exchange. Integration of the different levels of
the industrial computer object on the level of the computer network is crucial
and essential for its correct functioning.

2 Systems Integration

In accordance to the Sect. 1, effective integration of production systems with busi-
ness is possible, management layer must at first appear in the production layer.
In other words, apart from devices and the SCADA application one should create
the right infrastructure and the computer system, responsible for the realization
and the recording of the production. MES systems are accomplishing the double
role. Firstly, they provide indications essential for the staff. Those indications are
current dates concerning the production – production orders, warehouse states,
available machines and their productivity – those dates enable an efficient plan-
ning and what is more realization and the optimization of the production. Sec-
ondly, they enable a full integration of company management systems. This inte-
gration is most often two-way. The production systems systematically deliver and
convert information about goods orders made by customers, specifications and re-
quired parameters of this orders. The ERP systems is being sent an information
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about production in progress, productivity of this production, real costs, quality
and all deviations from the plan which can influence on realization of the dates
– of the ones and of different orders. All information is collected in the relational
database which enables to prepare analyses of product, production orders, pro-
duction part or to reconstruct of genealogy of products.

Integration of systems will be effective, elastic and it had the low cost of
the exploitation only when it will be marked with certain special properties.
Above all it should enable the automated, electronic exchange of production
data with many ERP systems and with transaction systems. The big openness
has been essential since in many factories we are dealing with the heterogeneous
computer environment. The solution should also has mechanisms of the buffering
and diagnostics, guaranteeing reaching the information into the right place and
in case of the riot of the mistakes – to the buffering of the information and fast
detecting causes of problems. Also applying standards have an important role
in the system of data exchanging, the same as ISA/S95. The fact of applying
the standards is not only organizing the way of the exchange of data, but it also
helps to establish a clear function division.

3 Data Exchanging

In the company based on production collecting and management of the infor-
mation is a crucial element in decision-making process. It leads to increasing
the production effectiveness and the quality of computer systems improvement.
What is more it is a great aid for functioning the company base on production
on all its levels – from machines and production lines, through engineering de-
partments, to all the way of administrative departments. In lowest levels there
are applied superior systems of steering and the data acquisition – SCADA,
industrial arrangements of steering CNC (Computer Numerical Control), PLC
(Programmable Logic Controller), IPC (Industrial PC), sensors, executive ele-
ments and different devices of industrial automation. They constitute a specific
computer system that is active in a real time, of which controlling machines and
production lines is a basic task [7]. In highest levels of the industrial enterprise
there applied systems, of which effective leading a production process on the ba-
sis of accurate and current production data coming from systems of steering and
the data acquisition – MES systems, and systems managing supplies of materials,
human resources, finances, enterprise resource planning – ERP systems.

An essential element of the modern MES system is a possibility of a sim-
ple integration with systems of industrial automation (PLC, SCADA) and with
databases in which production data is stored. MES systems join steering of
the production departments, keeping the movement departments, qualities de-
partments and different sources of data into a uniform computer system, using
provided standard components software so as: OPC Client, OPC Server and Ac-
tiveX. These modern computer technologies in the considerable way are reducing
the total cost of MES integration with systems of automation and databases as
well as they are securing IT investments in the future. However designing the
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communications system isn’t a simple task and it requires providing many tech-
nical parameters of the computer network, communications protocols, interfaces
linking computer systems, as well as considering time requirements, the safety
of the data transmission and limitations resulting from the bandwidth of the
network and technical requirements [7]. The data acquisition in industrial plant
show below – Fig. 3.

Fig. 3. Data acquisition

Fig. 4. Exchange of data between layers [8]
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Between the ERP system (higher level) and the control layer (lower level),
the MES system in accordance with ISA will be crucial for an exchange of data
in both directions to help answer the questions: how to produce, what can be
produced, when and what to produce, when and what was produced. In the ISA
model, a B2MML layer provides connectivity between the ERP system and the
MES. At the bottom, OPC (OLE for Process Control) connects data from the
control system to the MES – Fig. 4 [8].

4 Conclusions

To sum up, the process of designing communications systems for the automation
of production are applied computer systems, applications, interfaces, systems of
control, computer networks, databases and functional requirements of final users.
It should be put extra attention to analyze requirements concerning the amount
and the time of the data transfer between applications. Industrial communica-
tions systems like OPC are very well fulfilling their objective in production area
where they require transmission of data in the short time e.g. 1 s. These high
time requirements are not having to be fulfilled in computer applications so as
MES or the ERP. It is possible to imagine the situation, in which generating
the report for the manager cockpit will be a second longer, because of load the
computer network, and this delay will be acceptable, and not unnoticeable for
the end user.
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Abstract. A load balancing issue for heterogeneous web servers is de-
scribed in this article. The review of algorithms and solutions is shown.
The selected Internet service for on-line echocardiography training is
presented. The independence of simultaneous requests for this server is
proved. Results of experimental tests are presented.
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1 Introduction

Modern web servers can handle millions of queries, although the performance of a
single node is limited. Performance can be continuously increased, if the services
are designed so that they can be scaled. The concept of scalability is closely
related to load balancing. This technique has been used since the beginning
of the first distributed systems, including rich client architecture. Most of the
complex web systems use load balancing to improve performance, availability
and security [1,2,3,4].

2 Load Balancing in Cluster of Web Servers

Clustering of web servers is a method of constructing scalable Internet services.
The basic idea behind the construction of such a service is to set the relay server
in a transparent connection to the cluster servers (Fig. 1). This server is called
a dispatcher.

There are many implementations of load balancing. Some of them (like
OpenSSI for Linux or MS Windows Network Load Balancing) use additional
software that have to be installed on each cluster node. This software monitors
the load of these nodes, but is dedicated for selected operating systems or web
server software. It makes a construction of heterogeneous web servers clusters
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Cluster of Web Servers

DISPATCHER

INTERNET

Fig. 1. Cluster of web servers schema

impossible. This article focuses only on some implementations that allow to cre-
ate heterogeneous web server clusters. This means that it is desirable to create
services based on the nodes that use different operating systems and different
environments, but process the same requests. Technique which realizes load bal-
ancing fulfilling these assumptions is proxy load balancing.

2.1 The Algorithms of Load Balancing

Efficient load balancing requires an appropriate algorithm. There are several
basic and common algorithms being discussed further in this paper:

– Round Robin [1],
– Weighted Round Robin,
– Least Loaded [1,2],
– Least Connection [1],
– Weighted Least-Connection,
– Locality-Based Least-Connection,
– Destination Hashing [5],
– Source Hashing [6,5],
– Fair [7],
– Never Queue,
– Shortest Queue First [8],
– Request Counting [9],
– Weighted Traffic Counting [9],
– Pending Request Counting [9].

The Round-Robin algorithm is a well-known algorithm and it is easy to imple-
ment. Request Counting algorithm distributes the requests among the various
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nodes to ensure that each node gets its configured share of the number of re-
quests [9]. Weighted Traffic Counting algorithm works in a similar way, but the
maximum number of requests per server is determined on the network traffic, in
bytes. Pending Request Counting algorithm’s idea is to keep track of how many
requests each worker is assigned at the time. New requests are assigned to the
server with the lowest number of active requests. The fair algorithm is based on
the standard round-robin algorithm and it tracks busy back end servers and bal-
ances the load to non-busy servers [7]. There are many other algorithms, some
of them require special knowledge to predict the best scheduling [2].

2.2 Solutions

There are a few implementations of load balancing proxies that enable to create
a heterogeneous cluster of web servers. The most interesting from the perspective
of authors of scientific portals (non-commercial) are open software solutions. In
this article we discussed six of them:

– Apache Server with Mod Proxy Balancer [9] – this is a standard solution
used in the most popular web server, it implements three load balancing
algorithms : Request Counting, Weighted Traffic Counting and Pending Re-
quest Counting,

– Pound [10] – a simple solution with Round-Robin algorithm, distributed
under the GPL ,

– NGiNX [7] – this software implements Round Robin and Fair load balancing
algorithms, NGiNX is licensed under 2-clause BSD-like license,

– Inlab Balance [6] – is an open source load balancer, under the GPL licensing
terms, that implements two algorithms – Round-Robin and Client Hashing,

– HAProxy [5] – this solution implements standard Round Robin algorithm
and others – Source Hashing and Destination Hashing,

– Lighttpd [8] – this is one of the famous and efficient web server, but also proxy
balancer, that implements four algorithms: Static (fail-over), Round Robin,
Cache Array Routing Protocol (similar to Source Hashing) and Shortest
Queue First.

3 Features of the Web Servers

Performance is one of the most important aspects of scalable web services. To
determine the performance the following factors should be considered:

– average response time (tavg),
– minimum response time (tmin),
– throughput (th).

The average response time is a factor which value varies and depends on users
load. Its value increases with the number of users.
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The minimum response time is the minimum time in which a web request is
completed. It depends on the server performance (hardware, software) and the
request type. It can be constant for the same conditions. It should be measured
at minimal load of a server.

The throughput is a very authoritative factor that describes the performance
of a server. It tells how many requests can be processed at the unit of time at the
saturation. However, the system that reached the maximum throughput cannot
guarantee the acceptable response time.

3.1 The Efficiency of Request Processing

The requests that are processed by a server can be of two types:

– independent request,
– related request.

The independent requests are requests, that do not affect one another. They
share resources (for example CPU), which are shared fairly between them. At
saturation of a web server with one processor the relationship of minimum re-
sponse time and throughput for this case can be given by the efficiency factor (1):

E1 = tmin ∗ th . (1)

The efficiency factor E1 for series of identical independent request should have
the value close to 1.0. For multiprocessor servers the value of E1 factor should
be close to the number of processors. In this case the efficiency factor is given
by formula (2), where N – number of processors, there is no vectorization.

E = tmin ∗ th/N . (2)

Another type of queries are the related. Mechanisms of optimization like
caching or spooling can make processing shorter for a group of requests. This
is for example the case of queries with pool connections to databases [11,12]. In
this case the value of efficiency factor is above the number of processors. Some
queries can generate a large overhead (for example allocating and deallocating
big data tables, frequent context switching) – requests affect each other and the
efficiency factor is below the number of processors.

3.2 CT2TEE – An Example of a Web Server

CT2TEE is a novel Internet-based simulator for transesophageal echocardiog-
raphy (TEE) training [13]. It loads CT data into the memory and processes
projections [14] and USG simulations for each request individually. The process
of creating a projection is described on Fig. 2.

The output of CT2TEE application can be an image, that is a single frame
(of JPG or GIF format, JPG quality: 80%) or an animation (of GIF format).
The current version of CT2TEE generates the same projection with different
noise pattern, but there will be motion implemented in the future. The GIF



Load Balancing for Heterogeneous Web Servers 193

CLIENT CT2TEE Server

Picture request

Calculating the projection(s)

Simulating USG artifacts

Compression JPG/GIF

Loading CT data into memory

Preprocessing

Picture output

Fig. 2. Diagram for a request processing by CT2TEE server

format generates bigger files than JPG. The one of the most interesting features
of CT2TEE application is a fact, that the efficiency factor (2) in this case on
the current Internet server of CT2TEE (2 processors) is very close to value 1
(0.99). It is caused by the character of requests – they are calculations that share
CPU only. Therefore the CT2TEE application is a good example to test load
balancing on a cluster of servers.

4 Tests

The tests have been carried out to assess performance.

4.1 Hardware and Software Environment

The following hardware has been used for the tests:

– for web servers/proxy server/test clients: IBM Blade HS 21, CPU: 2.0 GHz,
Intel Xeon (8 cores), RAM 16 GB,

– network: Ethernet 1 Gb, switch.

The following software was used:

– operating systems: Linux Fedora Core 12, Windows Server 2008,
– component environments: Mono 2.4.2.3, .NET 2.0,
– web servers: Mono XSP 2.4.2, IIS 7.0,
– load balancers: Apache Mod Proxy 2.2, NGiNX 0.7.65, Pound 2.5-1, Inlab

Balance 3.52, HAProxy 1.4.1 and Lighttpd 1.4.26,
– load testers: JMeter, Apache Bench.
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The results given by JMeter and Apache Bench were very similar, so we
decided to use JMeter in all cases. The tests were divided into two parts:

– determining individual parameters of servers,
– determining performance of load balancing.

4.2 The Efficiency of Servers

Initially the tests for the main parameters of cluster servers have been carried
out. The results (minimum times of requests tmin [ms], throughputs th [req/s]
and efficiency factors E) are presented in Table 1.

Table 1. Minimum times of requests tmin [ms], throughputs th [req/s] and efficiency
E for cluster servers with CT2TEE application

OS server G0 G1 G4
tmin th E tmin th E tmin th E

Linux s1 193 33.1 0.799 203 38.5 0.977 760 10.0 0.950
XSP s2 188 34.1 0.801 200 37.6 0.940 762 10.4 0.991

s3 190 34.8 0.827 201 36.8 0.925 767 10.3 0.988
s4 191 33.4 0.797 197 36.8 0.906 776 10.1 0.980

WinSvr s1 140 52.5 0.919 137 47.4 0.812 517 14.9 0.963
IIS s2 141 49.8 0.878 137 48.2 0.825 519 15.2 0.986

s3 138 53.2 0.918 136 46.3 0.787 519 14.9 0.967
s4 139 51.0 0.886 137 50.3 0.861 518 14.8 0.958

4.3 The Performance of Load Balancing

Experiments for the six solutions (Apache Mod Proxy, NGiNX, Pound, Inlab,
HAProxy and Lighttpd) were done. In the case of Apache Mod Proxy we tested
all three algorithms: Request Counting (RC), Weighted Traffic Counting (WTC)
and Pending Request Counting (PRC). In the case of Inlab we tested only the
Round Robin algorithm. In the case of HAProxy we tested three algorithms:
Round Robin (RR), Source Hashing (SRC) and Destination Hashing (URI). In
the case of Lighttpd we tested four algorithms: Cache Array Routing Protocol
(CARP), Round Robin (RR), Static (failover balancing, STAT) and Shortest
Queue First (SQF). There were two kinds of heterogeneous environments:

– 3 servers running Linux+XSP and 1 server running Windows+IIS,
– 1 server running Linux+XSP and 3 servers running Windows+IIS.

We selected output to be a JPG (G0, small files of average size 20 KB) and GIF
(G1, bigger files of average size 80 KB for 1 frame and 300 KB for 4 frames –
G4). The G4 output was processed much longer than others.

The results are presented in Table 2 and on the plots (Fig. 3, 4). To compare
these results with the maximum performance of a system an additional column
(MAX) is placed. It contains sums of all server throughputs for the tested cases.



Load Balancing for Heterogeneous Web Servers 195

0

5
0

1
0

0

1
5

0

2
0

0

P o u n d

N g i n x  R R

N g i n x  F A I R

I n l a b

A p a c h e  W T C

A p a c h e  R C

A p a c h e  P R C

H A P r o x y   R R

H A P r o x y  S R C

H A P r o x y  U R I

L i g h t t p d  C A R P

L i g h t t p d  R R

L i g h t t p d  S T A T

L i g h t t p d  S Q F

[  M A X I M U M  ]

P o u n d

N g i n x  R R

N g i n x  F A I R

I n l a b

A p a c h e  W T C

A p a c h e  R C

A p a c h e  P R C

H A P r o x y   R R

H A P r o x y  S R C

H A P r o x y  U R I

L i g h t t p d  C A R P

L i g h t t p d  R R

L i g h t t p d  S T A T

L i g h t t p d  S Q F

[  M A X I M U M  ]

1
W

in
II

S
 +

 3
L

in
X

S
P

3
W

in
II

S
 +

 1
L

in
X

S
P

 

T h r o u g h p u t  [ r e q / s ]

G
0

G
1
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Table 2. The performance of load balancing – throughputs [req/s]

Load Balancer 1 WinIIS + 3 LinXSP 3 WinIIS + 1 LinXSP
G0 G1 G4 G0 G1 G4

Pound 131.50 138.40 37.80 129.10 150.20 41.60
NGiNX RR 136.30 150.40 39.70 141.00 152.60 39.20
NGiNX FAIR 132.20 133.40 38.60 131.50 144.30 39.10
Inlab 155.40 155.40 47.10 195.40 189.30 50.80
Apache WTC 67.10 79.80 17.30 105.30 91.30 25.70
Apache RC 111.40 115.60 30.90 139.60 124.60 38.80
Apache PRC 150.20 145.30 45.70 194.30 151.40 48.40
HAProxy RR 133.90 131.70 38.70 130.00 122.90 37.60
HAProxy SRC 36.70 39.90 16.70 36.90 40.10 10.40
HAProxy URI 37.40 40.10 10.40 57.40 59.50 15.30
Lighttpd CARP 65.10 74.00 19.10 88.50 94.60 24.90
Lighttpd RR 128.20 132.50 36.80 156.90 155.60 40.30
Lighttpd STAT 88.50 91.00 24.00 101.30 101.50 26.60
Lighttpd SQF 158.70 167.10 43.80 172.90 171.80 48.80
MAX 165.30 168.50 47.60 211.10 190.30 56.40

5 Summary

The tests have proved that the use of proxy load balancers effectively increases
system throughput. Some of the servers provide several algorithms, the choice of
one of them is crucial for performance. For tested solutions using the CT2TEE
application server the best results are reached by Inlab, Lighttpd with Shortest
Queue First algorithm and Apache Mod Proxy with Pending Request Count-
ing algorithm. Slightly smaller througputs were achieved for the other solutions
that use Round Robin algorithm – NGiNX (Round Robin and Fair algorithms),
Pound, HAProxy (with Round Robin algorithm) and Lighttpd (with Round
Robin algorithm). The worst results were produced by proxy balancers with
Source Hashing and Destination Hashing algorithms. Apache Mod Proxy with
Weighted Traffic Counting algorithm is over two times slower than the best re-
sults, but this algorithm is better in case of variable size of outputs. As we proved
the choice of solution and algorithm is very important to reach the maximum
performance of web server clusters.
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13. Kempny, A., Piórkowski, A.: CT2TEE – a Novel, Internet-Based Simulator of Tran-
soesophageal Echocardiography in Congenital Heart Disease. In: Kardiol Pol. 2010,
vol. 68 (2010)

14. Piorkowski, A., Jajesnica, L., Szostek, K.: Creating 3D Web-Based Viewing Ser-
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Abstract. Algorithms of queue management in IP routers determine
which packet should be deleted when necessary. The article investigates
the influence of packet rejection probability function on the performance,
i.e. response time for in case NLRED queues. For standard NLRED the
linear packet dropping function is replaced by a quadratic function. Solu-
tion presented in this article based on orthogonal polynomials. Depend-
ing on a particular criterion of optimization a proper non-linear function
may be chosen, but using averaged criterion leads up to choose the linear
one as an optimal one.

Keywords: active queue menagement, nonlinear RED.

1 Introduction

Algorithms of queue management at IP routers determine which packet should
be deleted when necessary [1,2]. The Active Queue Management, recommended
now by IETF, enhances the efficiency of transfers and cooperates with TCP
congestion window mechanism in adapting the flows intensity to the congestion
at a network [3].

This paper describes another approach to packed dropping function used in
Active Queue Management.

Sections 2 and 3 give basic and improve notions on active queue management.
Section 4 gives simulation models of the considered NLRED. Section 5 discusses
numerical results, some conclusions are given in Sect. 6.

2 Active Queue Management

In passive queue management, packets coming to a buffer are rejected only if
there is no space in the buffer to store them, hence the senders have no earlier
warning on the danger of growing congestion. In this case all packets coming
during saturation of the buffer are lost. The existing schemes may differ on the
choice of packet to be deleted (end of the tail, head of the tail, random) [4].
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During a saturation period all connections are affected and all react in the same
way, hence they become synchronized. To enhance the throughput and fairness of
the link sharing, also to eliminate the synchronization, the Internet Engineering
Task Force (IETF) recommends active algorithms of buffer management. They
incorporate mechanisms of preventive packet dropping when there is still place
to store some packets, to advertise that the queue is growing and the danger
of congestion is ahead. The probability of packet rejection is growing together
with the level of congestion. The packets are dropped randomly, hence only
chosen users are notified and the global synchronization of connections is avoided.
A detailed discussion of the active queue management goals may be found in [3].

The RED (Random Early Detection) algorithm was proposed by IETF to
enhance the transmission via IP routers. It was primarily described by Sally
Floyd and Van Jacobson in [5]. Its idea is based on a drop function giving
probability that a packet is rejected. The argument avg of this function is a
weighted moving average queue length, acting as a low-pass filter and calculated
at the arrival of each packet as

avg = (1 − w)avg′ + wq (1)

where avg′ is the previous value of avg, q is the current queue length and w is a
weight determining the importance of the instantaneous queue length, typically
w � 1. If w is too small, the reaction on arising congestion is too slow, if w is too
large, the algorithm is too sensitive on ephemeral changes of the queue (noise).
Articles [5,6] recommend w = 0.001 or w = 0.002, and [7] shows the efficiency
of w = 0.05 and w = 0.07. Article [8] analyses the influence of w on queuing
time fluctuations, obviously the larger w, the higher fluctuations. In RED drop
function there are two thresholds Minth and Maxth. If avg < Minth all packets
are admitted, if Minth < avg < Maxth then dropping probability p is growing
linearly from 0 to pmax:

p = pmax
avg − Minth

Maxth − Minth
(2)

and if avg > Maxth then all packets are dropped. The value of pmax has also a
strong influence on the RED performance: if it is too large, the overall throughput
is unnecessarily choked and if it’s too small the danger of synchronization arises;
[6] recommends pmax = 0.1. The problem of the choice of parameters is still dis-
cussed, see e.g. [9,10]. The mean avg may be also determined in other way, see
[11] for discussion. Despite of evident highlights, RED has also such drawbacks
as low throughput, unfair bandwidth sharing, introduction of variable latency,
deterioration of network stability. Therefore numerous propositions of basic al-
gorithms improvements appear, their comparison may be found e.g. in [12].

For NLRED the linear packet dropping function is replaced by a quadratic
function [13]. For this solution dropping probability p is growing non-linearly:

p =

⎧⎪⎨⎪⎩
0 for x < Minth(

avg−Minth
Maxth−Minth

)2
maxp for Minth ≤ x ≤ Maxth

1 for x > Maxth

. (3)
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Figure 1 shows dropping functions for RED and NLRED.

Fig. 1. Dropping functions for RED and NLRED

3 The Theoretical Background

This work bases on methods known in calculus of variations. The some function
f(x) with domain [0, l] can be approximated by as a finite linear combination of
basis functions:

f(x) =
N∑

i=1

ajΦj(x) , (4)

where aj are undetermined parameters and Φj can be a series of orthogonal
polynomials

Φj = xj−1(l − x) . (5)

Optimal values of aj can be numerically obtained by finding minimum of some
functional J implicitly defined on f . In real application only a few elements (here
N = 2) are required to obtain accurate approximation of f . Using approach
described above (Equations (4) and (5)) the p-function i.e. the probability of
packet dropping function is defined as follows [14]:

p(x, a1, a2, pmax) =

⎧⎨⎩
0 for x < Minth
ϕ0(x) + a1ϕ1(x) + a2ϕ2(x) for Minth ≤ x ≤ Maxth
1 for x > Maxth

(6)
where basis functions are defined:

ϕ0(x) = pmax
x − Minth

Maxth − Minth
, (7)

ϕ1(x) = (x − Minth)(Maxth − x) , (8)

ϕ2(x) = (x − Minth)2(Maxth − x) (9)

and x is an queue size.



202 D.R. Augustyn, A. Domański, and J. Domańska

The problem of choosing the optimal function p(x) can be defined as finding
such p(x) where a functional J is minimal. The functional J can be defined using
such parameters an average queue length or average waiting time or number of
all dropped packets or number of packets dropped by RED, eventually some
expression involving any mentioned parameters. Applied definitions of J are
considered in Sect. 5. Because p(x) is a polynomial determined by values of
(a1, a2, pmax), finding optimal p(x) is equivalent to obtain the minimum of 3-
variate function J(a1, a2, pmax). Obtaining the domain of J i.e. the region in
3-dimensional space A1 × A2 × Pmax where p(x) has sense (p(x) >= 0) is not
trivial. The extremums of p(x) can be easily found by solving the following
equation:

dp(x)
dx

= 0 . (10)

(10) is equivalent to a square equation:

a1(Maxth − Minth)(Maxth + Minth − 2x)+
+a1(Maxth − Minth)(x − Minth)(2Maxth + Minth − 3x) + pmax = 0 .

(11)

Using (11) we can find two roots x1, x2. Complicated expressions defining x1
and x2 are not presented here. Using x1 and x2 we can define conditions for
p-function values in points x1 and x2:

0 <= p(x1) <= 1 ∧ 0 <= p(x2) <= 1 . (12)

To illustrate a complicated shape of domain (a1, a2, pmax) satisfying conditions
(12) we show square inequalities form (12) in 2-dimensional space (a1, a2) for
given values Mixth = 100, Maxth = 200 and pmax = 0.8 on Fig. 2. The dark area
shows pairs of (a1, a2) satisfying conditions. The domain of i.e. 3-dimensional

Fig. 2. 2-dimensional region of meaningful values of (a1, a2) pairs for pmax =
0.8, Minth = 100, Maxth = 200
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Fig. 3. Domain of functional J in space A1×A2×Pmax for Minth = 100, Maxth = 200

subspace (a1, a2, pmax) for Minth = 100, Maxth = 200 is presented on Fig. 3.
The simple condition 0.6 <= pmax <= 0.9 was added, too. The white region of
A1 × A2 × Pmax corresponds to the assumed domain of J .

The domain of J was obtained using matlab.

4 Simulation Models

The simulation evaluations were carried out with the use of OMNeT++ simula-
tion framework of discrete events. The OMNeT++ is the modular, component-
based simulator, with a graphical environment, mainly designed for simulation
of communication networks, queuing networks and performance evaluation. The
framework is very popular in research and for academic purposes [15], [16].

Searching for optimal shape of probability dropping function requires a large
number of performed simulations. A single simulation takes a long time. For
these reasons NLRED is studied only in open-loop scenario and the simulation
model developed for the purpose of research is very simple and contains only one
source and only one queue. For the same reasons we assume only Poisson traffic.
Simulation for self-similar sources takes much longer time than the simulation
for the Poisson sources. However, the obtained results allowed us to reduce the
search area of the best non-linear probability dropping function parameters.
Hence, in future work we plan to repeat experiments for the self-similar traffic
and for different traffic intensity.

The simulation parameters were as follows: input traffic intensity (for geo-
metric traffic) was chosen as α = 0.5, parameter μ of geometric distribution of
service times (probability of the end of service within a current time-slot) was
μ = 0.5. The NLRED parameters had the following values: buffer size 250 pack-
ets, threshold values Minth = 100 and Maxth = 200, pmax changes from 0.6
to 0.9.
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5 Experimental Results

Results of simulations will be described using a set of sample points (a1, a2, pmax)
shown on Fig. 4. The domain of J from Fig. 3 includes the set of points form
Fig. 4.

Fig. 4. 23 sample points from the domain of J functional

Set of p-function for all sample points form set of (a1, a2, pmax) form Fig. 4
was presented on Fig. 5.

Fig. 5. Set of sample p-function
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Assuming average waiting time as functional J we obtained the best case
and worst one as it is shown on Fig. 5. The best case with the minimal value of
average waiting time is denoted using asterisks. The worst case with the maximal
value of average waiting time is denoted using diamond symbols. Using another
criterion i.e. number of all dropped packets as value of J we obtained almost
reverse results. They are shown on Fig. 5 too. The best case with the minimal
value of number of all dropped packets is denoted using diamonds and the worst
one (with maximum) is denoted by asterisks.

To take into account results using all kind of parameters:

– average queue length,
– average waiting time,
– number of all dropped packets,
– number of packets dropped by RED

we assumed some compound criterion.
Values of each parameter were normalized to interval [0, 1]. We assumed a

general optimization criterion as a mean of all normalized parameters (with
equal weight for each parameter). For such generalized functional J we found
the optimal values of (a1, a2, pmax). The optimal p-function proves to be a linear
one. This result is shown on Fig. 6.

Fig. 6. Optimal almost linear function of probability of dropping function for assumed
compound criterion

6 Conclusions

In this article we presented the problem of packet loss probability function and
its influence the behavior of the AQM queue. We also described the problem of
choosing the optimal shape of dropping packet function for RED alghorithm. Our
solution we based on orthogonal polynomials. During the tests we analyzed the



206 D.R. Augustyn, A. Domański, and J. Domańska

following parameters of the transmission with AQM: the length of the queue, the
number of rejected packets and waiting times in queues. Simulation studies have
shown that finding the optimal dropping packet function, for certain network
conditions, is possible. Depending on a particular criterion of optimization (e.g.
average waiting time or number of all dropped packets) a proper form of non-
linear function may be chosen, but using averaged criterion leads up to choose
the linear one as an optimal one.
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Abstract. Nowadays, a lot of Internet applications is using UDP pro-
tocol for data transport. Congestion control mechanisms built into TCP
protocol in conjunction with the Active Queue Management mechanisms,
during normal operation of the Internet network, favor UDP streams.
The article investigates the influence of active queue menagement and
scheduling algorithm on fairness of TCP and UDP data streams.
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1 Introduction

The algorithms of queue management in IP routers determine which packet
should be deleted when necessary. The active queue management, recommended
now by IETF, enhances the efficiency of transfers and cooperate with TCP
congestion window mechanism in adapting the flows intensity to the congestion
in the network [1,2]. Nowadays, a lot of Internet applications using UDP protocol
to transport the data. For UDP traffic the examined parameters of the queue
with AQM are significantly worse. The congestion control mechanisms built into
TCP protocol in conjunction with the Active Queue Management mechanisms,
during normal operation of the Internet network, favor UDP streams [3,4,5,6].
In this article, authors try to describe the problem of scheduling packets in the
node allowing fair treatment both types of data streams (TCP and UDP).

Most AQM algorithms (RED, REM, BLUE, PI) do not differentiate between
types of packages [7,8,9]. Some of them ensure the equitable distribution of re-
sources among active streams (WRED, SFBLUE, CHOKe) [10,11,12]. However,
their usefulness for the solution of the problem described above seems to be (by
authors of this article) questionable. Algorithms based on stochastic or weighted
fair queuing do not consider, as shown later in this article, the problem of TCP
self-discrimination.

More interesting is the CHOKe algorithm, where single FIFO buffer in output
router port is assumed [13,14]. The algorithm randomly penalizes unresponsive,
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excessive flows. CHOKe calculates the average occupancy of the buffer using an
exponential moving average and sets two threshold, min and max (like RED al-
gorithm does). If the moving average excess max threshold every arriving packed
is deleted. When average is less the max but greater then min arriving packets
are compared to randomly selected packets. If they represent the same flow, both
are dropped. When average is less the min every acets are queued into buffer.

When implemented, CHOKe outperforms RED and Drop Tail in UDP fairness
(simulation evaluation, eg. [15], analytical results, eg. [16]) however, the problem
of identifying the package in the buffer seems to be computationally complex.
On the other hand some articles show that CHOKe aims to approximate fair
queuing at a minimal implementation overhead [14]. The potential drawback
is, that the algorithm may not correctly work for traffic associated with the
exchange of P2P data or DDoS attacks (a large number of small transmissions).

Control of UDP packets is currently perceived as a problem. One solution is to
change the rules of the UDP and implementation over UDP transport protocol
conguestion control mechanisms [17,18].

For these reasons, we proposed the simple solution, based only on two queues,
the first for the TCP stream, the other for UDP.

In this article we present simulation results. The simulation evaluations were
carried out with the use of OMNeT++ (in version 4.0) simulation framework
extended with the INET package. We add some improvement to the INET im-
plementation. The extensions include: PRIO and SFQ scheduling (with special
modifications), new sets of parameters and some new statistics, distribution and
traffic scenarios.

Section 2 gives basic notions on the transport layer congestion control and
active queue management. Section 3 shortly presents simulation model. Section
4 discusses numerical results. Some conclusions are given in section 5.

2 The Transport Layer Conguestion Control and Active
Queue Menagement

The Internet applications can generate streams of network packets with different
traffic profiles. Generally we can distinguish two types of traffic: stream traffic
and elastic traffic [19]. Applications VoIP or VoD generate the stream network
traffic. They often use the UDP protocol to transport data. Research shows that
UDP packets traffic has recently been significant and the number of applications
that use UDP growing. In contrast to the traffic stream, source adjusting the
speed of sending data according to load the network, generate the elastic traffic.
An example of such sources are applications that use the TCP protocol. There
are many implementations of TCP [20]. The most important modification, in re-
lation to the original version [6] was the introduction of a mechanism to prevent
overloading the network (congestion avoidance) [21]. Currently there are two
types of TCP congestion management in the network. The first type is based
on packet loss during transmission. The most popular protocols in this family
are TCP newRENO and TCP Sack [22]. Basically, for such protocols sources
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reduce the transmission speed as a consequence packet loss. For the second type
of protocol (TCP VEGAS) packet generation rate depends on the time delays
in transmission. In Figure 1 one may see a significant reduction of transmis-
sion speed for packet loss for TCP Reno mechanism. For TCP Vegas (Fig. 2),
trasmission speed is set at a middle level that causes no loss in the queues.

In passive queue management, packets coming to a buffer are rejected only if
there is no space in the buffer to store them and the senders have no earlier warn-
ing on the danger of growing congestion. In this case all packets coming during
saturation of the buffer are lost. To enhance the throughput and fairness of the
link sharing, also to eliminate the synchronisation, the Internet Engineering Task
Force (IETF) recommends active algorithms of buffer management [24,25]. They
incorporate mechanisms of preventive packet dropping when there is still place
to store some packets, to advertise that the queue is growing and the danger of

Fig. 1. Resizing the window transmission for TCP Reno protocol [23]

Fig. 2. Resizing the window transmission for TCP Vegas protocol [23]
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congestion is ahead. The probability of packet rejection is growing together with
the level of congestion [27,28]. The packets are dropped randomly, hence only
chosen users are notified and the global synchronisation of connections is avoided
[26]. The rejection of the package from the queue lowers the transmission speed.
Unfortunately, this situation occurs only for the TCP transmissions. Discussed
above mechanism must lead to unequal treatment of TCP and UDP streams
during the competition for a common link.

3 Simulation Models

The simulation evaluations were carried out with the use of OMNeT++ (in
version 4.0) simulation framework extended with the INET package. The OM-
NeT++ is the modular, component-based simulator, with an Eclipse-based IDE
and a graphical environment, mainly designed for simulation of communication
networks, queuing networks and performance evaluation. The framework is very
popular in research and for academic purposes [29,30]. The INET Framework is
the communication networks simulation extension for the OMNeT++ simula-
tion environment and contains models for several Internet protocols: UDP, TCP,
SCTP, IP, IPv6, Ethernet, PPP, IEEE 802.11, MPLS, OSPF, etc. [31].

The simulated network was based on the example provided with the INET
package to evaluate the behavior of the queues in a simple network with different
traffic scenarios. The INET built in queue algorithms are drop tail queue and
RED tail drop algorithm. The network’s topology is presented on Fig. 3.

Fig. 3. The simulation network’s topology

The link between r1 and r2 routers was the bootleneck of the network (its
throughput had values of 100kbps, 1Mbps, 10Mbps, 100Mbps). The rest of links
was 100Mbps. The evaluated queue was the output queue for the r1 router. We
proposed the following modification of the router. Buffer in the router consisted
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of two queues, one for the TCP stream and one for UDP stream. The simu-
lations were perfomed for different algorithms of the packet scheduling (PRIO,
RR – round robin , weighted RR) and different algorithms of queue menagement
(RED, FIFO). The simulations were perfomed for TCP connections only and for
TCP operating together with UDP. The connection between hosts s1 and s3 was
a TCP connection (TCP Reno). The UDP connection between hosts s2 and s4
corresponded to a simple video frames transmission. The general queue param-
eters were: DropQueue size = 25, RED (both cases): wq = 0.02, minth = 15,
maxth = 25, maxp = 0.03 [32,33,34]. The simulated time was 200 [s].

4 Numerical Results

In this section we present chosen results achieved by simulation.

4.1 One RED Queue for TCP and UDP Streams

During the first experiment the both data streams (TCP and UDP) are placed
in a one RED queue.

Distribution of the moving average queue length is presented in Fig. 4. It
is visible that the queue was completely unstable. TCP parameters (RTT:0.24
(see Table 1), great number of unacknowledged segments, long data transmission
time) indicate starvation TCP over UDP.

Additionally observing TCP traffic parameters (average: 0.24 RTT, large num-
ber of unacknowledged segments, long data transmission time) we can indicate
that UDP stream fully appropriated link.

Fig. 4. Moving average queue length as a function of time – RED queue
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Table 1. Round-trip delay time

QUEUE1 QUEUE2
Cases type Mean size type Mean size

(std dev) (std dev)
One queue 3DropTail 36.7 (12.3) - -
One queue RED (TailDrop) 32 (7.9) - -

Priority TCP RED (TailDrop) 11 (3.2) FIFO 960 (570)
Priority TCP FIFO 69 (30) FIFO 986 (555)

SFQ (4UDP/1TCP) FIFO 111 (38) FIFO 0.8 (0.68)
SFQ (1UDP/1TCP) FIFO 90.9 (34) FIFO 960 (563)
SFQ (1 UDP/1TCP) RED (TailDrop) 6.9 (2.0) FIFO 959 (562)

Priority UDP RED (TailDrop) 7.7 (2.3) FIFO 0.80 (0.68)

TCP 1 TCP 2 TCP 3
Cases RTT Smoothed RTT Smoothed RTT Smoothed

RTT RTT RTT type
One queue 0.23 0.24 0.24 0.25 0.22 0.2
One queue 0.24 0.22 0.24 0.23 0.23 0.24

Priority TCP 0.12 0.09 0.12 0.11 0.11 0.12
Priority TCP 0.47 0.22 0.27 0.17 0.40 0.34

SFQ (4UDP/1TCP) 1.3 0.7 2.4 1.7 2.4 1.7
SFQ (1UDP/1TCP) 0.95 0.29 0.94 0.69 0.47 0.59
SFQ (1 UDP/1TCP) 0.14 0.13 0.13 0.12 0.16 0.15

Priority UDP 0.29 0.27 0.26 0.25 0.28 0.28

4.2 Two Queues for TCP and UDP Streams with PRIO Scheduling

In the next phase of the experiment, we tried to increase the chances of the
TCP stream. In the router r1 we created a double queue with PRIO scheduling.
The first queue for the TCP segments and second for the UDP datagrams. UDP
packets were sent when the first queue is empty. The queue for the TCP has
implemented the RED mechanism. The UDP queue was FIFO. The results of
the experiment are shown in Fig. 5.

Fig. 5. Real queue length as a function of time – TCP RED queue (left), UDP FIFO
queue (right) PRIO scheduling

This case is very comfortable for TCP. RTT depends on the particular trans-
missions ranges from 0.09 to 0.12. However, looking at the UDP queue, we see
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that the UDP broadcast is being held in queue until the completion of the
TCP transmission. Therefore, in the next simulation we modified the algorithm
PRIO. UDP packets were sent when the first queue was empty or when the
RED alghoritm dropped packet from the first queue. The obtained results were
practically the same. The reason of this situation was too small number of packets
dropped by the RED algorithm.

Figure 6 shows a totally opposite situation. The UDP traffic was redirected
to the first queue. Contrary to expectations, this situation has proved to be
the best. UDP broadcast video transmission was sent without problems. TCP
transmission speed is very satisfactory. The obtained results were caused by very
specific distribution of packets in a stream of UDP.

Fig. 6. Real queue length as a function of time – UDP RED queue (left), TCP RED
queue (right) PRIO with modification scheduling

4.3 Two Queues for TCP and UDP Streams with RR – Round
Robin Scheduling

It is clear that the PRIO algorithm is suitable only in very specific network con-
ditions. Therefore, in subsequent simulations, we used SFQ (Stochastic Fairness
Queueuing) algorithm – one packet from the first queue, one packet from the
second. This case also is not favorable, because the UDP need more bandwidth
for trouble-free transmission (about three-quarters), and this case gave him only
half (Fig. 7). This simulation showed that we can exactly predict what the band
was needed for smooth motion video broadcast.

For this reason, the last two simulations used the weighted Round Robin
schedule. Dequeueuing mechanism fetched one packet from the TCP queue and
four from the UDP queue. Results for both the FIFO queues are shown in Fig. 8.
Situation for the RED queue for the TCP flow is shown in Fig. 9.

Both cases were very good for the UDP stream. The RED mechanism for TCP
queue guarantees the preservation of the suitable value of RTT (RTT average of
0.25 to 0.29 [s]).
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Fig. 7. Real queue length as a function of time – TCP FIFO queue (left), UDP FIFO
queue (right) RR scheduling

Fig. 8. Real queue length as a function of time – TCP FIFO queue (left), UDP FIFO
queue (right) WRR scheduling 4*1 for UDP

Fig. 9. Real queue length as a function of time – TCP RED queue (left), UDP FIFO
queue (right) WRR scheduling 4*1 for UDP

5 Conclusions

In this article we investigate the problem of unfair distribution of bandwidth
between the TCP and UDP streams. This problem is growing, where transmis-
sion takes place through the nodes, with AQM mechanisms. During the tests
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we tried to answer the question whether it is possible to create such conditions
in the queue for both types of data streams to be treated fairly. Our research
was carried out in the environment of new Omnet++ (in version 4.0) simulation
framework extended with the INET package.

During the tests we analyzed the following parameters of the transmission with
AQM: the length of the queue, the number of rejected packets, transmission time
and the RTT parameter. Classical RED algorithms are suitable only for TCP pro-
tocols with congestion algorithms. For UDP traffic the examined parameters of
the transmission with AQM are significantly worse. Moreover, UDP transfers may
in this case practically eliminate the TCP transmissions. Performed experiments
have shown also that it is possible, using well-known queuing mechanisms, to en-
sure fair treatment for both TCP and UDP streams. The best solution would be
here an automatic selection of the parameters of queuing algorithms, depending on
the statistical data collected during normal operation of the router. Our research
has shown that this is possible but very difficult.
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Abstract. Author presents an idea of remote management with applica-
tions using mobile devices. Proposed architecture consists of: applications
run in the Java Virtual Machine environment and use JMX technology
for representing resources, mobile clients run on Java ME platform, and
a proxy server. The access to JMX mechanisms requires an implemen-
tation of RMI protocol. Unfortunately the Java ME Platform does not
define proper API. That is why we need a proxy server representing JMX
services for non-RMI mobile clients. The role of the proxy server is two-
directional translation between text descriptions of MBeans and remote
method invocations. Advantages of proposed solution: easy extensibility
and platform independence.

Keywords: JMX, MBean, mobile console, Java ME.

1 Introduction

The Java Management Extensions (JMX) technology provides the tools for build-
ing distributed and modular solutions for managing and monitoring devices, ap-
plications, services, and the Java virtual machine [1,2,3]. That is defining software
components called managed beans (MBeans) to the representation of every re-
source. The JMX API is a standard application interface introduced in the Java
Standard Edition (Java SE) Platform [4]. The JMX technology was developed
by the Java Community Process (JCP) as Java Specification Request (JSR) 3
[5] and 160 [6]. The JMX offers three ways of controlling remote resources [7]:

– monitoring and changing objects attributes,
– calling objects methods,
– receiving notifications.

These mechanisms implicate following typical uses of the JMX technology:

– consulting and changing application configuration,
– accumulating statistics aboutapplicationbehavior andmaking themavailable,
– notifying of state changes and erroneous conditions.

The JMX technology simplifies a design of remotely managed systems. Very
important is a fact, that the mechanism of the server of MBean components is
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already an integral part of the implementation of the JVM virtual machine [4,8].
In spite of the growing JMX popularity, still are lacking of application for mobile
phones equipped with the implementation of Java Micro Edition Platform, which
with functionality would equal client applications for personal computers. An
original approach for the remote monitoring MBeans made according to the JMX
technology from the level of the mobile device, was a purpose of the research.

2 Existing Solutions

The JMX technology is widely applied in different projects written in Java. Some
of them:

– JRemoteRun [9] – the MBean installed on the JMX server. It enables to
start any program.

– Eclipse-jmx [10] – plug-in for the Eclipse environment. This is a client of a
JMX server, which manages with applications running on any JMX Server.

– JMXView [11] – HTML adapter. It can be installed on the Server and use
web browser In the role of a JMX client.

– JMeasurement [12] – tool measuring the efficiency of chosen parts of code.
Results of monitoring can be downloaded from the server by using MBeans.

– JAFS (Just Another FTP Server) [13] – the FTP server, which can be man-
aged with a set of MBeans.

– Global Discovery Service for JMX Architecture [14] – the project introducing
of agent oriented design for establishing connections and resources discovery.

– MobiMon [15] – so far the only solution for Java ME Platform. That mobile
application connects to a JMX server at using HTTP protocol. The role
of a mediating element plays a web component made in the Java Servlets
technology.

3 A New Approach

In this section the new approach to the JMX is described. This uses a proxy server
as a middle layer between a mobile client and a JMX server. Apart from three-
layered architecture, application interface (API) for mobile devices is also offered.

3.1 Architecture

A popular mobile phone has the processor clock with clock 400 MHz and 1 MB
of the RAM memory. These are little sources in relation to personal computers.
Therefore virtual machine of the Java meant for mobile phones had to be sim-
plified. Defining the Java ME Platform a set of classes and the functions was
limited. In the case of personal computers, data transmitted between a client ap-
plication and the JMX server is serialized. The transmission uses RMI protocol,
which is a base protocol for the JMX. The Java ME Platform does not specify
these three elements: data serialization, RMI, JMX. Theoretically is possible to
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prepare own implementations of indicated elements, but in the reality they will
be too complex for weak mobile devices. The idea is to introduce a proxy server
mediating in the communication between the mobile client and the JMX server
(Fig. 1). Mobile application called MConsole, connects to the proxy server using
TCP/IP protocol and text-based commands. The proxy server connecting to the
JMX server uses standard JMX mechanisms.

Fig. 1. The architecture consists of mobile clients, JMX servers and the proxy server
in the center

3.2 Functional and Non-functional Requirements

Preparing MConsole application in the analysis stage, should be defined func-
tional and non-functional requirements. Among functional requirements it is
possible to point:

– establishing and closing connection to the proxy server,
– establishing and closing connection, and managing the any JMX server with-

out any additional configuration of the proxy server and a JMX server,
– storing the list of JMX servers introduced by the user,
– downloading and looking through the list of MBeans located on a JMX

server,
– acquiring information about chosen MBean,
– reading and changing objects attributes,
– remote operations executing,
– notifications handling.

In every project we can describe also criteria referring to technical aspects. They
are described by non-functional requirements:

– optimization of data transferred between the MConsole and the proxy server,
– safe data transferring,
– easy to use user interface.
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3.3 MConsole API

A part of the project realizing communication to the proxy server is made in
a form of separated library with clearly defined specification. Main package
mconsole.jmx includes:

– NotificationListener – interface implemented for notification handling,
– ArraysUtil – several static methods for arrays processing,
– ServerConfiguration – contains configuration of server connection (ad-

dress, port, login, password).

Apart from that, the application interface consists of two sub-packages dedicated
to communication: mconsole.jmx.io and mconsole.jmx.dto. The package
mconsole.jmx.io includes API responsible for the connection to the proxy server:

– Serializable – interface implemented in classes, which instances are trans-
mitted to the proxy server,

– Serializable – interface implemented in classes, which instances are trans-
mitted to the proxy server,

– ProxyConnection – represents connection to the proxy server, that includes
method for manipulation with MBeans,

– ProxyConnector – establishes connection to the proxy server,
– ResponseTypes – contains types of reply of the proxy server after processing

a request,
– SecureSerializer – operates with serialized objects,
– Serializer – cooperates with objects of the Serializable type, corre-

sponds for writing and reading them out to the value from the data stream,
– ProxyConnectionException – represents a mistake of the connection with

the proxy server,
– ProxyTimeoutException – represents an exception of the time out for the

proxy server response,
– RemoteException – represents exceptions, which are thrown on the JMX

Server side.

The package mconsole.jmx.dto includes classes, which serialized instances are
sent through the Internet. This part of MConsole API includes:

– Value – the interface implemented by classes of attributes, which are sent
to the proxy server,

– Attribute – MBean attribute,
– AttributeInfo – metadata of a MBean attribute,
– BeanInfo – information about MBean,
– BeansTreeNode – node of a tree structure with information about MBeans,
– BigDecimal – immutable, arbitrary-precision signed decimal numbers,
– BigInteger – immutable arbitrary-precision integers,
– CompositeData – contains an array of objects,
– ConstructorInfo – metadata of a MBean constructor,
– Descriptor – contains pairs key-value describing elements of MBean (at-

tribute, operation or notification),
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– FeatureInfo – base class for classes of metadata: AttributeInfo,
ConstructorInfo, NotificationInfo, OperationInfo,

– Notification – represents notification generated by the JMX server after
event,

– NotificationInfo – metadata of a notification,
– NotSupportedValue – represent the value not supported by the JMX server,
– ObjectName – MBean name,
– OperationInfo – metadata of an operation,
– ParameterInfo – metadata of operation parameters,
– SimpleValue – class enclosing objects from java.lang package,
– TabularData – includes array of objects of CompositeData type.

4 The Role of the Proxy Server

The main task of the proxy server is a two-directional translation between text
descriptions of MBeans sending via TCP/IP and remote method invocations.
Apart from that the proxy server also forwards JMX server’s notifications to the
mobile client.

4.1 Data Mapping

An engine of the proxy server uses a standard SocketServer class in the imple-
mentation. It is responsible for starting the server and for the service of requests
for clients. A service part of the proxy server waits for clients connections and
creates a new service thread for every one. In the thread the exchange of keys
encoding between the client and the server is realized. Next, the clue of com-
munication is performed – the server gets operation identifier and the list of its
arguments, looks for them in MBeansProxy class, calls it, and gets a result back.
The connection is still opened after the first response, and the proxy server still
waits for next requests of the same client. The mobile client initiates of testing
attributes and methods invocations. Generating notifications is the only action
initiated by the JMX server. Notifications are the result of events occurred on
the JMX server. They usually generated independently of the state of the mobile
client. Their idea is very similar to triggers in databases. In the case of notifica-
tion, the JMX server sends information about an event to the proxy server. The
proxy server forwards it to the mobile client via opened TCP connection (this
is not possible at use HTTP protocol). Waiting to be sent, it is being checked,
whether in the given moment he isn’t undergoing other communication with
the same client. That is realized with a mechanism of threads synchronization
implemented in JVM virtual machine.

4.2 Data Serialization

The communication between mobile application and the proxy server uses the
ProxyConenction class. Every request sent to the proxy server consists of func-
tion name and list of parameters. The server after receiving a request, uses a
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mechanisms of reflection for searching functions in the MBeansProxy class. Found
functions are being invocated with received parameters. The result of the func-
tion is sent back to the mobile client. Such a communication model enables the
simple development of the server by new functions. Adding the new method to
the MBeansProxy class doesn’t require introduction of changes to the protocol
of the communication, and no additional configuration. At once after giving the
new function on the JMX server the mobile client can use it. All data transmit-
ted between the mobile application and the proxy server is sent in the form of
serialized objects. A Serializer class is responsible for a serialization of these
objects. This class allows to transform following types to the byte stream:

– all primitive types (byte, short, int, . . . ),
– classes wrap a values of primitive types in objects (Byte, Short, Integer, . . . ),
– Vector, Stack, String, Date, Hashtable,
– classes implementing Serializable interface,
– one-dimensional arrays of above types.

Definitions of remaining classes for data transmission, which can be serialized, are
placed in the mconsole.jmx.dtopackage. All of them implements Serializable
interface. This interface consists of two methods: write(DataOutputStream) and
read(DataInputStream). If sent (or received) is an object of the class, which
does not implement of Serializable interface, then writing (or reading) to
the stream is realized in the Serializer class. In other case an identifier of
a class implementing Serializable interface is write into the stream. Next
write() method is called. Method write() is responsible for a storing of values
of object attributes to the stream. The Serializer object also reads data from
the stream. If object implementing Seralizable is received, the Serializer
object reads its class identifier from the stream, makes an instance of this class
invocating a non-argument constructor, and finally calls method read(). This
method reads values of object attributes up one by one. The MConsole API
also includes SecureSerializer class, which uses the Serializer class and
additionally realizes encryption of transmitted data.

4.3 Creating the List of MBeans for the Mobile Client

Collecting a list of MBeans from the server, their names and all attributes with
values are being taken. Sending of the complete information with every value isn’t
necessary. The proxy server for data from the JMX server, uses a structure of
objects of the BeansTreeNode class. This structure keeps information of MBeans
in a form of tree, where every node represents one pair: key/value. The node also
consists of references to other nodes. The full sequential list of data is made by
recursively searching from top to bottom of the tree. The result is a list being
created according to the following schema:

MBean1:key1=value1,...,keyN=valueN.MBean2:key1=value1,...

This way we can optimize a set of data transmitted through the net. In the case
of the JBoss server, we have over 500 MBeans [16]. The full list of data takes
46 409 bytes. Using proposed method it can be reduced to 32 969 bytes.
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5 Security

Managed Beans can represent very important resources, so transmitted data
between JMX server and proxy server, and between proxy server and mobile
application should be encrypted for increasing the safety.

5.1 Data Encryption between the Proxy Server and JMX Server

In the case of connection between the proxy server and the JMX server can be
used mechanisms supported by JMX technology, which means the SSL protocol.
The SSL protocol requires holding the certificate of the server in a store of
certificates. If the server allows clients to public access, then a trusted supplier
should deliver a certificate. However in some cases a self-signed certificate is
sufficient. Java Development Kit delivers a proper tool: keytool. Sample use:

keytool -genkey -alias jmxServer -keyalg RSA
-keystore jmx.keystore

where: jmxServer – certificate name, jmx.keystore – certificates store
The certificate of the server should be exported to the file:

keytool -export -alias jmxServer -keystore jmx.keystore
-file jmxServer.cer

where: jmxServer.cer – file name.
Next a store of certificates for a client (in our case: the proxy server) should

be created, and certificate of the server can be imported:

keytool -genkey -alias jmxClient -keyalg RSA
-keystore jmx.truststore
keytool -import -file jmxServer.cer
-keystore jmx.truststore

The method of an encryption is dependent on the used application server. For
example in order to include this function for the JBoss server, following lines
should be added to the script starting the server:

set JAVA_OPTS=%JAVA_OPTS%
-Dcom.sun.management.jmxremote.ssl=true
set JAVA_OPTS=%JAVA_OPTS%
-Djavax.net.ssl.keyStore=../conf/jmx.keystore
set JAVA_OPTS=%JAVA_OPTS%
-Djavax.net.ssl.keyStorePassword=changeit

Starting the client application with proper parameters is the last step. That will
allow gaining access to the certificate of the server:

client -J -Djavax.net.ssl.trustStore=jmx.truststore
-J -Djavax.net.ssl.trustStorePassword=trustword
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5.2 Data Encryption between the Proxy Server and JMX Server

In this case also SSL protocol can be used. However all steps from previous sec-
tion cannot be repeated. One of steps is importing certificate of the server into
the store. Most producers of mobile devices, do not implement such functional-
ity in their products. They implement read-only store contains several standard
certificates, and programmers has no opportunity to add next. The SSL proto-
col can be replaced by external library for data encryption, i.e. Bouncy Castle
Crypto Package [17]. Establishing of a connection to the server is similarly as
in the case of the SSL protocol. Further steps of the algorithm establishing the
encoded connection:

1. The client is beginning the connection to the server.
2. On the initial stage, data is encrypted by asynchronous algorithm. The server

creates a pair of keys (public and private), and next sends the public key to
the client.

3. The client generates the key used for synchronous encoding, then data is
encoded with the public key obtained from the server and it is sent to the
server.

4. The server using its private key is decoding the key received from the client.
5. From this moment all data is encoded by a synchronous algorithm.

The above method is combining advantages of asynchronous (better safety,
greater resistance to attempts to break a code) and synchronous (short time)
encoding. For asynchronous encrypting can be used the RSA algorithm with
1024-bit key, and for synchronous encrypting: DES algorithm with 64-bit key.

6 Implementation

The architecture described in the section was implemented in the Java lan-
guage [18]. The mobile client consists of two parts: implementation of MConsole
API and interactive graphical user interface. This reference implementation of
the application interface has a form of a library, and can be an add-ins for
other applications. The size of the first version was about 1 MB. It was so large
because of including Bouncy Castle Crypto Package for encryption. Addition-
ally this encoding library uses some classes from Java SE Platform, which are
not the part of Java ME Platform. They are i.e. java.math.BigInteger or
java.util.StringTokenizer. These classes are also implemented in Bouncy
Castle Crypto Package for mobile devices. The size of the whole mobile applica-
tion was too large, so it was made smaller. Using the lexicographical method of
size optimization [19] and removing unused classes, the size of the implementa-
tion of the mobile client was reduced to 300 KB.

7 Conclusions

In the section is presented the newapproach to themobile access to the JMXserver.
Advantages of proposed solution: easy extensibility – software for mobile device
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should have a form of a library implementing proposed API, platform indepen-
dence – proxy server accepts text commands. Certainly a better idea is a two-tier
architecture. However, it would require of enforcing the RMI protocol as the stan-
dard for the Java ME Platform. Another idea is introduction of direct access to
MBeans by using TCP protocol. Such a solutions are still developing, but they are
not common, because require an improvement of the standard JMX server.
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Abstract. Cloud Computing has received much rumour during the last
year. Although the idea of lending processing power and data storage
is, in essence, known since the very beginning of the computer industry,
a new distributed computing platform coming from Microsoft is expected
to have much impact on the enterprise software development and usage.

However, production monitoring systems are traditionally built with
on-site data stores and specialized hardware and software solutions that
interconnects data sources (process controllers) and data stores. We pro-
pose an alternative approach. Using modern PLC solutions, one is able
to avoid on-site data store in favor of Cloud Storage available over the
Internet, lowering capital and maintenance expenses.

Keywords: availability, cloud computing, database, PLC, REST.

1 Introduction

In a global economy and strong competition world, enterprises are encouraged to
provide its customers with low cost and high quality goods. In order to achieve
that goal, production processes are continuously monitored for any deviations of
process parameters. Monitoring systems help in detecting problems early before
they arise and provide opportunity for applying proper preventive or correction
actions.

Classic production process monitoring system (Fig. 1) consists of the follow-
ing main components: a data source (i.e. process controller), an on-site data
store interconnected by intermediary communication infrastructure built with
specialized hardware and software solutions.

2 Production Monitoring System Components

2.1 Data Source

Data source is a programmable device performing data acquisition in process
monitoring system. A data source must execute program with real-time con-
straints to assure that no process data is lost and typically provide some kind
of data buffering features, improving reliability of the whole monitoring system.
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Fig. 1. Architecture of an industrial process monitoring system

Process controllers, for example Programmable Logic Controllers (PLC, e.g. [1]),
Distributed Control Systems (DCS, e.g. [2]) or Programmable Automation Con-
trollers (PAC, e.g. [3]), are natural data sources for monitoring systems, as all
process data flows by them. It is also possible that separate devices perform
acquisition of process data and actual process control. In such case, the device
that performs data acquisition function is considered a data source.

2.2 Communication Infrastructure

Communication infrastructure in typical monitoring system consists of the fol-
lowing three subcomponents.

1. Industrial network with dedicated communication protocol and possibly ded-
icated physical layer hardware.

2. Gateway device equipped with necessary hardware and software that exe-
cutes protocol stacks and perform data conversion.

3. Corporate network that provides access to the data store, typically using
a fast Ethernet connection.

Many modern process controllers are equipped with Ethernet interface, simpli-
fying development of industrial monitoring systems, as dedicated physical layer
hardware is no longer necessary. In such environment, the gateway is used mainly
as application layer protocol converter, and could be avoided if a data source
was able to handle data store communication protocol, as described in paper [4].

The data store may be considered as a black box accessible by either dedicated
binary protocols (e.g. TDS [5], Oracle SQL*Net, etc.) or HTTP-based protocols
(SOAP [6] or REST [7,8]). However, it is required that implementing custom
protocols in application software is supported by the firmware of the process
controller. Examples of such devices are Saia-Burgess PCD series programmable
logic controllers [9].

2.3 Data Store

Data store is a part of the back-end corporate IT infrastructure, located in data
processing centers. Nowadays, multiple products and technologies for data pro-
cessing centers are commercially available, including database server clustering,



228 A. Jestratjew and A. Kwiecień

connection brokers, load balancers, application server farms and hardware redun-
dancy, to name just a few of them. These technologies together with physical
security, controlled environmental conditions and valid operation procedures al-
low building back-end systems that fulfill corporate requirements of availability,
scalability and performance [10,11].

In context of industrial monitoring systems, it shall be considered that build-
ing a data store with required availability and processing power is more a cost-
to-benefit problem than engineering problem. Enterprise that is building its own
data processing center faces high costs of ownership, both costs of initial hard-
ware and software deployment and costs of operation and maintenance. For
small-to-medium sized companies such costs can be a barrier that makes imple-
mentation of production monitoring systems economically unfeasible. Lowering
such barriers is possible by using hosting services provided by third parties.

3 Software as a Service

The Software as a Service (SaaS) term is used to describe software delivery
model, where users pay fee for actually using the application rather than for
rights (license) to use it [12]. It is often assumed that the application is hosted in
the vendor’s data center rather than the user’s own one, turning capital expenses
of building the data center into operational expenses of using it. As applications
are accessed remotely over the Internet, this model is also referred to as Cloud
Computing.

Not all software vendors have to maintain its own data centers to deliver soft-
ware as a service. Some, especially smaller size software vendors, may choose
to use commercially available hosting services to deliver the software product
at lower costs because of economy of scale effect. An example of such hosting
services is Windows Azure, “a platform for running Windows applications and
storing their data in the cloud” [13], i.e. on “a large number of machines, all
located in Microsoft data centers and accessible via the Internet” [13]. These
services are available with defined Service Level Agreements (SLAs) [14] at rel-
atively low costs that makes it attractive even for small sized companies.

The SaaS model gain popularity in some enterprise software markets, like
enterprise resource planning (ERP), customer relationship management (CRM),
project management to name just a few. However, it is rather uncommon in
software used on so called factory floor level, e.g. production control, monitoring
and visualization software.

4 Windows Azure Platform

Microsoft Windows Azure platform is a collective name for a group of services
that are available to software developers. The following short description of the
platform is based on [13] and [15]. The platform currently consists of the following
services.
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1. Microsoft Windows Azure Compute.
2. Microsoft Windows Azure Storage.
3. Microsoft SQL Azure.
4. Microsoft Windows Azure platform AppFabric Access Control.
5. Microsoft Windows Azure platform AppFabric Service Bus.

4.1 Windows Azure Compute Service

Windows Azure Compute is a hosting service that provides Windows-based en-
vironment for running applications. It is designed to be highly scalable to handle
a large number of simultaneous users. That is achieved by scaling out the ap-
plication, i.e. running multiple instances of the application. Each instance is
executed in its own virtual machine, created and managed automatically. Num-
ber of instances of the application can be changed as needed. Applications for
the Compute service can be created either in native or managed (.NET Frame-
work) code, using a variety of development tools and technologies available for
Windows.

Two different instance types (roles) are available for developers: Web role in-
stances and Worker role instances. Web role instance runs Internet Information
Services 7 (IIS) that accepts incoming HTTP or HTTPS requests and passes
them to the user’s application, built with ASP.NET, Windows Communications
Foundation or other technology supported by IIS. If multiple Web role instances
are configured for the application, the platform balance requests across all in-
stances. That means the application must be stateless – any client-specific state
must be persisted using either Azure Storage or SQL Azure or included in the
request. RESTful, stateless web services are best fitted there.

Worker role instances lack the IIS. Such instances are designed primarily to
perform processing tasks, using data persisted by Azure Storage or SQL Azure
services. There are no built-in limits, however. It is even possible that the ap-
plication executed by the Worker role instance runs its own HTTP server and
handles requests.

4.2 Windows Azure Storage Service

Windows Azure Storage is a data persistence service that provides several types
of data containers: blobs, tables and queues. A blob (binary large object) contains
application-specific binary data and can be huge – up to terabyte each. Blobs
can also be used as storage for Azure Drive. Azure Drive implements NTFS file
system atop the blob and allow the application to store files within it.

Azure Storage tables store data as a group of entities that contains named
properties. Despite similar name, storage tables are not relational tables and do
not enforce fixed schema. Instead, each entity can have its own set of properties
with various names and data types. However, each entity must include the fol-
lowing properties: PartitionKey, RowKey (both are string values up to 1 KB in
size) and Timestamp (a DateTime value). The developer controls values of Par-
titionKey and RowKey. The Storage service manages the value of Timestamp
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to record the time an entity was last modified to provide optimistic concurrency
[16]. An entity can be up to 1 MB in size.

PartitionKey value is used to scale-out data by distribute data across stor-
age nodes. Entities having equal PartitionKey values are expected to be stored
within the same node. RowKey value uniquely identifies the entity within a given
partition. Concatenated values of PartitionKey and RowKey uniquely identify
the entity within the table.

Azure Storage queues are designed for communication purposes rather that
permanent data storage. A queue stores unlimited number of messages that can
be up to 8 KB in size. Messages are appended to the end of the queue and
retrieved from the front, however first in first out behavior is not guaranteed
[17]. A primary function of queues is to provide a way for Web role instances to
communicate asynchronously with Worker role instances and vice-versa.

Windows Azure Storage services are available with RESTful approach over
HTTP or HTTPS protocol. These services can be used either by applications
hosted within Azure Compute services or desktop applications accessing data
over the Internet (Fig. 2). All request sent to Azure Storage services must be
signed with HMAC-SHA256 algorithm with shared secret key [18].

The platform is responsible for data replication (all data is replicated three
times) and distribution to achieve fault tolerance and keep high performance
even for huge amounts of data.

Fig. 2. Azure Storage account accessed by Windows application

4.3 SQL Azure Service

Microsoft SQL Azure is a relational database management system compatible
with Microsoft SQL Server. SQL Azure databases can only be accessed with
binary TDS [5] protocol, just as regular SQL Server databases, using any of
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existing SQL Server client libraries including ADO.NET and ODBC. Standard
programming tools, like Management Studio, Reporting Services, etc. can also be
used. A single SQL Azure database is limited to 10 GB in size, however multiple
databases can be used if necessary.

4.4 Azure Platform AppFabric Services

AppFabric services are provided to ease interconnections between applications
running either on user’s desktop or in the cloud. It shall be noted that despite
similar name, AppFabric services are not related to the Azure Fabric. The Azure
Fabric is an infrastructure component that manages virtual machine instances
used by Azure Compute service.

AppFabric Access Control service provides a flexible mechanism to create,
manage and transfer information about application identity using REST ap-
proach. Currently handling user identity information is not supported, however
it will be in future. Client application, after successful authentication over en-
crypted HTTPS channel, receives a signed token that contains identity informa-
tion about this client, expressed as set of claims, i.e. human readable name/value
pairs. These claims are created by Access Control service with use a set of con-
figurable rules.

AppFabric Service Bus allows for easily and safely exposing proprietary ser-
vices running inside private networks to client software running outside the pri-
vate network. This client software might be running either on a cloud platform
or inside another organization. Service Bus acts as a well-known endpoint that
both client and server software can bind to, allowing to communicate with pro-
prietary services without the need for exposing them directly to the Internet,
having fixed IP address, opening ports on firewalls etc. The service binds to the
AppFabric Service Bus and periodically pulls for client requests.

5 Accessing Cloud Storage by Process Controllers

Assuming the process controller is able to issue HTTP requests, one can build
production monitoring system using Cloud Storage instead of on-site data store.
A simple example of such system is shown on Fig. 3. In this section, the Windows
Azure platform is considered as an example of the hosting services and Saia-
Burgess PCD Series programmable logic controllers as an example of production
monitoring system data source.

Proposed system contains only a few components: data sources, dedicated
local area network and a router with NAT and/or firewall protecting data sources
from external interference.

Instead of dedicated router, one can use a dedicated port on the main Inter-
net router used by the organization. Production data stored in the cloud can
be accessed by any client application and used to create reports. Despite its
simplicity, proposed system architecture has two important drawbacks.
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Fig. 3. Direct PLC access to Azure Storage service

1. Data source PLC must sign each request issued to the Azure Storage service
with HMAC-SHA256 algorithm. That is computation intensive operation
that increases the total processing time, thus affecting real-time properties
of the PLC. Moreover, it is also required to distribute the secret key to every
process controller used as data source, increasing maintenance efforts.

2. All requests are done with unencrypted HTTP protocol, as implementing
SSL/TLS encryption layer within application software of the PLC seems
to be unfeasible, mainly because of high encryption processing costs. As
such, these requests are vulnerable to man-in-the middle attack leading to
information disclosure.

Using SSL/TLS tunneling features available in some routers, the HTTP requests
issued by data sources can be converted into encrypted HTTPS requests on
the perimeter of the dedicated LAN, removing the possibility of information
disclosure (Fig. 4).

Dedicated LAN SSL Tunnel

Windows 
Azure table

HTTPS with
HMAC-SHA256

signature

HTTPS with
HMAC-SHA256

signature

Fig. 4. Accessing Azure Storage with SSL tunneling

Because both sides of the SSL connection can be configured to authenticate
each other using certificates, signing of HTTP requests can be avoided. However,
as all requests to Azure Storage must be signed, additional proxy layer is needed
in form of the Azure Web role instance (Fig. 5). The data sources issue HTTP
requests that are tunneled securely within encrypted SSL connection. The Web
role instance receives these requests, signs them and forwards to the Azure Stor-
age service. While this solution increases operating costs, as computational time
of the Web role instance is charged, it significantly simplifies implementation of
the data source PLC application software and reduces hardware costs as less
powerful PLCs can be used.
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Fig. 5. Accessing Azure Storage through Azure Compute Web role instance

6 Performance Considerations

To validate presented concepts a monitoring system that follows Fig. 5 was de-
veloped and deployed. Saia-Burgess PCD3.M5540 programmable logic controller
was used as the data source. A very simple implementation of HTTP client
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software for that PLC discussed in [4] was further developed into production-
quality HTTP 1.0 [19] client code. That implementation allows the PLC to
access relational database servers exposing its functionality using HTTP-based
RESTful [8] web services with JSON [20] data encoding. Such web service was
developed with Microsoft ASP.NET Data Services Framework [21]. Microsoft
Azure SDK [22] was used to handle data transfers to the Azure Storage. The
service was tested and then deployed into Azure Compute Web role instance.
HTTP-to-HTTPS tunneling was implemented with Stunnel 4.31 [23] running on
Windows 2003 Server Standard Edition Service Pack 2.

During the experiment, HTTP requests were issued one after another. Each
HTTP request was about 4 KB in size and response was about 4.5 KB in size.
Broadband (over 10 Mbps) Internet connection was used. Results of measure-
ments are shown on Fig. 6. Over 20 000 individual requests were processed. Azure
Storage access times as seen by the data source are mostly less than a second.
However, there can be observed regular delays in service response times that
increase request processing time up to about 11 seconds.

7 Conclusions

Implementing production monitoring systems that use Cloud Storage services
rather than on-site data storage centers is technically feasible with some of the
currently available programmable logic controllers. That creates an interesting
business alternative for some of small-to-medium sized companies, as fully fea-
tured monitoring systems can be built without capital costs of dedicated data
storage infrastructure.

Unfortunately, PLC vendors rarely support creating custom communication
protocols within application software for Ethernet-based networks. Moreover,
implementing custom HTTP client encounters difficulties in both code complex-
ity and execution time because programming languages that are available are
rather inadequate for string processing that is necessary for HTTP-based com-
munication. Above problems shall be resolved by PLC vendors, by implementing
in the firmware fully featured HTTP 1.1 client software.
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Abstract. The article presents methods of improving speech process-
ing based on phonetics and phonology of Polish language. The new pre-
sented method for speech recognition was based on detection of distinc-
tive acoustic parameters of phonemes in Polish language. Distinctivity
has been assumed as the most important selection of parameters, which
have represented objects from recognized classes. Speech recognition is
widely used in telecommunications applications.
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1 Introduction

Division of Telecommunication, a part of the Institute of Electronics Silesian
University of Technology, since many years specializes in advanced fields of
telecommunication engineering. One of them is speech communication applica-
tions. Main research areas on this field are: speech synthesis, speech recognition
and speaker verification and identification systems. Typical speech communica-
tion applications are presented on Fig. 1 [1].

Fig. 1. Speech communication applications

2 Results of Research on Speech Synthesis

At present, the speech synthesis is widely used in many applications, the first
of all in telecommunications [2,3]. In Institute of Electronics ware developed
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two generation of speech synthesizer for Polish based on TTS (Text to Speech)
technology. Structure of TTS synthesis system is presented on Fig. 2.

Fig. 2. Structure of text-to-speech synthesis system

The full TTS system converts an arbitrary ASCII text to speech. The first
task of the system is to extract the phonetic components of the required message
realized in text processing unit shown in Fig. 3.

Fig. 3. Structure of text processing unit

The output of this stage is a string of symbols representing sound-units
(phonemes or allophones), boundaries between words, phrases and sentences
along with a set of prosody markers (indicating the speed of speech, the intona-
tion etc.). The second part of the process is to match the sequence of symbols
up with items stored in the phonetic inventory, link them together and send to
a voice output device. This task is realized in speech processing unit shown on
Fig. 4.

A combination of linguistic analysis must be done in the first stage which
involves: converting abbreviations and special symbols (decimal points, plus,
minus, etc.) to spoken form. On the Fig. 5 are shown two generations of speech
synthesis systems for Polish developed by Institute of Electronics, Silesian Uni-
versity of Technology.
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Fig. 4. Structure of speech processing unit

Fig. 5. Two generations of speech synthesis system for Polish developed by Institute
of Electronics Silesian University of Technology

Developed speech synthesis systems are presented on Fig. 5:

– SM10 text-to-speech system for Polish, was the first speech synthesizer de-
veloped in Institute of Electronics, Silesian University of Technology, to sim-
ulate the human vocal tract, dedicated for blind persons. SM10 allows proper
word pronunciation and word stress by means of full phoneme transcription.
Speech synthesis was made on the phoneme level.

– SM23 is the next generation of speech synthesis system based on allophonic
level. Allophonic speech synthesis quality is better than quality of SM10
phoneme speech synthesizer. SM23 software provides natural-sounding,
highly intelligible text-to-speech synthesis.
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3 Results of Research on Speech Recognition

Speech recognition is a conversion from an acoustic waveform to a written equiv-
alent of the message information. The nature of speech recognition problem is
heavily dependent upon the constraints placed on speaker, speaking situation
and message context. Detailed structure of speech recognition process is shown
on Fig. 6.

Fig. 6. Detailed structure of speech recognition process

Speech recognition process is realized in two steps presented on Fig. 7. In the
first step speech signal is processed by phonemes recognition system. The result
of this process is sequence of phonemes or allophones. This sequence is processed
by phonemes to text conversion unit with elements of speech understanding
system. Final result is this process is text.

Fig. 7. Two steps of speech recognition process

The second major of research in speech communication applications is speech
recognition and particularly improving speech recognition process of Polish lan-
guage using linguistic knowledge (phonetics and phonology) [4]. This idea is
presented on Fig. 8. Improving speech recognition process is realized by using
acoustic, phonetic, syntactic and semantic knowledge of Polish language.
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Fig. 8. Methods of improve speech recognition process

Result of this research was creation of multilayer speech recognition system.
Each layer realizes one step of speech recognition process. There are: acoustic
layer, articulation layer, phonetic layer, syntactic layer, semantic layer and appli-
cation layer. Model of multilayer speech recognition system is shown on Fig. 9.

Fig. 9. Multilayer speech recognition system with elements of speech understanding

The first acoustic layer provides physical parameters of speech. Second artic-
ulation layer provides vectors of distinctive parameters of speech. Phonetic layer
on the basics of these vectors generates sequence of speech phonemes. Syntactic
layer using dictionary of pronunciation rules provide orthographical notation of
speech. Semantic layer establishes of meaning orthographical sequents of char-
acters and provides sentences in Polish language. Task of application layer de-
pends on destination of speech recognition system. The new used method for
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speech recognition was based on detection of distinctive acoustic parameters
of phonemes in Polish language. Distinctivity has been assumed as a most im-
portant selection of parameters which have represented objects from recognized
classes of phonemes.

4 Improving Recognition Process of Polish Phonemes

Phonemes are sound units determined meaning of words. Effective phonemes
recognition, sound units of each language allow to effective recognizing continu-
ous speech. Improving phonemes recognition process is possible ussing phonetics
and phonology of Polish language [5,6]. The new method of speech recognition
was based on detection of distinctive acoustic parameters of phonemes in Polish
language. Each phoneme is specific by vector of distinctive parameters of speech
signal. The first distinctive parameter means class of phoneme. Second means
place of phoneme articulation. Third parameter means method of phoneme

Fig. 10. Set of distinctive parameters of Polish phonemes with articulation probability
and number of distinctive parameters required to recognize each phoneme
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articulation. Average number of distinctive parameters required to recognize one
phoneme equals 2.71, and was estimate using formula (1):

Ns =
M∑

k=1

pk · Nk =
37∑

k=1

pk · Nk = 2.71 (1)

where: Ns is average number of distinctive parameters of speech, M number of
phonemes, pk probability of k-th phoneme articulation, Nk number of distinctive
parameters required to recognize k-th phoneme.

Figure 10 presents set of distinctive parameters of Polish phonemes with ar-
ticulation probability. Set of Polish phonemes is presented on Fig. 11.

Fig. 11. Set of Polish phonemes

5 Examples of Language Processing in Polish

We can distinguish two very important tasks in Polish language processing:

– letter-to-phoneme and phoneme-to-sound conversions in speech synthesis
and,

– sound-to-phoneme and phoneme-to-letter conversion in speech recognition
process.
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The letter-to-phoneme conversion changes ASCII text sequences to phoneme
sequences. The phoneme-to-letter conversion performs reverse operations. It is
based on implementation and employment of rule-based system and the dictio-
nary for exceptions. This is very crucial fragment of the code within the entire
speech processing software. Pronunciation of Polish language words is not very
complicated. Even though the letter-to-phoneme conversion has more than 90
pronunciation rules, which requires an exception dictionary. Each phoneme is ac-
tually represented by a structure that contains a phonemic symbol and phonemic
attributes that include duration, stress, and other proprietary tags that control
phoneme synthesis. This scheme is used for handling allophonic variations of a
phoneme. The term phoneme refers either to this structure or to the particular
phone specified by the phonemic symbol in this structure. Figure 12 present
examples of this process.

Fig. 12. Examples of letter-to-speech conversion and speech recognition

Fig. 13. Structure of dialog system with speaker reconciliation feature
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6 Summary

The research on speech recognition is continued. At present efforts concentrate
in creation efficient speech recognition system based on multilayer speech recog-
nition model using distinctive parameters of speech. The second major of effort
is creation speaker verification and identification system and implement some
speaker identification algorithms in speech recognition system. Future goal of
research is construction of full speech dialog system with elements speech un-
derstanding based on artificial intelligence technology. Structure of this system
is presented on Fig. 13 [7].
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Abstract. This paper presents the Internet application, which allows to
perform distant statistical analysis of the data form the GENEPI-ENTB
database. The database includes tissues from irradiated patients with
different types of cancer linked out to a detailed description of treatment
and outcome. The main purpose of the system presented in the paper
is to provide to the users an access to the GENEPI-ENTB data and al-
low to perform statistical analysis of the data. The authors describe the
system architecture, the analysis that can be done by tools available in
the system and how exactly the system works. The paper also includes
short description of the GENEPI-ENTB database, characterization of
the project, and plans of the future development of the system.
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1 Introduction

The degree of reaction of a human body to ionizing radiation strongly depends
on the individual radiosensitivity. A standard treatment may result in a range of
normal and tumour tissue reactions, thus ability of predicting the consequences
of treating an individual patient with particular dose might significantly im-
prove the results of a therapy and quality of a patient life after treatment. How-
ever, our knowledge of mechanism underlying inter-individual differences is still
insufficient, thus in many clinical situations, radical doses are limited by the
minority of patients whose normal tissues are particularly sensitive [1]. In Fig-
ure 1 a schematic representation of the frequency distribution of normal tissue
responses amongst patients which would result from identical radiotherapeutic
treatment is presented [2]. In a group of patients treated to the same radical
dose, a wide range of reactions are observed and variation in sensitivity to gra-
dation is known to be influenced by genetic factors. If we would know the genetic
profile of the non- or over-responders (NR, OR), we could maximize radiation
doses to cancer cells while minimizing damage to surrounding healthy tissue.

The GENEPI-ENTB project was established to create a database includ-
ing normal and tumor tissue bank of a patients receiving radiotherapy which

A. Kwiecień, P. Gaj, and P. Stera (Eds.): CN 2010, CCIS 79, pp. 245–252, 2010.
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could serve as an infrastructure for molecular research on tissues of irradiated
patients [3]. The GENEPI-ENTB databank was established with EURATOM
(European Atomic Energy Community) support in FP5 (fifth framework pro-
gramme of the European Community for research) and was further developed
and maintained as a part of the GENEPI-ENTB2 project in FP6. The dataset
includes tissues from irradiated patients with head and neck, breast, rectal or
prostate cancer linked to a detailed treatment (dose distributions with dose gra-
dients, total dose, dose per fraction) and outcome data.

In this paper we present a system which allows to obtain distant access to the
data included in GENEPI-ENTB database and to perform statistical analysis of
the collected data. Currently, the database includes data for over 7 000 patients
from 13 different medical centers, which makes GENEPI-ENTB database the
largest infrastructure in this field worldwide and enables the selection of sta-
tistically relevant groups for analysis. To be able to perform efficient analysis
of such amount of data, the system must provide to the user tools for selec-
tion different groups of patients and various features describing them. As the
system is designed mainly for biologists and medics, the analysis offered by the
system are descriptive statistics and simple statistical tests for independence.
Additionally, due to the ethical issues, the system must strictly satisfy the se-
curity requirements, thus the access to the GENEPI-ENTB database cannot be
freely available.

Fig. 1. This figure originates from paper [2] and describe the variation of responses
amongst patients received the same therapeutic treatment

2 Statistical Analysis

In the current implementation, data is subjected to only simple statistical anal-
ysis. Exemplary, for specified search criteria, information is displayed in percent-
age regarding to sex of people that meet them. This method can be used also for
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the other enumerated types. For continuous data, for example data on radiation
dose, it can be read from the chart what percentage of people received a dose
from a given range. Such an analysis provides only a general overview of the data
(statistical information, eg. number of females, average age, etc.), but we want
to know the dependencies between different features. For example, information
about whether being overweight or smoking have an influence on the type of
cancer or dependencies between type of cancer and gender. Such an analysis is
the most interesting for us and that is the main purpose of this web site.

So what dependencies we are looking for? Everybody knows that smoking
causes lung cancer, and if such an information is detected by the system it is
not valuable. We should skip the obvious dependencies and take care of what
can generate real profits. Site should then focus, for example, on data relating
to individual patient radiotherapy. It is worth finding the relationship between
type of radiotherapy, adopted medicines and type of cancer or size of side effects.
Additionally, we can also attempt to make a comparison of different medical
centers in terms of effectiveness.

The first and simplest statistical test that can be used for such analysis, is
the chi-square test of independence [4]. This test is typically used to determine
whether distribution of categorical variables differ significantly from the expected
one. To apply this test, we need to create a contingency table consisting of rows
and columns including frequencies of observed features. In this statistics we
always have two features. First feature is described in columns and the second
in rows, and on the cross-section we can see dependencies between features.
Table 1 is an example of such a contingency table.

Table 1. General form of a contingency table

feature 1 value 1 feature 1 value 2 . . . feature 1 value k

feature 2 value 1 n11 n12 . . . n1k

feature 2 value 2 n21 n22 . . . n2k

. . . . . . . . . . . . . . .
feature 2 value r nr1 nr2 . . . nrk

On the cross-section of the table there is a number of both features within
each category. We denote these features by the letters X and Y . We can assume
the following null hypothesis: the attributes are independent, what is denoted
as H0:

H0 : P (X = xi, Y = yi) = P (X = xi) ∗ P (Y = yi) , (1)

and the alternative hypothesis: there is a dependency between attributes, de-
noted as H1:

H1 : P (X = xi, Y = yi) �= P (X = xi) ∗ P (Y = yi) (2)
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Finally, the chi-square statistic is computed as follows:

χ2 =
k∑

i=1

r∑
j=1

(nji − n̂ji)2

n̂ji
(3)

where:

n̂ji =

k∑
i=1

nji ∗
r∑

j=1

nji

n – theoretical number of elements in the sample,
nij – number of elements in the sample,
k – number of columns in the contingency table,
r – number of rows in the contingency table,
n – number of all elements.

3 System Architecture

The system was designed as the Internet application, for multiple users with
different roles. Until now, there is a normal user role and the administrator role.
The difference between them is essential. Normal user may be anyone who sub-
mits a registration form, and then must be approved by a system administrator.
In the current implementation, anyone can fill in the form, so there is a risk
that the administrator will have many forms to review. One idea is to reduce
the access to registration form only to the users with e-mails from GENEPI
Consortium. For example, users from Silesian University of Technology have an
email addresses in a domain polsl.pl. Administrator will be able to manage
the available domains or add users manually. Another more restrictive idea is
to give possibility of adding new users only to administrator. Thus summing up
the issue of users roles: normal users can only view data and use the functions
available to them. The administrator has the rights of a normal user, and also
can manage users, data, and the site as a whole.

The site aims to provide data from the database GENEPI and enable statis-
tical analysis of these data. Data are provided as CSV files downloaded from the
project homepage. Currently, the database is stored in about 108 separated files
and each of them include different information. The files are divided into two
groups. The first group of files describes different types of cancer. This group
is divided into files which include information about different types of visits,
side effects, disease status, etc. In the second group, files contains general infor-
mation about patients, radiotherapy, etc. The number of files is very large, so
extracting useful information from them is a non-trivial task. If there is a new
version of GENEPI-ENTB database available, the administrator can download
the new data from GENEPI site, and upload them on a server using an appro-
priate form. However, after updating the database there is still possibility to
return to an older version. Administrator decides which version should be cur-
rently used and has the ability to change version of database. If he removes the
current version, the system selects the most recent version of database. However,

polsl.pl
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if the system contains only one version of data and administrator will remove it,
system will not contain any data, and none of the functionality associated with
it will be accessible.

Storing the database in CSV files is the weakest part of the system. Access
time is inefficient and thus the calculations are performed slowly. A significant
improvement would be to place these data in a relational database which is
planned in the future.

The application is based on standard open source tools and services. In addi-
tion, statistical analysis is performed using scripts written in R [5]. The Figure
2 presents the structure of the system architecture.

Fig. 2. The application structure

The whole logic of application, including login, registration, selection of data
for analysis, user management, data management, etc. is written in PHP. All cal-
culations and statistical analysis are performed using R engine. To store informa-
tions about registered users, its roles and versions of GENEPI-ENTB database,
the MySQL database is used.

Taken into account that the data are valuable and collecting them cost a lot
of effort, a very important aspect is safety (eg. protection from unauthorized
access). As mentioned earlier, system functionality is available only for logged
in users. But this is obviously not a sufficient security. All communication be-
tween client – server is also sent by encrypted connection. In addition, the CSV
database files are available only for the server. The site is also protected against
search engines and robots.

The system is still in development phase and can be found at site address
http://bioinfo.polsl.pl/genepi [6]. Double login is require in current ver-
sion of the site. The first is common, and allowing access to the site. Second
login requires an individual password and login.

http://bioinfo.polsl.pl/genepi
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4 Exemplary Analysis of GENEPI-ENTB Data

After logging to the system, the user can select the features that are going to
be analyzed. The user chooses whether it is data only from a single or multiple
centers. He can choose patients witch specific types of cancer, sex, age, weight,
etc. In the current implementation, after determination of criteria, the data are
subjected to simple statistical analysis. In the future versions, the user will be
able to choose more advanced tools for analysis.

The system analyze only the most important information, leaving comments,
not relevant dates and so on. For more complex statistics, system prepares a file
with the input data for the R, and then run appropriate R script (for example,
chi-square test). The results of the script is read from the text file. Less complex
statistics (count, average, etc.) are implemented in PHP scripts. Results are
presented using pie charts, bar charts, and using text information depending on
the selected data and the type of results. Supplied data are often incomplete,
and therefore next to each result a chart is presented showing what percentage of
the data was complete. The descriptive statistics are generated only for records
including complete information.

On the Figure 3 we present the information about number of patients with
breast cancer, with visits marked as “Follow Up” and “tumor status”. As you
can see the incompleteness of the data is a major problem. Approximately half of
the records are left blank. Further analysis considers only the complete records.

Except simple descriptive statistics, the user can also perform statistical tests
on selected features. For example, we can examine the relationship between the
type of cancer and a gender. Table 2 presents an exemplary contingency table

Fig. 3. The example results from the application
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Table 2. Contingency table describing dependencies between gender and cancer type

Female Male
Breast 3867 3
Head & Neck 998 1436
Lung 75 251
Prostate 1 353
Rectal 86 133

including frequencies of different types of cancer depending on gender. The data
presented in the table originate from the GENEPI-ENTB database.

The data were collected on February 2, 2010. As we examine the values in the
table we noticed a strange case – there is a woman with a prostate cancer. Most
probably it is related to problems with database inserts.

Based on data from Table 2, and using the Formula (3), we can compute
a value of the χ2 statistics assuming the following null hypothesis: there is no
dependency between gender and a type of cancer.

The final value of the test is: χ2 = 3869.7. Assuming a significance level of
the test equal to 0.01, and (r − 1)(k − 1) = 4 degrees of freedom, we can obtain
from tables a critical value of the statistic which is 13.227. Based on the fact
that 3869.7 � 13.227, we can reject the hypothesis H0 in favor of the alternative
hypothesis H1, which supports the conclusion that a probability of developing
certain type of cancer depends strongly on a patient gender.

5 Conclusions

In this paper technical details of the Internet application for distant analysis of
data from the GENEPI-ENTB database were presented. The main purpose of
the system is to provide an access to GENEPI-ENTB resources by allowing to
perform statistical analysis of the collected data. Presently, the system is avail-
able only for members of GENEPI Consortium due to the fact, that information
stored in the database is unique and valuable research material. Additionally,
the database is still at development stage and the information included in it is
incomplete. However, for any research institution, there is possibility to apply
for the access to the database.

The presented system is still extensively developed. Future works will focus on
extending the functionality of the system by implementing more sophisticated
tools for statistical analysis of the data. The authors also plan to introduce to
the system methods of data analysis based on data mining techniques designed
for incomplete data. Other works will include development tools for importing
the information from CSV files to the relational database which will replace
solution based on CSV files. However this part of the system development will
be considered later due to the fact that the GENEPI-ENTB database is still in
development phase and no one can assure that its structure is finally established.
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The fact that the system provides interface for analysis of the gathered data
is an important benefit. Until now, the research centers (hospitals, laboratories)
could only analyze its own experimental data and the only possibility to obtain
results submitted to the project by the other members was to import the whole
database in a form of CSV files and write own scripts, and procedures to pro-
cess these files. Another problem in data extraction from CSV files is related to
the fact that there is no documentation describing the GENPI-ENTB database
structure available, thus one must carefully analyze dozens of CSV files in order
to understand the database structure, which is time consuming. The possibility
of having access to the system via Internet is very convenient both for the sys-
tem users and administrator. Users do not need to install any software on their
computers to use the system – they can simply access the data and perform
statistical analysis via Internet browser. From the administration point of view,
if there would be any changes to the database structure or any additional func-
tionality would be added to the application, a new version of the system can be
provided to its users very easily.
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Abstract. Many security related organizations periodically publish cur-
rent network and systems security information, with the lists of top mal-
ware programs. These lists raises the question how these threats spreads
out, if the worms (the only threat with own communication abilities) are
low or missing on these lists. The paper discuss the research on malware
network activity, aimed to deliver the answer to the question, what is
the main infection channel of modern malware, done with the usage of
virtual honeypot systems on dedicated, unprotected network. Systems
setup, network and systems monitoring solutions, results of over three
months of network traffic and malware monitoring are presented, along
with the proposed answer to our research question.

Keywords: network threats monitoring, malware detection, virtual hon-
eypot systems.

1 Introduction

Many security related organizations [1,2,3] periodically release papers with in-
formation about the current state of network security, citing numbers of tops
malware programs visible in some period of time. Dominant positions on these
lists take programs called trojans, backdoors, bots, spyware and so on, and all
statistics shows continuous growth in numbers of infected systems, installed mal-
ware programs and companies financial losses. But these types of programs are
passive in nature and need to be delivered on place to make their malevolent ac-
tivity. The only types of malware with own communication abilities are worms,
but they are rather low or missing on these lists.

This raises the questions: how this infections spreads out, how invasive are this
threats, how can they get to user systems? What are the main infection channels
of modern malware? Published papers contain less and less details about the
operation of captured examples of malware, it is difficult to find information
how the infection of the system takes place.

To find the answers to these questions and to gather information about the
threats landscape one can find on a small LAN network with direct Internet
connection, an research environment with a set of selected types of honeypot
systems were set on separated sub-network, exposed directly on internet traffic
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(without any packet filtration). The systems operate 24/7 for over three month
and were periodically monitored for signs of infections. At the end the systems
were checked in detail for presence of any malware. The paper present details
of the network and systems setup, monitoring tools used and results of system
and network traffic monitoring. An initial analysis of gathered data concludes
the paper.

2 Setup of the Research Environment

Research was conducted on separated class C sub-network connected with exter-
nal world via access router through dedicated VPN channel without any packet
filtration. LAN network traffic monitoring was based on the packet argus (audit
record generator and utilization system), installed on dedicated system config-
ured as a layer two bridge (without assigned IP address), placed between research
network and access router. Access router works also as DHCP server, assigning
IP addresses to systems on research network and as a DNS server. IP address
space was divided in two parts: small upper group of addresses assigned to in-
stalled systems and remaining space of unused addresses, for network activity
monitoring.

On the network some physical and virtual trap systems were installed and op-
erate, waiting for malware infections. The trap (honeypot) systems were equipped
with dedicated monitoring tools, to gather information about the infection and
malware network operation. For threats investigation we experiments with two
types of honeypots: full operating system with real system services as high inter-
action honeypot and modified operating system with partly simulated, selected
services as middle interaction honeypot.

2.1 Virtual Platform Configuration

For installation of trap systems the Xen virtualization platform were selected.
On systems with quad core processors and 4 or 8 MB RAM there were installed
Xen 3.1 hypervisor and CentOS 5.4 operating systems as dom0 and configured
as platforms for systems virtualization. Network operation of Xen hypervisor is
based on a set of virtual bridges, defined for each physical system network inter-
face [4]. For first physical network interface (eth0) a xenbr0 is defined (Fig. 1),
real network card is attached to bridge as peth0 interface, dom0 virtual network
interface is renamed to eth0, and for each virtual system (dom0 and domU) a
pairs of virtual interfaces vifi.0 and tapi connecting system with bridge were de-
fined. On dom0 system all xenbr0 interfaces are visible and accessible for traffic
monitoring.

For network activity monitoring two tools were used. The network auditing
packet (argus) was installed and configured for monitoring all communication
on peth0 interface, giving external global view of virtual systems communication
and protocol analyzer Wireshark for on-demand detailed recording and analysis
of traffic on selected xenbr0 interface.
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Fig. 1. Xen platform network communication interface model

2.2 Virtual Systems Configuration

A group of virtual Windows XP SP2 systems (domU) were installed on Xen plat-
forms as high and middle interaction honeypot systems in the default, post in-
stall Windows configuration, with automatic actualization switched off. The trap
systems were supplemented with selected monitoring tools, aimed on checking
different area of system activity. On all honeypots file system integrity checking
and system network activity monitoring tools were installed, as the main sources
of information about possible malware infection.

The rationale behind this types of monitoring was based on information [5,6]
that current threats are often released in many short series, are polymorphic in
nature, so file system modification and/or network activity changes are rather
only sure signs of system infection, even in the case of unknown zero-day threats.
File system integrity checking is based on computing checksums of system files
and storing them in dedicated database. For virtual Windows XP systems an
afick (another file integrity checker) package [7] with perl compiler were used.

To keep the virtual systems slim and to not install too much tools on them,
the file system snapshots were taken off-line, from another dedicated XP systems
with honeypot virtual disk connected as second drive. The snapshot checksums
databases were also left on this dedicated system. For network activity monitor-
ing on each domU system an local network activity monitoring packet TDILog
[8] were installed, recording activity of all open ports, open network connec-
tions and system processes responsible for network communication over system
network (tapi) interface.

2.3 Honeypots Configuration

The systems for threats investigations were configured as one of two types of
honeypots: high-interaction or middle-interaction honeypot, both based of Win-
dows XP SP2 system installation. General idea of honeypot operation is to make
available some resources or illusion of resources as a trap for malware program
and monitor program behavior in its attempts of resource usage. The difference
between honeypot types concerns the extent of resource reality and the method
of malware operation monitoring.
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High-interaction means that the real operating systems resources are avail-
able for malware operation (one allows for full system infection) and to monitor
malware behavior one needs to monitor and analyze low level system operations
relating to this resources. Honeynet.org [9] project packets sebek and CaptureBat
are examples of such tools. If one is interested mainly at high level information
– there was (or no) malware operation on the system, one can monitor integrity
of file system and analyze, whether the changes in the file system are related to
malware operation.

Middle-interaction means that resources or system services are simulated in
details, and the simulator may record the malware code and monitor any oper-
ation of malware program in simulated environment at required level of details.
One of such environments, packet MultiPot [10] from iDefense.com was used in
our research. The packet attempt to simulate windows system after some selected
worms attacks (simulate related backdoors on characteristics ports), and allows
also for simulation of some vulnerabilities in services related to 445 TCP port
operation, normally used by windows for server message blocks (SMB) protocol
operations.

To start MultiPot operation on this port there was necessary to stop windows
operation on it, via some registry modifications. Another packet installed on
these honeypots, a behavioral analysis tool of applications for the Win32 oper-
ating system CaptureBat was capable of recording low level kernel operation for
selected applications and was expected to show details of operation of malware
program.

3 Threats Monitoring Course and Results

Threats research started from setting up and monitoring high-interaction hon-
eypot systems. Virtual Windows XP systems with sebek were installed on Xen
platform on research network and operate continuously few weeks, without any
success (no visible malware infection). Operation of virtual systems on research
network won’t go smooth; there were a lot of virtual systems shutdowns and
restarts. Then on other virtual XP system a middle-interaction honeypot packet
(MultiPot) was installed along with CaptureBat tools and start to records same
communication attempts to served ports, mainly to port 445. Both types of hon-
eypots operate on research network for over three month. The MultiPot packet
recorded a lot of code samples, systems recorded a lot of network statistics, but
general results was quite odd – there was no one successful attempt to infect
Windows XP SP2 system in default configuration, left alone operating continu-
ously on the unprotected network.

3.1 Network Traffic in Research Network

Honeypot systems alone should generate minimal traffic on the network – there
were no users, no working application, no user imposed system to system com-
munication, so our expectation about volume of recorded network information

iDefense.com
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Fig. 2. Numbers of packet recorded daily on research network

was quite low – rare external connections to honeypot systems with malware
infection attempts. To catch all information about these events, network traffic
was monitored in many places – locally on honeypot systems, on virtualization
platforms and on input and output of access router.

Realty overcomes the expectations, Xen monitoring system argus generated
daily from 6 to 20 MB of logs, recording 40 000–100 000 packets a day (Fig. 2).
Most of this traffic was due to arp packets (over 80%). Analysis of packets MAC
addresses shows, that they are generated by the network gateway, trying to find
systems assigned IP addresses from research network address space, in reaction
to external packets directed to these addresses. Because most of the addresses
from network address space remain unassigned, these arp request remain without
response and gateway resend them after next external request.

Figure 3 show this in details. The mean number of scan per IP address is
quite stable, and remains between 1 000 and 1 500, but there are addresses with
much higher value, up to 4 000 in this case. Why some single IP is scanned much
more then other remain unclear. Assigned IP addresses do not generate much
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arp traffic, virtual systems addresses were recorded les then 10 requests a day,
physical system addresses (gateway, Xen platforms) are often missing in records
as there were no one arp request recorded for thise addresses.

3.2 Honeypot Operation Records and Captures

High interaction honeypots do not recorded interesting information at all. They
were operating continuously about four weeks, there were from time to time
unexpected shutdowns and restarts of Windows systems, but there were no signs
of malware infections. Packet sebek was totally silent, and CaptureBat recorded
only internal signs of TDILog operation (frequent writes to logs due to events
on network interface) and system interface reaction to user attempts to check
virtual machine state. It looks like there was no malware activity to record on the
research network at all. Then on one of operating virtual Windows XP systems
the MultiPot packet (middle interaction honeypot) was added and in a few hours
start recording some suspicous transmissions on the network and catching some
packets and code samples (Fig. 4).

 

Fig. 4. Emulation honeypot (multipot) window with captured samples information

The tool simulates selected vulnerabilities of Windows system and has pre-
pared handlers for some types of shellcodes. Captured code are classified as
junk, received commands, received files, shellcodes, malware samples and stored
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Fig. 5. Daily numbers of connection attempts to various honeypot ports

in subdirectories of main directory honeypot. Current operation are presented
in MultiPot window, and are recorded in daily rotated log. Samples has var-
ious sizes, smaller then 1 KB were stored as junk; shellcodes, commands and
recv_files were from 2 to 10 KB, and malware samples sizes range from 80 to
300 KB. Nearly all samples were captured by modules simulating services on
port 445. It was the most scanned port (Fig. 5) daily, but other also scanned
ports has no prepared shellcode handlers.

Each log record contains time of the event, short event description and for
acquired code sender IP address, path to directory for given sample type and as-
signed random sample name. Figure 6 presents log excerpts describing the events
related to acquisition of different code samples. The first line states the event of
storing short (137 B) sample in junk folder. Second excerpt describes malware
attempt to infect the system, there was no shellcode handler for this attack, so
only shellcode sample was recorded and stored in archive folder. The last excerpt
shows full shellcode handler operation. External system sends shellcode to trap

10:54:08   Moving to Junk Folder: C:\honeypot\RPC445\Shellcode\843862643.dat Size: 137 Stage: 1  
       Host: 79.163.17.131 

 
20:40:14   Host: 83.167.124.27 Type: 0x0 UUID: {00000000-0000-0000-0000-000000000000} () 
20:40:15   [*] No shellcode handler for C:\honeypot\RPC445\Shellcode\1087311903.dat 
20:40:15   Upload Complete: 83.167.124.27 Stage: 9 C:\honeypot\archive\1087311903.dat  
 
 
22:29:24   Host: 83.97.229.82 Type: 0xB UUID: {3919286A-B10C-11D0-9BA8-00C04FD92EF5} (LSASS) 
22:29:25   Rpc445 info: Shellcode Handled.. Connection Closed 83.97.229.82 Stage: 9 Filename: 
       C:\honeypot\RPC445\Shellcode\1251912246.dat 
22:29:31   Server Banner for 83.97.229.82  NzmxFtpd 0wns j0 
22:29:35   [*] FTP Downloaded File: C:\honeypot\RPC445\1015390059.dat 
22:29:35   Rpc445 info: Command: port: 1957 echo open 83.97.229.82 16093 > o &echo user 1 1 >> o 
       &echo get ssms.exe >> o &echo quit >> o &ftp -n -s:o &del /F /Q o &ssms.exe <CR>  
       <LF> <CR> <LF>ssms.exe <CR> <LF> <CR> <LF> 
22:29:35   Upload Complete: 83.97.229.82 Stage: 9 C:\honeypot\archive\1015390059.dat  

Fig. 6. MultiPot log excerpts with samples acquisition processing
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system, the code was stored and successful processing of shellcode was simulated.
Then attacked system opens back ftp connection to sender system and the main
malware code was transferred on attacked platform, attempted to execute and
stored as a second code sample in this event.

Operation of MultiPot system was quite successful, there were recorded 15–25
malware samples per month, and two to three times more shellcode samples per
virtual system. To identify malware samples, for each file there were computed
MD5 hashes and searched via Google site for information. Some of the samples
were recorded in many places on Internet, and have assigned some descriptive
names, like Trojan.Win32.Kreeper.aub or Backdoor.Win32.Rbot.rgk, the other
were only recorded on malware hashes lists in one or two sites.

After some time spent on Google searches it comes out, that there exists
many confusing descriptions and names for the same hash value, many sites or
companies use different classification for the same files, many different hashes has
assigned the same generic malware name, like Trojan.Agent/Gen-Rbot[Worm]
and part of the samples – about 20–25% is unknown on Internet at all. The
search for shellcode information on internet was totaly unsuccessful. There are
recorded by the tool many copies of basic two – three sample hashes, and their
values are also totally unknown on internet.

4 Conclusion

The operation of virtual Windows XP SP2 systems as high and middle inter-
action honeypots on direct to Internet connected network provide us with some
answers to our question about malware network operation, but also rise some
others. From the tests with MultiPot system it is clear, that there are a lot of
chances to get system infected during network operation, especially without any
packet filtration, and that there are plenty known and unknown worm programs
active on the network, trying to infect vulnerable systems, so network remains
one of the important malware spreading channel.

From the operation of high interaction honeypot it is quite unclear, why rather
old, unpatched Windows XP SP2 systems in default configuration remains un-
infected after few month of continuous operation on the network. To make sure,
that tested trap systems were not infected during network tests, after remov-
ing from the systems captured samples, at the end of the tests, virtual systems
were scanned with antivirus internet scanners with current signatures databases.
The scanners – Panda Security Active Scan 2.0, McAfee Online and Eset Online
Scanner confirms, that there are no active malware infection of scanned systems.

Active Scan found some copies of recorded samples in one of MultiPot direc-
tory and classified most of them as W32/Gaobot.PCK.worm and one copy of
Bck/Sdbot.JED.worm, and on another system in Temporary Internet Files
\Content.IE5 directory five suspicious files with the names 22[1].exe,
27[1].exe and so on, classified as Win32/AutoRun.IRCBot.DI worm and vari-
ant of Win32/Injector.AOA trojan. The same files were identified as malware
by Online Scanner. McAfee scanner found also as unknown version of virus the
sebek packets, installed on the system.
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How to explain the fact, that Windows XP SP2 proves resistant to malware
attacks on unprotected network? There is no easy explanation. Chances are, that
used systems are national language (polish) distribution, slightly different from
standard us english version, so carefully crafted shellcode may not work correctly
in this environment. Maybe modern malware is also not so back compatible
with older “legacy” versions of Windows system and is targeted on newer system
versions (Vista, Windows 7), but this is rather weak explanation.

One of our experiments may a bit support this thesis. One of high interaction
honeypots was also installed on Windows XP SP3 system and run on the same
Xen platform with two SP2 systems. Xen hypervisor assign domU systems a
number ID, starting from 1 for first virtual system. This ID’s are incremented
after each restart of virtual system. After checking the status of virtual systems
on Xen platform, with Xen uptime of 30 days a SP3 system has ID of 104, and
two SP2 systems has ID of 6 and 26. The only explanation of this numbers is
that SP3 system suffers 3 to 4 times more frequent automatic restarts then SP2
systems, probably due to more often unsuccessful malware attacks.

But maybe the explanation is different and quite simple – these honeypots are
Windows virtual systems, and malware programs after few first steps of execution
may discover virtual environment and cease own operation. Captured samples of
code are often somehow protected against simple strings checking, but not always.
One of the samples, with MD5 hash 93218CAC0574F19DD8D6C10D3FE8C1B8,
size 335 872 bytes, contains such unicode strings:

...
regmon.exe
procmon.exe
filemon.exe
ollydbg.exe
[Regmon] - [Filemon] - [Procmon] - [OllyDebug] Detected!
VM Additions S3 Trio32/64
S3 Trio32/64
VirtualBox Graphics Adapter
VMware SVGA II Detected!
...

which suggests that some tests of its execution environment are in place and
there are attempts of detection of active process monitors, debuggers and virtual
machine environment. Maybe this is the real explanation of the long time of
unsuccessful operation of high interaction honeypots. If this will turn out to be
the truth, it can be the strong vote for system desktop virtualization as one of
the possible forms of some malware protection.
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Abstract. One of the most common methods of user authentication
utilizes passwords. This technique is widely spread and well known. Its
main drawback is that it stresses human memory to allow for success-
ful authentication and still remains in the domain which is called weak
authentication. This paper presents a solution to this problem by intro-
ducing a form of two factor authentication by utilization of smartphones.
The idea of such system is presented as well as a sample implementation,
called MOTH (an acronym for MObile auTHentication), which allows for
user authentication. The discussion of the system’s security and its lim-
itations is also presented.

Keywords: security, user authentication, mobile devices.

1 Introduction

Authentication is the binding of an identity to a subject [1]. In simple terms au-
thentication is proving to the system that the user is who they claim to be. Most
common form of authentication is through utilization of passwords. Passwords
are example of mechanism which is based on what people know. This is one of
three fundamental factors that are commonly used for authentication. The three
factors are [2]:

– something known – password, PIN,
– something possessed – token, smart card,
– something inherent – fingerprint, signature.

Passwords are both well known (it is most common way of authentication)
and widely accepted (in contrast to some biometrical techniques where physical
contact is needed to acquire authentication pattern). Classical scheme for us-
ing passwords in UNIX system was presented by Morris and Thompson in [3].
Passwords are also called weak authentication. Several weaknesses as well as
improvements were described [4,5,6]. For common users one of most important
drawback is need for remembering passwords, that to be secure should be both
long and dedicated to single service which makes them rather hard to memorize.
To overcome this shortcoming solutions coming from two other groups came to
play. Both groups are nowadays well established and play important role in world
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business. When solution uses techniques from two groups it is known as two fac-
tor authentication and is considered as strong authentication. Systems which
attract much attention at present combine passwords (or PINs) with “some-
thing you have” or “something you are”. Example of the first case is solution
promoted by ie. RSA Corporation which bind password with electronic token
which must be used for successful authentication. Another example would be
systems which reduce additional costs by using something many users already
have: cellular phones. Systems which use SMS to provide user with additional
authentication data are currently very popular. The latter case, when password
is used along with biometric pattern, is robust enough when it comes to algo-
rithms, the problem still remains in low accessibility to scanning devices or low
quality of samples (ie. using low quality telephone network to acquire sample).
Current two factor authentication solutions do not relieve user from remember-
ing passwords as they are seldom a combination of something possessed and
inherent. When strong authentication is not the case, often techniques from the
group of “something you have” are used.

Mobile devices are nowadays very popular, with its rising processing power
they become more and more important in everyday life. From that fact arise
security considerations as those devices frequently store valuable and sensitive
data. As security consciousness rise those devices become fairly well protected
against physical theft making them good candidates for additional components
of security architecture. This potential has been already noticed and several
solutions were proposed. Oprea et al. in [7] propose using mobile device as a se-
curity token that would allow untrusted workstation temporary access to trusted
service. Mobile devices such as smartphones were also proposed as a security to-
ken by Wu et al. in [8] to access remote service via security proxy which uses
SMS for delivering authentication information. Ready to use implementations of
electronic wallets for storing passwords on mobile devices running most popular
mobile operating systems are also available.

In this paper a system called MOTH is proposed for utilization of a mobile
device as a security token. This token communicates with the system by a Blue-
tooth link. When the user is authenticated by the system, the mobile device
presents authentication data. A private key that is used for signing authentica-
tion data in the mobile device is encrypted so that theft of the device would
not compromise the sensitive data. Next section explains the details of the solu-
tion with some technical notes on implementation issues. Further some security
aspects of the proposed solution are discussed as well as limitations that arise
while using proposed system.

2 System Overview

In proposed system a mobile device with Bluetooth interface is used as a security
token. Mobile device is ’something you have’ that is used for the authentica-
tion. System architecture is presented in Fig. 1. At the beginning workstation
as well as the mobile device have to be properly configured for the authenti-
cation. Workstation has to be provided with the public keys of all the users
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Step 1:
User wants to log in to the Workstation

Workstation with
Bluetooth interface

Mobile
device

Step 2:
Workstation sends a challenge

Step 3:
Mobile device signs
the challenge

Step 4:
Workstation verifies signature.
User is accepted/rejected

Fig. 1. An architecture of the proposed solution

which should have access to the system. It should also have a properly config-
ured Bluetooth interface for the communication with users’ mobile devices. For
granting access to the system it should also run dedicated authentication ser-
vice which in the implemented solution is provided by MOTH system. Mobile
device should also be equipped with the dedicated software as well as the user’s
private key. When the user wants to access the system he begins standard au-
thentication and ensures that his mobile device runs authentication software. If
the user authenticates to the system for the first time it may be necessary to
properly configure the Bluetooth link, after proper pairing of devices this step
can be later automated depending on the configuration of the device. After user
enters his login name further authentication is accomplished with user’s mobile
device. Workstation optionally can verify Bluetooth address of mobile device.
In the next step workstation connects to the mobile authentication service and
sends a random challenge which is signed by a mobile device. The signature is
verified by the workstation and after the verification the user is allowed to ac-
cess the system. The solution is an implementation of a protocol presented in
FIPS 196 [9]. The document states that protecting private key with password
is optional but in proposed solution this is obligatory making the solution more
secure as two factors are needed for authentication: hardware device with in-
stalled private key (something possessed) and password for accessing the private
key (something known). After accessing the service user ends his session in a
traditional way and no further communication with mobile device is needed.

3 Implementation

The prototype of the proposed architecture was implemented as MOTH system.
MOTH provides both parts of the authentication service that is needed. Since
the implementation is under development it supports now only Linux system on
the workstation side and mobile devices which are able to run Java midlets.
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Authentication service on the workstation part is implemented as Linux Plug-
gable Authentication Module (PAM). It is up to the administrator to configure
the system for using PAM for system wide authentication, but since this is a stan-
dard configuration of most novel Linux distributions, the integration of MOTH
module should be straightforward. It is recommended to configure the system
to use only MOTH service for authentication and not to fall back to standard
authentication with passwords as this would be an obvious way to circumvent
whole solution. When MOTH module is initialized it receives user’s login name
and searches for the authentication record which stores user’s public key and
the Bluetooth address of his mobile device. If the user is known to MOTH it
then initializes searching for MOTH service on the mobile device. This i done
by searching for UUID which leads to identifying port on which Bluetooth con-
nection is set. After service is located the connection is made using Bluetooth
socket for further communication which begins with sending random challenge.
The response from mobile device is a signature of the challenge. The result of
signature verification is returned as result from the authentication module.

MOTH mobile service is run by the user which should provide correct pass-
word to access his private key. After running the midlet user can edit his private
key or run authentication service using previously selected key. When the chal-
lenge is received, it is signed using Digital Signature Algorithm and the signature
is returned to the workstation.

MOTH service has been implemented and tested on Linux system running
kernel 2.6 with bluez – standard Bluetooth protocol stack. For cryptographic
functions OpenSSL library was used. Java midlet was created with Netbeans
IDE with Sun’s Wireless Toolkit. During the implementation the Bluetooth sup-
port was provided by BlueCove library. Implementation of Digital Signature
Algorithm came from Bouncy Castle cryptography architecture provider. This
provider delivers classes for java.lang package which made utilization of code
obfuscator necessary. Code obfuscator additionally allowed for considerable re-
duction of midlet size which with provider library became significant.

4 MOTH Security and Limitations

The main advantage of the proposed solution is that it brings two factor authen-
tication to the system in an easy and almost costless way. The ease of deployment
is ensured by using standard Plugabble Authentication Modules for Linux. Low
cost of deployment is achieved by choosing Java midlets for mobile part of the
service which can be run on devices already used by users. In MOTH system two
factors must be used for the user to authenticate properly. First factor is pos-
sessing physical device on which system is run and second factor is knowing the
password to access user’s private key. The usage of the latter factor is enforced
by MOTH: private key can not be stored until password is configured.

Besides solution’s obvious advantages one must also be aware of its limita-
tions and security issues that can arise during its usage. Though the usage of
digital signatures to solve the problem of user authentication is well described
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it still leaves some open issues to be resolved. The main issue is the problem of
binding user to his key. In digital world most common solution to this problem is
using digital certificates issued by trusted third party. In MOTH system, digital
certificates are not used. It is up to the administrator of the system to ensure
that in MOTH configuration database correct public keys for given users are
configured. With correct user to key binding ensured by system administrator
a proper authentication can be performed by verification of signature issued by
user’s software.

For the MOTH system to increase system security there must be a system
configuration which enforces users to use MOTH. If the system is configured
in a way that it falls back to standard passwords when MOTH authentication
fails (possible with PAM module stacking) the whole solution is no more secure
than standard configuration with passwords. Another important fact that has
to be taken into consideration is the fact that mobile device is not a smart card
and data stored inside can be read once device is stolen. There is no hardware
security involved here but enforcing private key encryption minimizes this risk
factor.

Proposed solution is especially dedicated for solving issues that arise during
local login process such as situations when someone is being watched while en-
tering the password or when one would like to circumvent the usage of a key
logger. Limiting usage of MOTH system to local logging-in is also one of its lim-
itations as it currently does not allow to authenticate the user to begin a remote
session. Another limitation is platforms on which MOTH system can be used,
currently only Linux systems. In current version of MOTH system there is no
device authentication. Neither is the workstation authenticated nor is the mobile
device. Mobile device’s hardware address can be stored in MOTH configuration
but its usage for mobile device authentication is limited as it is possible to sniff
this information off of the air and device with faked address can be configured.
Nevertheless, user authentication can be successfully carried out, though there
exist potential vulnerability to spoofing.

5 Conclusion and Future Work

This paper presents authentication scheme which uses popular mobile device
in place of a typical hardware token. Limited implementation of subset of the
system specifications was also prepared and described. Implemented solution is
not yet final and several features are to be applied. Among most important ones
one can enumerate:

– Signature algorithm negotiation. Currently the default algorithm is Digital
Signature Algorithm and there is no way to change it besides source code
modification. In the future RSA and ECC algorithms could be implemented.
The negotiation that would precede exchange of data should establish com-
mon algorithm based on algorithms implemented both on the workstation
and on the mobile device as well as the availability of keys suitable for given
algorithms.



268 J. Lach

– Multiple keys support. Currently only one key is used for signing the chal-
lenge. If the device should be used for another set of keys then there is no way
to associate different keys with different users, only one key can be defined.

– Session timeout. In current version if the midlet is left running it stores the
password needed to access private key. If the device is stolen with running
midlet it can be used to authenticate as the user.

– Multiple operating system support. Though mobile part of the MOTH sys-
tem is quite portable as it employs widely available Java virtual machine,
the part which is run on the workstation is currently limited only to the
Linux operating system. MOTH system should also be integrated with MS
WindowsTMplatform.

Though the implementation is not finished and will be further worked on it can
already be used in environments where enumerated shortcomings are not an
issue.
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Abstract. Recently we have observed the growth of the intelligent
application especially with its mobile character, called e-anything. The
implementation of these applications provides guarantee of security re-
quirements of the cryptographic protocols which are used in the applica-
tion. Traditionally the protocols have been configured with the strongest
possible security mechanisms. Unfortunately, when the application is
used by means of the mobile devices, the strongest protection can lead
to the denial of services for them. The solution of this problem is intro-
ducing the quality of protection models which will scale the protection
level depending on the actual threat level. In this article we would like
to introduce the application which manages the protection level of the
processes in the mobile environment. The Security Protocol Optimizing
Tool (SPOT) optimizes the cryptographic protocol and defines the pro-
tocol version appropriate to the actual threat level. In this article the
architecture of the SPOT is presented with a detailed description of the
included modules.

Keywords: security tools, security metrics, quality of protection, adapt-
able security, security models, security architecture, cryptographic
protocols.

1 Introduction

Nowadays, advanced teleinformation technologies provide us with a wide range
of possibilities for the development of industry institutions and public services.
Emphasis is put on the development of well-available, mobile information ser-
vices called e-anything like e-government, e-money and e-banking. Implemen-
tation of these services would be connected with the choice of proper level of
security information sent between parties of protocols [1,2]. One of the important
problems is establishing an appropriate level of security information, represented
by security services in a given protocol. Traditionally, the problem was solved
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by providing the strongest possible security. However, the use of strong mech-
anisms may deteriorate the performance of a device with limited resources and
pave the way for new threats, such as, resource exhaustion [3,4]. In the end,
it decreases system efficiency, availability and introduces redundancy. Another
effect of overestimated security mechanisms is increasing the system complexity,
which later influences implementation of a given project and imposing restric-
tions that decrease their functionality. The adequate solution in such cases is the
introduction of adaptable (or scalable) security model for the protocols, which
can change the security level depending on particular conditions that take place
at a certain moment and in given external conditions.

In the literature the security adaptable models are introduced as the Quality
of Protection (QoP) models [5,6,7,8,9]. QoP models allow calculation for different
versions of the protocol which protects the transmitted data on different security
levels. One can find only a couple of articles that documented QoP because this
security topic is one of the latest approaches. S.Lindskog and E.Jonsson tried
to extend security layers in a few Quality of Service (QoS) architectures [6].
Unfortunately, the descriptions of the methods are limited to the confidentiality
of the data and based on different configurations of the cryptographic modules.
C.S. Ong et al. in [8] present the QoP mechanisms, which define security levels
depending on security parameters. These parameters are: a key length, the block
length and contents of an encrypted block of data. P.Schneck and K.Schwan [7]
proposed an adaptable protocol concentrating on the authentication. By means
of this protocol, one can change the version of the authentication protocol which
finally changes the parameters of the asymmetric and symmetric ciphers. Y.Sun
and A.Kumar [9] created QoP models based on the vulnerability analysis which
is represented by the attack trees. The leaves of the trees are described by means
of the special metrics of security. These metrics are used for describing individ-
ual characteristics of the attack. Unfortunately, the majority of the QoP mod-
els can be recognized only for the three main security services: confidentiality,
integrity and authentication. In article [5] B.Ksiezopolski and Z.Kotulski intro-
duced mechanisms for adaptable security which can be used for all the security
services. In Appendix A we briefly present the model which is introduced in [5].

The Quality of Protection models are complex and the protocol optimization
takes a lot of time. The analysis of any type of the security protocol is difficult
when the experts do not use visualization tools. In literature, we can find many
programs which helped the experts analyze the protocols. As the example we
can point to the AVISPA tool [10,11] or ProVerif [12] application which helps
automated validation of security protocols.

In this article we present the Security Protocol Optimization Tool, (SPOT),
application whose main function is the management of the security level of the
exchanged data in the local network. This tool used the adaptable model [5]
which introduces the Quality of Protection for all security services guaranteed
in the cryptographic protocol. In this article the SPOT architecture and all
included modules are presented.
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2 SPOT: Security Protocol Optimization Tool

The main objective of the Security Protocol Optimization Tool (SPOT) is the
management of the security level of the transmitted data in the organization.
The SPOT was based on the adaptable model which was presented in the articles
[5,3]. The main aim of the adaptable model is the calculation of the versions of
the given protocol which realized its functionality on different levels of protection.
The management system can switch between calculated versions of the protocol.

2.1 The Architecture of the SPOT

The SPOT architecture is presented in Fig. 1. The architecture is based on the
four main modules: the presentation module, core module, optimization module
and visualization module. The SPOT can work in two modes the automatic mode
and the user mode. In Fig. 1 the automatic mode (white arrows) is separated
from the user mode (black arrows) by the dashed line. In the automatic mode
the SPOT is controlled by the configuration files where the details about cryp-
tographic protocol and required quality of protection are defined. This mode is
fully automatic and the results are generated without any interaction with the
expert. The SPOT in this mode is the soft real-time system [13] so the SPOT
response time is important but not critical for the system. In the user mode the
SPOT can be configured by means of the graphic interface. This mode is not
automatic and every operation must be defined manually by the expert. In the
next sections we will present the SPOT in detail.

Fig. 1. The architecture of the SPOT

Presentation Module. The input information required for the adaptable
model of security [5] is complex. In the SPOT application, one can use the
presentation module which gives the possibility of defining the model by means
of user friendly graphic interface. This module is available only in the user mode
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because in the automatic mode there are no interactions with the user. In the
automatic mode the input data to the core module have to be manually pre-
pared by means of any text editor or by the external module responsible for
it. The specific configuration can be generated by the presentation module and
after that can be saved to the file and used in the automatic mode. All input
and output data used in the SPOT application are formatted into the XML
standard. Methodology of preparing the SPOT configuration according to the
adaptable model consists of two stages: the configuration stage and the usage
stage (Fig. 2).

Fig. 2. The architecture of the presentation layer

Stage I: Configuration Stage. Configuration stage consists of three steps which
are based on preparing the table of security mechanisms, graphs of security
services and steps of the (sub)protocol. The theoretical description of these el-
ements is described in the articles [5,3]. In the first step we create the table of
the security mechanisms which can be used during the protection required in
the protocol security services. Moreover, we add the impact of the particular
security mechanisms for global protection of the service. The graphic interface
which is used for creation of the table is shown in Fig. 3.

In the next step the user has to create the graphs of security services. These
graphs define the possible versions of the protocol in detail. The graphs must be
created for all required security services in the protocol. Additionally, the user
must configure all nodes of the graph by defining its parameters. In the presen-
tation module this configuration is created by means of the graphic interface
which is presented in Fig. 4.

The last step in the configuration stage refers to defining the cryptographic
protocol for which the user wants to apply the adaptable security. To achieve this
goal the user has to split the protocol into the subprotocols and furthermore, in
the subprotocols we can distinguish single actions. After the configuration stage
the user can define the particular version of the given cryptographic protocol.
The user chooses the security services which are required in the particular step
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Fig. 3. The graphic interface for the creation of the table of security mechanisms

Fig. 4. The graphic interface for the creation of the security graphs
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of the protocol and after that chooses the required security mechanisms which
guarantee the chosen security services. In the presentation module these actions
are carried out by means of graphic user interface (Fig. 5).

Fig. 5. Preparing a version of the protocol: defining security services and security
mechanisms

All operations described in this section prepare the SPOT application for
specific conditions used by the given protocol. These configurations will be used
in the next stage.

Stage II: Usage Stage. In the first step in the usage stage the user defines the
security services and the security mechanisms which accomplish them. In the sec-
ond step the user determines the rest of the parameters needed in the adaptable
model. These parameters are connected with the calculation of probability of
incident occurrence and impact of successful attack. The most important factors
the graph path represents is the specific realization of the security mechanisms.
The graphic interface which is used for defining the graph path is presented in
the Fig. 6.

Core Module. The most important module in the SPOT architecture is the
Core module. This module is responsible for the calculation of the protection
level, probability of incident occurrence, impact of successful attack and the
global security level. The CORE module accepts the XML files as the format
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Fig. 6. Preparing a version of the protocol: defining graph path

of the input data. All calculated values in the layer are saved into the XML
files. In both user and automatic modes the output data can be transmitted to
the optimization module or if the output data do not need the optimization, it
can be directly transported as the final output data. These output data include
the instructions how to configure the system which accomplishes the crypto-
graphic protocol. In the user mode the output data from the core module can
be visualized in the visualization mode.

Visualization Module. The visualization module is responsible for the presen-
tation of the output data from the CORE module in user’s friendly ways. The
user can compare different versions of the cryptographic protocol in separate
tables.

Owing to that kind of presentation users can compare the results from par-
ticular factors of the model and they could be: protection level, probability of
incident occurrence, impact of successful attack and global security level. This
module is available only in the user’s mode. The graphic interface is presented
in Fig. 7.

For each computation of global security level, the SPOT automatically creates
the appropriate charts and imposes them on the previous charts. It helps see how
changing the parameters affects the results. We can easily compare the versions
of the protocol.
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Fig. 7. Comparison of two versions of the protocol

Optimization Module. The output data from the CORE module can be op-
timized. The Core module makes the calculation according to the input data
transmitted from the presentation module (user mode) or directly as raw data
in the XML format (automatic mode).

The expert user which configures the versions of the given protocol can not
take into consideration all possible versions of the protocol. The optimization
module can calculate all possible versions of the protocol and find these which
satisfy the defined conditions. In the user mode the optimization module is
controlled by the graphic interface (Fig. 8). In the automatic mode the condition
about the optimization is defined during preparation of the SPOT configuration
file.

2.2 Qualitative Estimation

In the SPOT, the results are presented as quantitative estimation of security
parameters and, finally, the global security level. Additionally, the application
introduces a qualitative interpretation of the results. That kind of estimation is
done for the most important parameters and, of course, the final result.

In the SPOT, we have 5 levels of valuation: very low, low, medium, high
and very high. It is important that existing correlation between the quantitative
and the qualitative results are not only of theoretical character but also of real
one. Theoretically, the ranges of parameters are well defined in the model but
these ranges are not permanent and they are different for a specific version of
the analyzed protocol. In some situations, the protocol can not be proceeded
in a version for which the probability of an incident occurrence is close to 0. A
practical character of the qualitative estimation of the security level is obtained
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Fig. 8. Generating all available choices for this graph in this step

because the SPOT calculates the possible minimal and maximal values of the
parameters for a version of the analyzed protocol. The ranges of parameters for
the qualitative evaluation are calculated by the formulas presented below:

V eryLow = (Qmin, Qmin + X〉
Low = (Qmin + X, Qmin + 2X〉

Medium = (Qmin + 2X, Qmin + 3X〉
High = (Qmin + 3X, Qmin + 4X〉 (1)

V eryHigh = (Qmin + 4X, Qmin + 5X〉
X =

Qmax − Qmin

5

where:

Qmax – The maximum value for the parameter calculated for the specific version
of the protocol,

Qmin – The minimum value for the parameter calculated for the specific version
of the protocol.

2.3 Goals Obtained by the SPOT

1. Introducing the tool which will prepare the configuration of cryptographic
protocol according to the specific requirements. The protocol configuration
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can be prepared in an automatic way when no user interaction is needed.
This goal gives the possibility to introduce the quality of protection in the
soft real time systems.

2. Visualize the adaptable model of security [5]. The tool allows users to select
interactively the data to be displayed in a friendly way. The adaptable model
is complex so creating and analyzing protocols without a friendly tool is
difficult and time-consuming.

3. Parallel comparing (with all features given by the model) versions of the
protocol.

4. The ability to analyze the performance data in charts. It is very helpful to
see how elements of the protocol behave in the current configuration of the
protocol.

5. Assistance in planing, reviewing, maintaining and understanding logical struc-
ture of the protocol. We can study protocols and easily make changes in their
configurations.

6. JAVA was used to implement the SPOT and we distribute this tool in one
package, so it makes SPOT platform-independent and very portable.

2.4 Features of the SPOT

1. Getting the results is very fast and simple.
2. The SPOT provides visualization for the results. For each computation of

global security level (Fs), the SPOT automatically creates appropriate charts
and imposes them on the previous ones. It can help see how changing the
parameters affects the results. We can easily compare the versions of the
protocol.

3. After creating the logic of protocol by expert, he can write this to the file.
It is very useful because configuration can be loaded from the file. A File’s
format is XML and this is a well known international standard. Owing to
the usage of XML international standard, the output data can be easily used
by other security application in a given architecture.

3 Conclusions

In this paper we have presented the Security Protocol Optimization Tool for
the network adaptable security. The SPOT can determine the version of cryp-
tographic protocols according to the specific requirements of the electronic pro-
cesses. The application is based on the adaptable model [5] which introduces the
quality of protection to the electronic process. One of the important features of
the tool is its automatic mode which gives possibility to manage the protection
level of the process in soft real time without the user interaction. Additionally,
the SPOT visualizes the adaptable model [5] which is very helpful during de-
tailed protocol analysis. The results of these analyses can be saved into the XML
standard and after this the system can be controlled according to the determined
data. By means of the SPOT application one can define different versions of the
protocol which realize the process on different protection levels.
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Abstract. Traffic in Wireless Sensor Network (WSN) consists of short
packets sent by nodes that are usually identical in respect of software
applied and their hardware architecture. In such a communication envi-
ronment it is important to guarantee authentication of the nodes. The
most popular way to achieve this basic security service is using Message
Authentication Code (MAC). The sensor node’s harbware is very limited
so the cryptography used must be very efficient. In the article we focus
on the influence of the authentication method’s performance on delays
in data sampling by the sensor nodes. We present efficiency results for
MACs generation in the node. We compare the results for approved,
standardized and commonly-used schemes: CMAC, GMAC and HMAC
based on MD5 and SHA-1. Additionally, we compare the obtained re-
sults with the performance of PKC-based authentication method using
the ECDSA.

Keywords: wireless sensor network, cryptographic protocols, block ci-
pher modes, data sampling, sensor’s security, utilization efficiency.

1 Introduction

The main task of WSN is to collect informations from surroundings and relay
them to base station where are analyzed. All communication is realized by radio
frequency and it causes many vulnerabilities. Attack on WSN is much simpler
than wired network. Some classes of attacks are easy to perform and very mali-
cious. These classes are generally related to possibility of eavesdropping, unau-
thorized modifying and injecting data into network. Such attacks are: Sinkhole
attack, Sybil attack [1], Wormholes, Flood attacks and other presented in [2].
We must prevent against these attacks but we are limited by next disadvantage
of the nodes: hardware limitations. Another aspect which is assumed by WSN
paradigm is autonomy of network. To achieve that, network must be reliable,
with self-organizing [3] and self-healing properties. Traffic in network must be
always authenticated and sometimes confidential.
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All these security advantages without cryptography are impossible to obtain
(in standard WSN environment). Cryptographic primitives and protocols involve
providing security services to system. The goal of these services is to protect
network against various types of attacks. As most important security services
we can specify:

– Authentication,
– Confidentiality,
– Data Integrity.

Authentication addresses a problem of identity. Parts of communication often
need to know real identity of each other. Confidentiality provides privacy, in
insecure channel, for authenticated participant of given protocol. Data Integrity
prevents to unauthorized manipulation of data.

Some type of applications which are used for example in the seismic analysis,
industrial vibration monitoring or HVAC control require high-performance data
acquisition. In many of these applications the data authentication is crucial. The
guaranteeing of this service is realized by means of cryptography. Unfortunately,
the cryptographic operations take the time and the data must be transmitted to
other node before the next data will be collected. When one used not efficient
authentication methods then the data sampling delays can took place.

In this paper we take into consideration Authentication and Data Integrity.
Security mechanisms, which realize these services are approved, standardized
and commonly-used. We consider these schemes in terms of efficiency on WSN
node.

This paper is organized as follows: In Section 2 we present a motivation of
need of Authentication and realization of it in WSN. In Section 3 we describe
the characterization of data sampling process. Section 4 presents approaches to
Message Authentication Code (MAC) and ECDSA scheme which we decided to
evaluate. Next, in Sect. 5 we present results for chosen authentication methods,
details of measurements and impact of these methods upon data sampling delay.
And the last section is for comments and conclusions.

2 Authentication in WSN

The authentication is a basis for robust and reliable network. A node must
rely on other nodes when it sends, receives or passes on packets. It is especially
important with case of routing and forming messages because these informations
are crucial for many sensors in WSN. Authentication can be realized by variety
of methods but in case of WSN it is required that these methods must be very
fast and memory efficient.

There are many authentication approaches dedicated for WSN. In [4] Security
Protocols for Sensor Networks (SPINS) is presented. It provides authentication,
confidentiality, data freshness and authenticated broadcast by two subprotocols.
Next example is TinySec [5]. These schemes uses MAC for authentication and
don’t need Public-Key Cryptography (PKC). But in this class of solutions, key
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management scheme [6] is essential. Due to shared keys, each party of secure
communication needs at least one common key. In the case of a large and often
changing network, it can cause big memory overhead.

PKC would be very helpful approach in such dynamic environments. But PKC
realization on sensor node, without special hardware modules are not efficient.
Standard mechanisms like RSA are too slow and inappropriate. Researchers
try to achieve the same properties by more efficient methods and noteworthy
technique is Elliptic Curve Cryptography (ECC) [7]. In [8,9] comparison, on
sensor node, of RSA [10] and ECC is presented and ECC solution is shown as
promising one. So in this paper we compare ECDSA (based on ECC) as efficient
representative of the digital signature scheme with popular MAC codes.

3 Data Sampling

The sensor collect the data in different frequencies. The WSN applications which
require high-performance data sampling need special data acquisition card. In
the Table 1 we present the data sampling frequencies of the selected cards pro-
duced by the Xbow [11]. We choose the card produced by Xbow because in the
article we are checking the performance of the authentication methods by means
of sensor produced by the same corporation.

Table 1. The characteristic of data acquisition card

Data acquisition card Max. Frequency [Hz] Min. period [ms]

MTS420/400 50 20
MDA320CA 200 5

The maximum collection frequency of the MDA320CA card is 200Hz and it
means that every 5 ms the data is collected from the sensor. Another presented
in the Table 1 card is not as much precise as MDA320CA and collected the data
every 20ms.

Another issue should be considerate in case of the delaying of the collected
data. After the acquisition of the data, the sensor node have to relay it to other
sensor node or to base station. The data transmission is one of the most time
consuming operation. In the Table 2 we present the maximum data rate of the
radio of the motes produced by Xbow [11].

Table 2. Radio transmission time of the analyzed motes

Mote
Max. Data Rate Min. transmission time of

[kbits/sec] 128 b 256 b 384 b 512 b

IRIS/MICAz/MICA2/Imote2 250 0.5ms 1ms 1.5ms 2ms

MICA2DOT 38.4 3.3ms 6.7ms 10 ms 13.3ms
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The sensors which have maximum data rate equal to 250kbits/sec are able to
transmit 256 bits of data every 1ms. If we compare it with the data sampling
frequency (max. every 5ms) we can say that every measured data can be trans-
mitted without the delays. In this analysis we omit the time which is required
for the cryptographic operation realized security requirements. In this article,
we would analyze the data sampling Malays when the data authentication will
be guaranteed.

The MICA2DOT sensor have maximum data rate equal to 38.4 kbits/sec. The
time which is needed for transmitting of 256 bits of data is 6.7ms. We can say
that if this sensor will used the MDA320CA board then the collected data will
have delays because this board have maximum collection time equal to 5 ms. In
this situation acquisition card could not work with maximum frequency.

4 Message Authentication Methods

4.1 Message Authentication Codes

Message Authentication Code is a short tag (checksum) used to authenticate a
message. It is produced by MAC scheme and it provide both, authenticity and
data integrity of a message. MAC links message with its originator. Except
message, MAC algorithm needs key, which is shared between verified peers.
MACs are one of the most popular security mechanisms, and are used in many
security protocols in WSN [4,5]. We can define four types of MACs [12], which
we briefly describe below.

1. Unconditionally secure MAC based on encryption with a one-time pad or
one-time secret key. Stinson and Simmons in [13] present this scheme. But
in WSN applications it seems to be useless because of redundancy, memory
restriction and pads management problem.

2. Keyed-Hash Message Authentication Code (HMAC) is popular approach
which uses cryptographic hash function in combination with a secret key to
produce tag.

3. MAC based on stream ciphers is next class of algorithms. These proposals
are presented in [14,15,16] and they are promising ones for low powered
systems. The reason is efficiency of some stream ciphers. These schemes
often use Linear Feedback Shift Register (LFSR) for MAC generation.

4. The last type is MAC based on block ciphers. It takes advantage of encryp-
tion procedure of block cipher to generate checksum. It is commonly-used
and efficient way to realize MAC. We describe below and evaluate in paper
representative (CMAC) of this method.

There are many other interesting constructions, e.g. UMAC [17] proposed by
Black. It uses new universal hash function with block cipher or cryptographic
hash function (selection is made by the user). In this paper we consider solutions
from 2 to 4. points as most popular. In the next subsections we describe CMAC,
GMAC and HMAC schemes.
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CMAC. Cipher-based MAC (CMAC) is mode for authentication. It is described
in [18]. Especially this mode can be used when we want to use approved block
cipher instead of approved hash function to generate message authentication
code (MAC). This approach is very useful in WSN because the sensor node
does not need hash function if block cipher is available. It can save memory
significantly. CMAC mode generates tag up to 128 bits.

GMAC. Next solution called GMAC is correctly Galois/Counter Mode (GCM)
[19]. GCM mode let us to authenticate data or authenticate and encrypt data
simultaneously. Usage this mode without encryption is GMAC. GCM/GMAC is
specified by NIST and it is used in many standards (e.g. SSH, IETF IPsec). This
mode requires 128-bit block cipher and CMAC generates tag up to 128 bits.

GMAC has a few interesting features, which make it noteworthy in WSN
applications.

– The length of data to authenticate is no required in advance.
– This mode can perform authentication or authenticate-encryption on mes-

sage.
– Both hardware and software high-throughput implementations of these mode

are possible. Software optimization is realized by lookup table which is pre-
computed from the key and is stored in memory.

– The authentication of the protected data can be verified independently from
the recovery of the confidential data from its encrypted form.

HMAC. HMAC is described in [20], it is also standardized by NIST. As men-
tioned above, HMAC uses cryptographic hash function with secret key to achieve
authentication code. The cryptographic strength of the HMAC depends upon
the strength of cryptographic hash function and the length of the secret key that
is in used. Size of the secret key should be at least like size of the tag generated
by hash function.

Decision about usage of hash function is crucial. We decided to compare
HMAC based on popular and widespread cryptographic hash functions. First
choice is MD5 [21] and second is SHA1 [22]. These function are supersede by
their more secure substitutes but still are used in many critical applications and
in our opinion it is good compromise between security and efficiency.

4.2 ECC and ECDSA

ECC [7] is efficient way to provide PKC. It is based on the algebraic structure
of Elliptic Curves over finite fields. In cryptography we used to use F (2m) and
F (p) fields. p is the large prime number. Key operation for ECC is defined over
these finite fields. It is point multiplication. For detailed description of ECC we
refer to literature [7].

Standard solution like RSA [10] is resoluteness inappropriate [9] for sensor
node. ECC provides the same functionality but in the efficient way. The Elliptic
Curve Digital Signature Algorithm (ECDSA) is a variant of the digital signature
algorithm. It is based on ECC so it is more efficient than standard equivalent.
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In terms of very constrained hardware we still must accelerate the process of
the message authentication. There is many ways to optimize ECC operations.
Performances compared in this paper based on TinyECC [23] results. This imple-
mentation use Berret Reduction, Sliding Window, Shamir’s Trick [7] and others
tricks to improve ECC/ECDSA efficiency.

5 Schemes Performance

In this section we show efficiency results for MACs schemes which we decided
to compare. We choose: four variants of GMAC mode, CMAC mode, HMAC
based on SHA1 and HMAC based on MD5. All these methods are well-known,
standardized and commonly used. We compare the results of execution of authors
implementation of the algorithms. We do not consider security strength of the
mechanisms, we evaluate only performance and usefulness in sensor network
environments.

5.1 Implementations and Measurements

As approved block cipher we use Advanced Encryption Standard (AES) [24]
with 128-bit block size and 128-bit key. For the implementation of the AES,
SHA1 and MD5 algorithms we used the libraries from the DAS Labor [25]. The
ECDSA algorithm was implemented in TinyECC [23]. Other algorithms used
in the paper was implemented by the authors. All of the codes, except for the
AES, SHA1 and MD5 codes are written in C. For compilation we use the AVR-
GCC compiler (using -Os flag for size optimization). AES, SHA1 and MD5 are
the most important part of the cryptosystem and were written in Assembler, to
improve speed of execution. As a platform for testing we have chosen XBow IRIS
Mote [11]. It is equipped with ATmega1281 Microcontroller with 8 MHz clock
speed, 8KB of RAM and 128KB of Flash. ATmega1281 has 32 × 8-bit general
purpose registers with a single clock cycle access time. It allows the execution of
single-cycle Arithmetic Logic Unit (ALU) operations. On this platform we have
run modified LiteOS [26] to measure the efficiency of codes. We run the program
with the absolute priority and we count the CPU cycles.

ECDSA implementation is imported from TinyECC [23] and it is written in
nesC. Crucial fragments of code, for platform speedup, are written in Assembler.
This solution assumes use of the secp160r1 parameter, which is elliptic curve
domain parameter over F (p) and it is defined in [27]. We also use all available
optimizations to accelerate ECDSA executions.

5.2 Results

Performance results for the MACs and ECDSA schemes are shown in Table 3.
Efficiency of GCM/GMAC can be improved by lookup tables that are loaded into
the code. In the tables GCM and GMAC denote the modes without acceleration.
Additionally, we decided to use the lookup tables of the sizes: 256B, 4KB and



286 P. Szalachowski, B. Ksiezopolski, and Z. Kotulski

Table 3. Performance of authentication methods

Mode Code size Init
Message size (in bits)

128 256 384 512

CMAC 2240B 0.7ms 0.4ms 0.7ms 1.0ms 1.4ms

GMAC 5706B 2.6ms 1.7ms 2.5ms 3.2ms 4.0ms

GMAC-256B 6220B 3.1ms 1.2ms 1.7ms 2.3ms 2.8ms

GMAC-4KB 10271 B 7.2ms 0.7ms 1.0ms 1.3ms 1.6ms

GMAC-8KB 14108 B 25.1ms 0.5ms 0.7ms 0.9ms 1.2ms

HMAC-SHA1 5252B 0.0ms 4.7ms 4.7ms 4.8ms 4.8ms

HMAC-MD5 6348B 0.0ms 3.6ms 3.6ms 3.7ms 3.7ms

ECDSA sign 19308 B 3493.4 ms 2001.6ms 2001.6ms 2001.6ms 2001.6ms

ECDSA verify 19308 B 3493 ms 2436.5ms 2436.5ms 2436.5ms 2436.5ms

8KB. GCM-XB and GMAC-XB denote the modes with acceleration using the
X bytes lookup table.

Size column describes how much memory a code needs. Depending on the case,
it includes all auxiliary tables. Initialization phase and other essential functions
are required for all additional codes.

The Init results show how much time is required for all preparatory operations
needed for running a proper mode. It includes keys length checking, buffers
erasing, data validation, keys and IVs setup, counters generation and acceleration
tables generation (for the GMAC modes). It is expressed in the milliseconds of
CPU time, and it includes all required operations to start MAC generation or
ECDSA execution. Also all remaining results are expressed in milliseconds.

We tested presented schemes on messages with fixed sizes. These sizes are:
128 bits, 256 bits, 384 bits, 512 bits, and in our opinion messages with these
lengths are characteristic of WSN packet traffic.

Only GMAC-8KB is faster than CMAC, but it needs many more memory
and time for initialization. CMAC and GMAC-4KB have similar results, but in
terms of size CMAC is the best. GMAC without acceleration is relatively slow
solution. MACs based on cryptographic hash functions are inefficient as well.
CPU usage overhead in case of short messages is significant. It is caused by
block size of SHA1 and MD5 which is 512 bits and using these HMAC is not
scalable for short packets. CMAC mode is very interesting, because of memory
and CPU time consumption. In this comparison ECDSA is very slow, and we
must remember that this is one of the fastest PKC solutions. In case of short
message authentication is very inefficient approach.

5.3 Data Sampling Delays

In this article we focus on the authentication methods and its influence on data
sampling delays in Wireless Sensor Networks. In our analysis we take into con-
sideration only the most time consuming operation and there are cryptographic
operations and transmission of the data. The PKC solution is very not efficient
and cause large delays. This method can not be used with high-performance
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data acquisition card. In case of using the data acquisition card with frequency
equal to 50Hz (the data sampling is in every 20ms) all analyzed authentication
method can be used for two types of analyzed sensor radio. In these situation
no delays would take place.

When we analyzed the high-performance data acquisition card with frequency
equal to 200Hz (the data sampling is in every 5 ms) then we have to choose
the authentication method carefully. The data delays for the sensor radio equal
to 250 kbits/sec are presented in the Table 4 and for sensor radio equal to
38.4 kbits/sec in the Table 5. If we consider the sensor radio with data rate equal
to 250 kbits/sec then we can choose CMAC and GMAC with lookup table for
every analyzed message size. We can use without delay the HMAC-MD5 method
for 128b and 256b message. The GMAC without lookup table acceleration can
be use without delays for 128b, 256 b and 384 b. The HMAC-SHA1 method will
provide the delays for any message size. If we consider the sensor radio with data
rate equal to 38.4 kbits/sec then we can collect the data without the delays only
for 128b message. In this case we can use CMAC and any variation of GMAC.
The HMAC methods can not be used without data sampling delays. In this case
the main problem refers to the radio efficiency.

Table 4. The data sampling delays for data acquisition card with frequency equal to
200 Hz and maximum radio rate 250 kbits/sec

Mode
Message size (in bits)

128 256 384 512

CMAC no delay no delay no delay no delay

GMAC no delay no delay no delay 1.0ms

GMAC-256B no delay no delay no delay no delay

GMAC-4KB no delay no delay no delay no delay

GMAC-8KB no delay no delay no delay no delay

HMAC-SHA1 0.2ms 0.7ms 1.3ms 1.8ms

HMAC-MD5 no delay no delay 0.2ms 0.7ms

Table 5. The data sampling delays for data acquisition card with frequency equal to
200 Hz and maximum radio rate 38.4 kbits/sec

Mode
Message size (in bits)

128 256 384 512

CMAC no delay 2.4ms 6 ms 9.7ms

GMAC no delay 4.2ms 8.2ms 12.3ms

GMAC-256B no delay 3.4ms 7.3ms 11.1ms

GMAC-4KB no delay 2.7ms 6.3ms 9.9ms

GMAC-8KB no delay 2ms 5.9ms 9.5ms

HMAC-SHA1 3ms 6.4ms 9.8ms 13.1ms

HMAC-MD5 1.9ms 5.3ms 8.7ms 12ms
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6 Conclusions

Choice of the authentication scheme depends on many factors. But in general
usage we recommend CMAC mode. It is efficient, and it include encryption
procedure, that can be additionally used to standard encryption. GMAC-8KB is
also interesting on condition that memory for acceleration table is not problem.
Advantages of this solution are speed of the MAC generation and easily with
Authenticate-Encryption realization.

Based on presented results we can estimate performance of the other schemes.
For example CMAC has very similar construction to CBC-MAC or OMAC [28]
and results should be very similar too. Notice that even usage of very efficient
PKC like ECDSA for short message authentication is inefficient. Of course in
some situations (very dynamic network) it is great solution, but in our terms
and in comparison with MACs, ECDSA is unacceptable.

The data sampling delays can be real problem in the sensors with high-
performance data acquisition card. When the WSN applications would require
the data sampling with the frequency equal to 250Hz and the radio rate equal to
250kbits/sec then we recommended CMAC method or GMAC with lookup ta-
bles acceleration. In this scenario the HMAC method is not efficient and should
not be used.

In this article we study the sensor with limited radio rate, as well. That
kind of sensor configuration is not efficient and should not be used in the WSN
Application when the high-performance data sampling is required.
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Abstract. This paper describes a computer network and data security
problems in an existing company. Two main issues were pointed out:
data loss protection and uncontrolled data copying. Security system was
designed and implemented. The system consists of many dedicated pro-
grams. This system protect from data loss and detected unauthorized
file copying from company’s server by a dishonest employee.

Keywords: LAN security, file server, abuse detect system, firewall, data
security.

1 Introduction

This paper describes a situation in an existing company. The company makes
projects and produces devices for other factories. There are about 30 employees
in the company. They can be divided into several groups based on their tasks.
Company’s staff use computers to generate and change a lot of data (projects,
documents, etc.). Before introducing security policies described below, employees
saved their data on local hard disks installed on their workstations. This data
was accessible for all staff via computer network through a share disk mechanism
existing in Microsoft Windows system (without passwords).

The company experienced following problems:

– damaged hard disk on workstation caused some project data were lost,
– a competition company tried corrupting one of employees to copy data from

company’s computers and deliver them to the competition company.

Because of these facts company decided to change data organization and access.

2 Solutions

Described here solutions are not one homogeneous idea. They were added step
by step. Following elements were added to existing ones according to changing
security policy in company. The additional requirement was always not to stop
work process in company. Because of it introduced solutions are not optimal and
some of them are non-typical.
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2.1 Data Loss Protection

File Server. Company wanted to control all their data and decided to install a
central file server. All data was moved from workstations to this computer. The
file server runs Linux operating system, because of cost, elastic solutions and
ability to make changes in the system. Files for MS Windows workstations are
accessible by Samba service installed on the server – this is a network interface
for SMB Protocol using by MS Windows systems. There are many versions of
MS Windows that are installed on workstations and it is not possible to create a
MS Windows domain – files are accessible with a share disk mechanism. Server
is protected against power disturb with UPS system.

Mirror Server. Damage to the server can stop work flow in the company for a
long time. A second server, called mirror server, was installed to protect against
such situations: data created on a hard disk of the first server is being copied to
the second server. In emergency situation the mirror server can replace the first
one and normal operation can be continued. The mirror server was installed in
a separate room, far from the first server. This increases survival chances of at
least one of the servers in case of fire or other physical danger. The mirror server
is protected against power failure by additional UPS system.

Requirement to install mirror server was defined when the first server was in
work process and it was impossible to do many changes to its configuration. It
was considered DRBD mirror system (Distributed Replicated Block Device) [1],
but it required too many changes in server configuration (kernel version, disk
partitions etc.).

The second solution is a script, which regularly copies changed files to mirror
server via SSH. It was implemented and used for some time, but it was too slow
for a lot of large data files. Finally, SSH was changed to NFS (Network File
System), which works much faster, but without data encryption. In this case
encryption is not needed, because servers have direct connection via separated
network. More information about it is in [2].

Network Trash. Sometimes, an employee removes a file from the server and
after some time he wants to recover it. Samba does not provide such features.
Network trash was constructed using mirror server: when employee is remov-
ing file from the first server, information about this operation is being sent to
mirror server. Then, on the mirror server, the file is moved to a special folder
– network trash. If the removed file is necessary, administrator can recover it
form this folder. This feature was added to mirror service script. After fixed
time unnecessary files are removed from trash.

Backup. There is a backup system except the mirror server. Administrator
regularly copies data to external hard disk and once year to DVDs.

Mail. Company’s network is connected to Internet via telephone line. This
connection does not ensure constant IP address. Company has an email address
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well known for its business partners. Its mailbox is outside company’s network,
on system administrated by external provider. Only several persons have access
to the company’s mailbox. Before changes, they read and delivered mails to
proper receiver (employee). Such procedure was very time-consuming, but all
emails was archived in one place. After analysis of the situation and considering
the mailbox provider’s offer following changes were introduced. Present mail
system is shown in Fig. 1.

Fig. 1. Mail system

Mailbox provider’s system holds one company mailbox, like before. Employ-
ees have aliases to the mailbox. On the file server mail server Sendmail [3]) and
mailboxes for all employees are installed. Company’s file server gets emails from
company mailbox and puts them into employees’ mailboxes on file server accord-
ing to field To: in emails (this field contains employees’ aliases [4]). This task
is realized by a script for procmail (mail processor). Employees regularly read
emails from their mailboxes on file server.

Sending emails is realized in a similar manner: employees send theirs mails to
file server, which delivers them via company’s mailbox. File server makes a copy
of every email and puts it into archives. This task is realized by Synonym script
for Sendmail [5,6]. This way all company’s emails are archived in one place.

Warnings. There is no person in company, who continually monitor file servers.
This is the primary reason why a specialized set of scripts has been written.
They monitor file servers and warn the administrator in situations, which can
disturb proper work of the file server (e.g. decreasing free space on hard disk
below warning limit). The first channel of communication with the computer
administrator is through audio – server plays recorded warnings via speakers. In
this way, if necessary, servers remind the administrator to do a backup.

2.2 Protection against Uncontrolled Data Coping

Following channels of uncontrolled data copying were identified:

– theft physical medium with data,
– data copying via Internet,
– data copying by employees.
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Physical Data Medium Protection. Servers and backup copies of data are
located in protected places. Independent of that, data on disks are encrypted
– this protect data before being read without digital key and password. To
realize this task DM-Crypt and LUKS (Linux Unified Key Setup) were used
[7,8]. The choice was natural – they are included in installed Linux distribution
and integrated with the system, other programs (e.g. Truecrypt [9]) needs to be
compiled and installation of additional libraries or Linux kernel is also required.

Data Coping via Internet. The structure of the company’s network is shown
in Fig. 2.

Fig. 2. Structure of the company’s network

There are two firewalls (basic access control system at the network layer [10])
between Internet and company’s network. There are two devices:
– modem including plain firewall realizes connection to Internet provider; the

firewall is not sophisticated enough to realize all needed functions;
– router is a computer based on Linux, which realizes router and firewall tasks

(it uses iptables system).

Firewalls’ configuration blocks all communication between servers and Inter-
net. It is only one exception: server is able to connect to company’s mailbox on
the external system. Server has its own firewall. To transmit data from or to the
server, computer has to be connected to company’s network and be registered
on the server.

Data Access Inside the Company. The base security policy are defines access
rules to data on the file server. Employees were divided into several groups based
on their tasks. For each group access rights on the file server system were defined.
It is impossible to block access to all, because employees need access to file server
resources and data to do their job. They often need access to previous projects
and elements designed by other groups to adapt own projects to rest elements
of whole end firm product. Finally, employee has access to a lot of data on the
file server.
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Protection Against Dishonest Employee. Firewalls and server’s access
rules do not protect from data copying by employees. Dishonest or unreliable
employee is able to copy data from file server and deliver it to unauthorized
persons [11]. The second undesirable situation is, when unknown program, with-
out user’s knowledge try copying data outside workstation. Protection against
described situations is far from simple – employees need access to the Internet
and ports on their workstations to do their job. To decrease danger there were
designed and implemented some mechanisms.

The first protection consists of a program written by this paper’s author and
installed on the router. It controls how much data is being sent outside company’s
network from every workstation. If a given computer is sending more data than
a specified limit, then the firewall on router blocks suspicious connection. Limits
can be specified as a sum for all connections from workstation or individually
for every network connection. Limits set on the router prevent copying of large
quantities of data to an outside entity. (potentially undesirable data copying),
in a way guaranteeing undesturbed work of the employees. (e.g. finding needed
information on the Internet). Configuration of these limits is based on logged
statistic. Algorithm of this program regards the bursty nature of packet data:
it allows for short transfer over limit (on credit). If in next measured period
workstation is not sending data then credit is decremented otherwise credit is
incremented. When credit is reaching credit limit then connection is blocked.
This mechanism is not a absolute protection, but it is able to prevent from
copying a lot of company’s data to the Internet suddenly, before anyone is able
to react.

Additionally, Squidguard – a program for control of WWW connections based
on the Sqiud [12,13] was installed. It enables blocking of selected WWW ad-
dresses. It is a very weak protection. It was company’s request to install such
mechanism. It can be difficult for inadvanced educated employees in network
function (part of described company’s staff).

The next protection mechanism is logging of all read operations from the
file server. Based on log files, it is possibile to detect employees’ abuse. This
paper’s author has written a set of scripts realizing this task. Plain logging does
not always correspond to real user actions – many employees use user-friendly
interfaces on their workstations. Such interfaces read many needless files, e.g.
some of them read file headers to show properly icon on user graphical desktop.
Such mechanism generates a lot of data in log files. To eliminate this situation,
the system reviews logs and removes notices, when only a fragment of the file was
read. If user works on a project then often each file is being read multiple times. –
in employee abuse detect process each file is taken into account only ones. Some
files are not important for this process, e.g. temporary files, and system omits
them. Employee abuse detect system creates database with information about
reading files form file server and according to designed algorithm. It calculate
for every user a final parameter (p). This value is compared to defined limit
and if it is greater than the system informs administrator about it. This is only
warning for the administrator – he has to analyze the situation and decide what
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to do. The limit depends on programs used by an employee. It is fixed based on
statistics, individually for every user. In the described company it was assumed
that protection of newer files is more important than the older ones and the
parameter is calculated in the following way:

p =
N∑

i=1

pi , (1)

pi =

⎧⎨⎩
1 for t < t1
1 − (t − t1)/(t2 − t1) for t1 < t < t2
0 for t > t2

(2)

where N – number of read files, t – file’s age, t1 and t2 – fixed time periods
(t1 < t2).

Described employee abuse detect system is not ideal, but it can be a very
useful tool. Nevertheless it requires proper configuration.

3 Conclusions

It is not easy to design a security system. It is necessary to take into account
many dependencies. Some requirements can be contradictory to each other. The
most difficult problem is a protection against the dishonest employee, because
employees need data access for their work. This paper was described security
system in existing firm including original author programs. The system is com-
plicated, uses many programs and is not ideal, but can be effective. It detected
a dangerous incident: one of employees copied data from the server probably to
give them to transfer it to the competition. Based on information from log files
police made a search and found copies of company’s data – the implemented
system prevented the company from a great loss.
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Abstract. Nowadays, there are many industrial Ethernet protocols
which could act as a fieldbus functionality. There is a necessity to select
an independent comparative factor in order to define the scope and the us-
age domain of the given protocol. In this article the author considers the
construction of transactions in EPL (Ethernet PowerLink) protocol and
qualification of its features to describe time characteristic and to compare
EPL with other protocols of real-time Ethernet type. Author presents ad-
vantages and common traits of some of the existing solutions.

Keywords: industrial, real-time, Ethernet, EPL, PowerLink, network
cycle, efficiency, transaction, exchange, time analysis.

1 Introduction

Distributed computer systems are used on a control level of a factory automa-
tion. The devices and the whole data flow on this level have to be subject to the
real time processing due to physical process conditions. The typical communi-
cation solutions on this level are a kind of industrial computer networks named
fieldbuses [1]. The main task of the fieldbus type networks is to deliver IO data
between control devices. The whole traffic on the local network segment has to
be performed in the real time. Each transaction has to be done within a strictly
defined range of time.

The Ethernet as well as a fieldbus can be used as a network on a control level
with full conformity to the time limitation requirements. However, the Ethernet,
beside its own protocol defined in physical and link layer [2], has to have a par-
ticular protocol designed for time deterministic control of access to the medium,
located mostly in the application layer of the protocol stack [3]. The Ethernet
provides many advantages coming from its popularity and ubiquitous and well
known technology. In the scope of basic fieldbus functionality, the Ethernet could
became a universal standardized platform of industrial data exchange.

Unfortunately, many incompatible protocols have been created by commercial
and non-profit organizations. There are protocols based on the standardized
Ethernet technology as well as on specialized ASICs [4,5]. The EPL protocol
is one of at least 22 industrial Ethernet protocols. The selection of the right
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protocol according to system requirements as well as a reliable comparison of
accessible solutions can be a problem. Sometimes it is claimed that high speed
(baudrate) of physical medium determines high efficiency and throughput. It is
especially pronounced in case of the Ethernet solutions. Moreover, the interesting
question arises whether there are any significant differences between existing real-
time Ethernet protocols, from the time characteristic of the transmission point
of view. In order to compare such protocols based on fieldbus functionalities an
independent factor should be used. One of such criteria can be a useful efficiency
[6] defined as a quotient of the transmission time of the useful data TU and the
transmission time of the total data used by the network TN during the considered
operation (formula (1)).

η =
TU

TN
, (non-dimensional, as factor 0–1), (1)

Such quotient describes the protocol’s ability to pass the application data via
a given transport mechanism. Calculation of a useful efficiency can be a good
base for comparison of the given types of network transactions of such protocols.
Useful data come from the node’s application and can be simply considered as
a set of application variables to be sent through the network, i.e. through the
source and the destination protocol stack and the physical infrastructure.

The EPL is quite an interesting solution because of achieving a short period
of network cycle based on a standard hardware and software solution according
to legacy IEEE 802.3u (Fast Ethernet). The minimum value of a network’s cycle
period is 200 μs with jitter of 1 μs. The EPL is classified as a high performance
solution of the IAONA real-time class 4 [7]. Just like each type of the real-time
Ethernet solutions it works on a closed segment with the application control
layer above the legacy Ethernet layers.

The protocol is compliant with norms: IEC 61784-2, 3, IEC 61158, IEC15745-
1, 4, EN 50325-4 as well as it is a standard solution for the CANOpen protocol
over Ethernet (EN50325-4). The EPL is developed and supported by the EPSG
organization (Ethernet Powerlink Standardization Group) according to the Open
Source Technology idea (BSD license in 2008), which means patent-free without
any license fees.

Generally, in the EPL two types of transactions can be distinguished. The
useful data can be transmitted between nodes utilizing isochronous cyclic way
and asynchronous acyclic way.

Beside the Ethernet MAC addressing the unique EPL nodes addressing is
used. The internal addressing is indispensable for sending requests during exe-
cution of message cyclic exchange with predefined communication relationships
of every node’s application as well as for asynchronous dialogue. The cyclic se-
quence is pre-planned but the acyclic one is dynamically scheduled.

Let us name the sequence as ‘exchange scenario’. All replies during this process
are based on the Ethernet multicast and all requests on the Ethernet unicast.
All useful data serviced isochronously is transmitted via an abstract unit named
PDO (Process Data Object).
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Subscribers are divided into two categories:

– MN – Managing Node – there is only one node in a single segment. The node
is designed to execute the exchange scenario over the whole segment and is
able to but not obliged to exchanging useful data.

– CN – Controlled Nodes – there are many nodes in a single segment (all
run-time nodes except MN). CN nodes are dedicated to exchanging useful
data. CN subscribers are passive and do not send any frames without an MN
request.

The EPL uses the SCNM (Slot Communication Network Management) model
of medium access. It is a specific sort of the TDMA (Time Division Multiple
Access) model where special synchronization frames are used, and following that
the duration of network cycle is precisely synchronized. Within the time slices
of each network cycle the Master-Slave model of a single node transaction is
used. However, the node response is based on the Producer-Consumer ‘push’
relationship. So generally, in the EPL the PDC deterministic model of network is
used with time distribution via synchronized time slicing distributed by the NM.

2 Transactions in EPL

All exchanges of the useful data happen according to an exchange scenario placed
in MN. It is a roundtable conversation based on the request & response trans-
actions.

All transactions are executed within a network cycle which is a repetitive
time window. A network cycle consists of one or many elementary sub-windows
designed to group transactions of a given type. Each elementary window consists
of three parts. The window for cyclic RT transactions, the window for acyclic
transactions, and the special idle window dedicated to cycle synchronization –
i.e. for assuring the constant time duration of a given elementary window. It is
presented in Fig. 1.

isochronous 
cyclic phase 

asynchronous 
phase 

isochronous 
cyclic phase 

idle 
phase 

asynchronous 
phase 

TE  time of elementary 
window 1 window 2 

TNC  time of network cycle 

asynchronous 
phase 

 idle 
phase 

window n  

cyclic 
transactions 

TC TA 

acyclic transactions 

Fig. 1. The schema of the EPL network cycle

Because of the fact that the TC in the given cycle is constant and TA is
also constant, the duration of each sub-window TE is constant. Additionally, the
number of elementary windows n depends on the scenario construction, and in
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the given conditions it is also constant, so the duration of the whole network
cycle TNC is constant as well.

The PDO distribution within cyclic phase of the given elementary window
can be performed with a constant cycle (continuous) and/or a multiplexed cycle.
The difference lies in transactions scheduling of all cyclic variables. Thanks to
that, various periods of the useful data exchange can be established in the given
network cycle.

In order to illustrate the time characteristic of a network there is a need
to select a given aspect of network operation. It is impossible to calculate the
value of efficiency or throughput for the whole network activity. However, the
minimal and maximal value can be calculated for a given transaction or a set of
transactions.

The fundamental transaction in industrial networks is the cyclic one. This
type of transaction is crucial from the vertical exchanges point of view. In the
EPL case the cyclic transaction is executed within the cyclic phase, according to
publish-subscribe relationship similar to the producer-consumer model based on
pool request & pool response type of dialog. The MN device generates a request
(PReq frame) to the given CN following the scenario order, and the CN device
responses via a broadcast (PRsp frame) to all nodes interested in its data. The
cyclic dialog is proceeded by the broadcast of the special frame (SOC – Start of
Cycle) which synchronizes the start point of cyclic phase within all nodes. The
acyclic phase works almost in the same way except direct requesting. Only one
transaction of ASnd frame can be performed, due to dynamically filled queues
in NM. The schema of the EPL transactions is presented in Fig. 2.

SoC SoA PReq PRsp PReq PRsp PReq ASnd MN 
CN 

acyclic transactions cyclic transactions 

Fig. 2. Schema of EPL transactions

In order to calculate the useful efficiency, the transmission time of data should
be defined first and followed by the construction of the frames. To perform a
single exchange of useful data between only two CNs, four frames are necessary
from the network point of view: SoC, PReq, PRsp, and SoA. The frames are
presented in Fig. 3. All sizes are in bytes (octets).

The EPL is supported by hubs and/or switches and node’s network interfaces.
The frames processing in such a physical infrastructure causes delays, but their
values depend on a type and construction of the middleware devices. However,
because of short processing time within a single hub device (for instance about
70 ns) or within other ones, and because of the fact that delays concern both
useful and control data, the values can be neglected from the useful efficiency
point of view defined as (1). The same refers to the propagation time. Never-
theless, in order to perform a precise calculation of given data passing from the
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Frame specific fields: 
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(PRsp: 7 bytes) 
(SoA: 43 bytes) 

  

     
Payload: 

 (PReq: 36..1490 bytes) 
(PRsp: 36..1490 bytes) 

  

Fig. 3. Schema of EPL frames

application of one node to the application of another node, one should consider
the time related to useful data acquisition from the application working within
CPU to the application layer of the EPL stack working within a coprocessor of
every node involved. In this article, all data transfer is considered only from the
network point of view, with assumption that useful data is still available within
the network coprocessor’s memory.

3 Efficiency

Useful efficiency defined as (1) is independent from network speed and refers
to a given type of transaction or some other abstract organization unit of data
passing via network. Thus, it can be analyzed as an efficiency of the network
transaction of the given PDO, node, an elementary window or even the whole
network cycle. The most interesting aspect is the definition of efficiency value
for a pessimistic network usage when the amount of useful data is small. In the
industry, on the fieldbus level, the size of most of the application variables is
either one bit for a discrete signal or up to 16 bits for measurements. Thus, the
total data size relevant to the given node is approximately up to several dozen
bytes.

Let us assume the size of the useful data u in the range 1 ≥ u ≥ 128 bytes. It
is a typical range of the data size in automation systems to be exchanged in a
cyclic way. Additionally, there is an assumption of Ethernet transmission speed:
V = 100 Mbit/s. The Ethernet/EPL frame sizes presented in Fig. 3 rely on the
principle that the minimum EPL frame payload size is 36 bytes.

Let us calculate the useful efficiency of a cyclic transaction of a single node.
You can notice that this transaction allows for transmission of data from one
node to the remaining nodes in almost the same time, with jitter time depending
only on the propagation and the processing within devices. The schema of the
transaction is presented in Fig. 4.
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PReq PRsp 

20+64 bytes 48+1..128 bytes 

TT  transaction time 
MN 
CN 

Fig. 4. Schema of the cyclic transaction of a single node

Based on (1) the useful efficiency can be calculated as:

η =
TU

TT
=

TU

TPReq + TPRsp
(2)

η =

{ 8n
V

8( 84
V + (48+n)

V ) = n
132+n for n ≥ 36

n
168 for n < 20

(3)

However, a more interesting case is calculation of useful efficiency with taking
into consideration all necessary frames to perform the above-mentioned transac-
tion. The schema is presented in Fig. 5. The assumption is that no ASnd frame
and no PRsp frame from MN occurs.

PReq PRsp 

20+64 bytes 48+1..128 bytes 

TT  transaction time 
MN 
CN 

SoC SoA 

84 bytes 84 bytes 

Fig. 5. Schema of the cyclic transaction of a single node with a minimum set of the
necessary frames from the network cycle

Based on (1) the useful efficiency is as follows:

η =
TU

TT
=

TU

TSOC + TPReq + TPRsp + TSOA
(4)

η =

{ 8n
V

8( 84
V + 84

V + (20+28+n)
V + 84

V )
for n ≥ 36

n
336 for n < 36

(5)

Calculating useful efficiency for a single PDO, a node or even a time window
is possible but the results are strictly theoretical and do not refer to the real
behavior of the network. This is caused by the fact that the transaction with
any of the mentioned elements never occurs alone. Thus, in order to perform
any actions on the network, the cycle has to be established and the considered
transaction within the cycle has to be executed. So, the pessimistic condition is
to execute a single cyclic exchange of short useful data within the cycle of the
minimum suited size. The other extreme condition is to transmit the maximum
amount of useful data within the same network cycle. It gives a real factor of
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protocol efficiency as well as of real throughput. Taking into consideration that
most of the real-time Ethernet protocols with functionality of the cyclic data
distribution rely on the network cycles, it is good to compare the existing solu-
tions. Of course, the additional transactions involving execution of transactions
related to the specific communication relationships are not taken into consider-
ation in this approach. It is appropriate to describe only the producer-consumer
push model. Nevertheless, this simplification should be sufficient to describe the
time characteristic irrespective of the exchange models used together with the
specific relationships.

There are additional assumptions for calculations for the whole cycle:

– the minimum EPL cycle period is TNC = 200 μs,
– only one node is cyclically requested, no ASnd, no PRsp from MN.

Finally, let us calculate the cyclic transaction within the EPL continuous cycle.
The transaction is presented in Fig. 6.

 

PReq PRsp 

20+64 bytes 48+1..128 bytes 

TT  = TE 

MN CN 

SoC SoA 

84 bytes 84 bytes 
TC TA 

silence gap 

Idle 

Fig. 6. Schema of the cyclic transaction of a single node within a single elementary
cycle

The time of all network exchanges TX consists of:

TX = TSOC + TPReq + TPRsp + TSOA (6)

The transmission time of useful data can be calculated as:

TU =
8u

V
[s] (7)

Based on (1), the useful efficiency can be calculated according to the formula (8):

η =
TU

TNC
(8)

Including equation (7) into (8) and the above-mentioned assumptions:

η =
8n
V

TNC
=

8n

TNCV
(9)

The equation is valid only when:

TNC ≥ TX (10)
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In the other case the transaction cannot occur because of not sufficient time
of the network cycle to contain TX. To calculate this case the TNC should be
increased by the multiplication of the cycle time granularity which is 100 μs or
125 μs. For one node this inequality is always true because the maximum value
of TX is 137 μs.

The calculation results are presented in Fig. 7. The values are compared with
the values of Profinet IO and EGD protocols calculated in the same way [8].
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Fig. 7. Comparison of useful efficiency of EPL cyclic transaction without taking into
consideration the network cycle: case (a) from Fig. 4, case (b) from Fig. 5

The calculated useful efficiency with various periods of the network cycle taken
into account is presented in Fig. 8.
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Fig. 8. Comparison of useful efficiency of EPL cyclic transaction with the network
cycle taken into account
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4 Conclusions

It can be observed that there is a big difference between useful efficiency cal-
culated for an internal element of the cycle and the whole cycle (Figs. 7, 8).
Nevertheless, the efficiency of internal transmission units is strictly theoretical
and useless.

It is necessary to notice that for the given protocol class based on network cy-
cles, useful efficiency calculated for the given activity within the whole network
cycle does not depend on the protocol construction. Efficiency is calculated as a
quotient of the transmission time of the useful data and the cycle time, which
is constant. Both the first and second value, when the transmission speed is
constant, are independent from the frame construction and the execution of
transaction. So there are no differences between protocols of this type from this
point of view. The differences lie in the internal construction of the communi-
cation relationships, however, their separate analysis is pointless, as it has been
mentioned above.

There is a necessity to analyze such protocols with utilization of the calcula-
tion of the useful efficiency per cycle and while considering utilization of cycle
space. Such analysis is possible if service of more than one node is considered.

The values obtained in this article result from the network cycle and describe
the pessimistic values of useful efficiency within the cycle. The interesting point
is calculation of optimistic values of useful efficiency and useful throughput. Such
values can be calculated for a cycle fully utilized by passing the given data via
the given mechanism selected from the available ones.
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Abstract. The paper forms a basic classification of wireless networks
basing on the subsequent functionalities provided by different topologies
in comparison to the wired network. Then the focus is placed on the
idea of a wireless mesh network as a structure freely mobile and versa-
tile providing many extremely interesting and innovative opportunities in
industrial, real-time communication systems. A set of following measure-
ments verifies usability of one of the most popular mesh-based topology
control protocols – Spanning Tree Protocol – in terms of different kinds
of time-deterministic systems or high reliability systems. In the end final
conclusion and an attempt to point the most intriguing issues and direc-
tions of research and development is made.

Keywords: industrial network, mesh network, self-healing, redundancy.

1 Introduction

Despite increasing interest in wireless communication technologies their applica-
tion in industrial distributed control and supervisory systems is still rather un-
common. The field of wireless sensor networks seems to be leading in increasing
the wireless solutions’ share among industrial communications systems, however,
it doesn’t contribute to the the general approval of the wireless communication
as an attention-worthy technology. Recent years have brought some interesting
solutions in the field of sensor networks or broadband based on IEEE 802.11 stan-
dard (mainly due to it’s flexibility and effortless integration with wired Ethernet)
for mobile controlled objects but they were usually established on a client-access
point model. Although this model allowes multiple access points and mobile
client roaming, it usually still involves static wired network with access points
as network’s wireless entry points.

Automation and control engineers and designers together with widely under-
stood industry seem to expect more additional functionality and flexibility from
wireless communications. There are also strict requirements in terms of security
which need a lot of new solutions forced by the open character of the transmit-
ting medium and reliability which has been already extremely enhanced in wired
networks. Producers reacted to these demands and their products implemented
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features already known from managed wired networks. Among these innova-
tions is Spanning Tree Protocol (STP) which enables communication engineers
to build ad-hoc, self-healing mesh networks. Extended list of features provided
by STP looks promising but does it meet all industry’s demands? This paper
contains a general view on the subject of STP paying special attention to its
usability in industrial communication applications with specific reuirements.

2 Concepts for Wireless Control Systems

2.1 General Classification

Wireless systems are enabling engineers to build a whole new class of communi-
cation networks providing many new functionalities. Most general and simplified
classification could be drawn as below, dividing wireless systems into three sub-
classes.

Wire-Replacing Interconnections. Undoubtedly simplest and first to be ap-
plied example of a wireless technology. This one (presented in Fig. 1) substitutes
wire with a wireless link interconnecting existing network structures and can be
described as a point to point connection. Sensible solution where wiring can cause
difficulties but not presenting any real innovations in terms of functionality.

AP CLIENT

Fig. 1. Static Network Structures Interconnection

Flexible Network Extension. This solution (Fig. 2) provides features which
were rare while using wired technologies. An idea of connecting many clients to
an access point to form point to multi-point structure creates an opportunity
to build communications systems with relatively freely mobile clients constantly
connected to the network.

Basic structure, with a singe access point, is already a step forward, however,
many access points across the network provide further functionality and rise
clients’ mobility to a higher level with an opportunity of roaming between access
points.

Wireless Distribution System. The most advanced and utilizing the idea
of wireless system to the highest degree class of wireless systems. It virtually
abandons (or, more precisely – allows abandoning) the idea of dividing network
nodes to clients and access points. The mesh network (basis for Wireless Dis-
tribution Systems) can consist of access points only but unlike in structures
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AP

CLIENT 1

CLIENT n

Fig. 2. Static or Mobile Clients Access

mentioned earlier in the paper, access points can connect to each other forming
the whole network structure (Fig. 3). Wireless medium allows to dynamically
change connections while the network is operating so the actual topology can
adapt to the current situation. Nodes’ mobility is also further increased in this
case, any node can move anywhere, as long as in the range of any other node,
maintaining connection to the network.

This flexibility, however, unfortunately also generates problems. Freely inter-
connecting nodes may form loops which are generally disallowed in a properly
functioning network. Such an architecture is a very interesting field of experi-
ment and development and many solutions to different issues concerning mesh
networks have already come to existence hence the rest of the paper is focused
on this particular class of systems.

DEVICE 1

DEVICE 3

AP 1

AP 3DEVICE 2 AP 2

DEVICE nAP n

Fig. 3. Nodes Forming a Mesh

2.2 Spanning Tree Protocol

Spanning Tree Protocol used in wireless systems is an idea derived directly from
wired networks. Its basic task is to build a mesh-based topology providing redun-
dancy and at the same time preventing loops in the network (ensuring a single
active path between two nodes). There are some differences between wired and
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wireless version of STP however the principal working rule is the same and time
parameters suited for tuning the spanning tree algorythm closely resemble their
equivalents from wired networks. There are many parameters but usually only a
set of three is available for editing, the rest is set to default values recommended
by standard creator (IEEE) and changing them is depreciated (or even impossi-
ble in many cases, when the end user cannot even check their values) [1].
Parameters provided for tuning are:

– Bridge Hello Time,
– Bridge Forward Delay,
– Bridge Maximum Age.

They are all usually represented in seconds (taking on integral values) though
some industrial equipment manufacturers provide shorter time base [2].

Hello Time determines cyclic hello message broadcast to other network nodes,
Forward Delay determines the time of listening and learning before traffic for-
warding begins and Maximum Age determines the time of storinf protocol in-
formation in the node.

The redundancy and self-healing features look promising for anyone dealing
with computer systems of increased reliability demand. Following sections of this
paper consider using STP in different kinds of such systems.

3 Equipment and Measurements

3.1 Network Model

To put the Spanning Tree Protocol under a test a small network model was
built in the laboratory to simulate a simple, generalized industrial communi-
cation system (decentralized control system [3]). The network consisted of four
wireless access points working in an IEEE 802.11 standard, with ability to create
Wireless Distribution System utilizing STP. Two access points served as entry
points for devices communicating in the network, in this case – PLCs1. The
simplest communication routine was used – one PLC was a data source, called
Producer, and the other was a data sink, called Consumer. The Producer re-
peatedly transmitted a pack of data at a constant time rate of 20 milliseconds.
Laboratory conditions have enabled every device to connect to any other there-
fore access points were configured to connect to a limited list of nodes, forc-
ing more than a single hop between the Producer and the Consumer (Fig. 4).
This provided a simple structure permitting to break the working connection
and observe the consequences and the self-healing process. Observations were
made without any additional equipment. Consumer device with a sweep time
of roughly 0.2 milliseconds was running an application counting incoming data
packets and recording the maximum time span observed between subsequent
packets.

1 Programmable Logic Controller.
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PLC 1
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AP 1 AP 2
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Fig. 4. Measuring equipment

3.2 Measurements

Measuring research has been carried out in seven measurement series. Each series
illustrated the way in which the modelled network was working for different
values of Hello time (tH), Forward Delay (tFD) and Maximum Age (tMA). Each
series consisted of two stages:

– measuring in stabile conditions,
– reaction measuring in case of network breakdown.

Measurements in stabile conditions were aimed to determine the influence of
additional load caused by using Spanning Tree Protocol (with parameters’ values
appropriate for every series) to the model network [4]. The values of maximum
delay time (tD) and percentage of lost packets (L) during the measurement2
series were recorded by the monitoring software.

Reaction measurement in case of network breakdown was based on the al-
ready mentioned specific confiuration of inter-access point connections forcing
hops through the nodes not directly connected to communicating devices (in
this case – PLCs). The breakdown was initiated by turning off the node which
was forwarding traffic through and then waiting for reestablishing data transfer
between devices. The measurement provided values of this reestablishment time
(tR) being actually another measurement of maximum delay time, however, in
different conditions.

Each measurement series has been carried out several times for complete pic-
ture, checking the repetitiveness of results and their credibility. Following Ta-
ble 1 has been constructed by averaging repeated measurements belonging to a
particular series – the wireless system was not shielded in any way so measure-
ments could have been randomly affected and altered by interference from the
surrounding environment – this led to averaging results and not including any
2 Every measurement series lasted the same amount of time and the constant time

value of synchronic data production allowed to evaluate the theoretical number of
data packets send which, together with measured value of received packets, resulted
in evaluation of percentage of lost packets.
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additional statistical analysis, as measurements were anticipated only to check
the general rule and tendency, not precisely describe STP with absolute numbers
(this would require a lot more preparations, isolation of measured network and
many more measurements for different devices’ parameters and network load
characteristics).

Table 1. Measurements summary (average values)

SN tH[s] tFD[s] tMA[s] tD[s] L[%] tR[s]

1 1 3 8 0.28 0.3 7.9
2 0.125 3 8 0.24 0.7 8.0
3 0.125 1.5 8 0.36 0.3 5.0
4 0.125 1.5 4 0.24 0.2 5.1
5 0.125 1.5 2 0.49 0.7 4.9
6 0.125 1 1.5 0.84 6.0 4.0
7 0.125 0.5 2 2.27 32.5 –

One glance is enough to conclude several points from the results gathered in
the Table 1:

– the parameter which influences the operation of network utilizing STP most
(both in the positive and negative manner) is Forward Delay time,

– the scope of packet loss values suggests that limits of tFD values, where the
quality of network services is acceptable have been reached,

– the meaning of remaining two parameters seem to be irrelevant in comparison
to tFD,

– the minimum value of communication reestablishing time is two orders of
magnitude bigger than average data production time (20 milliseconds) which,
in case of breakdown, can lead to significant data loss or critical control
errors.

Let’s examine a little closer the most influential parameter. Attached charts
display the relation between Forward Delay time and percent packet loss (Fig. 5)
increase of which is considered negative – meaning cost, and network self-healing
time and transmission reestablishment (Fig. 6) decrease of which is considered
positive (the reaction of the network to the damage is improving) – meaning
gain or profit. These charts clearly demonstrate that changing (decreasing) the
tFD parameter down to the certain threshold is followed by linear increase of
the gain, however, above that threshold (in this case tFD = 1 s) the increase
of gain is accompanied by the increase of loss which is, in contrary to gain
change characteristic, close to exponential. The influence of STP protocol on
the network quickly becomes inacceptable. Even for the small model network the
minimum self-healing time achievable while network quality is still fine (arbitraty
assumption of packet losses under 1%) is 5 seconds.
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3.3 Additional Observations and Conclusions

Apart from insights described in a previous section other symptoms influencing
the general conclusions have also been observed:

– during the breakdown the broken node resuming also causes a several second
delay, when the protocol agorithm builds a new spanning tree,

– during stabile operation maximum delay is not always directly affecting the
packet loss.
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Measurements from series no. 6 can be used as an example of the latter obser-
vation. For the measurement series of 30 seconds a delay of 0.49 second makes
roughly 1.6% of the whole measuring time. Having in mind a constant time rate
of data production, this value should cause a packet loss of similar value, how-
ever the measured value is distinctly lower. This is a basis for saying that proper
traffic buffering in network nodes could be used to reduce the negative effects of
strict parameters adjustment.

From examining the measurements and observations as a whole we can draw a
conclusion, that with particular transmission parameters and network through-
put configuration it can be difficult to reach communication resuming delay time
low enough to be acceptable in most of control processes. These included mea-
surements are naturally not to be taken as absolute indicators of STP protocol
usability – after all they were carried out for a single specific model, with many
parameters set to fixed values and not considered at all (e.g. amount of trans-
mitted data, inter-node maximum throughput). However, results demonstrate
what to expect of network parametrizing of a certain structure (topology) and
requirements (traffic characteristics and target parameters).

Despite the fact, that the connection resuming time is not fully satisfactory
it is still low enough to significantly outclass human capabilities of reaction to
breakdown and the time of resolving it by maintenance service. From this reason
such system can be used in applications gathering not critical3 data providing a
compromise between a self-healing solution and relatively low amount of lost data.

4 Summary and Future Work

Conclusions drawn from measurements are enough to see the general problem of
proper network parametrization for industrial communication system although
they don’t discredit STP as an interesting solution, especially as new standards
for mesh based networks are constantly under development, both for specialized
and universal devices. However to fully understand limitations and capabilities of
these methods more precise and thorough measurements have to be carried out,
considering also other parameters describing computer networks and demands
put on them.

Next steps following conclusions of the paper above will most probably involve
general analysis of cable Ethernet solutions (to find out the most innovative
methods in the field from which the IEEE 802.11 often derives) and further
examining of wireless solutions in both industrial and of-the-shelf versions (where
the latter are usually much cheaper and tend to implement new standards and
technologies sooner).
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Abstract. OPC Server has been created for the CPDev engineering en-
vironment, which provides classified process data for OPC client applica-
tions. Hierarchical Coloured Petri nets are used at design stage to model
communications of the server with CPDev target controllers. Implemen-
tation involves an universal interface for acquisition data via different
communication protocols like Modbus or .NET Remoting.

Keywords: CPDev, OPC DA, HTCPN, Petri nets.

1 Introduction

OPC (OLE for Process Control) is a group of standards specifying the communi-
cation in industrial automations, based on OLE (Object Linking and Embedding),
COM (Component Object Model), and DCOM (Distributed Component Object
Model) technologies. Due to its complexity, it has been mainly used in huge sys-
tems, however nowadays, it becomes more common, also in smaller applications.
It allows connecting control devices with engineering environment, as well as
local or remote data sharing between different applications. It is maintained by
the OPC Foundation, which constantly develops and publishes new revisions of
the specifications (http://www.opcfoundation.org/).

The paper discusses design and implementation of an OPC Server for the
CPDev (Control Program Developer) engineering environment created at Rzes-
zow University of Technology. The design is based on Hierarchical Coloured Petri
Net model. CPDev is a multi-target solution, so the implementation of the OPC
Server requires an universal interface for acquiring real-time data via different
communication protocols.

2 OPC Standard

Communication in the OPC standard is based on the client-server model [1].
Typically, an OPC server interfaces engineering applications with automation
appliances. It can be integrated with an industrial device or work independently
as an autonomous module. Sharing data involves custom, automation or SOAP
(Simple Object Access Protocol) interface (last two are optional).

The OPC standard includes few specifications, distinguished by data and
access types. Most common are:
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– OPC DA (Data Access) provides real-time data sharing. Clients are able to
read and write actual data from the server, alternatively the server can send
set of data to the client when the value is changed.

– OPC HDA (Historical Data Access) allows storing historical data and trans-
ferring values from a specified period. As a result, statistical data (like max-
imal or mean values) can be obtained.

– OPC A&E (Alarms and Events) was developed to inform the operator about
situations which demand immediate reaction or particular attention. OPC
A&E servers detect alarm conditions in connected devices.

The OPC DA specification [2] is the most common. The OPC DA server data
structure is usually hierarchical, similar to a directory tree in file systems. Items
are organized in such a way that shows logical or physical connections between
them. Each item provides several properties. Essential ones are value, quality and
time stamp. Value contains the actual data of a plant device. It can be provided
in many formats, like integers, strings or complex types. The OPC client is able
to set a new value, which triggers the modification of the real output. Changing
the physical value monitored by an input sensor involves actualization in the
OPC server. Last modification date is provided as the time stamp, thus client
is informed at which point of time the value was set. Quality is related to the
validity of the data.

Although data can be read and set directly, as described, it is not typical.
Preferred way of communications involves using groups. A group is the logical
set of items chosen by the client. This way items can be conveniently grouped
together, according to the client request, regardless of server hierarchy. Server
can also monitor data values in a group, and notify the client when it changes.
This way of data sharing is more efficient than periodic data pooling by a client,
especially if data are changed sporadically.

3 CPDev Environment

The Control Program Developer (CPDev) [3] is an engineering environment
which provides tools and solutions for creating, compiling and running control
applications. A user starts a project within the CPDev Integrated Development
Environment (IDE) for writing program algorithms in Structured Text (ST), a
language defined in IEC 61131-3 standard [4]. One can also choose IL (Instruction
List) [5] or FBD diagram. Figure 1 shows the main window of the IDE with
START-STOP program written in ST.

CPDev compiler is used to produce an executable code of the program. The
code, called VMASM can be run by CPDev virtual machine (VM). The concept
of the virtual machine has been introduced with the following assumptions in
mind:

– to provide a common execution layer for programs written in different IEC
languages,

– to adapt miscellaneous hardware of control devices to CPDev easily.
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Fig. 1. CPDev IDE with Start-Stop project

The virtual machine should be implemented on a particular target platform
to execute the universal code. So far, the virtual machine (written in C) has
been implemented for the SMC controller [6], ARM-based boards, Windows
Embedded machines and Windows soft-controller CPCtrl [7]. Special version of
the machine is used by CPSim simulator. There is also a prototype controller
using FPGA technology.

4 HTCP-net Model

HTCP-net [8] model of the OPC server has been created at the design stage.
It is shown in Fig. 2. In and Out places are ports, connecting this subnet with
the main model of the CPDev virtual machine via substitution transition. The
CPDev VM model has been described in details in [9], and will not be discussed
here.

Upper part of the net represents synchronization of the buffers with data
stored in the virtual machine memory. Such synchronization is performed once in
every cycle of the virtual machine. It has been assumed that such synchronization
takes sync_time milliseconds, so when transition Buffers synchronization fires,
tokens will be delayed accordingly. Part of the net located below models the
communication with OPC clients. Only three clients has been shown here for
simplification, however more of them can be considered if necessary. Clients
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Fig. 2. HTCP-net of the OPC server

periodically send messages, processed by the OPC processing transitions. Places
Ready set up the OPC communication fusion place. A token here represents
readiness for communication, or synchronization of the buffers. Every of the OPC
processing transitions grabs the token during processing of the received message,
and delays it according to the Processing Time function. This function models
various processing time for different messages, and is defined as follows:

fun ProcessingTime(no: INT, s:STRING) = case no of
1 => 5
|2 => 10
|_ => 0;

Inscription at the arc from OPC processing to Client delays token accord-
ing to the ClientInterval function. As a result, appropriate delay between
consecutive messages from the same client can be defined.

5 Data Acquisition Interface

Although the CPDev target platforms rely on the same virtual machine, they
may differ much in the way the program variables can be retrieved or modified
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on-line. For example, in case of SMC controller, this can be achieved via Modbus
protocol [10], while Windows-based soft-controller is managed from outside via
interprocess communications. For a list of possible platforms and their commu-
nication interfaces see Table 1.

Table 1. CPDev data sources

Target platform Communication interface

SMC controller Modbus RTU
CPCtrl soft-controller Interprocess communication via .NET Remoting
Windows Embedded Interprocess communication via Distributed COM (DCOM)
FPGA-based controller Intel-Hex protocol

The main idea of the CPDev OPC server was to make it platform-independent
and provide services for different targets. The targets with data acquisition and
modification capabilities will be called data sources here. To bring them together
an universal interface has been introduced. By implementing this interface, a
data source can be attached to the OPC server (Fig. 3).

Fig. 3. CPDev OPC server attached to different target platforms

The data source interface consists of several methods and properties. Some of
them are shown in Table 2.

Basic functions used by the OPC server are GetData and SetData, which
handle values of a program variables at execution time. Other functions (Get-
Cycle, GetSystemClock, GetProgramInfo) provide general information about the
program state or manage the virtual machine (Run, Stop, LoadProgram). The
function Configure is used mostly for setting communication parameters (serial
port, speed, etc.).

Data source handling procedures are compiled into the form of .NET assembly.
Such library can be then registered and used by the OPC server (Fig. 4).
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Table 2. Functions of the data source interface

Function Description

GetData Returns a program variable
SetData Sets a variable to a new value
GetSystemClock Returns a value of the target’s system clock
GetCycle Returns program cycle counter
GetProgramInfo Returns program information (name, CRC, etc.)
Run, Stop Starts or stops program execution
LoadProgram Loads a specified program to the target device
Configure Performs a configuration of the data source

Fig. 4. Data source management in OPC server configuration window

6 Program Variable Lookup

The CPDev virtual machine does not operate on variable names, but on their
addresses. The data source interface functions expect then variable addresses as
parameters, while OPC functionality requires variable names. A bridge between
the two is a data map produced by the CPDev compiler (beside the executable
code). The data map is an XML document, which stores all information about
global and internal variables, function blocks, arrays and structures, tasks etc.
A portion of such document for the START-STOP project is shown below.

<DATA_MAP>
<OBJ ObjType="VAR" LName="START"
Addr="0000" Size="1" Type="BOOL" />

<OBJ ObjType="VAR" LName="STOP"
Addr="0001" Size="1" Type="BOOL" />

<OBJ ObjType="VAR" LName="ALARM"
Addr="0002" Size="1" Type="BOOL" />

<OBJ ObjType="VAR" LName="MOTOR"
Addr="0003" Size="1" Type="BOOL" />

<OBJ ObjType="VAR" LName="PUMP"
Addr="0004" Size="1" Type="BOOL" />

</DATA_MAP>

The document describes global variables (START, STOP, ALARM, PUMP)
with their addresses, types (boolean) and sizes. For a more advanced project
a hierarchy of objects and variables is created with function blocks, arrays,
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structures etc. The XML data map is read by the OPC server, which builds
a tree of items to be accessed by an OPC Client.

Beside regular program variables, the server exposes some additional read-
only items like program name, cycle count, system clock etc. In case of an error
in communication with a data source, the OPC quality field of a variable value
changes from ’good’ to ’bad’. OPC Data Access specification in version 2 is
currently used by CPDev OPC server to access the variables.

7 Conclusions

The new OPC Server for CPDev engineering environment has been described
in the paper. It has been created from a formal Petri-net model constructed at
design stage. The main functionality of the server is to provide a common data
access from multiple CPDev targets. Variable hierarchy in built automatically
from the program data map generated by the CPDev compiler. Although the
target controllers run the same virtual machine, they use different protocols
from distributed interprocess communication (soft-controller) to Modbus (SMC
controller). The universal interface integrates those data sources and allows OPC
clients to read or write real-time program variables from multiple targets.
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Abstract. The authors consider some numerical and parallel aspects of
their iterative parallel algorithm for solving Markov models. The algo-
rithm is a combination of block Jacobi and Gauss-Seidel iterative meth-
ods in a parallel version. In the research the numerical accuracy is in-
vestigated and some parallel characteristics (performance time, speedup,
efficiency, scalability of the algorithm) are examined. The authors an-
alyze the different properties of this algorithm with increasing number
of processors and various problem sizes. Research is conducted for large
sparse linear equation systems resulting from Markov chains – the ma-
trices are obtained from a Markovian model of a call-center.

Keywords: Markov chains, block iterative methods, parallel algorithms,
Jacobi method, Gauss-Seidel method, call-centers.

1 Introduction

The problem of a call center functioning is a very important issue from the point
of view of various disciplines: economy, teleinformatics, sociology, psychology.
The subject of the teleinformatics is – among many others – to forecast the
performance of call centers with the use of simulation [1,2,3,4,5] and analytical
modelling [6,7,8].

Both manners – simulation and analytical modelling – have their own advan-
tages and flaws.

The simulation is an easy subject to modifications and can be simply adapted
to every system. Moreover, the arbitrary accuracy can be achieved by simulation
– given sufficient time. However, simulation can take a lot of time, especially
when precise results are needed.

On the other hand some analytical methods can be used. They consists in
preparing a mathematical model of the investigated system and then solving
some equations describing such a model. From their solutions various character-
istics of the system can be obtained.

Among analytical methods we can name: discrete approximation, diffusion ap-
proximation, mean value analysis, stochastic Petri nets and many others. But as
the most intuitive and natural way of modelling call centers we chose Markovian
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queuing models solved with the use of continuous time Markov chains (CTMCs).
Such analytical models can give better accuracy in shorter time than simulation
mentioned above.

The simplest queuing model describing a very simple call center is M/M/s
[7,8] It describes a system with clients of only one class, with s identical serving
agents, and with exponential arriving time and exponential serving time.

Some more complicated Markovian models for call centers were considered in
[9,10,11].

The authors in [5] presented a queuing model with clients of two classes and
agents of three classes (the case with skill based routing – also written SBR –
which means that incoming calls are assigned to the most suitable agent and
some agents are proficient in serving both clients’ classes).

In the present paper authors try to find steady-state probabilities of various
events in a call center using parallel programming. In order to computate the
steady-state probabilities we must solve an equation QT x = 0. This is reducible
to the classical problem of solving a (homogeneous) sparse system of linear equa-
tions of the form Ax = b of the size equal to the number of states in the CTMC.

A limitation of the Markovian modeling approach is the fact that the CTMC
models tend to grow extremely large due to the state space explosion problem.
This is caused by the fact that a system is usually composed of a number of
concurrent subsystems, and that the size of the state space of the overall system
is generally exponential in the number of subsystems. As a consequence, much
research is focused on the development of techniques, that is methods and data
structures, which minimize the computational space and time requirements for
analyzing large and complex systems.

One of such techniques is parallelization. Problems of parallel computations
for such systems and finding its steady-state probabilities in parallel is brought
up in [12,13,14,15].

The parallel Jacobi method was discussed in [15] and a parallel method for
the CTMC steady-state solution is presented there. The Gauss-Seidel method is
used for parallel solving of Markov chains in [16,17].

In our previous work [18] a combination of two classical iterative methods for
solving linear equation systems, namely the block Jacobi method and the Gauss-
Seidel method is presented. These methods were chosen because the presented
algorithm is intended for computer clusters and Jacobi method is inherently
parallel (Gauss-Seidel method has not got such a property and its parallelization
requires a lot of communication), but Gauss-Seidel method usually converges
much faster than Jacobi method [19].

The algorithm investigate here is a kind of a ‘divide and conquer’ algorithm. It
consists in dividing the whole problem into some smaller ones – independent as
much as it is possible, what makes things easier. Properties of such a combined
method (block Jacobi and Gauss-Seidel) are experimentally examined in this
paper for a call-center model. Here we investigate some numerical and parallel
aspects of the proposed method.
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We expect that such a combination of Jacobi method and Gauss-Seidel
method will be more accurate than Jacobi method alone (and less accurate
than Gauss-Seidel method alone) for the same iteration number (and essentially
the same number of floating points operations). This statement will be tested
experimentally for exemplary very sparse matrices describing Markovian models
of call-centers. We present time execution, relative speedup and efficiency of the
algorithm – as the traditional characteristics of parallel algorithms.

This paper is organized as follows. Section 2 explain how we construct our
CTMC model where the rate of clients’ arrival depends on time. In Sect. 3 we dis-
cuss some mathematical aspects of the parallel method of block Jacobi. In Sect.
4 we give some details of the parallel algorithm and its implementation. Section
5 describes conducted experiments. We conclude in Sect. 6 with a summary and
future research directions.

2 CTMC Model

Consider a scheme of a call center presented in Fig. 1. The system consists of
two queues and three agents’ classes. Let us denote:

– qT, qB – the maximum number of clients in the queues QT and QB, respec-
tively;

– sT, sB, sTB – the number of agents in groups ST, SB and STB, respectively;
– λT, λB – the intensity of incoming traffic (i.e. the mean value of arrival

interval) of clients of class T and B, respectively;
– μ – the intensity of outgoing traffic (i.e. the mean value of service time).

Fig. 1. A queuing model for the investigated call center
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We will define the state of the system in the following way:

X = (nT, nB, nTB)

where nT denotes the quantity of clients served by agents from the group ST
together with the number of clients in the queue QT. Similarly, nB denotes the
quantity of clients served by agents from the group SB together with the number
of clients in the queue QB. Finally, nTB denotes the quantity of clients served
by agents from the group STB.

The modelled call center is one with skill based routing, which is realized as
follows. As long as there are free agents in the group ST, clients from the queue
QT are directed to them – as is the case of SB and QB, respectively. When there
are clients in QT and there are no free agents in ST, the clients are directed to
agents from STB; similarly for QB and SB.

The constraints for the elements of the system state (nT, nB, nTB) are:⎧⎨⎩
nTB ∈ [0, sTB − 1]
nT ∈ [0, sT]
nB ∈ [0, sB]

or

⎧⎨⎩
nTB = sTB
nT ∈ [0, sT + qT]
nB ∈ [0, sB + qB] .

Every possible transitions of the system from any given state (nT, nB, nTB)
are presented in Fig. 2.

Fig. 2. Possible transitions among states in the presented model

To find the probabilities π of states – and then some characteristics of the
model – we were to generate a transition rate matrix Q for our CTMC and then
solve a linear equation system

QT x = 0 . (1)
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3 A Block Method of Jacobi/Gauss-Seidel

In this section we present an algorithm, which takes advantage of the division of
the matrix Q between computational nodes described in Sect. 4.1. The algorithm
proposed here is a combination of Jacobi and Gauss-Seidel iterative methods.

To start from a usual Jacobi method, there is

QT = D − (L + U) . (2)

Let
H = D−1(L + U) . (3)

Thus, we can write
x(k+1) = Hx(k) . (4)

In a block iterative method the linear system (4) is divided into some subsys-
tems. In this section the matrix H is divided into p blocks (p is the number of
computational nodes), each block Hi (i = 1, . . . , p) of the size of n columns and
n/p rows (last one, Hp can be shorter – it does not influences general considera-
tions). Such a division corresponds to the division of the matrix QT proposed in
Sect. 4.1, because to obtain elements of the matrix Hi one needs only elements
of the matrix QT

i .
Similarly, the vector x (and some auxiliary vectors in the implementation) is

divided into p subvectors, each of the size n/p.
Now, the (4) can be written:⎡⎢⎢⎢⎢⎣

x(k+1)
1

x(k+1)
2
...

x(k+1)
p

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
H1
H2
...

Hp

⎤⎥⎥⎥⎦x(k) (5)

and, in another manner, for i = 1, . . . , p :

x(k+1)
i = Hix(k) . (6)

(6) is a formula for the block Jacobi method. All the equations in (6) are
solved independently, so it is very suitable to parallelize for p processors – each
of them solves one equation and then they exchange the resulting vectors x(k+1)

i

to build its new version x(k+1).
However, the Jacobi method is rather slowly convergent, so in the presented

algorithm, every computational node can employ the formula of the Gauss-Seidel
algorithm instead of the Jacobi algorithm – using the newly obtained elements
of the vector x(k+1)

i (although only those which are stored in the same compu-
tational nodes) and hoping for the better convergence.

In other words, the algorithm can be described as a block Jacobi iterative
method with solving inner blocks with the Gauss-Seidel iterative method.

In borderline cases the presented algorithm reduces to the pure Jacobi algo-
rithm (for p = n) and to the pure Gauss-Seidel algorithm (for p = 1).
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4 Parallel Algorithm

Before studying parallel algorithms it is important to consider the data distribu-
tion that will be used. An appropriate data distribution will determine the load
balancing of parallel algorithms and the communicating operations involved.

4.1 Data Distribution

In the algorithm described later (in Sect. 3) the matrix QT is divided among
cluster nodes horizontally – that is the matrix is divided into p rectangular
submatrices QT

i , each stored in the ith cluster node.
This matrix partitioning is called unidimensional row oriented. The matrix

is divided into row blocks of about an equal number of non-zero elements. It
is interesting to study the different methods for mapping these data on the
processors. The choice of an appropriate mapping strategy will allow a good load
balancing of parallel algorithms. In the present work, we use a direct mapping
(one of the paritions is assigned to each processor) of data partitioning among
the nodes. Each submatrix is a sparse matrix and takes part in the computations
on its node (where it is stored). For distribution we use the algorithm proposed
and studied by the authors at work [20].

4.2 Implementation Details

We propose an algorithm for homogeneous cluster environments. This algorithm
is based on a message-passing paradigm (utilizing the language C and the stan-
dard MPI) and consists of one module for each of nodes. The algorithm pre-
sented below is just a skeleton, and the detailed implementation, such as data
preparation, parameters passing, and so forth, might be different according to
requirements of various applications.

The algorithm is composed of several steps. First, the starting information is
acquired. Next, the matrix Q is generated in parts so that every node keeps only
needed states. Next, in loop, in every node for its block we make a step of the
Gauss-Seidel method.

The number of tasks is constant and there is exactly one processor for one task.
The mapping of the tasks to processors is static, what means that it is done at the
beginning of the program and do not change during the program execution. The
amount of computation carried out in every task is almost the same (because the
amount of data dealt with by the particular tasks is very similar).

More on implementation details can be found in [18].

5 Tests, Results and Comparison

5.1 Model Parameters

Because we were interested in investigating the algorithm, not the model itself,
we fixed some parameters which are almost insgnificant to the accuracy and the
performance of the algorithm, namely λT = 0.02, λB = 0.03 and μ = 0.002.
Other parameters are shown in Table 1, together with the matrices’ poperties.
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Table 1. Model parameters and matrices’ sizes (N : size of the matrix; nz number of
non-zeros; d = nz/N)

qT = qB sT sB sTB N nz d

10 8 12 5 1 022 4 474 4.38
100 80 120 50 530 051 2 599 300 4.90
200 160 240 100 4 039 301 19 995 400 4.95
300 240 360 150 13 407 751 66 588 300 4.97

All the values are based on data from a real call center originated from [7].

5.2 Properties of Matrices

For a numerical solution of the model we generated the transition rate matrix
Q on the basis of the transition graph (Fig. 2) numbering possible states. The
matrix could be very big, so we employ some parallel, distributed algorithm for
its generation (as we employed in [20]). Table 1 shows the parameters of the
model and sizes of the matrices. We can see from the table, that all the tested
matrices are very sparse (less the 5 elements a row).

5.3 Test for Convergence of Iterative Methods

The residual vector r of a system of linear equations Ax = b is defined by
r = b − Ax. For an iterative method, the initial value for the residual vector,
r(0), can be computed by r(0) = b−Ax(0), using some initial approximation x(0)

of the solution vector. During successive approximations, the goal is to obtain
r = 0 (or rather as close to 0 as it is possible and necessary), which gives the
desired solution x for the linear equation system. We would say that an iterative
algorithm has converged after k iterations, if the magnitude of the residual vector
r(k) becomes desirably small. We chose for the convergence test to compare in
every iteration the 1st norm of the residual vector with an assumed accuracy.
The 1st norm is given by

||r(k)||1 =
n∑

i=1

|r(k)
i | .

In our tests we measured ||r(k)||1 for 500 iterations. Table 2 shows the 1st
norm ||r(k)||1 for tested algorithms and matrices. We can see that the accuracy
is significantly better for our algorithm (J+GS) than for pure Jacobi (J), and that
for large matrices the accuracy is little dependent on the number of employed
processors. Of course, the accuracy gets worse if we utilize more processors,
because then the algorithm becomes “less Gauss-Seidel, more Jacobi”.

5.4 Analysis of the Parallel Algorithm

The parameters of the computers used for tests have two processors Intel Quad-
core 3.2GHz each and 32GB RAM connected with 1Gb Ehternet.
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Table 2. The 1st norm of the residual vector in 500th iteration for various matrices
and both tested algorithms (J+GS: block Jacobi with inner Gauss; J: pure Jacobi)

procs. 1 022 530 051 4 039 301 13 407 751
nodes per (J+GS) (J) (J+GS) (J) (J+GS) (J) (J+GS) (J)

node [×10−10] [×10−3] [×10−4] [×10−3] [×10−3] [×10−3] [×10−3] [×10−3]
1 1 7.05 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 2 9.66 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 3 13.5 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 4 16.4 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 5 23.3 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 6 28.0 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 7 28.0 1.23 1.98 1.31 1.57 5.77 3.02 6.41
1 8 31.1 1.23 1.98 1.31 1.57 5.77 3.02 6.41
2 8 134 1.23 1.98 1.31 1.57 5.77 3.02 6.41

The following characteristics were obtained (among others) and analyzed:

– the time of the execution on p processors (Tp);
– the speed-up (Sp = T1/Tp);
– the efficiency (Ep = Sp/p).

All the characteristics are presented in Figs. 3, 4, 5.

Fig. 3. The performace time (seconds, logarithmic scale) of the tested algorithms for
various matrices sizes as a function of number of processors

Fig. 4. The speed-up of the tested algorithms for various matrices sizes as a function
of number of processors
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Fig. 5. The efficiency of the tested algorithms for various matrices sizes as a function
of number of processors

6 Conclusion

As we can see, the accuracy of the algorithm is quite good (compared to the
Gauss-Seidel method what is the case of J+GS on one processor), but the speed-
up and efficency is not completely satisfying and the scalability of the algorithm
is questionable. However, we are going to improve the algorithm and test it in
another computer clusters consisting of the processors Itanium2 connected with
InfiniBand 10GB/s because the commuication (as always in parallel algorithms)
is the most troublesome part of the algotithm. To improve it, the algorithm also
could be refactored to be an asynchronous one.
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Abstract. We present a new simplified version of Hybrid Energy Effi-
cient Distributed clustering algorithm. Our proposal reduces the commu-
nication overhead of the algorithm and achieves slightly better properties
when compared to its predecessor. This is verified through extensive simu-
lation. We also give a precise estimation of the intercluster communication
range and the number of nodes that need to be deployed in the area in or-
der to ensure that all nodes can send messages to the base station. This
estimation is independent of the clustering algorithm used.

Keywords: wireless sensor network, HEED, clustering.

1 Introduction and Previous Work

Wireless Sensor Networks (WSNs) are extensively used whenever there is a need
to monitor areas that cannot be accessed easily and to detect and alert hazardous
conditions, such as fires, pollution or enemy approaching. Real life applications
take advantage of the fact that WSN consist of hundreds or thousands of small
devices communicating over the radio channel and battery powered. Nodes are
equipped with sensors and use dedicated hardware and software to ensure their
operation for many months without any attention. When deployed nodes of the
WSN perform simple sensing tasks and send measurements to the base station
(BS) that is a gateway to the outside world (e.g. Internet or a PC computer).
Since area covered by WSN usually exceeds communication range of a single
sensor, therefore sending messages to the BS requires that nodes cooperate and
retransmit messages from each other.

Small dimensions of a single node, battery power supply and wireless commu-
nication widens practical application of WSN. However, restricted power source
introduces variety of limitations and constrains that do not exist in computer,
WiFi or other traditional networks. Problems and challenges such as routing, se-
curity, dependability and confidentiality, that are relatively simply solved in tra-
ditional networks, require new, clever, and effective solutions when addressed in
WSN. The task is even more challenging since in order to preserve power, nodes
use simple microcontrollers that on one hand incorporate various on-board func-
tional modules (such as analog-to-digital converters, UART and SPI interfaces,
general purpose pin outs and timers) but at the same time limit the efficiency,
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slow down the operation and reduce computational capabilities. Low-power radio
transceivers, that save energy on radio communication, yield short communica-
tion ranges thus introducing the need for dedicated routing protocols. Therefore,
WSNs require algorithms and protocols that limit communication overhead, help
to conserve battery and extend network lifetime.

A sound solution that enables to achieve this goal is to group neighboring
nodes into clusters that reflect normal operation of the wireless sensor network
and enable to aggregate data from neighboring nodes [1]. Each cluster consists
of exactly one cluster head (CH) and zero or more regular nodes (RN). Regular
nodes are responsible for measuring environment parameters and sending results
to their CH while cluster heads are also responsible for collecting, aggregating
and forwarding messages [2,1,3,4,5]. Low Energy Adaptive Clustering Hierarchy
(LEACH) is one of the early proposals for effective organization of WSN [3]. It
assumes nodes divide into clusters and take turns in being cluster head thus lead-
ing to even power consumption. Moreover it uses time division multiple access
(TDMA) and direct sequence spread spectrum (DSSS) to minimise collisions in
communication channel and reduce communication overhead further. This so-
lution is sound but nowadays WSN transceivers don’t use TDMA so it needs
to be implemented manually, with additional costs. Moreover LEACH assumes
that nodes can communicate over the whole network which limits its practical
application since typical communication range varies between 70 and 100 meters.

TEEN and APTEEN [4] focus on time-critical applications, like event detec-
tion systems, so that nodes do not send all measurements to the base station
but only those that fall into (or exceed) predefined range. This enables to put
the transceiver into sleep mode for some periods of time and save battery power.

Hybrid Energy Efficient Distributed clustering algorithm (HEED) was pro-
posed to address WSN that exceed communication ranges of a single sensor [5].
HEED addresses data sensing, aggregation and retransmission issues and aims
for ensuring reduced power consumption and extended network lifetime. It also
allows to use different communication cost measures like number of nodes in a
cluster or average energy required to communicate with nodes in a cluster. Pa-
per [5] also introduced the notion of intracluster and intercluster communication
ranges and their relationship that ensures connectivity of the WSN. Later works
by Lin et al. [6] and Huang et al. [7] gave another condition for the connectivity
of clustered network and achieved smaller number of clusters in relatively few
rounds, especially in sparse networks.

Without going into details, the original HEED algorithm [5] operates in three
phases. In the initialization phase each node listens for broadcast messages from
its neighbours and itself sends a message containing its communication cost.
Also every node computes initial probability of becoming a cluster head based
on the remaining energy. The probability is always bigger than some pmin to
ensure that the algorithm terminates in a predefined number of rounds.

The second phase, called Main Processing executes in Niter iterations. Each
node terminates this phase when either its probability of becoming a cluster
head CHprob reaches 1 or becomes a regular node and joins some cluster. If a
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regular node has more then one cluster head in its communication range it joins
the cluster with the least communication cost to the cluster head. If there are
no cluster heads nearby, the node decides to become a cluster head itself. After
each iteration the probability CHprob is doubled and once the value CHprob is 1,
the node becomes a final cluster head.

In the finalization phase, a node that is a final cluster head (is final CH
set) or that has no final cluster heads in its neighbourhood, sends a broadcast
message with its ID and cost, and becomes a final cluster head. If the node is not
a final cluster head and has at least one cluster head in communication range,
it joins the cluster with the least cost.

The original HEED allows to use different cost measures in order to determine
cluster heads in a way that ensures the best properties of the network. Possibility
to use variety of cost measures requires that all neighbouring nodes calculate
them during the initialization phase. This requires that nodes determine their
neighbours, exchange some data with each other and spend energy on additional
communication that is required. On one hand initialization phase enables to
determine different cost measures but is also expensive in terms of time and
power. Moreover, in many situations initialization can be seen as surplus and
can be omitted. As we present in this paper a simplified version of the algorithm
can achieve the same properties while maintaining lower communication and
thus lower power consumption.

2 Simplified HEED

This paper presents simplified version of the HEED algorithm – sHEED. Our
proposal takes advantage of relative communication costs, determined during
execution of the main processing phase, thus eliminating the need for the initial-
ization phase. The advantage is that the communication cost can be estimated
as a byproduct of regular communication, since most of WSN radios calculate re-
ceived signal strength indicator (RSSI) for each message received. RSSI indicator
can be used to estimate the communication cost.

Apart form simplifying the clustering algorithm and its verification we also
give precise estimation of the intercluster communication range and the number
of nodes required to be deployed in a spot area to ensure connectivity.

2.1 Network Model and Clustering Problem

In clustered network the RNs are responsible for measuring environment pa-
rameters and sending results to their CHs. Radio communication range of a RN
is therefore relatively short since it is only required that every RN reaches its
CH. For simplicity it is usually assumed that communication range of a RN,
called intracluster communication range Rc, is constant. Regular nodes within
Rc range from the CH constitute a cluster.

Cluster heads are normal nodes but they perform additional tasks being re-
sponsible for collecting, aggregating and forwarding data received from their
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RNs and other CHs, to the BS. Since CHs communicate with other CHs, there-
fore intercluster communication range – Rt, has to be larger then Rc. Moreover,
dimensions of a WSN usually exceed Rt thus communication to the BS has
to be performed in a multi-hop way. Uneven power consumption between CHs
and RNs is compensated by repeating the clustering and selecting CHs based
on node’s residual energy. Additional parameters are sometimes used to make
CHs power consumption uniform [5]. Ensuring even power consumption targets
extension of network lifetime defined as delivering measurements data from the
area of the WSN. Repeated clustering combines simplicity and randomness of
clustering algorithms to improve even power consumption. Despite the fact that
clustering seems to be an effective method of WSN management there are several
aspects that have to be addressed when designing the algorithm:

– Distributed algorithm – all nodes in the WSN share the same communication
channel which may be a bottleneck of any centralized algorithms. Therefore,
clustering algorithm has to enable neighboring nodes to select CHs and RNs
on their own, reducing the communication.

– Network connectivity – when clustering algorithm finishes the whole WSN
has to be connected i.e. at least one path from any node to the BS must
exist. This can be ensured in various ways but trade-off between complexity,
memory and communication overhead has to be always taken into account.

– Distribution of RNs in clusters – since CHs transmit messages from their RNs
thus number of RNs within the cluster is essential. Ensuring equal number
of RNs in each cluster aims at uniform power consumption by all CHs.

– Low communication overhead – there is no clustering without communi-
cation, however the number of communication has to be kept as small as
possible.

– Casual usage – clustering is a process that prepares the WSN for normal
operation and can be seen as surplus. Therefore, clustering should be used
only when it is really needed.

– CH selection – since CHs are the most heavily loaded therefore clustering
algorithm should prefer CHs that have higher residual energy.

All of above properties show that good clustering protocol has to ensure that
a WSN covers the whole spot area and cost of clustering is unimportant when
compared to the cost of the normal operation of the network.

2.2 The sHEED Algorithm

The simplified algorithm does not use the initialization and finalization phase
as compared to the original HEED. However, the main processing is extended
with measurement of RSSI for every message received and additional join cluster
messages send at the end of clustering process. It is worth to mention that mea-
suring RSSI is a standard procedure performed by all WSN radio transceivers
and join cluster messages can be omitted in applications, where CHs don’t need
to know their RNs. The pseudocode of the proposed algorithm is given in al-
gorithm 1. The proposed algorithm starts with every node computing initial
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Algorithm 1. SimplifiedHEED

1: CHprob ← max(Cprob × Eresidual
Emax

, pmin)
2: repeat
3: if (SCH ← {v : v is a cluster head} 
= φ) then
4: my cluster head ← least cost(SCH)
5: else if Random(0, 1) ≤ CHprob then
6: Cluster head msg(NodeID, cost)
7: CHprevious ← 1
8: end if
9: CHprevious ← CHprob

10: CHprob ← min(CHprob × 2, 1)
11: until CHprevious = 1
12: if my cluster head 
= NodeID then
13: join cluster(my cluster head ID, NodeID)
14: end if

probability of becoming a cluster head: CHprob. This probability depends on
the residual energy of each node, thus effectively promoting nodes with higher
energy reserve to become cluster heads. Similarly as in HEED, this probability
can’t be lower than some predefined value pmin to ensure the algorithm works
in at most k = �log2

1
pmin

� iterations. At the begining of each iteration every
node listens for messages from neighbouring cluster heads. If it hears at least
one message, it joins the cluster head with the least cost. If there are no cluster
heads in comunication range, the sensor becomes a cluster head with probability
CHprob and sends a broadcast message to neighbours with its node ID and cost.
After each iteration the probability of becoming a cluster head is doubled. The
algorithm ends for a given node, when the probability of becoming a cluster
head was 1 in the previous iteration. This means that every node either becomes
a cluster head, or joins some cluster.

The proposed algorithm satisfies all properties mentioned above. Precisely,
sHEED is a distributed algorithm executed by each node of the WSN within
Rc communication range of each node. It uses no general information about the
whole WSN and selects the CHs based on nodes’ own parameters (residual energy
and communication cost estimated with RSSI) and local communication thus,
ensuring low communication overhead and preferring CHs with higher residual
energy. Simplified HEED also enables to ensure network connectivity. Notice,
that all RNs can communicate with their CHs (otherwise they would become
CH themselves). Network connectivity is thus ensured if there is at least one
communication path between every CH and the BS. Using estimations presented
in Sect. 3, putting Rc = Rt one can determine the number of nodes that have
to be deployed to ensure network connectivity with probability almost equal 1.
Obviously this will give the lower band for number of nodes that may affect the
network structure and may lead to networks that contain more CHs than RNs.
Nevertheless, the sHEED algorithm gives the opportunity to ensure network
connectivity.
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3 Intracluster and Intercluster Communication Ranges

Ensuring network connectivity is one of the most important aspects of clustering
algorithms and requires that number of nodes in the network, intercluster and
intracluster communication ranges are determined. To be precise we need to
define physical and logical clusters. Physical clusters are usually defined so that
all nodes residing in the same cluster can communicate directly [5]. Physical
cluster can be approximated by a square area of diagonal Rc, where Rc denotes
intracluster communication range.

Logic cluster – or cluster for short, is defined so that it covers a single CH
and all RNs that can communicate directly with it. Logic cluster is thus a circle
area of radius Rc centered at CH. Logic clusters are created during clustering
process that determines CHs, RNs and ascribes every RN to a single CH. Clus-
tering requires that nodes of the WSN are deployed in such a way that they
can communicate with at least one neighbor using Rc communication range.
To achieve this it is typically assumed that there is at least one node in each
physical cluster. Based on this assumption we can estimate the number of nodes
n that have to be deployed with uniform distribution on a WSN area. Since
the area of WSN is a square of side L thus it consists of N = 2L2/R2

c physical
clusters. The probability that each physical cluster contains at least one node
can be estimated as

P = 1 − N

(
1 − 1

N

)n

. (1)

If one takes

n = 2N log N = 4
L2

R2
c

log
2L2

R2
c

(2)

nodes then this probability equals

P = 1 − N

(
1 − 1

N

)2N log N

≥ 1 − N

(
1
e

)2 log N

= 1 − 1
N

. (3)

Since L >> Rc then N >> 1 and the probability (3) is almost 1. It means that
deploying n nodes ensures that there is at least one node in each physical cluster.

Clustering algorithms organize the WSN in logic clusters and it is very unlikely
that the distance between two CHs is smaller then Rc. This brings the need to
define so called intercluster communication range Rt that represents the distance
over witch cluster heads can send their messages. To ensure network connectivity
Rt has to be bigger then Rc but it cannot be too large as it affects power
consumption heavily. Paper [5] states that Rt has to equal 6Rc but this distance
is unnecessarily too large.

Lemma 1. The longest communication range between two neighboring cluster
heads is smaller than Rt = 6Rc.

Proof. It was proven in [5] that there must be at least one CH in every square
area of side 2.7Rc. We may then analyze two cluster heads: CH1 is located in the
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Fig. 1. Example showing that the longest communication range between two neigh-
boring CHs is smaller then 6Rc

lower left corner of such square area while CH2 is located in the farthest corner
of the neighboring area (see Fig. 1). These two CHs can be located in any point
of their physical clusters (gray areas on the figure) but upper right and lower left
corners are positions from which the distance between the nodes is the smallest.
Otherwise, the maximal distance between nodes equals 6Rc approximately, from
where the statement of [5] comes from.

However, even if nodes CH1 and CH2 are located as close as possible to each
other, while still in their physical clusters, then at least one CH has to exist in
area A or B. Since at least one node has to exist in A, then it is either a cluster
head, or it has to be within Rc range from one. Hence, there is a CH in B and
the longest communication range is smaller than 6Rc. ��
Work of Younis et al. [5] was later revisited by Lin and Tsai [6] who presented
that Rt = 2.7Rc is long enough to ensure connectivity of the clustered network.
Unfortunately, such intercluster communication range does not ensure connec-
tivity in every possible situation.

Lemma 2. Intercluster communication range Rt = 2.7Rc may be to short to
ensure connectivity of clustered WSN.

Proof. Figure 2 (left) presents a clustered WSN where each cluster contains
exactly one node of the network and each is either a CH or belongs to some
cluster. We assume intercluster communication range Rt = 3Rc and show that
such radius of communication does not ensure connectivity. In fact, connectivity
is ensured within groups of cluster heads CH1–CH6 and CH7–CH9 but these
groups are out of each other’s communication range. Therefore, the whole net-
work is not connected. ��
Works by Younis et al. [5] and Lin et al. [6] give lower and upper bounds for the
intercluster communication range. Unfortunately Rt = 6Rc leads to increased,
unnecessary power consumption, while Rt = 2.7Rc may cause parts of the net-
work to have no connection to the BS (Fig. 2 (left)).

In order to select intercluster communication range that ensures connectivity
while keeping the power consumption low, we have to investigate the worst case
scenario of nodes deployment. In such a scenario we want cluster heads to be as
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Fig. 2. Example showing that Rt = 3Rc may be to short to ensure connectivity of the
WSN (left) and that Rt = 4Rc is long enough in the worst case scenario (right)

distant as possible. The worst case is when four regular nodes (RN1, . . . , RN4)
belong to four different clusters and are located in the corners of their physical
clusters (Fig. 2 (right)). Their cluster heads (CH1, . . . , CH4) are located at most
Rc distance away. Therefore, in the worst case CHs are located on the clover-
shaped line surrounding the four regular nodes. This line can be inscribed within
a circle of diameter 4Rc which is the worst case intercluster communication
range.

4 Evaluation of the sHEED Algorithm

We have analysed properties of both HEED and sHEED algorithms for a WSN
consisting of 250 nodes deployed on the square area of side L = 300m. Taking
into account maximal communication range of real-life sensor nodes we have
assumed that 70 ≤ max(Rt) ≤ 100. For 3 ≤ k ≤ 6 and Rt = k · Rc, Rc falls
between 15m and 30m. Using estimation (2) for this case, we get that between
104 and 265 nodes are required to ensure connectivity in such a network. All
presented results were obtained with MATLAB simulator and are averaged over
at least 15 trials, to take into account intrinsic randomness of node distribution
and the algorithm itself. Trials for each set of values were repeated as long as
there was a significant difference in all measured parameters. Difference was
thought to be significant if the value of parameter in all trials differed from its
value in last ten trials by more then 1%.

Figure 3 presents connectivity of the WSN for intracluster communication
ranges Rc = 15m and 25m versus different values of cofactor k. For both values
of Rc and k = 4 the network is connected and there is no difference between
HEED and sHEED protocols. For smaller values of k some networks were not
connected meaning that some CHs were not able to send messages to the BS.
However, even for small values of Rc = 15m and k = 2.5 more then 90% of
randomly deployed networks were fully connected. It follows that in order to
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Fig. 3. Connectivity for Rc =15 m (left) and 25m (right) vs. the cofactor k

ensure connectivity one can either select small Rc and large k or large Rc and
small k. Simplified HEED algorithm does not affect the number of cluster heads
in the network. The reason is that the number of CHs depends heavily on the
intracluster communication range not the way CHs are selected. On the other
hand, there is a difference in number of nodes in a cluster. Precisely, there is
no difference in the mean value of nodes in a cluster (Fig. 4 left) but there is a
difference in its variance (Fig. 4 right). Results of our simulations indicate that
the number of nodes in clusters created with HEED algorithm varies more then
when sHEED is used. It means that sHEED establishes clusters consisting of
more or less the same number of nodes while in HEED there is a large number
of small clusters and a few numerous clusters for which the number of nodes
exceeds the mean value heavily. Equal distribution of nodes to clusters is an
advantage of sHEED algorithm since it helps to ensure even power consumption
throughout the whole WSN. Since variance of number of nodes in a cluster
increases with Rc thus keeping Rc small helps to ensure even distribution of
nodes.

Fig. 4. Mean (left) and variance (right) of average number of nodes in clusters vs. Rc

for k = 4
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If clusters of equal size are preferred then it is better to use sHEED and HEED
algorithm with small value of Rc and large k (e.g. Rc = 20, k = 4) rather than
large Rc and small k (e.g. Rc = 30 and k = 3). Moreover, if communication
costs are estimated using RSSI only then it is advisable to use sHEED since it
has lower communications overhead, preserves power and establishes equal size
clusters.

5 Conclusion

In this paper we propose a simplified version of HEED algorithm for WSN –
sHEED. By means of theoretical analysis and extensive simulation we show that
the properties of the algorithm for a wide range of reasonable parameters are
as good as that of a much more complicated and communication demanding
algorithm. We provide optimal parameters of radio communication range and
number of nodes to be deployed for maximum network longevity and energy
efficiency.
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Abstract. In this paper a contribution has been given about the inves-
tigations of the performance of the MPI communication in a computer
cluster. The experiments had been executed with two different bench-
marks that evaluated fundamental performance parameters of Ethernet
communication network i.e. bandwidth, and latency in relation to dif-
ferent size of the messages, type of Ethernet network and forwarding
schema.

Keywords: internetworking traffic benchmarks, PC cluster performance.

1 Introduction

This paper deals with MPI (Message Passing Interface) benchmarks applied in
a blade-based hybrid computer cluster containing fourteen nodes, each consist-
ing of two processors with four cores. Nowadays it is very important to guar-
antee a certain level of Quality of Service (QoS) or to predict the execution
time of the given task in the distributed computational environment. Match-
ing of that kind of requirements implies establishing the cluster with a suffi-
cient computing power for performing calculations. To check the operation abil-
ity of a cluster system some tests (experiments) have to be performed based
on suitable benchmarks. There are many kinds of benchmarks oriented on se-
lected performance metrics i.e. latency, bandwidth, efficiency. They usually offer
mostly very sophisticated options for shaping the schemas of the exciting traffic
[1,2,3,4].

In this study the bandwidth variations will be tested and discussed depending
on different network communication interfaces. Performance will be evaluated
based on the experiment runs in the MPI environment on the real-life computing
cluster [5,6,2,7].

Some MPI benchmarks suitable for clusters testing will be discussed in the
next section. The third section presents the foundations of performed tests. In
the fourth section a description of the experiment will be given. In the summary
some concluding remarks will be presented.
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2 MPI Benchmarks

MPI Benchmarks are programs, which are used to test the performance of ma-
chines or communication interfaces and their impact on the computing power of
the related system. They are designed for defined features testing (i.e. latency,
bandwidth, efficiency) and they are provided as open source tools or as com-
mercial programs. Since years many tests were evaluated using MPI libraries
i.e. Ethernet versus Myrinet or High Performance Computing for AIX using In-
finiBand where MPI Communication was compared [8,9]. Topics of measuring
MPI Send and Receive overhead application availability was discussed in [10]
and MPI application in grid were also presented [11]. Measurement of cluster
metrics is used to assure optimal system utilization.

In our work two different benchmarks will be considered: OMB-3.1.1 and
Phloem [12,13,14,15,4].

OMB-3.1.1 was developed by Network-Based Computing Laboratory Depart-
ment of Computer Science and Engineering, Ohio University and designed for
testing the following performance parameters: latency, bandwidth, bi-directional
bandwidth, multiple bandwidth/message rate, multi-pair latency and broadcast.
These tests have been developed in the C language based on MPI environment [14].

The latency test is based on the ping-pong fashion, so the time of communi-
cation between sender and receiver is measured. At the beginning, the sender
sends a command message of a certain data size. After the receiver gets the
whole message, it starts to send the response message. This process is carried
out for 10 000 iteration and than the average time is obtained. The test uses
different data size (i.e. from 1B to 1 048 576B). The results are given in μs [14].

The multi-pair bandwidth and message rate test is based on multiple pairs
of processes and evaluates aggregate unidirectional bandwidth. Every process
sends a fixed number of messages back-to-back to the paired receiving process
before waiting for a reply from the receiver. This test is executed through several
iterations. This benchmark is designed for different size of messages and for
different number of processes [14].

Phloem has been designed by Lawrence Livermore National Laboratory in
Canada and includes subsystem functionality and performance tests. It was writ-
ten in C language using MPI communication interface. This MPI benchmark
evaluates the stability of various MPI aspects: performance, including intercon-
nect messaging rate, latency, aggregate bandwidth and collective latencies under
heavy network loads [13].

The mpiBench Allreduce latency Phloem test selects the maximum latency
from all subpartition (processed) processes performing the MPI communication.
This test for a given partition, iterates 1 000 times over the MPI ALLREDUCE
operation utilizing the MPI COMM WORLD communicator. The maximum
Allreduce latency is the maximum over all MPI tasks of the individual MPI
task Allreduce latency latencies. The results are provided in μs [13].

The purpose of the SQMR (Sequoia Message Rate Benchmark) test is to eval-
uate the maximal message rate of a single computer node. The first num cores
ranks are expected to reside on the ’core’ compute node for which message rate



344 J. Wrzuszczak-Noga and L. Borzemski

is being tested. After that, the next num nbors ranks are neighbors for the first
core rank, the next set of num nbors ranks are neighbors for the second core
rank, and so on. The communication sender receiver is based on different mes-
sage size (from 1 B to 4MB). This test iterates 4 096 times and gives the results
in MB/s [13,16].

3 Test Setup

The idea of experiments was to test presented benchmarks for different net-
works, namely 1 Gbps and 10Gbps Ethernets. The benchmarks (OSU-3.1.1 and
Phloem) under consideration are designed to test different size of data. They iter-
ate many times, so the influence of single interference could be excluded. During
test two features are measured: the latency [μs] and the bandwidth [MB/s]. The
first performance index was defined as latency for test 1 and 3 and the second
performance index was defined as bandwidth for test 2 and 4.

The first test – latency from benchmarks OSU – was running for two processes
for different message sizes (from 32B to 1 048 576B) and the second test – multi-
pair bandwidth and message rate test was performed on 64 processes for message
size from 1 B to 65 536B.

The third test – allreduce latency from Phloem benchmark was executed on
64 processes for following message size: from 8B to 2 048B, and the fourth test
the Sequoia Message Rate Benchmark was running on 64 processes for message
size from 1 B to 32 768B.

Each test had been performed for 1Gbps and 10Gbps Ethernet connections.
The structure of the cluster is shown in Fig. 1. The cluster features the IBM

BladeCenter H technology with 14xHS21 blade servers and 2x Nortel 10Gb
blade switches and 2x Cisco 1 Gb blade switches. Testing installation consists of
fourteen servers – working nodes (onyx01, onyx02,. . . , onyx14) and one master
node (Opal) with the Centos 5.2 operating system. Each node has 8GB RAM
and two 3GHz Intel Xeon x5365 CPUs [17].

Each cluster node has three network interfaces, two are connected to 10Gbps
and one to 1Gbps network.

4 Experiment

The experiments have been performed in the Distributed Computer Systems
Laboratory at the Institute of Informatics, Wroclaw University of Technology.

Two performance indexes: latency and bandwidth have been evaluated and
compared for two different benchmarks to evaluate performance of the network
message forwarding in our cluster environment.

Two performance indexes: latency and bandwidth have been evaluated and
compared for two different benchmarks of performance of the network message
forwarding in the cluster environment.

Before running benchmarks all non system processes had been killed, so the
benchmarks were not disturbed from other processes and the network was not
loaded from any unregistered processes.
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Fig. 1. Schema of the cluster

The first phase of the experiment has based on four succeeding tests with
communication link of 10Gbps. After this phase the network interface 10Gbps
had been put down (from the managing node Opal) and four tests as described
in Sect. 3 had been performed.

The results of the related experiments are presented in Figs. 2–5. Figure 2 and
Fig. 4 show the latency in [μs] versus size of the message whilst Fig. 3 and Fig. 5
demonstrate the bandwidth [MB/s] as a function of message volume [Bytes].
The line with squares depicts a performance index for the 10Gbps network and
the line with small rhombus represent the value of performance index for 1 Gbps
respectively.

Fig. 2. Latency [μs] versus message size for OSU-3.1.1 latency test
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Fig. 3. Bandwidth [MB/s] versus message size for OSU-3.1.1 multi-pair bandwidth and
message rate test

Fig. 4. Latency [μs] versus size of message for Phloem mpiBench Allreduce latency
test

Fig. 5. Bandwidth [MB/s] versus size of message for Phloem SQMR test
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5 Conclusions

Analyzing the behavior of latency for two studied benchmarks (OSU latency and
Phloem mpi allreduce latency) it could be observed from Fig. 2 and Fig. 4 that
the latency increases versus message size in both cases. For OSU benchmark
the difference between 10Gbps and 1 Gbps tests was bigger comparing to the
Phloem latency benchmark. The latency for OSU benchmark is changing in a
different way for both networks when the message size is more than 3 KB. In
case of Phloem benchmark the latency functions for both networks have similar
shape. The difference between latencies was the same (about 20μs) and didnt
depend on message size sent.

The behavior of the second performance index the bandwidth is shown in
Fig. 3 and Fig. 5. Both graphs are increasing functions of bandwidth versus
message size. It was noticed, that the difference between network bandwidths was
speeding up for data size more than 512Bytes. The biggest difference between
networks for OSU benchmark is about 2 000MB/s and for Phloem is about
1 000MB/s.

To summarize, the use of a network which is ten times faster does not guar-
antee that the benchmark could reach 10 times better performance There are
other parameters which may influence the result, for example number of frames
sent, time of saving information on the disk drive, and many others.
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Abstract. Electronic voting systems are created to facilitate the elec-
tion, accelerate voting and counting votes and increase turnout for the
election. The main problems of the electronic systems are related with
the assurance of system security (cryptographic security and protection
against frauds) and a guarantee that the voters are anonymous. The
authorization of voters and the anonymity of them seem to be contra-
dictory, but it is possible to create such a system where the both re-
quirements are met. Some solutions, the most common e-voting systems,
are presented in the paper. These models are adjusted to the demands
and implemented in the polls system for quality of teaching evaluation
where anonymity is very important. The blind signature protocol, model
directed to user’s anonymity, is a very good solution of the authorization
and anonymity problem in the polls system with remote access only, as
it was described in the paper.

Keywords: electronic voting, system authorization, user anonymity,
blind signatures.

1 Introduction

In democracy, in order to recognize the will of majority, elections are carried
out. Elections must be free and fair, i.e.:

– each citizen (entitled to vote) has a right to participate in elections;
– each voter casts the same amount of votes;
– in many cases a voter has a right to remain anonymous during voting.

The above mentioned rules refer not only to general voting on national (re-
gional) level but also to minor groups which belong to certain determined en-
vironments. Such groups are formed by, among others, academic environments.
Within a given University, election for the authorities of the University, facul-
ties, institutes and departments are carried out. Also, the polls are performed.
A particular type of the poll is evaluation of the quality of education, when the
students estimate their lecturers.

Voting carried out in the academic institutions is subject to the same rules
as general election. A list of persons authorized to vote is limited, depending on
the type of election. Limits refer to the membership of voters in the academic
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structures. After proving the authorization, a voter has a right to express himself
anonymously, which may be a condition for casting a vote, according to the
voter’s will. Anonymity of election must assure that the voting is representative.

2 Electronic Voting

Definition of electronic voting covers a use of electronic devices on any stage of
election – during voting or only in the process of votes counting.

Creation of the electronic system for votes counting does not encounter a
protest from the public opinion. Significant acceleration of the counting process
and presentation of the results is an unquestionable advantage of the comput-
ing machines. Assuming that the frequently used statement: secure computer
is a computer cut off from the network or turned off is correct, introduction of
the computer connected to the network into the election, decreases safety of the
whole system. But there are still ballots, which may be collected, calculated and
compared with the results presented by the computer, and hence any attempts
to manipulate with the results can be detected. This argument will be irrelevant
if the voting process is also conducted in the electronic way. On the other hand,
a vision of the efficient elections (elimination human factor during counting of
votes), decrease of costs (no polling stations, no paper ballots) and increase of
the voter turnout (each person can vote from home) makes the electronic voting
(e-voting) a subject of analysis and scientific researches [1,2,3,4].

A more significant undertaking related with voting is a poll to test the aca-
demic staff related to the evaluation of education quality. Detailed orders of
the university or technical university define a scope of questions the respondents
(students) answer to, and the regulations concerning access to the results of polls
(availability for public or only for the academic authorities and persons to whom
they concern). Irrespective of the scope of questions and availability of results,
the requirements for the polls are similar to those of fair and free elections:

– Only students who attended the course led by a teacher to be estimated
should participate in the poll.

– Number of votes for each student is limited. He may cast only one vote for
a chosen professor and his lectures, but he can evaluate many professors and
their lectures at the same time.

– Voting should be anonymous. The teachers who are subject of the question-
naires should have no access to information concerning voting students (the
information shouldn’t be available to anybody).

The last condition is seemingly contradictory to the previous ones, but it is
possible to create such a system for the voter to remain anonymous in the process
of electronic voting (even Internet voting) in spite of the necessity to confirm
the authorization in the system.

3 Users Authorization

Authorization of user during a standard voting consists on identification with the
use of a document, that confirms the identity in front of the member of electoral
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committee in the polling station. The committee’s task is to check if the person
who presents a document is its holder, and on the basis of the data from the
document to check in the base (printed list) whether he or she is authorized to
vote in this polling station.

There is a double authorization in this case. The liability of the identity
document and inspection of details which confirm its authenticity are subject to
verification. The identity of the person who presents the document is also checked
against the photograph on the document. In the European Union documents
with electronic systems are being introduced. Apart from the alphanumeric data
they contain biometrical data. Verification of identity when using such document
may be realized without the presence of the human being. Electronic system of
biometrical data verification are becoming more common. However, they are
not, just like human being, infallible. These systems are characterized by false
approval or false rejection determined factors.

Combining devices for verification of the document authenticity and identi-
fication on the basis of biometric data with the opinion of a member of the
electoral committee, shall practically eliminate the possibility to cast a vote by
an unauthorized person. In case of remote voting and authorization through the
Internet, actually only one of the above authorization proceedings may be exe-
cuted. It is possible to check the authorization data of the person who is trying
to use the voting system: number of the identity document, data included in
the document or special data ascribed to a user (the password). Verification, if
a person who logins into a voting server is a holder of the data used is a sepa-
rate issue. It is a wide field of activity for people who will be trying to falsify
voting results. It may lead to a voting market, which is actually a sale of the
rights for voting. Presence of the person authorized for voting at the moment of
voting may be confirmed when all the voters are equipped with the readers of
the biometrical data like fingerprint, eye print or voice verification [5,6].

In the first general election, where it was possible to vote through the Internet,
election in Estonia in 2007 (in 2005 Internet voting was carried out during local
elections), citizens gained a possibility to vote on-line, but they could also vote
by traditional method, by casting a vote into the ballot box [7]. The users were
authorized using asymmetrical cryptography. Standard X.509 was used, where a
user has two types of key, private and public, which have a form of certificate [8].
Each citizen of Estonia has these certificates recorded in the integrated circuit
located in the identity card. Use of the X.509 certificates, which are considered
as safe [9], assures a higher level of system trust in authenticity of the voters
than the simple use of a username and a password. It will make an access to
the system by unauthorized persons more difficult and assure high level of safety
to cast votes. Nevertheless, often it is sufficient to authorize with the username
and password only. The polls system for evaluation of the quality of education
within the University is a good example.

Let’s assume that the problem with authorization of the system user is solved.
The security level related with the access is considered as sufficient. Persons who
intend to get an access to the system have rights to vote and can confirm the
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rights. System acknowledges that the appropriate person performed authoriza-
tion. How the anonymity of this person can be assured?

4 Voter’s Anonymity

Voter’s anonymity is not always a necessary element in the electronic voting sys-
tem. For example in parliament voting, the whole proceeding is public. However,
there are systems where the anonymity is as important as the confirmation of
the voting authorization. Such are voting in general, parliament and president,
election. Anonymity in this type of voting is guaranteed by appropriate provi-
sions in acts and even by the Constitution. In the case of voting to evaluate the
lecturers at the University by the questioned students, anonymity is very im-
portant too. If a student is not sure that he fills the questionnaire anonymous,
the presented opinion on the chosen professor or lecturer may be unreliable or
incomplete.

4.1 Anonymity in a System with Direct Authorization

Anonymous casting of vote means, that the person who is counting a vote does
no have information which would identity the voter. This may be achieved even
in the system with direct authorization when the votes are sent together with the
signature of the voter. System user is not voting anonymously, but the creators
of the voting system assure that the information about the voter’s identity will
not be used to identify a person for each vote in the system. This assurance is
also a guarantee that no-one (not only persons who are counting the votes) will
check what was the content of the vote of particular voter. In Figure 1 voting
procedure is described. Vote, encoded with the public key of the polling station
is signed by a system user, who already proved the identity while logged into
the system. A vote in such a system is sent to the vote collecting system. The
system is checking the correctness of the signature, using voter’s public key and
the signature is removed from the vote. The signature is moved to a trash bin
and the encoded vote is sent to the polling station which having a private key
may decode it and calculate for the election results.

If all the guarantees of the system creators are realized and voting is carried
out in a way presented in the Fig. 1, the voter may be sure that he voted
anonymously. Polling station (persons/devices which count the voters) is not
able to assign a vote to a person. Still it is known, that there is information
somewhere in the procedure which connects the content of the vote with the
voting person.

General elections in Estonia are an example of the use of this model [3].
Electronic votes are kept in the system until voting in regular polling stations
is finished and only then they are deprived of the signatures and decoded by
the polling station computers. It enables a change or removal of the vote by the
voter and verification if the vote remains in the system and is unchanged.
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vote is encrypted

with B public key

ballot is signed

with A private key

A

signature is verified

with A public key

vote is decrypted

with B private key

B

signature is removed

encrypted and signed ballot is transmitted to electoral comission

Fig. 1. Voter (A) trusts that his signature is removed before counting the vote by
electoral committee (B)

An example of similar voting system is a procedure available for students using
USOS system (http://usos.edu.pl/) on a few Universities in Poland. In USOS
system, the procedure of user’s authorization is simplified. In order to enter
into the system, username and password are required. Once the questionnaire
is completed it is placed in the data base without the information about the
person who filled it in. It is impossible to re-fill the questionnaire that has the
same properties: teacher and subject, because the system remembers that given
student has already filled the questionnaire with those parameters.

Both examples, presented above, base on the trust of the system user that
the voting procedure is realized in accordance with the system creators. This
is not a one-side trust. The polling station that is counting votes must believe
that the person voting at a distance not only has appropriate authorization data
but uses them by himself. The inconvenience of above voting systems is lack
of verification by a voter after the termination of voting, whether the vote was
calculated and whether it is the same as the vote cast (just like in the traditional
voting). Violation of anonymity by a slight change of the system software is very
easy.

4.2 Authorization of Voter with Anonymous Identifiers

Voting through the Internet is the most advanced form of electronic voting. The
voter is authorized by electronic devices and casts a vote remotely from any
place, using Internet public network, the votes are counted by the computer sys-
tem. In order to assure that the voter is anonymous, we should resign from the
authorization (just like in anonymous polls available on some Internet portals)

http://usos.edu.pl/
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or separate the procedure of identity verification from the authorization which
is required to access to the system.

Computers are very useful tool during voting, especially when collecting and
counting the results. The more voters participate, the significance of machines
is greater, especially in respect of the time that passes from the conclusion of
voting to publishing the results. At present, elections are electronic at the stage
of votes counting, though there are countries where voting is realized using elec-
tronic devices in regular polling stations. Person, authorized for voting, comes
to polling station, confirms their authorization by showing at the polling station
the identity card and gets entitlement to cast a vote using electronic voting de-
vice (computer) which is made available to the voter. The voting act and the
authorization of the voter are independent.

Nowadays, electronic voting devices are used in some countries, i.e. the United
States, Brazil, India. The voting procedure besides the mathematic complexity
related with the cryptography should be clear for voting persons, polling sta-
tions members and intermediaries who control the compliance with the voting
procedures. The devices with closed source code are difficult to control and un-
derstand for anybody so the voting devices have been decommissioned after
public concerns in the Netherlands (used before on a large scale) and in Ireland
(the devices were purchased but they were not approved for use after the audit).

Similar idea of voting system is used in the poll system for measurement of
education quality at the Silesian University of Technology created by the Author
[10]. The priority of creating the system was the anonymity of voters, in order
to assure the reliability of the questionnaires. Access to the system required
identifier which is not related with the student data – it is the random string
of letters and numbers called token. Following confirmation of the student’s
membership in a group of eligible voters (proving the student card), the student
draws a token which authorizes the student to enter into the poll system. Number
of the token, on the basis of the entry in the data base, limits the scope of voting,
i.e. a list of available lecturers and the courses on questionnaires.

Because the token which gives authorization for voting does not depend on the
personal data of the student who is using it, voting result is recorded together
with the token. It is not necessary to remove voter’s signature from the ballot
(like in the Fig. 1). It does not violate the anonymity of the voter and enables
editing of the questionnaire filled. When the voting is closed, the voter can check
if the questionnaire is still in the system and if it was not changed.

A simple voting procedure enabled through the Internet in the mentioned
poll system maintaining the requirement of system user authorization and the
anonymity. Due to the importance of the voting results, general elections re-
quire better cryptographic security. Identifiers using public key infrastructure
and X.509 certificates should be created. A voter who wants to take advantage
of the possibility to vote through the Internet comes to the office or the polling
station at least a day before the elections, draws an identifier from the ballot box
and confirms with his signature the receipt of taking the identifier. The identifier
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will enable voting for particular candidate in the election from any terminal.
Signature on the list will disable the possibility to vote once again in the polling
station. So far, there is no possibility to obtain another identifier in case it is
lost. The mentioned polls system for students includes the same restrictions.

The above method has a significant disadvantage for voters: they still need to
go to the polling station to obtain the identifier for authorization. The solution
for the identifiers distribution inconveniences may be combining the two ear-
lier presented authorization methods. To get the access entitlements user need
to identify himself also in the electronic system. Using the remote connection
the voter places electronic signature on the election list and receives anony-
mous token which give him rights to use a voting system. Such a combined
access model was implemented in the system used at the Silesian University of
Technology. The local LDAP authorization connected with the student’s course
services called SOTS (http://sotsinfo.polsl.pl/) is used for authorize the
student. The obtained token authorizes user for fill in the questionnaires. It need
to be remarked that, in the modified system, again it is easy to break anonymity
of users by slight software change like in the system with direct authorization.

The use of additional identifier on one hand eliminates the problem of main-
taining anonymity during the remote controlled voting and gives the possibility
for voter’s access control in the system, but at the same time opens the possibil-
ity for the vote trade. This form of electronic voting system has built-in option
for creating the vote proofs, also after election time is over.

4.3 Blind Signatures in the E-Voting System

Two models of electronic voting systems using remote only access were presented.
Both of the systems are fully anonymous but also the anonymity break is easy in
both of them. The information connecting person with the vote (the first case)
or with the identifier (the second case) is not recorded, but there is a search for
such a system, where it would be impossible to break the anonymity. Use of the
blind signatures protocol, designed and presented for the first time by Chaum
[11], may be a solution of the problem. The protocol’s idea is as follows:

1. A voting person prepares a message m and than encodes it using random
value (blinding factor) r. It results in encoded message m′. Message m′

should be created in such a way, as to make its deciphering to the original
message m impossible (precisely: very difficult).

2. Message m′ is delivered to the voting institution for the electronic signature.
Person who requests signature is a subject to authorization and only after the
successful one, the authorization center is signing the message, which results
in signed message s′. Additionally, during the authorization it is possible to
collect data which make it impossible to retrieve the signature.

3. The voter removes from the received message s′ a random value r and the
result is a message s, which is a digitally signed original message m.

http://sotsinfo.polsl.pl/
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4. The voter sends message m and its signed version s to the voting system,
which checking its own signature can confirm the authenticity of the signa-
ture and the conformity of message m with the signed message s.

For mathematical example, using RSA algorithm, the procedure is as follows:

1. m′ = (m · re) mod n, where (e, n) is a public key of the authorization center;
2. s′ = (m′)d mod n, where (d, n) is a private key of the authorization center;
3. s = s′ · r−1 mod n;
4. s ≡ md mod n, because in RSA algorithm: red ≡ r, so s′ ·r−1 = (m′)d ·r−1 =

(m · re)d · r−1 = md · r · r−1 = md, which is an original message signed by
the authorization center.

The suggested use of blind signatures, most often means encoding and signing
of the election votes [12]. Voter casts a vote anonymously using one system. The
vote is locally processed (encoded and encrypted by a defined hash function)
and in this form is send for a signature to other system, which is authorizing
the voter. Obtaining signature is a condition for proper authorization of the
voter, i.e. verification of the identity and the scope of rights for voting. At the
same time e-voting system records, that the voter used his rights and blocks the
possibility to vote more than once. After the removal of the random component
of the message from the signed request the voter uses the voting system once
again, where he sends his vote and the signed version. The presence of signature
confirms the authorization of the voting person for participation in the elections.

The difference between student’s polls and general elections is the right for
multiple voting. Poll system allows the student to cast just one vote for a chosen
professor and lecture, but at the same time the student casts votes concerning
a dozen of professors and their lectures or classes. If the above method of using
the blind signatures protocol will be implemented in the polls system then each
vote should be blinded and signed before it is cast, so the person who is using
the system would have to carry out the signing procedure many times. The
solution is a use of blind signatures for the approval of the identifier required for
authorization in the voting system [13]. System model operating on this basis is
presented in Fig. 2.

The procedures of obtaining the identifier, signing it and authorization in the
voting system are independent. Just like in previous model: creation of a vote,
signing the vote and voting. As a result of this independence, each stage may be
realized on different computer and at different time. It makes it more difficult
to trace the user’s identity on the basis of the voting time or the location.

The blind signature algorithm was implemented in the poll system for edu-
cation quality evaluation at Silesian University of Technology. The access token
hashed and encrypted with the blinding factor is signed using RSA algorithm.
The offline application, with public available source code, is used for blinding the
token and unblinding the signed one. The anonymity of the voter is assured by
the random factor r and blinding algorithm used in the procedure. Nevertheless,
the cost of the higher anonymity of the user is more complex, so less convenient
procedure of voting.
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the access key

is hashed by A
B signs the hased key

A BA sends signature request on access key m hashed with blinding factor r

A BB sends back signed request , A removes blinding factors’

A BA gains access to the system with signed key and votess

the access key

is verified by B

the vote is

counted

m

m

s

the vote is

encrypted

s’m’

Fig. 2. The user’s (A) secure access key to the electronic voting system is blindly signed
by the electoral committee (B)

5 Conclusion

Moving the voting procedures to electronic devices shall decrease the costs of
elections, accelerate voting and counting votes and facilitate participation in the
election. The increased turnout shall lead to more reliable election results.

In the article a few models of electronic voting were presented, including
systems which enable voting through the Internet. A short analysis of each of
the systems shows that it is possible to assure the secrecy of voting, anonymity
of the user, and at the same time verification of the user and provision of as
representative results as possible. Anonymity connected with authorization is
possible, but it is very easy to lose the separation between the vote and the
voting person. Concentrating more on the authorization it is very easy to modify
system in such a way as to have the voter’s data stored together with the vote’s
content. By creating a system directed more to anonymity, the voter has the
advantage of getting a tool necessary for the vote or vote rights trade (Table 1).

Table 1. A comparison of different models of voting systems

remote anonymity results votes verification

access only break manipulation selling of votes

traditional voting no hard hard hard no
direct authorization yes easy easy medium no
anonymous identifiers no hard hard easy yes
blind signatures yes hard hard easy yes
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The fully anonymous voting system with remote access only over the Internet
can be created using the blind signature protocol. The voters are authorized
in the system so the access is limited only to entitled users. The users have
a possibility of vote verification and can control system administrators in case
of results manipulation. Such a model is a good solution in the polls system
for teaching quality evaluation where the student anonymity is very important
condition. The disadvantage of blind signature protocol is possibility of creating
vote proofs and as a result vote market can be made. It is unacceptable in general
election where the winners achieve power.

It is equally important to limit the rights for single voting and to maintain the
secrecy of voting. All models presented in the paper meets these requirements.
The problems from Table 1 concerning not intended use of the system. Opening
the source code [14] and protecting code changes using TPM devices [4] can
eliminate anonymity and result manipulation issues. Using of the blind signature
protocol assures voter’s anonymity without such efforts.
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Kwiecień, Andrzej 106, 226
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