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Preface 

On behalf of the PROFES Organizing Committee we are proud to present the proceed-
ings of the 11th International Conference on Product-Focused Software Process  
Improvement (PROFES 2010), held in Limerick, Ireland. Since the first conference in 
1999 the conference has established its place in the software engineering community as a  
respected conference that brings together participants from academia and industry. 

The roots of PROFES are in professional software process improvement motivated 
by product and service quality needs. The conference addresses both the solutions 
found in practice as well as relevant research results from academia. To ensure that 
PROFES retains its high quality and focus on the most relevant research issues, the 
conference has actively maintained close collaboration with industry and subsequently 
widened its scope to the research areas of collaborative and agile software develop-
ment. The main themes of this year’s conference were “Agile and Lean Processes” 
and “Engineering Service-Oriented Systems.” 

These two main themes enabled us to cover the contemporary software develop-
ment demands and trends in a comprehensive manner and to tackle the most important 
current challenges identified by the software industry and software research commu-
nity––namely, the shift of focus from "products" to "services.”  

The technical program featured invited talks, research papers, and experience reports 
on the most relevant topics related to processes for developing software-intensive  
services and products. In addition, a number of workshops and tutorials were hosted. 

PROFES conferences have continuously attracted attendees from industry,  
research, and academia. This confirms that the conference covers topics which are 
up-to-date, important, and interesting. PROFES 2010 offered a unique forum for 
industry and academic professionals to discuss their needs and ideas, especially 
from the perspective of software as a business.  

The conference included two top keynote speakers: (1) Bashar Nuseibeh, Chief 
Scientist at Lero––The Irish Software Engineering Research Centre and (2) Christof 
Ebert, Managing Director at Vector Consulting Services. 

PROFES 2010 also featured three workshops, four tutorials, a Doctoral Sympo-
sium, and panel discussions. 

We wish to thank the University of Limerick, the IT University of Copenhagen, VTT 
Technical Research Center of Finland, the University of Oulu, and Fraunhofer IESE for 
supporting the conference. We are also grateful to the authors for their high-quality pa-
pers, the Program Committee for their hard work in reviewing the papers, the Organizing 
Committee for making the event possible, and we would especially like to thank Irja 
Kontio and Kaarina Karppinen from VTT for their valuable help in the proceedings 
finalization. 
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Mobile Privacy Requirements on Demand 

Bashar Nuseibeh 

Lero - The Irish Software Engineering Research Centre 
 
 
 
 

Process and product improvements are noble goals. Structured, document-driven 
processes have played an important part in the development of some mission critical 
systems. Likewise, agile and lean development processes are showing increasing 
promise in competitive, changing environments. The 'software as a service' paradigm 
is adding a further challenging dimension to the mix, and is redefining the notion of a 
software product. 

However, in this talk, I argue that an increasingly important kind of development 
needs our attention - one that focuses on the quality of the software (product) experi-
ence. As mobile and ubiquitous computing technology becomes a reality in everyday 
life, such technology is able to offer individual users a very personal and personalised 
set of services and experiences, with their own set of concerns and requirements. In 
our quest to ensure that the required service functionality is delivered, we risk ne-
glecting how best to achieve the desired quality of service and user experience. This is 
an area that raises many difficult research questions and challenges. In my talk I will 
focus on some issues drawn from my own experience in requirements engineering 
and ubiquitous computing. In particular, I examine the socially and technically chal-
lenging topic of privacy in a mobile computing, and suggest that we need new devel-
opment processes and methods to enable the elicitation and development of privacy 
requirements. I will present a number of qualitative empirical studies that explore how 
"requirements engineering in the wild" may be better suited to eliciting mobile pri-
vacy requirements than traditional requirements elicitation processes - agile, lean or 
otherwise... 
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Lean Development - Potentials, Principles and Practices 

Christof Ebert 

Vector Consulting Services 
 
 
 

To survive in a fast changing environment, we need to continuously improve produc-
tivity, reduce rework, and optimize product strategies. Lean development and lean 
management offers the right ingredients: Eliminating waste, empowering teams,  
delivering as fast as possible, seeing the whole. But there is a dark side, as recent 
industry experiences show. Too lean is mean. Lean often fails due to lack of vision, 
misalignment and insufficient execution. It is thus crucial for companies to success-
fully manage change towards lean development. This keynote will introduce to lean 
principles and practices. It will draw upon experiences from a variety of industries 
with topics such as lean transition, introducing new tools, improving engineering 
processes, and setting up a global software organization. A change check is provided 
so that participantscan address their specific challenges. 

 
 
 
 
 
 
 

 



A Qualitative Survey of Regression Testing
Practices

Emelie Engström and Per Runeson

Department of Computer Science, Lund University, SE-221 00 LUND, Sweden
{Emelie.Engstrom,Per.Runeson}@cs.lth.se

Abstract. Aim: Regression testing practices in industry have to be bet-
ter understood, both for the industry itself and for the research commu-
nity. Method : We conducted a qualitative industry survey by i) running
a focus group meeting with 15 industry participants and ii) validating
the outcome in an on line questionnaire with 32 respondents. Results:
Regression testing needs and practices vary greatly between and within
organizations and at different stages of a project. The importance and
challenges of automation is clear from the survey. Conclusions: Most of
the findings are general testing issues and are not specific to regression
testing. Challenges and good practices relate to test automation and
testability issues.

Keywords: Regression testing, Survey, Industry practice.

1 Introduction

Regression testing is retesting of previously working software after a change to
ensure that unchanged software is still functioning as before the change. Accord-
ing to IEEE, regression testing is Selective retesting of a system or component
to verify that modifications have not caused unintended effects and that the sys-
tem or components still complies with its specified requirements [1]. The need
for effective strategies for regression testing increases with the increasing use of
iterative development strategies and systematic reuse in software projects. Stud-
ies indicate that 80% of testing cost is regression testing and more than 50% of
software maintenance cost is related to testing [2].

There is a gap between research and practices of regression testing. Research
on regression testing mainly focuses on selection and prioritization of test cases.
Several techniques for regression test selection are proposed and evaluated. En-
gström et al. reviewed the literature in the field recently [3] and highlights the
importance of the test context to the outcome of regression testing techniques.
Only few empirical evaluations of regression test selection techniques are carried
out in a real industrial context [4], [5], [6].

However industry practice on regression testing is mostly based on experience
alone, and not on systematic approaches. There is a need for researchers to better
understand the needs and practices in industry. Rooksby et al. [7] argue for the
need for investigation and characterization of real world work. They conclude

M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 3–16, 2010.
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4 E. Engström and P. Runeson

that improvements of current testing practices are meaningful in its specific
local context and ”cannot be brought about purely through technically driven
innovation”. In their paper they highlight, based on experiences from testing in
four real projects, that improvements in industry are not always sophisticated
and accurate as is often pursued in research.

In order to retrieve a better understanding of real world needs and practices,
a qualitative survey [8, p. 61-78] of industry practice of regression testing is con-
ducted, by means of focus group discussions in a software process improvement
network (SPIN) and a questionnaire to validate the results. Issues discussed in
the focus group were definitions and practices of regression testing in industry as
well as challenges and improvement suggestions. A total of 46 software engineers
from 38 different organizations participated in the focus group and questionnaire
survey. Results are qualitative and of great value in that they highlight relevant
and possible directions for future research.

To the extent of our knowledge no industrial surveys on regression testing
practices have been reported on. However experience reports on regression test-
ing in industrial software development projects can be found [9]. Onoma et al.
conclude that regression testing is used extensively and that several companies
develop in-house regression testing tools to automate the process. Re-test all is
a common approach and the selection of test cases is not a critical issue.

When it comes to testing practices in general a couple of industrial surveys have
been undertaken [10], [11], [12], [13], concluding that test automation is a key im-
provement issue [13] and that test case selection for continuous regression testing
is a hard task. No systematic approach for test case selection was used by the com-
panies but instead they relied on the developers expertise and judgment [12].

This paper is organized as follows: Section 2 describes how the survey is
conducted and discusses validity issues. In section 3 results are presented and
analyzed. Finally conclusions are provided in section 4.

2 Method Description

The study’s overall goal is to characterize current regression testing practices in
industry for the sake of research. It also aims at identifying good practices for
spreading across different companies as well as areas in need for improvement
within the companies and possibly identification of future research topics. Hence,
a qualitative survey is found appropriate [8, p. 61-78]. The research questions
for the survey are:

RQ1 What is meant by regression testing in industry?
RQ2 Which problems or challenges related to regression testing exist?
RQ3 Which good practices on regression testing exist?

The survey is conducted using two different research methods, one focus group
discussion [14, p. 284-289] in a SPIN group, and one questionnaire in a testing
interest network. The focus group was used to identify concepts and issues related
to regression testing, while the questionnaire was used to validate the findings
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in a different setting. A similar approach was used for a unit testing survey in
2006 [12].

2.1 Focus Group

The focus group meeting was arranged at one of the monthly meetings of SPIN-
syd, a software process improvement network in Southern Sweden [15]. The
members of the network were invited to a 2.5 hour session on regression testing
in May 2009. 15 industry participants accepted the invitation, which is about
the normal size for a SPIN-syd monthly meeting, and the same as for our pre-
vious unit testing survey [12]. The focus group meeting was moderated by two
academics and one industry participant, and observed by a third academic. An
overview of the focus group participants is shown in Table 1.

Table 1. Participants in focus group meeting. Number of developers in the surveyed
company: extra small is 1, small is 2 − 19, medium is 20 − 99, and large 100 − 999.

Company Domain Size Role
A Automation Medium Participant
A Automation Medium Participant
A Automation Medium Participant
G Medical devices Medium Participant
G Medical devices Medium Participant
I Information systems Large Moderator
I Information systems Large Participant
S Telecom Large Participant
S Telecom Large Participant
E Telecom Large Participant
X Consultant Extra small Participant
C Consultant Extra small Participant
Q Consultant Medium Participant
K Consultant Medium Participant
O Consultant Large Participant
L Academics N/A Researcher
L Academics N/A Researcher
L Academics N/A Observer

The industry participants represented automation, medical devices, informa-
tion systems (IS), and telecom domains. Consultants also participated which
were working with testing for their clients. The product companies all produce
embedded software and were both of medium and large size, while consultancy
firms of all sizes were represented.

The session was organized around five questions:

– What is regression testing?
– When do the participants regression test?
– How do the participants regression test?
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– What are the participants’ problems regarding regression testing?
– What are the participants’ strengths regarding regression testing?

For each of the questions, the moderator asked the participants to write their
answers on post-it charts. Then each participant presented his or her view of the
question and the responses were documented on white boards.

After the session, key findings were identified using qualitative analysis
methods. Statements were grouped into themes, primarily structured by the five
questions, and secondary according to keywords in the statements. Further, the
results were restructured and turned into questions for use in the questionnaire.

2.2 Questionnaire

The resulting questionnaire consists of 45 questions on what regression testing
is, with five-level Likert-scale response alternatives: Strongly disagree, Disagree,
Neutral, Agree, Strongly Agree and an additional Not Applicable option (see
Fig 1). One question on automation vs manual used five scale alternatives from
Automated to Manual (see Fig 2). Further, 29 questions on satisfaction with
regression testing practices in the respondents’ organizations had the response
alternatives Very Satisfied, Satisfied, Neutral, Dissatisfied, Very Dissatisfied and
Not Applicable (see Fig 3). The questionnaire was defined in the SurveyGizmo
questionnaire tool for on line data collection [16].

Respondents were invited through the SAST network (Swedish Association
for Software Testing) through their quarterly newsletter, which is distributed
to some 2.000 testers in Sweden, representing a wide range of company sizes
and application domains. Respondents were promised an individual benchmark-
ing report if more than three participants from one company responded, and a
chance for everybody to win a half-day seminar on testing given by the second
author. Thirty-two respondents answered the complete questionnaire, which are
presented in Table 2.

The respondents cover the range of company sizes and domains. Out of the 32
respondents, 9 were developing embedded systems in particular within the tele-
com domain, 12 developed information systems in particular within the domains
of business intelligence and finance, and 11 were consultants. Out of 21 product
companies, 3 represent small development organizations, 9 represent medium
sized organizations and 8 represent large organizations. The size of the consul-
tancy organizations are not specifically relevant, but is reported to indicate the
variation.

2.3 Threats to Validity

The study does not aim at providing a statistically valid view of a certain popu-
lation of companies, as intended with general surveys [8]. The research questions
are focused on existence and not on frequencies of responses. Hence, we consider
the survey having more character of multiple case studies on a certain aspect of
several cases and consequently we discuss threats to validity from a case study
perspective [17].
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Fig. 1. Number of responses for each questionnaire alternative on regression test
practices

Construct validity concerns the underlying constructs of the research, i.e. terms
and concepts under study. We mitigated construct validity threats by having the
first question of the focus group related to terminology and concepts. Thereby,
we ensured a common understanding for the rest of the group meeting. In the
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Fig. 2. Number of responses for each questionnaire alternative on automated vs. man-
ual regression testing

Fig. 3. Number of responses for each questionnaire alternative on satisfaction with
regression test practices

survey, however, the terms may be interpreted differently and this is out of
control of the researchers.

Internal validity relates to identification of casual relationships. We do not study
any casual relationships in the study, and we just briefly touch upon correlations
between factors. Patterns in the data that might indicate correlations are inter-
preted conservatively in order not to over interpret the data.
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Table 2. Respondents to the questionnaire. Number of developers in the surveyed
company: extra small is 1, small is 2 − 19, medium is 20 − 99, and large 100 − 999.

Company Size Domain
Me Small Automation
Te Medium Automation
V Large Automotive
Tc Small Business intelligence
Ql Medium Business intelligence
Ti Medium Business intelligence
C Large Consultant
Ha Large Consultant
H Large Consultant
H Large Consultant
Q Medium Consultant
R Small Consultant
K Medium Consultant
Si Large Consultant
So Large Consultant
T Small Consultant
Tp Medium Consultant
Eu Medium Finance
Sk Large Finance
A Medium Finance
U Medium Information systems
Sm Medium Information systems
W Small Information systems
B Large Information systems
L Large Insurance
Mu Large Insurance
Ma Large Medical devices
E Large Telecom
Hi Medium Telecom
M Medium Telecom
S Large Telecom
S Large Telecom

External validity relates to generalization from the findings. We do not attempt
to generalize in a statistical sense; any generalization possible is analytical gen-
eralization [17]. In order to help such generalization, we report characteristics of
the focus group members and questionnaire respondents in Tables 1 and 2.

3 Analysis of the Results

The focus group and survey results were analyzed using the Zachman framework,
which originally was presented for analysis of information systems architectures
[18]. The framework has six categories, what, how, where, who, when and why,
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although these terms were not originally used. For each category, questions are
defined and tailored to the domain under investigation. Originally intended for
IS development, Zachman proposed that it might be used for developing new
approaches to system development [18]. We use it similar to Runeson [12], i.e. to
structure the outcome of the focus group meetings and to define the validation
questionnaire, although we primarily focus on what, how and when.

An overview of the questionnaire results is shown in Figures 1, 2 and 3. Ques-
tions are referred to in the text as [Qx] for question x. The analysis is then
presented according to the framework questions and identified strengths and
weaknesses in subsections 3.1 to 3.4.

3.1 What?

There is good agreement in the focus group and among the survey respondents
regarding what regression testing is. Regression testing involves repetitive tests
and aims to verify that previously working software still works after changes to
other parts. Focus can be either re-execution of test cases or retest of functional-
ity. As for testing in general the goal of the regression testing may differ between
different organizations or parts of an organization. The goal may be either to find
defects or to obtain a measure of its quality. Regression testing shall ensure that
nothing has been affected or destroyed, and give an answer to whether the soft-
ware has achieved the desired functionality, quality and stability etc. In the focus
group discussion, an additional goal of regression testing was mentioned as well;
to obtain a guide for further priorities in the project. Regression testing offers a
menu of what can be prioritized in the project, such as bug fixes. This additional
goal was only confirmed to some extent by 35% of the respondents [Q8].

Different kinds of changes to the system generate regression testing. Men-
tioned in the focus group discussion and confirmed by the majority of the re-
spondents were: new versions, new configurations, fixes, changed solutions, new
hardware, new platforms, new designs and new interfaces [Q9-16]. One third of
the respondents, mostly small and medium sized organizations, indicated that
regression testing is applied regardless of changes, while in larger organizations,
regression testing was tighter connected to changes [Q17]. The amount and fre-
quency of regression testing is determined by the assessed risk, the amount of
new functionality, the amount of fixes and the amount of available resources.
The first three factors are confirmed by the majority of the respondents [Q29-
31] while the agreement on the dependency on resources availability varies to a
greater extent among the respondents [Q32].

3.2 When?

Regression testing is carried out at different levels (e.g. module level, compo-
nent level and system level [Q18-20]) and at different stages of the development
process. From focus group discussions it was found that that some organizations
regression test as early as possible while other regression test as late as possible
in the process, and some claimed that regression testing is continuously carried
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out throughout the whole development process. The purpose may be slightly
different for the three options; early regression test to enable early detection of
defects, and late regression testing for certification or type approval purposes.

How often regression testing is carried out differed as well; some organizations
regression test daily while others regression test at each software integration, at
each milestone, or before releases [Q24-26]. In some cases the availability of
resources is determinant. Among the questionnaire responses, there were large
variations on how often regression testing is applied. The most common approach
is to regression test before releases (indicated by 95% of the respondents) [Q27].
Only 10% of the respondents regression test daily [Q24].

3.3 How?

From the focus group discussions it was identified that tests used for regression
testing may be a selection of developer’s tests, a selection of tester’s tests, a
selection of tests from a specific regression test suite, or new test cases are
designed. According to questionnaire responses, the most common is to reuse
test cases designed by testers. Strategies for regression test selection mentioned
in the focus group were: complete retest, combine static and dynamic selection,
complete retest of safety critical parts, select test cases concentrating on changes
and possible side effects, ad-hoc selection, smoke test, prioritize and run as many
as possible, and focus on functional test cases. Questionnaire results confirm that
it is common to run a set of specified regression test cases every time, together
with a set of situation dependent test cases. Ad-hoc selection seems not to be a
common approach; only 10% of the respondents indicate that approach [Q42].
70% of the respondents confirm the focus on functional test cases [Q44] and 50%
confirm the usage of smoke tests [Q45].

A project may include several different regression testing activities. Both man-
ual and automatic regression testing are applied. 50% of the respondents indicate
an equal amount of manual and automatic regression testing while 30% perform
regression testing exclusively manually [Q46].

3.4 Weaknesses and Strengths

The focus group had an open discussion about both weaknesses and strengths in
their regression testing practices, and it showed that in several cases representa-
tives from one organization had solution proposals where others had problems.
Some problems were common to most of the participants (e.g. lack of time and
resources to regression test and insufficient tool support) while others were more
specific. The outcome of the discussion was a list of 29 possible problem areas
which were validated in the questionnaire.

Test case selection. Several problems related to test case selection were discussed
in the focus group. It was mentioned that it is hard to assess the impact of
changes on existing code and to make a good selection. It is hard to prioritize
test cases with respect to product risks and fault detection ability, and to be
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confident in not missing safety critical faults. Determining the required amount
of tests was also considered a problem, and it is hard to assess the test coverage.

Participants wished for a regression test suite with standard test cases and
for regression testing guidelines at different stages of a project with respect to
quality aspects. Some participants were satisfied with their impact analysis and
with their test management systems. As a response to the test selection problem,
exploratory testing was recommended and also to have a static test set used for
each release. No specific test selection technique was referred to, such as the ones
reviewed by Engström et al. [3].

The results from the questionnaire responses are in this respect not conclusive.
The responses are divided evenly across the whole spectrum, with a slight shift
towards satisfaction. However, in terms of processes for impact analysis and
assessment of test coverage the challenges identified in the focus group where
confirmed by a third of the respondents even though as many were satisfied.
[Q47-51].

Test case design. Lack of time and resources for regression testing was a recur-
ring complaint in the discussions. So also in the case for test case design. Among
respondents to the survey were as many satisfied as dissatisfied in this matter
[Q52]. One proposal mentioned in the focus group was to focus on test driven de-
velopment and thus make developers take test responsibility, hence building test
automation into the development process, which may be reused for regression
testing purposes as well.

Automated and manual regression testing. Automating regression testing causes
problems and manual testing is time and resource consuming. Both problems
and proposals were discussed in the focus group. Within the focus group, par-
ticipants were satisfied and dissatisfied with automation as well as with their
manual testing. Most participants wanted a better balance between automated
and manual testing and support in determining cost benefit of automating re-
gression testing.

It is not only costs for implementing the automated tests that need to be
considered, but also costs for maintaining the test suites and in many cases
manual analysis of results. It was proposed to define interfaces for automation
below the user interface level in order to avoid frequent changes of the test
scripts, due to user interface changes. Use of manual testing was recommended
for testing of user experience and for exploratory testing.

The problems of automation was confirmed by questionnaire responses. 60%
of the respondents were dissatisfied with the balance between manual and au-
tomated regression testing [Q56], the assessment of cost/benefit, execution of
automated regression tests as well as the environment for automated regression
testing. In contrast, as many were satisfied with their manual testing, 60% [Q59].

Regression testing problem areas. Specific problem areas for regression testing,
mentioned in the discussion forum were: regression tests in real target envi-
ronment and in simulated target environment, regression testing of third party
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products and of GUI’s. For each problem mentioned, were among the partic-
ipants both those who had problems and those who were satisfied with their
solutions. None of the problem areas was confirmed by a majority of negative
answers in the questionnaire even though between 10-25% were dissatisfied in
each case [Q60-64]. As testing of databases is subject to regression testing re-
search, this area was added to the questionnaire, although not mentioned in the
focus group.

Test results. Several of the participants in the focus group were unsatisfied with
how test results were presented and analyzed. In many cases verdict reporting
is inconsistent and often there is no time to do a thorough analysis. Some par-
ticipants said that their reporting of results and analysis works well and gave
examples of good factors, such as having an independent quality department and
having software quality attributes connected to each test case, which is good not
only for for reporting results but also for prioritization and selection of test cases.

The questionnaire responses were generally neutral regarding consistency of
verdict reporting and processes and practices for analyzing results, but agreed
that practices for presentation of results from automated tests were not good
enough [Q68].

Test suite maintenance. The focus group named maintenance of test suites and
test cases as a problem. Participants stated that much of the regression testing
is redundant with respect to test coverage and that there is a lack of traceability
from tests to requirements. Some of the participants were satisfied with their
tools and processes for traceability and claimed that they are good at mainte-
nance of test cases in case of changes in the product. A recommendation was to
have independent review teams reviewing the test protocols.

Questionnaire responses confirmed the lack of good tools for documenting
traceability between test cases and requirements but otherwise the variation in
the responses to the questions regarding maintenance was great [Q69-71].

Testability. An issue brought up in the focus group were the amount of depen-
dencies in the software and its relation to testability. Participants expressed a
wish for a test friendly design where the structure enables a simple delimitation
of relevant tests. There is a need for design guidelines considering testability,
modularization of the software and clearer dependencies in order to make it
easier to set test scopes.

Questionnaire responses indicate satisfaction with coordina-
tion/communication between designers and testers [Q72] and neutrality
to modularization of the system [Q74]. Further they confirmed the need for
minimization of dependencies in the system [Q73] as well as for testability issues
in design guidelines [Q75].

Test planning. Finally some needs and recommendations regarding the test plan-
ning was given. Again a cost model was asked for: It would be nice to have a
cost model for environments and technical infrastructure covering; automated
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testing, test data, test rigs, unit tests, functional tests, performance tests, tar-
get/simulator and test coverage.

Everyone in the focus group agreed that it is better to test continuously than
in large batches. A rule of thumb is to plan for as much test time as develop-
ment time even when the project is delayed. It is also good to have a process
with a flexible scope for weekly regression tests, e.g. core automated scope, user
scenarios, main regression scope, dynamic scope, dynamic exploratory scope etc.
In order to broaden the coverage, it was proposed to vary the test focus between
different test rounds.

4 Conclusions

Regression testing increases in software projects as software becomes more and
more complex with increasing emphasis on systematic reuse and shorter develop-
ment cycles. Many of the challenges, highlighted in the study, are not specific to
regression testing but are general to all testing. However, they have a significant
impact on how effective the regression testing becomes. Questions involving au-
tomated testing is of course particularly important for regression testing, as the
same tests are repeated many times. Similarly, a test-friendly design is of great
importance when one wants to do a selective retesting. Literature on regression
testing tends to focus on the selection of test cases based on changes in the code,
but for practitioners it does not seem to be the most important issue.

Regression testing definitions (RQ1) are very much the same across all sur-
veyed companies and in line with formal definitions [1] although the regression
testing practices differ. Regression testing is applied differently in different or-
ganizations, at different stages of a project, at different levels and with varying
frequency. Regression testing is not an isolated one-off activity, but rather an
activity of varying scope and preconditions, strongly dependent on the context
in which it is applied. In most development organizations, regression testing is
applied continuously and at several levels with varying goals. This further un-
derlines the need for industrial evaluations of regression testing strategies, where
context information is clearly reported, as was previously noted [3].

Regression testing challenges (RQ2) relate to test case selection, trade-offs be-
tween automated and manual testing and design for testability. Issues related to
test automation are:

– Assessment of cost/benefit of test automation
– Environment for automated testing and the presentation of test results.

Design issues affect regression testing since there is a strong relation between the
effort needed for regression testing and the software design. Design for testabil-
ity, including modularization with well defined and observable interfaces, helps
verifying modules and their impact on the system. This could be addressed by
including testability in design guidelines. Except for the design issues, coordina-
tion and communication between designers and testers work well.



A Qualitative Survey of Regression Testing Practices 15

Good practices (RQ3) were also reported on:

– Run automated daily tests on module level.
– Focus automation below user interface.
– Visualize progress monitoring.

These practices are not specific to regression testing. The latter item is not
specific testing at all, but is a management practice that becomes critical to
regression testing as it constitutes a key part of the development project progress.
This indicates that regression testing should not be addressed nor researched in
isolation; rather it should be an important aspect of software testing practice
and research to take into account.
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Abstract. A major goal of analytical quality assurance (QA) activities, e.g., in-
spection and testing, is detecting defects in software artifacts to increase prod-
uct quality and decrease rework effort and cost. Inspection aims at identifying 
defects early and traditional testing focuses on test case generation and execu-
tion late in the development process. Combining inspection and test-case gen-
eration to inspection-based testing (UBT-i) can help identifying defects early, 
increasing testability by systematically capturing requirements and quality at-
tributes, and generating most valuable test cases based on inspection results. 
This paper reports on a controlled experiment to investigate the temporal behav-
ior of UBR inspection and inspection-based testing regarding defect detection 
performance, i.e., effectiveness, efficiency, and false positives. Main findings of 
the study are that there are no significant advantages of UBR and UBT-i regard-
ing defect detection performance and the temporal behavior of defect detection 
delivered contradictory results in two sessions of the study. 

Keywords: Software Inspection, Inspection-based Testing, Temporal Behavior 
of Defect Detection, Controlled Experiment. 

1   Introduction 

Defects can have a high negative impact on the software quality of deliverables and 
can result in high rework effort and costs, even if defects are detected late in the de-
velopment process [16]. Modern software engineering approaches include (a) soft-
ware processes (e.g., V-Modell XT, Rational Unified Process, and agile development 
practices) to plan, monitor and control the sequences of steps within a software devel-
opment project, (b) constructive approaches to efficiently construct artifacts (e.g., 
specification documents, test cases, and software components), and (c) analytical 
approaches to verify and validate deliverables with respect to given specification 
documents and customer requirements. In general, a common goal of analytical qual-
ity assurance approaches is to identify defects early.  

Software inspection (SI) is a well-investigated and established approach for defect 
detection in all phases of software development [6], [13]. SI is applicable to all soft-
ware engineering artifacts because no executable software code is required for inspec-
tion application. Reading techniques [12], e.g., checklists, perspectives, and use cases 
support reviewers and inspectors in systematically reading the artifact under inspec-
tion by providing the defect detection process actively [23]. Software testing requires 
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textual requirements, specifications, models, and executable software code to con-
struct and execute defined test cases. Thus, test case execution is located even late in 
the development process. Traditional testing approaches include test case definition 
and test execution [10]. The concept of test-driven (test-first) development (TDD) [4], 
an established approach in agile software development practice, leads to closing the 
temporal gap between test case generation and execution because test cases are gener-
ated prior or at least in parallel to code construction [4]. Nevertheless, we believe that 
software inspection, embedded within a testing approach, can support test-case gen-
eration for TDD by systematically identifying defects and generating test cases in 
parallel. Thus, bundling the benefits from SI and software testing [5] can lead to syn-
ergy effects regarding defect detection performance and test case generation. 

Nevertheless, project and quality managers have to identify best-practice ap-
proaches for a most valuable application of selected verification and validation 
(V&V) approaches [7] because these activities require additional effort. Thus, an 
important question is whether or not, an inspection-based testing approach can pro-
vide additional benefits with respect to defect detection and test case generation. 
Another question includes the required effort to achieve best cost/benefit defect 
detection performance and the temporal behavior of defect detection. In this paper 
we apply two V&V approaches, best-practice software inspection with usage-based 
reading (UBR) and inspection-based testing (UBT-i), to investigate the temporal 
behavior of defect detection effectiveness, efficiency, and false positives in a  
controlled experiment. Temporal behavior refers to measuring defect detection per-
formance in defined time intervals (30 minutes intervals for effectiveness and false 
positives and efficiency as defects found per hour) as a reasonable granularity of 
observing the temporal behavior.  

The remainder of this paper is structured as follows: Section 2 describes related 
work on best-practice software inspection with UBR and UBT-i. Section 3 summa-
rizes the research issues and hypothesis. We present the study design and arrange-
ments in section 4, show the results of the study in section 6, and discuss the findings 
in section 6. Finally, section 7 concludes and identifies further work. 

2   Related Work 

Software inspection (SI) and software testing are well-investigated techniques in 
academia and industry settings. Several empirical studies have investigated defect 
detection techniques, inspections, and testing in isolation. Aurum et al. [2] summarize 
25 years of empirical research on software inspections, including more than 30  
individual studies on software inspection. Juristo et al. [9] summarize 25 years of 
empirical research on software testing based on more than 20 studies. This section 
summarizes related work regarding important aspects of software inspection with 
focus on usage-based reading (UBR) and inspection-based testing (UBT-i). 

2.1   Inspection with UBR Reading Technique 

Software inspection is a systematic and static verification and validation approach 
with respect to identifying defects and conducting quality assessment in software 
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engineering projects. The individual application area of software inspections has 
enlarged its focus from only comprehension, initially proposed by Fagan [8] to com-
prehensive defect finding processes [12]. Reading techniques, e.g., checklist-based, 
perspective-based, and usage-based reading techniques guide inspectors through the 
reading process systematically [11]. Various studies were conducted to investigate the 
performance of individual reading technique approaches, e.g., in [2], [6], and [18], 
and identified UBR inspection as the most promising reading technique approach for 
business IT software projects [14], [23]. The basic idea of usage-based reading (UBR) 
is to focus on detecting most critical defects in software artifacts under inspection [6], 
[19] based on prioritized use cases and scenarios. In business IT software develop-
ment use cases and scenarios support engineers to model system behavior from user 
perspective. Additionally, use cases prioritization enables focusing on most critical 
and important use cases from the perspective of involved stakeholders. Note that 
prioritized use cases help to focus on most valuable requirements [7]. Thus, UBR 
utilizes a set of use cases as a vehicle for focusing the inspection effort. Figure 1 
shows the input and the result of UBR inspection.  

 

Fig. 1. Input and results of UBR 

Prioritizing use cases is a central task in UBR inspection processes, as use case 
priorities are ranked by the perceived importance of customers (value-based) [7] or on 
risks (risk-based). Depending on the scope of prioritization (e.g., value and/or risk), 
use cases drive the inspection process. Note, that use cases can be utilized for various 
inspection variants (e.g., requirements, design, and code) in a specific project. The 
reviewers apply prioritized use cases and actively read the document under inspection 
by manually executing the use cases [14]. Note that guidelines support engineers in 
defect detection tasks.  

2.2   Inspection-Based Testing 

Software testing is an analytical and dynamic quality assurance activity requiring 
executable software code [10]. Common techniques of software testing focus on risks 
(risk-based testing), requirements (requirements-based testing) and components (unit 
tests). Usage-based testing (UBT) takes the use cases from user perspective applying 
black-box testing approaches. Note that black-box testing is typically based on cus-
tomer requirements and specification documents. The focus is not to test how the 
software is implemented, but how it fulfills its intended purpose from the users’ per-
spective [15]. The main goal of UBT seems to be similar to UBR with focus on priori-
tized use cases. Figure 2 shows the relationship of UBR inspection and usage-based  
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Fig. 2. UBR Inspection vs. Usage-based Testing 

testing. Note that UBR inspection can be applied in the analytical phase of software 
development (e.g., defect detection of requirements specification documents) and 
UBT focuses on executable software code (defect detection of code related to priori-
tized use cases and test cases). 

Several testing techniques have been empirically evaluated and compared to vari-
ous inspection techniques [3], [17]. Andersson et al. [1] reported on an empirical 
study comparing usage-based testing and inspection approaches and introduced expert 
prioritized use cases and test cases to drive the testing process in code documents. 
Nevertheless, additional effort is necessary to identify and prioritize use cases and test 
cases prior to test execution. This paper applies a modified approach of UBT includ-
ing a best-practice inspection approach to identify and prioritize use cases according 
to risk and business value [22]. Bundling benefits of UBT and UBR inspection leads 
to inspection-based testing (UBT-i) and includes two major benefits: (a) Defect detec-
tion approaches are applicable to design specification and code documents (UBR 
inspection contribution); (b) Test case generation based on use cases, architecture, 
design and identified defects as foundation for test execution in later phases of soft-
ware development. Note that the test case generation is an added value of software 
inspection (which typically refers to a defect detection approach). Applying UBT-i 
can support defect detection and test case generation in parallel. Reports on a previous 
study [22] showed benefits of the UBT-i approach with respect to defect detection 
performance using an isolated inspection approach. Nevertheless, the temporal behav-
ior of defect detection and test case generation remains open.  

3   Research Issues and Hypotheses 

Previous studies showed that UBR inspection and UBT-i perform similarly regarding 
defect detection performance, i.e., effectiveness and efficiency [22]. Note that the 
investigations of theses studies focus on the overall study duration. A consideration of 
performance measures within shorter time intervals seems to be worthwhile to inves-
tigate the temporal behavior of defect detection. We decided to select 30 minutes time 
intervals of observation because of a reasonable and manageable granularity of defect 
detection activities, i.e., best-practice UBR inspection and UBT-i. To investigate the 
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temporal behavior of defect detection, we conducted a controlled experiment in aca-
demic environment to measure performance values (effectiveness and false positives) 
in 30 minutes time intervals and efficiency (defects per hour) intervals up to 300 min-
utes (5h) overall defect detection duration. To focus on the most risky defects, we 
applied three different severity classes (crucial, high important and less important 
defects) according to defect severity and the impact of the defect, if the defect will not 
be identified during inspection and testing. This paper focuses on the investigation of 
important (crucial and high important) defects. Main goals of this study were to inves-
tigate effectiveness, efficiency, and false positives of UBR inspection and UBT-i and 
with respect to analyzing the temporal behavior of defect detection performance in 
defined time intervals. 

3.1   Variables 

Following a standard practice of empirical software engineering [24], we define de-
pendent and independent variables:  

Dependent variables are performance measures (effectiveness, efficiency, and false 
positives) and time variables (timestamp of defect detection). Effectiveness is the 
number of found defects related to the number of seeded defects (i.e., crucial and high 
important defects); efficiency is the number of real defects found per time unit; false 
positives refer to the number of defects wrongly reported by participants. Temporal 
behavior refers to performance measures within defined time intervals.  

The independent variables are defect location, defect classification, and the defect 
detection approach applied by the participants. 

3.2   Hypothesis 

The main goal of this paper is to report on the results of a controlled experiment to 
investigate the temporal behavior of performance measures regarding UBR inspection 
and UBT-i for design specifications. Note that suggestions regarding software reviews 
and inspections define the duration to some 120 minutes as optimum timeframe for 
inspection processes [6], [12]. Thus, our hypotheses focus on this time interval as 
foundation for investigating the temporal behavior of defect detection performance.  

 
H1.0. UBR is significantly more effective than UBT-i during the first 120 minutes 

because participants, applying UBT-i have to (a) identify defects and (b) derive 
test cases. Thus, additional effort for test case generation will result in higher de-
fect detection effectiveness for UBR. The alternative hypothesis (H1.1) is that 
UBR is not significantly more effective than UBT-i within the first 120 minutes.  

 
H2.0. UBR is significantly more efficient than UBT-i regarding defect detection effi-

ciency in the first 120 minutes because of additional effort regarding test-case 
generation (similar to H1.0). The alternative Hypothesis (H2.1) is that UBR is 
not significantly more efficient than UBT-i within the first 120 minutes. 

 
H3.0: UBR inspectors report significantly more false positives than UBT-i applicants 

within the first 120 minutes. Assuming benefits from test case generation proc-
esses (requirements and quality attributes must be testable) false positives will 
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be excluded from candidate defect lists by participants applying UBT-i ap-
proaches. The alternative Hypothesis (H3.1) is that UBR inspectors do not report 
significantly more false positives than UBT-I applicants. 

4   Study Description 

This section summarizes the study process, applied artifacts, study participants and 
identifies a set of threats to validity. 

4.1   Study Process 

The study includes three main phases in a sequential order, (a) study preparation 
phase, (b) study execution, and (c) evaluation phase:  

The study preparation phase includes the preparation of the study material, i.e., re-
quirements specifications, design documents, use cases, and source code fragments. 
Additionally, experts prepared questionnaires (experience and feedback question-
naires), guidelines and data capturing material.  

The study execution phase consists of three major steps: (a) short tutorial to pro-
vide a brief overview on the study setting and a short sample application to explain 
the individual tasks, (b) individual defect detection and test case generation task in a 
first session for one part of the system (taxi-part) and (c) similar tasks in a second 
session for a more complex second part of the system (central-part). The participants 
reported candidate defects (including the timestamp of defect detection) in a paper-
based way and submitted the collected data in a separated defect submission session.  

During the study evaluation phase the experiment team (guided by the authors) 
scanned the reported defects (noted defects) and assigned them to seeded defects 
(matched defects) for further analysis. Note that matched defects were assigned at the 
first time of reporting (including the time of detection). Multiple reported candidate 
defects were excluded from analysis and remain noted defects. We applied a set of 
tests regarding consistency and correctness of submitted data. Note that we provided 
feedback on the results of the study to the participants after the initial analysis of the 
data. For statistical evaluation we used descriptive statistics and conducted the Mann-
Whitney Test at a significance level of 95% for hypothesis testing of two groups  
and the Kruskal-Wallis Test for testing more than two groups to identify significant 
differences.  

4.2   Study Artifacts 

The main artifacts of this study include a well-known application domain – a taxi 
management system – consisting of two parts, a taxi part representing the driver role 
in session 1 and a central part for dispatching and distributing calls in session 2. The 
material was based on two previous studies described in [20] and [21] and an im-
proved study reported in [22]. Figure 3 shows the two basic components of the taxi 
management system. The systems design was described in a textual requirements 
document including 8 pages and 2 component diagrams, a design document (8 pages), 
and 24 prioritized use cases. Note that the requirements document and the use cases 
were considered to be correct. Additionally, we provided source code fragments  
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Fig. 3. Taxi Management System 

(comparable to a snapshot from an agile development project) including some 1400 
LOCs and a 9 pages method description (JavaDoc).  

To measure defect detection performance the experiment team (supervised by the 
authors) introduced an overall number of 60 pre-defined defects (seeded defects) in 
two document locations (design documents and source code documents) including 
common defect types (e.g., missing and wrong information). 29 defects (48.3%) were 
seeded in the taxi part and 31 defects (51.7%) in the central part of the system. To 
enable value-based and risk-based consideration we assigned the seeded defects to 
three severity classes according to their importance. Class A defects (crucial defects) 
can have a strong impact on the fundamental functionality of the product. Class B 
(high important) defects are only rarely occurring but important defects or less impor-
tant frequent defects of medium risk. Class C defects are rarely occurring and only 
have a minor impact on the functionality and quality of the software product.  

Table 1. Allocation of seeded defects 

Crucial Defects 
(class A) 

High Important Defects 
(class B) 

Less important  
(class C) System Part 

Taxi Cent. Total Taxi Cent. Total Taxi Cent. Total 
Design Docs (DD) 7 3 10 6 6 12 2 3 5 
Source Code (SC) 8 11 19 5 7 12 1 1 2 
Total 15 14 29 11 13 24 3 4 7 

Table 1 presents the nominal number of seeded defects according to defect severity 
classes and document location. Note that we focus on the important defects (i.e., cru-
cial and high important defects) and design documents to investigate the temporal 
behavior of defect detection performance. 

Additional material includes guidelines providing step-by-step instructions for the 
participants and questionnaires to capture individual prior knowledge of inspectors 
(experience questionnaire) and feedback questionnaires to capture information on 
method application after every session. 

4.3   Subjects 

The subjects in the study were 41 master students at TU Vienna with software engi-
neering and quality assurance background. Additionally, most of the students work at 
least part time in a professional environment in industry. The study was fully inte-
grated in the practical part of two advanced courses for software engineering and 
software quality assurance with focus on early software product improvement aspects 
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and testing. The participants were assigned randomly to one of the two techniques, 
(UBR and UBT-i). We changed the technique assignment in the second session.  

4.4   Threats to Validity 

In order to increase internal and external validity we consider a set of threats to valid-
ity and implemented appropriate countermeasures.  

To address internal validity we avoided communication of individuals during the 
study execution phases. In order to increase inspector performance individual breaks 
were allowed. Note that the break duration was reported to identify the real working 
effort. The duration of the study was limited to an overall duration of 300 minutes 
(5h). Prior knowledge of the participants was collected at the beginning of the study 
by applying an experience questionnaire. We used a feedback questionnaire to get 
knowledge of the individual course of action and to see if the participants followed 
the study process properly. We performed intensive reviews of the study package to 
verify the correctness of the document package. Note that a similar package was used 
in previous studies e.g., in [22].  

To improve external validity we used a well-known application domain to avoid 
domain-specific interpretation problems and to focus on the improvement of method 
application regarding individual inspector skills. Additionally, the specification de-
scribes a real world application to enable comparability to industrial settings. The 
participants passed an intensive training session in previous lectures and a short tuto-
rial prior to the study. We applied a class-room setting for study execution. 

5   Experiment Results 

This section summarizes the results of the empirical study with respect to perform-
ance measures and the temporal behavior of defect detection. 

5.1   Effort 

Inspection effort summarizes the overall working effort (mean and standard devia-
tion) of two the experiment sessions (see Table 2). Note that we did not observe any 
significant difference regarding study effort (p-value 0,497(-)) between UBR and 
UBT-i. Comparable effort strengthens our expectations that UBT-i can deliver com-
parable results including the additional benefit of additionally generated test cases as 
a by-product of defect detection. We observed similar durations session 2.  

Table 2. Effort for UBR and UBT-i in Session 1 and Session 2 

Duration  Session 1 (Taxi) Session 2 (Central) 
[min] UBR UBT-i UBR UBT-i 
No of Subjects 20 21 21 20 
Mean 272.5 268.8 281.3 276.2 
Std.Dev. 38.01 29.13 35.32 30.11 
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5.2   Effectiveness 

Effectiveness is the number of matched defects (real defects) related to the number of 
defects per defect severity class (we focus on crucial and high important defects in 
this evaluation, i.e., class A and class B). The first analysis showed comparable mean 
values defect detection effectiveness: 18.9 defects for UBR and 16.9 defects for 
UBT-i. Applying the Mann-Whitney-Test we did not observe any significant differ-
ences (p-value: 0.317(-)). These results confirm previous studies [22] that there is no 
significant difference regarding defect detection effectiveness for the overall experi-
ment duration.  
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Fig. 4. Effectiveness of Session 1 Fig. 5. Effectiveness of Session 2 

A more detailed analysis of defect detection performance in defined 30 min time in-
tervals enable the investigation of the temporal behavior of defect detection effective-
ness. Note that already identified defects in the first time frame were excluded from the 
investigation of following time intervals (identified defects will decrease the number of 
remaining seeded defects). This step enables the comparison of different time intervals. 
Note that we present the findings up to 240 minutes because no additional defect was 
reported during the last hour of UBR and UBT-i application; the overall study duration 
was limited to 300 minutes (5h). Figure 4 presents the results of this evaluation for the 
first session (taxi part). Applying the Kruskal-Wallis test we observed significant differ-
ences between both groups in the first session regarding all time intervals > 30 minutes. 
No significant differences within the first 30 minutes of defect detection. Defect detec-
tion performance increases for UBR inspectors up to 150 minutes durations. Regarding 
UBT-i we observed comparable results during the first 30 minutes, lower effectiveness 
up to 150 minutes, and a higher effectiveness for all time intervals >150 minutes. As-
suming an additional effort for test case generation, a lower effectiveness during the first 
120 minutes is an explanation for these results.  

Analyzing the results in the second session (see Figure 5) we observed completely 
different findings. We observed benefits for UBR at the beginning and at the end of 
the overall inspection process. Regarding UBT-i all defects were identified within the 
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timeframe up to 150 minutes. This finding might indicate a modified defect detection 
approach in the second session, i.e., the UBT-i inspectors identified defects first and 
construct test cases afterwards. Ongoing effectiveness values for UBR inspectors 
might indicate an increased complexity of the second systems part (i.e., the central 
part of the system). Table 3 summarizes the results for both sessions.  

Table 3. Effectiveness for Session 1 and 2, Risk A+B 

Session 1 (Taxi), Risk A+B Session 2 (Central), Risk A+B 
UBR UBT-i UBR UBT-i 

Time Interval 
[min] 

Mean SD Mean SD Mean SD Mean SD 
0 – 30 18.2 3.71 15.9 11.36 9.1 7.87 13.6 0 
30 – 60 28.1 8.77 6.9 2.16 21.4 12.44 29.1 2.75 
60 – 90 26.2 12.43 5.0 0 6.6 0.75 7.1 0 
90 – 120 33.3 0 27.5 9.33 16.1 1.07 40.0 0 
120 – 150 33.3 0 11.1 5.56 11.5 6.71 24.5 19.95 
150 – 180 0 0 11.3 6.32 11.1 0 0 0 
180 – 210 0 0 13.4 8.08 25.0 0 0 0 
210 – 240 0 0 10.0 0 33.3 0 0 0 

5.3   Efficiency 

Efficiency refers to the number of real defects found per hour. Again, we focus on 
important defects, i.e., crucial and high important defects for evaluation purposes. 
Note that we apply a defined time interval in steps of 60 minutes as we measured 
efficiency in defects per hour. Figure 6, Figure 7, and Table 4 present the results of 
efficiency evaluation results for UBR and UBT-i participants in both sessions. 

Our observation in session 1 showed that UBR inspectors are most efficient in the 
first time interval (0-60 min) and decreases in time interval 2 and 3. No additional 
defect was identified after 180 minutes of inspection. As assumed after investigating 
effectiveness for UBT-i, the efficiency value is highest in the second time interval 
(i.e., 60-120 min). Note that defects were identified up to 240 minutes. 

We observed similar and surprising results in session 2, because UBT-i outper-
forms efficiency in the first 2 time intervals, i.e., 0-60 minutes and 60-120 minutes, 
respectively. Again we assume a separation of defect detection and test case genera-
tion. Regarding UBR inspectors we observed the highest efficiency in the time inter-
val 180-240 minutes. 

Table 4. Efficiency for Session 1 and 2, Risk A+B 

Session 1 (Taxi), Risk A+B Session 2 (Central), Risk A+B 
UBR UBT-i UBR UBT-i 

Time Interval 
[min] 

Mean SD Mean SD Mean SD Mean SD 
0 – 60 15.6 3.42 5.0 2.36 8.3 4.59 13.3 1.67 
60 – 120 8.6 4.64 14.5 7.87 6.8 2.26 10.3 8.60 
120 – 180 6.3 0 7.1 3.63 1.9 0.19 0 0 
180 – 240 0.0 0 3.2 1.22 10.6 0 0 0 
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Further investigations, e.g., based on the feedback questionnaire to investigate the 
applied sequence of defect detection and test case generation, are necessary to identify 
reasons for these results. Applying the Kruskal-Wallis Test, we observed significant 
differences regarding all groups. 
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Fig. 6. Efficiency of Session 1 Fig. 7. Efficiency of Session 2 

Because of these partly surprising findings, the time for the first reported defect 
can deliver an insight in the defect detection and test case generation process. Table 5 
illustrates the time interval until the first matched (real) defect reported by the partici-
pants in every group.  

Table 5. First Matched Defect Detected 

Session 1 (Taxi) Session 2 (Central)  
UBR UBT-i UBR UBT-i 

Mean 12.2 17.6 15.4 17.4 
Std.Dev. 10.59 10.39 10.93 10.42 

We observed that UBR reported the first matched defect significantly earlier than 
UBT-i participants both sessions; Mann-Whitney Test: p-value< 0.001(s)). Addition-
ally, UBT-i inspectors reported the first defect between 17-18 minutes after starting 
their tasks. Note that UBR inspectors require some 3 additional minutes in the more 
complex second session, i.e., the central part.  

5.4   False Positives 

False positives (FP) are important issues regarding defect detection techniques, be-
cause they focus on the number of "wrong" candidate defects which are no real 
seeded defects. Note that we scanned all candidate defects for correctness to add them 
to reference defect list, if candidate defects are considered to be real defects. This task 
was conducted by the experiment team prior to the analysis. Assuming that candidate 
defects are the foundation for test case generation by UBT-i participants, we assumed  
 



28 D. Winkler, S. Biffl, and K. Faderl 

 

 

S1_UBR
S1_UBT-i

Technique

0 - 30
30 - 60

60 - 90
90 - 120

120 - 150
150 - 180

180 - 210
210 - 240

Time Intervals [min]

1

2

3

4

5

6

F
al

se
 P

o
si

ti
ve

s,
 S

es
si

o
n

 1

S2_UBR
S2_UBT-i

Technique

0 - 30
30 - 60

60 - 90
90 - 120

120 - 150
150 - 180

180 - 210
210 - 240

Time Intervals [min]

0

2

4

6

8

F
al

se
 P

o
si

ti
ve

s,
 S

es
si

o
n

 2
 

Fig. 8. False Positives of Session 1 Fig. 9. False Positives of Session 2 

that the number of false positives is lower for UBT-i participants. Figure 8 presents 
the results of the first session, Figure 9 illustrates the findings of the second session. 

Regarding UBR in session 1 (see Figure 8), we observed a higher number of FP in 
the first time interval (0-30min) and in the time interval from 90-120 min. We ob-
served similar trends for UBT-i participants, i.e., higher amount of FP at the begin-
ning and at the end of the study. Concerning the second session (see Figure 9), we 
observed a high number of FP for UBT-i and a decreasing number of FP in the course 
of the study. In contrast, UBR starts with a low number of FB and an increasing num-
ber of FP up to 150 minutes. This finding (especially in the second session) is quite 
interesting as there seems to be strong advantages for UBT-i participants who also 
focus on test case generation, i.e., testability considerations. Table 6 depicts the mean 
value and the standard deviation of the False Positives (FP) of session 1 and session 2. 
We observed significant differences within these sessions after applying the Kruskal-
Wallis Test. 

Table 6. False Positives for Session 1 and 2, Risk A+B 

Session 1, Risk A+B Session 2, Risk A+B 
UBR UBT-i UBR UBT-i 

Time Interval 
[min] 

Mean SD Mean SD Mean SD Mean SD 
0 – 30 2.5 0.5 2.33 1.89 1.7 0.94 6.0 0.00 
30 – 60 1.7 0.5 2.67 0.47 1.8 0.83 2.0 0.00 
60 – 90 1.0 0.0 1.00 0.0 2.5 0.50 1.0 0.00 
90 – 120 3.5 2.5 1.00 0.0 2.5 1.50 0.0 0.00 
120 – 150 1.0 0.0 1.00 0.0 3.7 3.09 0.0 0.00 
150 – 180 0.0 0.0 3.00 0.0 0.0 0.00 0.0 0.00 
180 – 210 0.0 0.0 5.00 1.00 1.0 0.00 0.0 0.00 
210 – 240 0.0 0.0 2.00 1.00 0.0 0.00 0.0 0.00 
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6   Discussion 

Previous controlled experiments, reported in [22], showed that an inspection-based 
testing, i.e., UBT-i, performed similarly with respect to best-practice software inspec-
tion processes using UBR reading techniques. In this paper we reported on a repli-
cated study to (a) confirm the findings in previous studies and extend the results with 
respect to the temporal behavior. We used effectiveness, efficiency, and false posi-
tives to measure defect detection performance for design documents in defined time 
intervals.  

The study results showed a comparable overall effort for both techniques in both 
sessions without identifying significant differences regarding technique application 
effort. Thus, seems to be UBT-i a reasonable approach for defect detection (contribu-
tion of software inspection) and early test case generation.  

H1. Effectiveness. Assuming an additional effort for test case generation (UBT-i), we 
expected a higher effectiveness for UBR inspectors, who focus on defect detec-
tion. In the first time interval of session 1 we did not observe any significant dif-
ferences between both groups from 0-30 minutes. Additionally, we observed 
significant differences for all time intervals from 30 minutes to 150 minutes. 
These results confirm our expectations that UBT-i participants require additional 
time for test case generation. The analysis of the second session shows different 
findings. We observed that most of defects were identified by UBT-i inspectors 
in the timeframes up to 150 minutes. This finding might indicate a modified de-
fect detection process in the second session, i.e., the UBT-i inspectors identified 
defects first and construct test cases afterwards. Ongoing effectiveness values for 
UBR inspectors might indicate an increased complexity of the second systems 
part (i.e. the central part). The hypothesis H1.0 can be confirmed for the first 
session but must be rejected for the second session.  

H2:  Efficiency. Consequently, we expected a higher efficiency, i.e., number of identi-
fied defects per hour for UBR inspectors. Similar to H1.0 the hypothesis can be 
confirmed for the first session, but cannot be confirmed for the second session. 
Especially, the results of the second hour differ significantly.   

H3: False Positives. False positives refer to candidate defects reported by the partici-
pants which are no real defects. Assuming benefits from test case generation 
process (requirements and quality attributes must be testable) we expect signifi-
cantly less false positives for participants applying UBT-i approaches. The re-
sults did not confirm our assumption, as the number of false positives increase at 
the end of tasks for UBR and UBT-i. Nevertheless, our assumptions (H3.0) were 
confirmed in the second session.  

7   Conclusion and Further Work 

Software inspection and testing are appropriate approaches for defect detection in 
various phases of software development. Software inspection focuses on early defect 
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detection and software testing is applicable to executable code documents late in the 
development process. Bundling benefits from best-practice software inspection 
(UBR) and inspection-based test case generation can lead to synergy effects regarding 
defect detection performance and test-case generation based on inspection results. 
This integration approach trends towards the concept of test-driven development. 
Various studies report on defect detection performance of isolated techniques regard-
ing software inspection variants and testing approaches. This paper focuses on the 
investigation of the temporal behavior of the software defect detection techniques 
UBR and UBT-i.  

UBR performed very effective and efficient in a time interval up to 120 minutes. 
UBT-i in contrary requires more time for test case generation to achieve comparable 
defect detection results. The findings can provide an important indicator for planning 
analytical quality assurances in consideration of the scheduled inspection time for 
UBR as well as UBT-i. The outcome of this paper can help project and quality man-
agers in more precisely define the inspection and testing duration efforts to support 
quality assurance activities and drive process and product improvement. Nevertheless, 
we observed differences in two sessions of the controlled experiment. The differences 
between the sessions were partially remarkable in the context of the investigated 
measures. Additional investigations are required to deepen the knowledge on the 
temporal behavior of defect detection performance. Another aspect for further inves-
tigation covers possible learning effects and/or modified defect detection processes, 
conducted by the UBT-i participants in the second session. 

Further work also includes a more detailed investigation of the findings of this 
study and a replication of the controlled experiment to broaden the understanding of 
time effects in defect detection techniques.  
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Abstract. This paper is a report of a feasibility study into an alternative assess-
ment of software processes at the micro-level. Using the novel approach of ap-
plying program slicing metrics to identify bug characteristics, the research stud-
ied relationships between bug characteristics and their bug fixing processes. 
The results suggested that specific characteristics such as cyclomatic complex-
ity may relate to how long it takes to fix a bug. Results serve as a proof of  
concept and a starting point for this proposed assessment methodology. Future 
refinement of the metrics and much larger sample data is needed. This research 
is an initial step in the development of assessment tools to assist with Software 
Process Improvement. 

Keywords: Program Slicing, Software Bug, Bug Fixing Process, Software 
Process Improvement. 

1   Introduction 

The quality and improvement of software processes are seen as vital to any software 
development project. Traditionally, software processes usually refer to the main phases 
in the software development life cycle. Improvement of these processes is a major 
activity for larger software organizations as benefits are seen in the cost and business 
value of improvement efforts, as well as the yearly improvement in productivity of 
development, early defect detection and maintenance, and faster time to market [1]. 

Capability Maturity Model Integration (CMMI) [2] is the most common form of 
rating software development organization’s quality of performance. Other models 
such as International Standards (ISO 9000), [3] have been used for the quality of an 
organization’s software development processes.  There have been a number of studies 
on the issues relating to the implementation of these CMMI and ISO 9000 [4], [5], 
[6]. Much of the issues lie with the size of the organization as these models are expen-
sive to assess and implement from small software organization [7]. These studies 
show that the processes assessments are sometimes tedious and usually not tailored 
for specific companies. Also additional studies show that higher management support, 
training, awareness, allocation of resources, staff involvement, experienced staff and 
defined software improvement process implementation methodology is critical for 
software process improvement [8].  
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There has been several related work into trying to make the models easier and bet-
ter to use. Yoo el al [9] suggests a model that combines CMMI and ISO methods. 
Armburst el al [10] takes a different approach by treating software as manufacturing 
product lines, therefore making the processes systematic and generic. 

In contrast to such frameworks macro-level process assessments and improvement, 
an alternative measure of software processes can be done through the inspection of 
process execution histories. This analysis however is performed at the developer’s 
level, and measures the fine grained processes called ‘micro processes’. One such 
research has been done by Morisaki el al [11]. This research analyzes the quality of 
micro processes by studying the process execution histories such as change logs. 
Quality of the process is measured by the execution sequence, occurrences of missing 
or invalid sequences. This paper is based on this research and seeks improvement of 
micro-level processes will contribute to Software Process Improvement. 

Our motivation is to develop a quantitative assessment model of software process 
at the micro level. It is aimed towards improving the efficiency of the software devel-
oper’s workload at the maintenance phase of bug fixing. Current models of process 
assessment are focused on a higher software life cycle level and need complicated 
assessment such as CMMI and ISO 9000, which, as mentioned earlier are expensive 
as they require highly trained assessors. The author’s goal is to work towards the 
development of models that assess the quality of micro processes.  

More specifically, a proof of concept towards a prediction model based on estimat-
ing the bug processes execution time is the perceived contribution of this research. 
Being able to estimate the bug fixing process will improve the development process 
as more developers can manage resources and time based on how long it will take to 
fix a bug.  

It is envisioned this study may aid developers in the micro process of bug fixing. 
The concept is that aiding the developer with tools to better manage bugs, leads to 
better quality in software processes at this level, influencing the overall improvement 
of the software development process.  

The paper’s objective is to provide a proof of concept that how a bug fixing proc-
ess is executed may be related to a certain characteristic of a bug. For instance, per-
haps bugs that have a lengthy fixing process have certain similar characteristics as 
compared to bugs that are easily fixed in just a couple of days. Bug characteristic is 
defined as the properties of the fragments of code prone to the bug fix. Based on this 
concept, the following hypotheses are presented for testing:  

• Hypothesis 1:  Bugs with similar bug characteristics share similar bug fixing proc-
ess executions 

• Hypothesis 2: Bugs that do not follow the usual micro process occur due to some 
bug characteristic. 

In this paper, Section 2 presents the methodology, describing the terms and defini-
tions used in the research as well as the proposed approach. Section 3 then explains 
the experiment using the approach and tools to carry out the experiments. The section 
also presents the findings of the experiments. Section 4 is the discussion and analysis 
of the results. Also the validation of the research is discussed as well as the applica-
tion of the research is included. Finally, Section 5 outlines the conclusion and the 
future works. 
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2   Methodology  

As mentioned in the research objectives, the research aims to find a relationship be-
tween a bug characteristic and the processes used to fix the bug.  The approach taken 
was to first reconstruct a bug fixing process. Then using program slicing techniques 
identify bug prone fragments as well as define certain characteristics of a bug.  Finally 
comparisons are performed to group and find relationship between bugs with similar 
bug fixing processes and similar bug characteristics.  

2.1   Bug Fixing Process Definitions and Analysis 

This research focuses on the day to day processes performed in the development of 
software. This paper assumes data repositories including following two locations in 
which bug information is stored daily.  

1)Bug Tracking System  
Typically a software development team uses a system to manage bugs in a medium to 
large scale project. The tracking system usually tracks progress of bug. This research 
utilizes the bug tracking systems to gather various properties of the bug.  

2)Source Code Repository  
The source code repository refers the system manages changes to source code in a 
software project. The two main system used is the Subversion (SVN) and Concurrent 
Versioning System (CVS). For this research, both SVN and CVS repositories were 
used to gather data on bug characteristics.  

The generalized model of micro processes of bug tracking system used in the MPA 
model by Morisaki was used. The research showed that bug fixing comprises of these 
steps illustrated in Figure 1. 

Step-1. Bug Reported: This is the start of the micro process. It signifies that there is a 
request to check and fix source code. Usually this event is signified when a new 
bug is created in the system.  

Step-2. Bug Assigned: This is where the bug gets assigned to a developer. It is signi-
fied when the bug changes status indicating that the bug is being worked on. This 
event is signified by a change in status of the bug to ‘assigned’.  

Step-3. Bug Fixed: This stage is when code is being fixed. When code is being up-
dated means that the bug fix is being applied to the source code, therefore captures 
the real time of when the bug is being fixed. This is signified by editing code in the 
source code repository and a reference to the bug is made in the change log or 
comments section of the changes.  

Step-4. Bug Closed: This is the final stage of the bug fixing process. This is when the bug 
is acknowledged as fixed. This is signified when the bug status is changed to ‘closed’.  

These steps are generalized and is differs based on organization and project needs. 
The quality of the micro process analysis is evaluated by how well the different 

phases are executed. Bugs were evaluated on whether they followed this model. 
Grouping of the bugs would be according to how well the model is followed. The 
groupings are identified as either correct sequences or incorrect sequences.  
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Fig. 1. Bug Fixing Process Model 

2.2   Program Slicing Metrics for Bug Characteristics 

To assess the bug characteristics, program slicing metrics is used in this approach to 
describe bug characteristic metrics. Program slicing is a concept first described by 
Weiser [12] as a method to study the behavior of source code through the flow de-
pendency and control dependency relationship among statements. This work however 
has been used in the field of Software Evolution [13].  

Previous work has been done on using program slicing metrics to classify bugs. 
Pan el. al. [14] showed proved that program slicing metrics work as well as conven-
tional bug classification methodologies.  

Since this is the initial research on applying program slicing metrics to micro proc-
ess analysis, two of the most basic code metrics, Lines of Code (LoC) and Cyclomatic 
Complexity (CC) [15] were employed to express characteristics of the program slices.  

2.3   Experiment Approach 

The analysis of the bug fixing process includes three steps: 1) micro process extrac-
tion and analysis and 2) program slice extraction and analysis, and 3) comparison and 
analysis of data.  

1) Micro process extraction and analysis:  
This step involves data mining and extraction of bug related attributes from both the 
source code repository and the bug tracking system. Table 1 and 2 shows the data that 
is extracted from the bug tracking system and the data extracted from source code 
repository, respectively.  

2) The program slices extraction and analysis: 
This step involves analysis of the code using the program slicing metrics. The meth-
odology used was to first identify the file edited during the bug fix, then extract the  
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Table 1. Data extracted from the bug tracking system 

Attribute Description 
Bug ID Used to identify the bug 
Date Opened When the bug was reported 
Date Closed When the bug was reported as fixed 
Bug Priority Understand bug’s importance 

Table 2. Data extracted from source code repository 

Attribute Description 
Revision ID Identification number used to track changes 

made to source code 
Bug ID References the changes made to a bug with 

bugID 
Commit Date Date when the bug fix was applied 

associated files directly affected by bug fix using program slicing. Then the code 
metrics for the affected files were calculated. The following explains in detail how 
each metric was used to for bug classification.  
 
• Bug LoC (Lines of Code): This metric is proposed to measure how much of the 

code is potentially affected by the bug. This is measured using the program slicing 
metric Lines of Code (LoC). The range of a bug is summarized in the equation  
below:  

∑=

filesffecteda f

)( fLoCBugCC
 

(1) 

where affectedfiles refers to the source code files that were affected when the bug 
was being fixed, and LoC(f) is lines of code of file f. The affected files include files 
that are dependent code related to the files edited during the bug fix. 
 

• Bug CC (Cyclomatic Complexity): This metric is proposed to calculate the poten-
tial complexity of the code affected by the bug. This will be measured using the 
program slicing metric CC as explained in section 2.2. The severity of a bug is:  

∑=

filesffecteda f

)( fCCBugCC
 

 

(2) 

where affectedfiles refers to the source code files that were affected when the bug 
was being fixed, and CC(f) is cyclomatic complexity of file f. Since CC is calcu-
lated per function, Bug CC is sum of all the cc for each function in the affected 
files. The affected files include files that are dependent code related to the files ed-
ited during the bug fix. 
 



 Analysis of Bug Fixing Processes Using Program Slicing Metrics 37 

3) Comparison and Analysis of data  
Using the MPA data extracted and the program slicing metrics extracted from the 
software project, the bugs are grouped according to similar program slicing metrics 
characteristics.  

3   Experiment  

We conducted an initial experiment using Open Source Software (OSS) repositories. 
The main reason for choosing OSS was that it is easily accessible as well as does not 
require special permission or software licenses to analyze datasets.    

3.1   Experiment Tools  

We used following tools selected for both the program slicing and the tool used to 
extract the MPA data: 

Program Slicing Tool  
Based on previous surveys [16] on the available program slicing tools, three program 
slicing tools [17], [18], [19] were tested and the most appropriate tool selected. In the 
end CodeSurfer [19] was chosen because it met the needs of the research as well as 
being used in Pan’s use of program slicing metrics for bug classification. The main 
limitation of CodeSurfer is that only projects in the C/C++ programming languages 
can be analyzed. 

Bug Extraction Tool (Extract the MPA Data)  
Using the micro process model we designed a bug extraction tool that would help 
search and extract the needed data related to this research. Published tools such as 
Kenyon [20] are available, however because data to be extracted are specific to this 
study, it was justified to develop the tool in-house.  

Our extraction tool which was developed in java, acted as a web spider searching 
the online data repositories, and then parsing extracted data. In order to make the tool 
more flexible and not become a constraint on the research, the tool was developed to 
search both SVN and CVS repositories. The extracted data is mentioned in section 
2.3. All bugs were verified to be bugs and not change requests. 

3.2   Test Subjects  

Due to the limitations of the CodeSurfer slicing tool only being able to analyze pro-
jects based on the C programming language, projects were selected based on program 
slicing capability (C++ projects were selected.) and on quality of bug extraction (if 
there was a reference between the bug tracking system and the source code reposi-
tory). Using Sourceforge.net as a source of the OSS projects, the following three 
software projects met the selection criteria: 

• Scintilla(Up to Ver. 2.01): Scintilla is an editing component for Win32 and GTK+. 
It comes bundled with SciTE, which is a Scintilla based text editor. It is used when 
editing and debugging source code.  
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• WxWidgets(Up to Rev. 62931): WxWidgets is a C++ library that lets developers 
create applications for Windows, OS X, Linux and UNIX on 32-bit and 64-bit ar-
chitectures, as well as several mobile phones platforms including Windows  
Mobile, iPhone SDK and embedded GTK+. Like Filezilla, WxWidgets used sub-
version and houses its bug tracking system outside Sourceforge.net.  

• Filezilla (Up to Rev. 3295): Filezilla is the open source File Transfer Protocol 
solution. The client component of the project was used for analysis. Filezilla used 
the subversion repository system and hosts its own bug tracking system.  

The bugs used in the experiment were all that had complete data. This means all bugs 
in the projects that had its bug fixing process reconstructed and bug characteristics 
calculated were used. All bugs from project start date till the experiment date, De-
cember 2009 were analyzed. Figure 2 summarizes the collected data. 

3.3   Findings  

The general approach taken in analysis of the information was to do various compari-
sons of bug characteristics against their bug fixing process. Comparisons and group-
ings were: 1) Duration of bug fix and 2) Assessment of bug fixing process. 
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Fig. 2. General Comparisons between Projects 
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Fig. 3. Bug Distribution for the first 30 days 
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Fig. 4. Total Bug Distribution on log-log graph 

With these two groupings, bug characteristics were applied to the groups to compare 
and attempt to find some similarities. 

1) For the duration of the bug fix, the proposed analysis method used the number 
of days it took to fix a bug. This was calculated as:  

Days taken to fix a bug = Date of Bug Fix – Date of Bug Detected (3) 

where bug fix is the date when the code changes are committed to the code and bug 
detected being the date when the bug was first reported. Bug Fix was used instead of 
‘Bug Close’ status as it is more accurate representation of when the bug was ad-
dressed.  

As seen from Figure 3 the distribution of bugs seem to differ from 10 days on-
wards, thus identified as a cluster. Since the distribution covers a very large range of 
data, logarithmic graphs were used to plot the rest of the data. Using visual identifica-
tion shown in Figure 4, it was seen that around bugs that are older than 64 days have a 
wider distribution compared to the bugs fixed in less than 64 days. With this observa-
tion, the second group of bugs was proposed from 11 to 64 days and the remaining 
third group from 64 days onwards.  

2) Assessment of bug fixing process 
The following groupings were applied based on the MPA model: 
•  Standard Sequence: Bugs that have all the processes sequenced in correct order.  
•  Incorrect Sequence: This group of bugs has incorrect sequences of the bug process 

compared the proposed model. The term ‘incorrect’ refers to abnormal sequence 
and behavior with the bug fixing process.  
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Significantly, 71%-83% of each project bugs were being Fixed and Closed on the 
same day. Therefore it was added as a separate group. It was noticed that Filezilla and 
WxWidgets were missing the ‘assign’ step for the MPA model. 

Figure 5 illustrates the comparison of bug fixing process groups against the dura-
tion of bug fix groups. For Scintilla, the incorrect sequences occur in Bugs fixed in 0-
10 days only. Also bugs that were fixed and closed the same day occur in all three 
groups. Finally bugs that took more than 64 days were all closed on the same day as 
being fixed. In the case of WxWidgets, there is an even distribution of the different 
types of bug fixing process executions, however, bugs fixed and closed on the same 
day always is greater than the other groups. Finally with Filezilla, Figure 5 indicates 
that the incorrect sequence, although very small, occurs in bugs that took up to 10 
days to fix and more than 64 days to fix. As with WxWidgets, the bugs that were 
fixed and closed in the same day occur in all bug groups, however, most are found in 
bugs that took up to 10 days to fix. As seen below, results do not to show a clear 
trend.  
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Fig. 5. Bug fixing process compared with bug classifications 

Program Slicing Metrics  
Using the assessment of bug fixing processes groupings, comparisons are made 
against the bug characteristics. 

• Bug CC Analysis: The graphs in Figure 6 illustrate the distribution of cyclomatic 
complexity of the bugs. The results indicate that the 11 to 64 days group has the 
largest distribution compared to the other groups. Also 11 to 64 days has higher 
bug CC compared as well. This suggests that bugs that are fixed in 11 to 64 days 
have a larger range of bug CC and are higher in complexity as compared to the 
other groupings. It is also interesting to note that bugs that took than 64 days to 
fix have low complexity and a lower distribution.  

• Bug LoC Analysis: The box plots illustrated in Figure 7 show the Bug LoC for 
bugs within the bug classifications. The graphs clearly show that bugs that took 
11-64 days to fix have the highest lines of code in all projects. Apart from the 
highest lines of code we cannot make other similar characteristics. It seems that 
there is no clear trend from the three projects. Scintilla and WxWidgets seem to 
indicate that the 11 to 64 days has a largest distribution of Bug CC, however 
Filezilla suggest that maybe all groups have a similar distribution. These results 
indicate that further analysis with a larger test group need to be done.   
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Fig. 7. Lines of Code Distribution using Bug 
Classification across Projects 
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Fig. 8. Bug CC and Process Classifications 

Total Data Analysis 
Finally, we performed an analysis combining both the micro process execution and 
program slicing metrics. Results are as follows: 

• Bug CC: The graphs in Figure 8 are the distribution of Bug CC metric of bugs 
grouped according to the bug fixing process per project. The graphs suggest that 
in each project, bugs with incorrect sequences have the highest distribution and 
maximum bug CC. The interpretation could be misleading as seen in the previ-
ous section, incorrect sequences account for only 2% to 15% of the sample size. 
However shows that further analysis is needed and the direction is promising.  
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• Bug LoC: Figure 9 show the results of when the groupings of bugs according to 
execution process were measured using the Bug LoC metric. Similar to the re-
sults seen in Bug CC, Bug LoC also displays incorrect sequences as having the 
widest range and highest lines of code as compared to the other groups. Similar 
to Bug CC analysis with program slicing, this information could be misleading 
as the sample sizes for the incorrect sequences are extremely low.  
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Fig. 9. Bug LoC and Process Classification 

4   Discussion  

4.1   Threats to Validity  

This paper shows that the bug classification has some many challenges and validation 
issues with getting the correct datasets for experiments. Firstly the extraction methods 
are messy due to the many variations in the way the data repositories are managed, for 
example CVS and SVN. Additionally many of the software projects have subtle dif-
ferences that make data extraction difficult. Other research have also encountered 
these perils, making OSS analysis data validation questionable [21]. Also the analysis 
only covered bugs that the bug fixing process could be re-constructed as well as have 
generated bug characteristics. This constraint also contributed to the small data we 
had to use for the analysis.  

Another threat would be the accuracy of the metrics. Currently the slices are at file 
level, which could be arguably too broad a scope. However we do plan to do calcula-
tions of Bug CC and Bug LoC at function level to get more accurate results.  
It is stressed that what was more important was the results and feasibility of this new 
approach. 

Though all the difficulties, the research did find feasible projects and was able to 
successful experiment and draw results. Since this is a proof on concept, emphasis 
was placed more on the results and methodology rather than the validation of the 
approach. The total final analysis in Figure 8 and 9 show very interesting results, 
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however due to the small amount of data statistical analysis could not be performed. It 
is envisioned that with more accurate metrics, statistical analysis will be applied. 

4.2   Findings in Analysis  

The approach taken proves that bugs could be grouped based on program slicing 
based metrics. Using our proposed approach results firstly showed that using the pro-
gram slicing metrics, the bugs were grouped according to how long it takes to fix the 
bug. With visual analysis of the distribution, it was found that the bug distribution 
changed after 10 days and 64 days.  One theory based on project management, 10 
days is 2 man weeks therefore developers may be pushed by deadlines to fix the bugs 
before 10 days. 

To better understand the bug classification, the distributions of program slicing met-
rics were analyzed according to the bug groupings. Findings in Figure 6 and 7 suggest 
that bugs fixed within 10 days show lower complexity. Bugs between 11 and 64 days 
show a wider range of complexity and bugs that took more than 64 days had a much 
lower complexity. Since most bugs lie in the 0-10 day group, it can be concluded that 
bugs with lower complexity are fixed in less days. However another conclusion could 
be related to project management, 10 days is 2 weeks so maybe a project manager may 
require a set of bugs to be completed by that deadline. In relation of lines of code per 
bug, there seem some trends but nothing concrete enough to propose, therefore further 
analysis and review of the lines of code metric need to be performed.  

The second part of the research aimed at analyzing the micro process execution, 
and grouped using the bug classifications. Results firstly show not all projects follow 
the proposed model for bug fixing. Both Filezilla and WxWidgets omitted the ‘assign 
to developer’ activity in the bug fixing process. Possible reasons would be the limita-
tions of the bug tracking tool or the assignment process is not part of that projects bug 
fixing process related to two of the three projects. Also this shows the real time-frame 
in which the bug was fixed.  

Another interesting finding was the appearance of bugs that were closed on the 
same day that it was fixed. In all test subjects, results indicated that the majority of 
bugs had bug closed the same day they were fixed. It was found that bugs closed in 0-
10 days were most prone to errors in the bug fixing process. All projects indicated 
more bugs with incorrect sequences occur in bugs fixed in ten days. Bugs older than 
10 days have a lesser chance of having incorrect sequences.  

Finally, the main part of the analysis was done combining both the micro process 
execution and program slicing metrics. Bugs were grouped according to their bug 
fixing process execution against both Bug CC and Bug LoC. These results suggest 
that bugs with incorrect sequence in their bug fixing processes show a wide distribu-
tion with very high cyclomatic complexity and lines of code as compared to bugs that 
follow the general bug fixing model and bugs that are closed in the same day as being 
fixed. This data however may not be reliable as the sample set for incorrect sequence 
is too small to have any statistical significance.  

4.3   Testing Hypothesis  

Putting together the bug classifications and the analysis of the micro process as a proof 
of concept, there is enough evidence to suggest that there is indeed a relationship  
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between bug characteristics and its processes executed. For example for bugs taking up 
to 10 days to fixing generally have low complexity and lines of code show a tendency 
to be closed in the same day and have a higher likelihood to have errors in its process 
execution.  

In response to the hypotheses, the findings support Hypothesis 1 as our research 
shows groupings of similar bugs having similar bug characteristics. For example, 
bugs with incorrect micro process execution show much higher Bug CC metric than 
the correct standard and fixed and closed in same day bugs. Hypothesis 2 is also sup-
ported by the evidence that higher Bug CC is more prone to incorrect sequences. The 
experiments therefore suggest a relationship between bug characteristics and how 
they were fixed. However, further research it needed to have more confidence in these 
hypotheses.  

5   Conclusion and Future Works  

As mentioned throughout the paper, this work is seen as proof of concept with the 
final aim of developing a prediction model for bug fixing process based on the bug’s 
characteristics.  Future work will be to refine the tools and metrics used. For this re-
search, only two program slicing metrics were introduced. As indicated by the results, 
extensive analysis is needed to make more concrete judgments.  

Current results of the research act as a proof of concept for the use of program slic-
ing in the inspection of the bug fixing processes in a software development project. It 
is envisioned that the research will help contribute to a better understanding and clas-
sification of bugs based on the nature of code.  Currently the program slicing is per-
formed according to file level code metrics. Future work will attempt to program slice 
at function level, giving precise metrics. A larger sample data that can give statistical 
analysis will be experimented to further validate the results.  

If successful, the research can used to help create ‘prediction models’ for bugs. For 
example, based on a history of previous bugs and the trends of a specific project,  a 
bug’s fixing process could be estimated from its bug characteristics , thus assist de-
velopers handle the bug faster. This would then contribute to software improvement at 
this micro level.  

The implementation could be a tool that is used during the bug detection and as-
signment stage of the bug fixing process. It would be able to analyze what part of the 
code are affected, and based on the classification, predict how long the bug would 
normally take to fix as well code based metrics such as the complexity of code.  

In the bigger picture, this work contributes towards a predictive process model 
based on the program slicing metrics. As this is a novel approach, this study contrib-
utes as a starting point towards this goal.  
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Abstract. Deploying agile methods in a large, diverse, geographically distrib-
uted setting is a challenging task. In this paper, we propose that systematic pi-
loting is to be used in order to build experience and to overcome the most 
common challenges of agile deployment, such as resistance to change. We ap-
proach this by developing a method for piloting agile. This method is developed 
based on multiple-case study in a large embedded systems company. Based on 
two cases, we describe a method that transcends the encountered challenges and 
can help meld an agile method with a plan-driven organization.     

Keywords: Software process improvement, agile deployment, pilot. 

1   Introduction 

Industry surveys indicate that the acceptance and knowledge of agile methods are still 
limited in industrial settings, especially in organizations that have used a traditional 
software development approach for years. Typically, the deployment of agile methods 
is resisted and wanted in these companies at the same time [1]; deployment is chal-
lenging [1] particularly for large and globally distributed software enterprises [2]. 
Some efforts have been made to tackle the deployment problem (see, e.g., [3] and 
[4]), but current research reports are scarce in providing clear methods and advice 
with regard to deploying agile methods and principles. Furthermore, the reports do 
not concentrate on what so often lies at the very beginning of software process im-
provement undertakings going agile: a pilot project. A pilot applies agile methods on 
a small scale in order to verify and adapt the methods before general deployment. 

This paper presents a multiple-case study with research data from two pilot cases 
allowing cross-case analysis and, thus, more general research results compared to a 
single-case study [5]. The case study method [6] is a suitable research approach for 
studies in which the goal is to investigate contemporary phenomena in real-life con-
texts; in our case agile deployment in a large embedded systems company. This goal 
can be formulated as a research question: How to deploy agile methods in large, di-
verse organizations? At the beginning of the study we inferred that piloting is a means 
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of deployment that can help in overcoming resistance to change, a proposition that 
was directly related to the challenges present at the case company (see Sections 2-3). 
This proposition gave further rise to a second research question: How to systemati-
cally implement agile pilots as part of the overall deployment process in a plan-driven 
environment? The defined research questions were addressed in the two cases in 
which an agile piloting method was developed. The research was based on rich data 
that was collected with workshops, semi-structured interviews and pilot follow-ups 
(as described in Section 5), reflected in the method that resulted from analytically 
generalizing the cases (Section 4). 

2   Piloting in Context 

According to the Oxford English dictionary [7], piloting refers (among other things) 
to “the testing of a scheme, project, etc., on a small scale before its wider introduc-
tion”. The concept is used in very different contexts, such as research methods and 
software engineering. For example, it is used as a transition strategy in product family 
engineering [8] and as a deployment method for software process improvement (SPI) 
undertakings. This article approaches piloting mostly from the SPI point of view: here 
piloting means first applying a method in a small amount of real product projects or 
customer projects in order to identify risks and test the method, then adapting the 
methods based on learning and finally deploying the piloted method to other projects. 
The pilot project has to be a fairly good representative of a typical project in the or-
ganization. After a pilot, it is easier to decide whether to launch wide scale adoption 
of piloted practices to the whole organization – or not. 

Piloting has been recommended for SPI-deployment in more traditional as well as 
in agile initiatives. Traditionally, piloting is regarded to be a part of SPI [9] or rec-
ommended by deployment methods such as QIP [10] and IDEAL [11] that are typi-
cally used in model- or standard-based improvement efforts (e.g., CMMI [12] and 
ISO 15504 [13]). With regard to agile methods, deployment has proven to include a 
number of difficulties both specific to an agile method [14],[15] and more general in 
nature [3],[16],[17],[18],[19]. Due to its testing nature, piloting can be recommended 
also for an agile context; piloting responds to some common needs in deploying agile 
methods (method tailoring - common especially in large projects [2],[20], evaluation 
of needs and identifying risks, and doing assessments [21],[22],[23]). As Reifer [24] 
mentions, pilots were used by early adopters of agile methods to see whether the 
methods work in the context in question and to make agile processes work with exist-
ing ones (or the other way around). Indeed, piloting has been increasingly reported by 
the software intensive organizations and research communities describing experiences 
of agile methods [25]. Piloting has also been included as a distinct step in a process 
for iterative improvement within agile software development projects suggested by 
Salo and Abrahamsson [26]. 

Moitra [27] suggests that while there are benefits in piloting, unsuccessful pilots 
may lead to resistance and skepticism for SPI; the need for piloting should depend on 
several factors, such as the level of support for SPI, how well the effects of SPI are 
understood, and the complexity of change [27]. That is, piloting is not a playground 
but an important phase where assistance is needed. Some recommendations do exist 
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(Kulpa and Johnson present five life-cycle phases similar to those of process im-
provement [9]; Moitra [28] lists nine analogous steps that relate to piloting in the 
implementation phase of an SPI-shaped change initiative) but these recommendations 
are generic and do not account for details in implementations in practice. 

3   Background and Motivation 

EB, Elektrobit Corporation, is a large, geographically distributed company specialized 
in demanding embedded software and hardware solutions for the wireless and auto-
motive industries. The net sales for the year 2008 were MEUR 172.3 in total. As is 
the situation for many companies in the software industry, the case company has to 
meet an ever increasing demand for high-quality products while at the same time 
hitting tighter marketing windows. The right functionality has to be delivered at the 
right time, and the company has to be able to react to changing circumstances and 
requirements quickly. In order to meet these needs, the top management of the com-
pany decided to move in a more agile direction. 

The products developed within the business areas of the case company are typi-
cally quite complex, including hardware/software codesign and real-time require-
ments. The company has very diverse project settings, ranging from small co-located 
projects to large, geographically distributed ones. The staff of the larger projects will 
typically consist of people with diverse competence areas. In this case, the project is 
often divided into dedicated specialist teams, responsible for, e.g., systemization, 
hardware development, software development, and testing. Furthermore, the opera-
tional mode of the projects will vary depending on their respective customer and part-
ner interfaces. 

Due to the large scale of the company and the many different types of projects run 
within the company, the need for a piloting method arose. The need to pilot was obvi-
ous, since general deployment of a new method is such a large company would be 
risky and difficult without testing it on a smaller scale first. Furthermore, the resis-
tance to change among the stakeholders needed to be bridged. But due to the diversity 
of the project settings, just one pilot was not enough. A successful pilot would only be 
seen as a success story for that type of project. We needed to create enough success 
stories to prove the concept on a general level. For this we needed a method for set-
ting up and running pilots. 

In EB, piloting was not merely seen as testing something on a smaller scale; the pi-
loting was also regarded as a means for introducing change into the organization.   
Organizational change in general and in the context of SPI share similar traits as also 
noted with early adopters of agile methods [24]. Studies of organizational change in 
SPI (for example, see [28],[29],[30]) prescribe elements of success related to an over-
all vision, clear goals, and both planning and managing change. Another issue con-
cerns understanding: the environment and starting point as well as the method to be 
used should be fully understood. Further issues include creating and sustaining a 
(positive) need for change by management sponsorship, change agents, and allowing 
for those touched by the change to participate actively (involvement).  

Due to this involvement (“organizations change one person at a time” [29]), the 
people perspective should be present from the start. (Naturally, this is nicely in har-
mony with the agile principles [31].) The people aspect is explicitly considered in a 
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general model for individual and organizational change called ADKAR [32], the 
name of which stands for the five steps on the people side of change: building aware-
ness, having a desire to support and to participate in change, creating and providing 
knowledge of how to change, fostering ability to implement new skills and behaviors, 
and reinforcement to sustain the change. Somewhat similar core ideas are reflected in 
phases for supporting organizational change in SPI [27] and for adopting new culture 
in software engineering organizations [33]. 

Based on the existing methods and recommendations above, and drawing from the 
guidelines for piloting mentioned in Section 2, we extracted the main level steps for 
the method, i.e., Marketing the pilot, Preparing the pilot and Executing the pilot (see 
Section 4). Empirical data and experiences collected from two real pilot cases (see 
Section 5) provided the more detailed definitions for each step. 

4   A Method for Agile Piloting 

Fig.1 shows the big picture of the piloting method developed for the case company. 
The method is composed of three main stages: marketing the pilot, preparing the pilot 
and executing the pilot. Marketing the pilot is about achieving company internal ac-
ceptance – both formal and informal acceptance – before starting the pilot. In the pilot 
preparation stage a decision to start the pilot is already there. However, some prepara-
tion and setting up needs to be done before pilot kick-off. After the kick-off the actual 
pilot execution stage starts. This is an iterative process of doing and learning. Each 
stage is composed of two steps, which are described in detail below. 

 

Fig. 1. Overview of the piloting method 

4.1   Marketing the Pilot 

Start with agile spark. Agile spark is the initiation point for agile piloting. If conven-
tional engineering and communication problems within the projects drive the initia-
tion of the agile drive, the agile spark is said to be bottom-up. On the other hand, the 
agile spark may be introduced top-down when, e.g., top management wants signifi-
cant improvements in productivity of the organization. 

Determine stakeholders. Committed stakeholders are interest groups that need to 
accept the pilot before it starts. Acceptance does not only mean formal acceptance, 
but also mental acceptance of the pilot and the ideas it represents. Mental acceptance 
is crucial for the success of the pilot. Related interest groups need to be aware of what 
is going on. However, we need neither their commitment nor permission to start the 
pilot. Both interest groups – committed and related – need to be recognized and their 
interests need to be determined. 
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Create business cases. A business case motivates a stakeholder to mentally accept 
the pilot. The interests of each stakeholder are different and business cases need to be 
created to address the needs of the stakeholders. 

4.2   Preparing the Pilot 

Once the pilot has been formally accepted pilot preparation can start. 

Define current state. The importance of defining the current state cannot be empha-
sized enough. The following methods can be used for defining the current state: inter-
views (structured or open); workshops (with different interest groups, especially with 
committed stakeholders), and external help for analyzing the results. 

Both the positive and negative issues in the current state are summarized and 
documented in order to monitor the progress of the pilot later. 

Define desired state. Desired state definition is as important as defining the current 
state. Without the desired state definition, it is difficult to select or adapt agile  
methods for piloting. The best way to perform desired state definition is through 
workshops. The desired state definition may include both (1) minimum require-
ments/expectations on the pilot and (2) longer term deployment desires. 

4.3   Executing the Pilot 

The kick-off marks the official start of the implementation stage and serves as a 
means to build a sense of involvement. 

Implement the pilot. The practical steps of how to implement the pilot depend heav-
ily on the current and desired states and further, on the properties of the pilot project. 
That is, general steps for doing pilot implementation cannot be defined explicitly. 
However, our piloting method lists the most important points to be considered in pilot 
implementation. 

Select the agile methods/practices to apply. Start with a method that fits the needs of 
the pilot. Ensure that the selected method is clearly understood before it is adapted or 
before more methods are included. Often it is necessary to apply the method for some 
time before it is clearly understood. 

Adapt the selected method. Like software development methods in general, also agile 
methods usually need adaptation [2],[17],[34] and also here, the special requirements 
of the target environment need to be taken into account.  

Adapt the company processes to integrate with the agile methods to be piloted. An 
agile method in a plan-driven context is a difficult combination. Therefore, at least the 
interfaces to the related company processes/practices need to be adapted to fit agile. 
Otherwise there is a risk that the new agile method will be adapted to a plan-driven 
approach – and not the other way around – which may fail the pilot in the end. 

Prepare the infrastructure to meet the pilot needs. Infrastructure may mean anything 
from team rooms and software tools to pens and paper and digital cameras.  
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Organize training. It is important to ensure that the project staff and stakeholders 
have the correct skill set to use the selected methods efficiently. For this, different 
forms of training may be needed. One should consider both general purpose method 
training and training in the specific methods adapted for the pilot. General purpose 
training may include, e.g., courses for Scrum Masters or tutorials in test-driven devel-
opment. Specific training may include presentations or workshops with the purpose of 
explaining the methods to be used in the pilot and how they are integrated with the 
surrounding processes. 

Learn by doing. Even if the major part of the effort is done already before the actual 
pilot project is started, it is important that the pilot is not abandoned later. Experience 
gathered during the pilot should be used to adapt the way of working in the pilot as 
the understanding of the piloted methods improves. In our method, we provide the 
following advice in order to ensure that the pilot is learning by doing. 

Organize pilot follow-up practices. A (more or less formal) steering group regularly 
follows up on the status and risks of the pilot. One important aspect of this is the col-
lection of metrics in order to know whether the pilot is headed in the right direction. 
These metrics should measure the progress from the current state towards the desired 
state. The metrics collected can be both quantitative and qualitative. Examples of 
quantitative metrics are software quality and cycle time, while examples of qualitative 
metrics are work satisfaction and customer satisfaction. The steering group follows up 
on the progress of the pilot, identifying risks and organizing extra support and training 
if needed. 

Adapt the methods if needed. The methods chosen at the beginning of the pilot may 
need further adaption to suit the specific setting of the pilot project. The metrics col-
lected will tell the project whether it is headed in the right direction. But this informa-
tion alone is not enough to know how to adapt the methods further. During the pilot, it 
is important to ensure that feedback is collected regularly from the pilot participants. 
They have the first-hand experience of using the piloted methods, and their growing 
understanding needs to be captured. One method for this is retrospectives, as defined 
in Scrum [35]. The feedback should be used to improve and further adapt the way of 
working during the pilot, keeping the desired state in mind. 

5   Pilot Implementation in EB 

In this paper, we present two pilots run at the company. Both pilots were started in 
2008 and were set up according to the proposed methodology. However, due to the 
overall financial situation, both pilots were put on hold towards the end of the year. At 
the time of writing this paper, the first pilot is still on hold, while the second was 
continued in mid 2009. 

The first pilot, which we will refer to as TeleAgile below, was a typical example of 
a telecommunications project at EB with respect to size and context. The planned size 
of the project was 60 people. Of these, 20 were included in the pilot team, in which 
the roles of project manager, system designer, software developer, software integra-
tor, software tester, product owner and technical coordinator were all represented. The 
pilot team held full responsibility for their part of the system, and if they were to fail, 
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the project would fail. Another 10 people were involved in other interest groups (pro-
gram management, resource management, etc.). The project itself was a software 
centric project, part of a larger program. Within the program, the project had inter-
faces towards other software projects, hardware projects, FPGA (field programmable 
gate array) projects and mechanics projects. Of these, some were company internal 
projects and some were run by subcontractors. The project was geographically dis-
tributed over a total of five sites:  three in Finland, one in China and one in India. 

The second pilot (MultiTechScrum) was prepared at the same time as TeleAgile. 
MultiTechScrum is a smaller and local project with 15 people in development and 15 
people in other interest groups (marketing, customer support, product planning etc.). 
MultiTechScrum seemed to be an easy case for piloting agile due to its size and local 
nature. However, it still presented some challenges. MultiTechScrum develops a 
multi-technological product involving engineers on several technology domains: (1) 
software, (2) hardware, (3) RF (radio frequency), (4) FPGA and (5) mechanics. Fur-
ther, the pilot project product development applies a product family engineering ap-
proach where reuse is maximized, i.e., the major part of the development effort is 
spent on reusable assets and domain engineering. 

In the next sections we go through the steps defined in the method presented in 
Section 4. For each of the steps we explain how that step was implemented in practice 
in our two cases. 

5.1   Marketing the Pilot 

Start with agile spark. In TeleAgile, the “agile spark” was initiated in several levels 
of the organization. Program and project management were the driving force, but with 
strong support from business unit management. On the team level, there was also a 
strong will to improve the work methods. The reasons for the willingness to change 
were mainly issues of communication as well as challenges in balancing changing 
requirements with a tight delivery schedule. Scrum [35] was not the explicit wish of 
the pilot – they were rather looking for a bespoke solution for their specific setting. 

In MultiTechScrum, the “agile spark” was initiated in project management. The 
challenge was that the project team and other interest groups had become isolated in 
silos – even though they were co-located – and the interest groups suffered from mu-
tual mistrust and communication problems. Project management wanted to overcome 
these problems and when they were introduced to Scrum, they wanted to try it out. 

Determine stakeholders. The main stakeholders for both pilots were (1) program and 
project management, whose concerns are the scope, quality, budget and timeliness of 
the product; (2) business line management, who act as the customer interface and 
maintain the product roadmaps based on the customers’ needs; (3) line management, 
who are responsible for the human resources aspect of the projects and manage the 
overall budget; (4) project staff, who needs to have the right information at the right 
time in order to design the required software, hardware, gate arrays, radio frequency 
circuits and mechanics. There also are related stakeholders such as customer support, 
marketing and production; however, the work of these interest groups is not directly 
affected by the agile pilot.  
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Create business cases. The business cases that were used to motivate the committed 
stakeholders to mentally accept the pilot were many. Here, we provide some exam-
ples. (1) Project and program management: “the projects will be smaller and therefore 
easier to manage” and “you will have better visibility into what the real status of the 
project is”. (2) Product planning: “the projects will not be delayed” and “you will 
have new features to sell every 6 month”. (3) Line management: “project costs will be 
reduced through improved communication” and “the well-being of the project staff 
and the quality of the product will increase”. (4) Project staff: “you will be allowed to 
concentrate on the goals of the ongoing sprint and have more control over your own 
tasks”. 

5.2   Preparing the Pilot 

Once we had common acceptance for the pilot projects as well as a formal decision to 
go ahead, we started preparing for the pilots themselves.  

Define current state. In TeleAgile, the current state was established by workshops 
and semi-structured interviews. In order to ensure transparency into the pilot, a steer-
ing group was set up to which all levels of management were invited. At the very 
beginning of the pilot preparation step, this steering group gave its view on the current 
state. This was further refined by performing semi-structured individual interviews 
with the pilot team. For the interviews, external consultants were used. A total of nine 
interviews were held for the development team.  Each interview took approximately 
1-2 hours and they were all tape recorded and transcribed. The interview questions 
were based on the general question framework of the CMMI project and requirements 
management process areas as well as on agile practices. However, the framework was 
specifically tailored based on the needs of the pilot project.  

Based on the outcome of the interviews, the current state was summarized and a 
proposal for the new way of working was defined. The results were discussed in the 
steering group as well as in a workshop with the interviewees, where they gave feed-
back to the current state collected as well as on the new working methods. 

In MultiTechScrum, the current state was defined by first conducting one-on-one 
interviews with software design engineers. The interviews were semi-structured and 
included questions such as what is working well at the moment (regarding tools, 
processes, communication, co-operation) and what are the typical problems you face 
daily. The interviews were followed by workshops to define the current process and 
its strengths and challenges. The workshops were conducted in two phases and the 
attendants were project managers, line managers and an external agile consultant. In 
the first workshop, the participants collected challenges with the current way of work-
ing as well as good practices they would not change. They drew the current product 
development process and mapped the challenges and good practices to the current 
process. Between the two workshops, the external consultant created a proposal of 
how to adapt the Scrum method to meet the pilot project requirements. 

Define desired state. In TeleAgile, the desired state was established in the same way 
as the current state. The steering group expressed their view of the desired state in the 
early phases of pilot preparation and this was refined through the interviews and 
workshops with the pilot team. The risks of the pilot were also defined by both the 
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pilot team and the steering group, and included in the risk list that was monitored by 
the steering group.  

In MultiTechScrum, the desired state was defined in the second workshop.  The 
proposal for the new way of working was presented by the consultant and the atten-
dants worked out the potential desired state they would like to see after successful 
deployment of the proposed process. Also potential risks related to the pilot were 
identified.  

The desired states for the two pilots had many similarities. For example, the pro-
jects expected improvement in visibility and predictability. They expected, e.g., that 
the new product features would be more visible not only to the product managers but 
also to the development teams. From the viewpoint of the whole organization, the 
visibility for the near future (1-3 months) would be clearer and the transparency of the 
current development status would be better for the sales and marketing department. 
The design engineers would also see the big picture more easily and the project team 
would be able to control the focus of their own work and schedule the work tasks 
more effectively. Considering predictability, the desire would be to provide a more 
predictable product release schedule and more exact schedules (even if the content 
varies). From the viewpoint of project planning, the project cost and schedule predict-
ability was expected to improve and the planning of tasks would be easier (when 
planning is done more often). The better predictability would provide more reliable 
deliveries – which is extremely important from the business point of view. As the 
goals of the project were qualitative in nature, we used qualitative methods for col-
lecting the metrics. Interviews before and after the pilot serve to recognize whether 
the stakeholders had perceived an improvement in visibility and predictability. The 
project also collected standard metrics, such as defect rates and delivery times in 
order to mitigate risks. 

5.3   Executing the Pilot 

Implement the pilot. After defining the current state and the desired state, it was 
clear that major changes were needed in order to reach the desired state. We proceed 
by describing the steps taken in implementing the pilot according to the method de-
scribed in Section 4. 

Select the methods to apply. In both pilots, the agile method used as a starting point 
was Scrum. In TeleAgile the word “Scrum” was never used, even though the practices 
suggested as solutions for the challenges were taken from Scrum. In MultiTechScrum 
Scrum was selected by the team as the agile method thought to meet most of the 
needs of the pilot project. The main practices used in the pilots were: timeboxed de-
liveries, increased face-to-face communication through meetings (planning meeting, 
daily meeting, sprint demos), product and sprint backlogs, nightly build and early 
testing. 

Adapt the selected method. It was not possible to use Scrum off the shelf in either of 
the pilots, so the method was tailored to meet the needs of the specific pilot. However, 
the main goal was to really change the way of working in both pilots. Therefore, 
Scrum was only slightly tailored without violating the agile principles. The refine-
ments of Scrum are described below. 
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In TeleAgile, the purpose of the tailoring was to fit the methods to a large-scale, 
geographically distributed project. In MultiTechScrum, the purpose was to meet the 
specific needs introduced by product line engineering and a multi-technology envi-
ronment. The tailoring was the most challenging part of the pilot implementation 
since there was little existing guidance in the literature. 

In order to deliver in a timeboxed fashion, TeleAgile had to ensure that the con-
tents of the timeboxes were synchronized throughout the entire program. MultiTech-
Scrum had to ensure synchronization between the different technology teams. This 
requires short-term up-front planning, especially with regards to systemization. For 
this, we agreed to secure a system team that would also work in a timeboxed fashion, 
slightly ahead of the development teams. The system team would perform continuous 
requirement analysis, to ensure that the relevant system input is available at the start 
of every sprint. This approach was inspired by just-in-time approaches common in the 
agile world [36]. 

The meeting practices were the easiest to set up. In both pilots, the daily team 
meeting was extended to include members of other teams as well, in order to facilitate 
communication across team borders. The meeting structure was slightly more com-
plex in the TeleAgile project, since the scale and distribution of the project implied a 
larger number of teams on different levels. 

The product and sprint backlogs proved to not be sufficient for the needs of the pi-
lots. TeleAgile needed an innovation backlog, where new features would be added 
before analysis and possible inclusion in the product backlog. MultiTechScrum 
needed a reuse backlog in order to manage product line requirements. 

Adapt the company processes to integrate with the agile methods to be piloted. At the 
time of the pilot, the company desired to keep the plan-driven, traditional end product 
process and project milestone thinking through the pilot. Still, we were able to modify 
the end product process slightly in order to keep the pilot agile. 

The main changes done were in the communication between the different stake-
holders. For both pilots, we changed the meeting culture by replacing large, lengthy 
project meetings with shorter, timeboxed meetings that were clearly defined with 
respect to time, place, who should be present and what should be discussed. 

Prepare the infrastructure to meet the pilot needs. The need arose for some infrastruc-
tural changes to support the pilots. Team rooms needed to be set up. We needed to 
organize support for light-weight documentation methods. This support would include 
devices such as digital cameras, white boards and flip charts. Since TeleAgile was a 
geographically distributed project, some computer based tools needed to be set up, 
such as a wiki-based support system for clarifying design decisions and a dedicated 
tool for error handling. 

Organize training. Three types of training were used. We trained Certified Scrum 
Masters and Product Owners, using an international training provider. This proved to 
be a very powerful way to change the people’s mindsets from plan-driven to agile 
thinking. Due to financial challenges, we also had to make use of more cost-effective 
training methods. In MultiTechScrum, we trained the engineers, product planning, 
management and related stakeholders in lectures given by in-house personnel sup-
ported by visiting agile gurus. Finally, we also had an existing in-house training set 
for software processes. We modified this to include the agile methods to be used and 
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trained the project staff of the TeleAgile project using this training set. This was 
highly appreciated, though not as efficient in changing people’s mindsets. 

Learn by doing. During the writing of this paper, the TeleAgile pilot is no longer 
running, because the entire TeleAgile project was put on hold, its operational mode 
was changed and eventually it continued as an outsourced project. The MultiTech-
Scrum pilot has been running for 6 months, i.e., is in the learn by doing stage. The 
TeleAgile pilot had a formal steering group with the responsibility to follow up on the 
progress and risks of the pilot. They were also responsible for collecting metrics in 
order to better understand the impacts of the changes. The MultiTechScrum pilot’s 
steering group is less formal, but still performs the same tasks. The most important 
means of learning by doing, however, are the retrospectives. The pilot teams are 
asked to perform regular retrospectives where they evaluate their way of working  
and suggest improvements. These improvements can either be implemented immedi-
ately by the team itself or be escalated for the steering group to promote to other 
teams as well. 

6   Discussion 

The piloting mode used at EB derives from piloting and change management guide-
lines (see Section 3). The approach has some similarities to existing SPI deployment 
models such as QIP. However, in addition to the existing approaches, our method 
emphasizes the marketing and learning aspects. We now proceed to discuss the main 
challenges we encountered, how these are addressed in the literature and how we 
addressed them. We also discuss the implications of our work. 

Resistance to change. The main challenge to overcome when introducing any 
changes is the inherent resistance to change. The main stakeholders that needed help 
with their resistance to change in our pilots were the engineers and the project manag-
ers. The engineers may feel threatened by the new way of working and the project 
managers may feel they lose power and status. Training has been recognized as an 
important success factor for agile practice adoption [1],[3]. We found our agile 
awareness trainings to be crucial for overcoming this resistance. In addition to train-
ing, Misra et al. [3] point out the importance of continuous learning. Agile methods 
support the ability to innovate and use the opportunity provided by change, that is, 
learning denoted as "generative" as opposed to "adaptive" [37]. The frequent retro-
spective approach was used for this purpose in our pilots. 

We also suggest that one pays attention to the motivation level in the project at the 
time of the pilot. If there are motivational issues in the project that cannot be ad-
dressed by the pilot itself, it may be better to wait until the motivation levels are more 
normal. Marketing has been recommended for increasing motivation for SPI in an 
organization [38]. Although contrary evidence has recently been presented [39], the 
support of top management is an important incentive that encourages developers to 
use agile methods and engage in the knowledge transferring [1]. In our case, a good 
practice for EB was found to be collecting experiences of the agile pilot cases for 
information sharing purposes. However, the risk of an unsuccessful pilot that in-
creases resistance should be taken into account as suggested by Moitra [27]. 
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Preconceptions about agile. Even though agile methods are quite established in the 
industry today, some may still interpret agile as an approach that promotes “no de-
sign, no documentation”. If this is the case, it may be beneficial to use a different 
vocabulary when discussing the pilot. We sometimes avoided using the words 
“Scrum” and “agile” and talked about terms like time-driven or timeboxed develop-
ment instead. 

Challenges in setting up a team room. Team environment is an important factor 
affecting the quality of agile development [38]. The open office space and the impor-
tance of the room environment have often been emphasized [40]. This is because 
agile teams should rely on continuous face to face interaction [41]. Any organization 
adopting agile needs to consider how the agile team could efficiently use both the 
advantages of the physical form and its translation to the digital medium [41]. Design-
ing the team room proved to be a challenging task in our pilots. A team room requires 
more office space than a regular open office layout, so the same space will fit less 
people. Inform line management of the team room plans well ahead of time and be 
prepared that this may need negotiations. It is also important to take the current com-
pany culture and expectations on privacy into account when designing the team room, 
in order to reduce the resistance to this change.  

Cultural differences. Cultural aspects is a significant factor affecting the agile adop-
tion success: the project adopting agile should be able to be dynamic and make rapid 
decisions [3]. Cultural differences may occur in unexpected places, e.g., between two 
sites in the same country with different background in company culture, as was the 
case in our pilots. Situations in which the project members were accustomed to differ-
ent types of traditional process-based development approaches and documentation 
structures were one such instance. It is important to be empathic and try to understand 
the needs and way of thinking of the stakeholders. We found that our decision to use 
external help for the interviews helped in understanding and bridging cultural differ-
ences. Our external consultants were perceived as more objective and brought in a 
fresh viewpoint. 

Measuring pilot implications. Measuring the pilot implications quantitatively proved 
to be difficult. We investigated quantitative metrics, such as lead time, person-hours, 
productivity (e.g., lines of code), quality (e.g., defect rate), but none of these really 
objectively capture the improvements that we were aiming for.  We believe that more 
qualitative metrics, like the ones proposed by the lean community [42] serve our pur-
pose better. We especially want to capture the experience of the project staff. For this 
purpose, we suggest that interviews are used to determine the current state before and 
after the change has been implemented. Interviews also serve the additional purpose 
of creating commitment and a feeling of being heard.  

Implications. As a result of applying the pilot method defined for the case company, 
a clear change in attitude was perceived. Before the pilots, the teams were not very 
keen on participating or eager to change. After the initiative and the pilots had been 
promoted, several teams were more than willing to participate. As the pilots pro-
gressed, there was overall a more positive attitude towards the agile methods used. 
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One could even say that resistance to change was overcome and thus one important 
goal with the pilots had been reached.  

Another result of applying the pilot method is the experience gathered from tailor-
ing both the agile methods used and the end product process in order to fit each other 
better. This enables an agile project to run in a non-agile context. The experience is 
accumulated as more pilots are implemented and will undoubtedly prove invaluable 
when deploying agile methods on a larger scale.  

Although both of our cases used the same piloting approach, they had different cul-
ture, scope and context. However, neither of the cases did end up using a pure agile 
approach, but rather an adapted approach with traditional and agile elements as sug-
gested by Boehm and Turner [43]. As the contents of different pilots may turn out to 
vary when running pilots in multiple environments within the same organization, one 
should consider what needs to be investigated with the pilots. If there is a need for 
truly investigating exactly the same thing in all of the pilots, the piloting steps should 
be consolidated to apply them all. On the other hand, if the need is to assess practices 
and determine risks, for example, the variations can prove to be useful.  

The ultimate goal of the piloting effort is general deployment of agile methods in 
the company. As we can see such a clear change in the attitude towards agile methods 
already, we are fairly confident that systematic piloting is an efficient means of pav-
ing the way for general deployment in a large, diverse, geographically distributed 
organization.  

7   Conclusion and Future Work 

Introducing agile in a large, geographically distributed company is a challenging 
undertaking. Piloting is a well-known approach to SPI, both in agile and more tradi-
tional settings, and can be used to reduce risk and bridge resistance to change. How-
ever, in a diverse setting, such as the one in the case company, one pilot is often not 
enough to build global trust in the new method. Multiple pilots, preferably one in each 
type of project, may be needed.  

In the case company, we realized that we needed support for the task of setting up 
pilots. As presented in this paper, a method for piloting agile in a large corporation 
was defined based on a multiple-case study. The method was proven successful in the 
goals of (1) overcoming resistance to change and (2) ensuring that a pilot project can 
run agile even if the rest of the organization is non-agile. However, it is too early to 
evaluate the long-term implications of the method for company-wide deployment.  

Future work concerns mostly the current limitations of the study and includes fur-
ther validation and refinement of the method as we further apply it in pilots in the 
case company.  We are also interested in validating the applicability of the method in 
other companies struggling with the challenge of agile piloting in the large. Further-
more, the long-term impacts of piloting on the general deployment of agile methods 
still need to be evaluated. 
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Abstract. In recent years, agile software development methods have
gained increasing popularity. Distributed software development have
been becoming a common business reality also. Software development or-
ganizations are striving to blend agile development methods like Scrum
and distributed development to reap the benefits of both. However, ag-
ile and distributed development approaches differ significantly in their
key tenets. While agile methods mainly rely on informal processes to fa-
cilitate coordination, distributed development typically relies on formal
mechanisms. This paper aims at implementing modular design of soft-
ware products to identify feature clusters that can be implemented co-
located to minimize the communication needs between distributed teams.
Presented method is evaluated with simulations that demonstrate how
this method can produce 1) lower-risk feasible plans, 2) balanced work-
load on teams, and 3) provide higher quality feature distributions. Fi-
nally, the paper analyzes benefits and issues from the use of this method.

Keywords: distributed software development, agile release planning.

1 Introduction

Agile methods have gained acceptance in the mainstream software development
community. A recent survey [1] showed that 84% of the respondents used ag-
ile development practices to some degree. The popularity of agile development
ideas [2] can be explained by other surveys, which pointed out that agile teams
are often more successful than traditional ones [3], [4]. Several studies demon-
strated 60% increase in productivity, quality and improved stakeholder satisfac-
tion [4], [5], 40% faster time-to-market and 60% and 40% reduction in pre-, and
post-release defect rates [5] comparing to the industry average. The most popu-
lar agile methods are Scrum [6](50%), Extreme Programming (XP) [7](6%), and
Scrum/XP Hybrid (24%) [1].

At the same time, distributed software development (DSD) is another trend,
which have been becoming a common practice in today’s industry [8]. The pre-
viously cited survey [1] pointed out that 58% of the respondents worked in dis-
tributed development teams – where the members of the teams are not physically
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co-located. Team member dispersion ranges from being over adjacent buildings to
being over different continents. The key advantages that DSD aspires to achieve
are 1) lower cost of labor, 2) increase or decrease work forces without employing
or laying-off, and 3) obtain locally not available expertise [9].

Global software development (GSD) is the special case of DSD in which team
distribution extends national boundaries [10]. GSD allows organizations to over-
come geographical distances, to benefit from accessing a larger resource pool and
to reduce development costs [8].

In distributed agile software development, additional challenges may be ob-
served comparing to the co-located situations [10], [11], [12]. These challenges
can be categorized into the following areas [12]:

– Communication: Agile development relies more on frequent informal in-
teractions. However in DSD the teams cannot see or speak in person that
result from geographical separation. Additional communication impedance
raises from time zone differences that also hinders the communication be-
tween distributed teams. As a solution, DSD mandates that the development
relies on formal documentation (such as specifications, designs) to mitigate
impediments of communications between the teams.

– Trust: Agile development relies on shared view of goals that are difficult
to observe in dispersed locations. To improve team cohesion in distributed
software development, frequent personal communication is often required.

– Control: In agile development people-oriented control is applied, which
based on informal commitments. The development is usually based on
ongoing negotiation on the requirements between the developers and the
customers. Due to the lack of communication, DSD often relies on process-
oriented development and upfront commitments to meet the customer ex-
pectations on every location of the development.

In previous research [13] it was shown that, distributed projects take about
two and one-half times longer to complete as similar projects where the project
team is co-located. The delays can be explained by the communication and
coordination issues rather than the size or complexity of the cross-site work [13].
As a consequence, distributed agile development requires significant effort from
the team in order to be truly successful [14].

1.1 Related Work

In [15] a method is offered to calculate the degree of relatedness of the work items
at different sites using code change history. The calculated relatedness is used to
distribute work in a way that minimizes the need for coordination across sites.
In [16] experiences of a rapid production process are described using software
components suited for distributed development in a large, geographically dis-
tributed situation. In this approach, each component can be owned by a partic-
ular site to promote independent work and to minimize the need of coordination
and communication.
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Software outsourcing is an increasingly attractive business model for many
large organizations. In [8] three outsourcing strategies are presented to maximize
business value. In [17] good practices are presented that were observed in a very
large (5.000 engineers) globally distributed development situation at Alcatel.

It compared to the extensive research on distributes software development in
general, only few research dealt with DSD in the agile environment in specifi-
cally [11]. Lately Scrum [6], an agile management practice, has gained consider-
ably popularity (see Sec.1). Experiences and practices of the adoption of Scrum
by large companies such as Yahoo! or Microsoft is presented in [18], and in [19]
respectively. In [14] experiences and proven practices to address challenges faced
by geographically distributed agile teams are presented by the Microsoft’s Pat-
terns & Practices group. It pointed out that the decision makers must understand
risk/reward tradeoff needs before deciding to distribute software development,
because it decreases the project’s likelihood of success, increases the delivery time
and quality, and reduces the team’s performance. Besides cross-locations, differ-
ences in culture and language also results in low progress in globally distributed
environments. To cope with these issues, in the literature, some strategies are
proposed including the use of straddlers (technical or managerial liaisons) [8],
bridgehead teams [20], or rotation of management [17].

1.2 Problem Statement and Analysis

DSD has brought about its own unique set of challenges additional to the agile
software development in itself. The majority of these challenges (see them in
Sec. 1) can be rooted from the obstacles of communication – particularly in-
formal communication i.e. when personal physical interactions occur [12], [13].
Team members at the different development sites often suffer from inhibited
communication because they are geographically separated from each other. This
plays the critical role in the success of a distributed agile team [15].

The obstacles of informal communication seem a contradiction to the ideas of
agile methods [2],[21],[3],[13],[12] and seems to preclude the use of agile method-
ologies. Communication and coordination problems result in reduced productivity
of the team (P1), increased production interval (P2), increased communication
cost (P3), and difficult process control across distributed teams (P4).

If a team is distributed, one solution is to minimize the effects of the informal
communication deficiency. It can be accomplished by increasing the formality
(ceremony) of the interactions. In this case, with detailed documentation (i.e.
specifications, design plans, project plans) and conventions (i.e. coding stan-
dards, templates) the lack of communication can be (theoretically) replaced.
Although, this rule reacts and contradicts to the ideas of agility, but it is a
well-tried approach to deal with geographical distances. Another solution can be
realized by decreasing the need of interactions between the distributed teams.
With this approach, the communication needs are minimized, which is also a
good solution to the communication problem.
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1.3 Objectives

Our proposed method intends, on the one hand, to minimize communication
needs to minimize their negative effects of P1-P4, and on the other hand, to
provide optimized distribution of software development work items across sites
considering team capacity constraints. Our contribution is inspired by David
Parna’s work that recommends division of labor along with software modular-
ity [22]. As a part of our proposed solution we defined: 1) a method to determine
features (deliverable functional and non-functional requirements) that could be
developed roughly independently (S1), 2) an optimization model to distribute
features on different development sites (S2), and 3) a feature distribution method
– which utilizes S1 and S2 – to support agile release planning in the distributed
environment (S3).

Structure of the Paper. The rest of the paper arranged as follows: Sec. 2
presents background information; Sec. 3 outlines the proposed feature distribu-
tion method; Sec. 4 shows experiments with our prototypic tool; Sec. 5 discusses
our solution and findings; and finally Sec. 6 concludes the paper.

2 Background

In this section, first, we introduce the agile development process, then different
strategies of DSD, and finally the concept of architecture modularity – to provide
the necessary background information for the proposed method.

2.1 Agile Software Development Process

From the project management point of view, agile software development pro-
cess is made up of the following phases: 1) conceptualization to define a vision,
high-level ranked deliverables and project roadmap, 2) release planning to esti-
mate deliverables and assign them into releases, 3) iteration planning to break
down selected deliverables into technical tasks, 4) iteration to discuss the daily
progress concerning writing tests, codes and fixing defects, 5) iteration review
to demonstrate product increments to stakeholders and conduct iteration ret-
rospective for the next iteration, and finally 6) release to package and deploy
software to customers [23], [24], [25] (see Fig. 1).

Our proposed feature distribution method (S3) intends to complement the
Release planning step up front in the distributed environment with the determi-
nation of roughly independently implementable features (S1) and their optimal
distribution on different sites (S2).

2.2 Agile Distribution Strategies

Two important parameters are observed in practice relating to agile DSD [11], [9]:
team cross-functionality (cross-functional or not cross functional) and team dis-
tribution (co-located or across sites). We define the cross-functional agile team
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Fig. 1. Agile Development Cycles

as a group of people working toward the common goal on every site. Whereas,
non-cross functional team is working toward a sub-goal on each site. We can
derive the following three distribution strategies from these parameters:

- Co-located: the single agile team is co-located and cross-functional.
- Isolated: agile teams are isolated across sites and not cross-functional.
- Distributed: agile teams are isolated across sites and cross-functional.

In agile, face-to-face communication is far the most important since it requires
the most intensive communication [6]. Both Isolated and Distributed strategies
require communication across sites to remove dependencies between work units,
but the communication intensities are very different. The latter strategy pro-
vides better load balance of resources since all team members form the common
pool of resources. However, in Isolated case, each team removes most dependen-
cies locally (within the given site), while in Distributed case dependencies must
be resolved across sites. As a consequence Distributed case is more difficult to
implement due to delays in all parties. Consequently, the former model is more
often observed in practice [11], [9], and suggested by the Scrum Alliance [26].

Our proposed feature distribution method (S3) follows the Isolated strategy
as its goal is to specify independently implementable features on different sites.

2.3 Modular Design

The concept of architecture and modularity are central in product development.
Product architecture can be defined as the way in which functional elements
of a product are arranged into modules in that way these units interacts with
each other [22]. Modularity deals with the mapping from functional elements
to modules, so it decomposes the system into units. Modular design emphasizes
the minimization of interaction between modules, which enables modules to be
developed independently. The independently developed modules are integrated
using interfaces between the modules to form the whole product. It points out the
two important activity of product development: decomposition and integration.

The two important characteristics of modularity are the cohesiveness of mod-
ules and the coupling between modules, which describe the interaction inten-
sity between functional elements. Modules are identified in such a way that
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inter-module (between modules) interactions are relatively minimal (i.e. they
are loosely coupled) while intra-module (within each module) interactions rela-
tively high (i.e. they jointly serve a functionality, so they are cohesive) [27].

This underlines the importance of decomposition in distributed software devel-
opment. Modularity enables development of different functional element groups
(modules) at different sites independently, and integration ensures that the whole
functionality can be delivered to the customer’s site.

3 Feature Distribution Method for Agile DSD

In this section, we detail our previously outlined feature distribution method,
namely Assembly Model Design, which aims to support agile release planning
in the distributed environment (S3). As a part of this solution, we introduce
the Feature Cluster Analysis step (Sec. 3.2) to determine features that could
be developed roughly independently (S1), and the Feature Package Distribution
step (Sec. 3.2) to provide optimized distribution of features across sites (S2).

3.1 Assembly Model Design Method

To determine a cohesive feature that can be developed in parallel in different sites
a three-step method, namely Assembly Model Design method (AMD) (S3), is
introduced. The next steps constitute the method 1) Usage analysis, 2) Feature
analysis, and 3) Feature assembly analysis (including S1-2). The AMD method
is visualized in Fig. 2, and detailed in the following.

Usage Analysis. Usage analysis defines stakeholders’ needs in the form of
scenario-based Usage model to describe possible ways to use a system to ac-
complish some desired functions or implicit purposes (see Fig. 2). Scenarios are
operational examples of system usage, they can help to describe (what) and un-
derstand (how) emergent behavior of complex and dynamic systems [28]. Cap-
tured Usage model helps to determine client-valued functions, drive the whole
development process and provide traceability of realization [29], [30]. During
Usage analysis, the main goal is to devise what are the needs of the customer.
Features, which identify customers’ needs, can be collected with User stories and
prioritized according to their importance [6]. Details on agile Usage analysis can
be found in [24], [6].

Needs Usage Model Functional Model Assembly Model

1) Usage Analysis
2) Feature Analysis

3) Feature Assembly Analysis
3a) Feature Cluster Analysis (S1)
3b) Feature Package Distribution (S2)

Fig. 2. Assembly Model Design Method for Determining Feature Packages
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Feature Analysis. The Usage model can be used to identify features. Feature
analysis converts the Usage model into a Functional model (see Fig. 2) by prepar-
ing a list of features (new and changed (non-)functional requirements) needed to
meet the customer’s primary needs. Functional requirements are abstractions of
product function required to satisfy customer needs, provide information about
what the product under investigation is supposed to do. They may be calcula-
tions, data manipulation and processing that define what a system is supposed
to accomplish in terms of particular results of a system. Functional require-
ments are usually completed with non-functional requirements (a.k.a. quality
requirements), which impose constraints on the design or implementation (such
as performance, security, or reliability) [29]. From now on, functional and non-
functional requirements are commonly called as features and denoted as FR.
Realizing a feature usually requires cooperation of developers, which consists in
accomplishing several technical tasks in some modules [31]. Details on Feature
analysis can be found in [24], [6], [31].

3.2 Feature Assembly Analysis

The aim of Feature assembly analysis is to identify parts that can be treated log-
ically independently. It deals with arranging features into feature packages in the
manner by which the resulting Assembly model (see Fig. 2) can be used to struc-
ture the development teams needed. Features with high degree of cohesiveness
should be grouped together into packages. Feature assembly analysis consists
of two steps 3a) Feature cluster analysis, and 3b) Feature package distribution,
which are detailed in the following.

Feature Cluster Analysis. Our aim is to minimize communication between
teams. Therefore objects of feature implementations should be identified in or-
der to help in separation of independent objects. Consequently, we introduce
a binary relation between features (FRs) and system modules (SMs), called
ImplementedIn, to express the fact that a given FR is implemented in some
SMs (i.e. directed, one-to-many relation). We also developed a so-called Feature-
Module Dependency matrix (FMD) to draw this relation, where on the vertical
dimension FRs, and on the horizontal dimension SMs are listed. This approach
is very similar to the widely known design structure (DSM) matrix [32], apart
from the fact that DSMs have limited direct utility for inter-domain analysis
(i.e. squared matrix form). For example, the Fig. 3 shows three different situa-
tions between FRs and SMs (in the cells ’×’ and ’©’ notations denote relation
and lack of relation between elements – respectively). It can be read across an
element’s row to see its targeted module.

The examples (Fig. 3) show the two possible connection types between FRs:

- Coupled: the FR1 and FR2 implementations relate to (ImplementedIn)
both SM1 and SM2 (left) or the SM1 only (middle).

- Uncoupled: the FR1 and FR2 implementations are unrelated, therefore
FR1 and FR2 are uncoupled.
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SM1 SM2

FR1

FR2 ×

×

×

×

SM1 SM2

FR1

FR2 ×

×

×

©

SM1 SM2

FR1

FR2 ©

×

×

©

Fig. 3. Coupled (left, middle) and Uncoupled (right) relations

As a consequence, we introduce a binary (CoupledWith – non-directed, many-
to-many) relation between FRs to express that two given FRs are coupled –
therefore, they should be implemented jointly. Uncoupled connection type means
that the two FRs can be implemented independently.

The ImplementedIn relation sheds light on, at higher level, communication
issues that the team must resolve emanating from the fact that they must be
working on the same set of modules. Therefore, communication demand and
coordination complexity can be reduced if the elements are clustered such a
way that communications predominately occur within clustered FRs rather than
between clustered FRs. In this regard, the elements of the FMD have to be
transformed into coupled and uncoupled sub-matrices to express interdependent
and independent FR sets. To identify independently implementable FR sets, we
apply cluster analysis, which is a common technique for data analysis used in
many fields, including machine learning, and data mining [33].

Cluster analysis is the assignment of a set of elements into subsets so that
elements in the same cluster are similar, in some sense. In our case, similarity
is expressed such a way that FRs are connected across SMs (i.e. they are in
ImplementedIn relation), in other words, FRs are in CoupledWith relation. With
this approach, arranging development work (FRs) according to the identified
clusters, it can significantly decrease the communication needs and coordination
complexity of the distributed team.

If we consider an initial FMD matrix as shown on the left in Fig. 4, the result
of clustering is shown on the right – which is obtained by rearranging rows and
columns based on ImplementedIn relations. In these figures, the targeted mod-
ules and FR implementation are represented on y-axis and x-axis respectively,
and darken cells denote ImplementedIn relation between FRs and SMs. Com-
paring to the left figure, the right one sheds the light on the FR packages (the
four blocks) that can be implemented independently.

Feature Package Distribution. After FR packages are identified, the next
step is to distribute them on different teams. Now we discuss the application of
binary integer programming (BIP) to realize optimal distribution [34].

To model this problem as an BIP, we use n ∗ m variables denoted by xij ,
where the variable xij (1 ≤ i ≤ n and 1 ≤ j ≤ m) indicates that the FR j is
implemented by team i. For example, we would interpret an BIP solution with
x1j = 1 and x2j = 0 as assigning FR j to team 1 and not assigning to team 2.
Assignment does not include sequencing of work just allocating teams to FRs.
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Fig. 4. Initial FMD matrix (left) and Transformed FMD matrix (right)

The amount of effort (e.g. Story point [24]) that FR j require and developed
entirely by team i is represented wij . Sum of assigned work for team i can be
calculated as

∑n
j=1 wijxij . Our objective is to maximize the work assignment

to the distributed teams while all constraints are satisfied. Therefore, we can
determine the objective as: Maximize

∑m
i=1

∑n
j=1 wijxij .

Now, we have to consider what sort of linear constraints on the xij are neces-
sary to ensure that they describe a valid solution. Firstly, FR j must be assigned
to only one team

∑n
j=1 xij = 1, which produces n constraints. Secondly, for

each team we must ensure that the aggregated effort of assigned work cannot be
greater than the capacity of team i (ci – i.e. available resources during a release).
Finally, all FRs’ assignments must be xij ∈ 0, 1 (binary variables) to express the
fact that an FR j is developed or not developed by a team i during the release,
which results in n ∗ m constraints. As a summary, the FR package distribution
binary integer optimization model (FRPD) is formulated as the following:

Maximize
∑m

i=1

∑n

j
wijxij (1a)

∑m

i=1
xij = 1 : for j = 1..n (1b)

∑n

j=1
wijxij ≤ ci : for i = 1..m (1c)

xij ∈ 0, 1 (1d)

where i = 1..m and j = 1..n. If j is assigned to team i then xij = 1, otherwise
xij = 0. The equations denote: 1a) maximization of deliverables, 1b) FR j must
be assigned to only one team, 1c) assigned work cannot be greater then the team
capacity of site i, and finally 1d) an FR is developed or not developed.

We will suppose, as is usual, that the efforts wij are positive integers. Without
loss of generality, we will also assume that ci is a positive integer, and wij ≤ ci

for ∀i, j. If the former assumption is violated, ci is replaced by �ci�. If an item
violates the latter assumption, then the instance is treated as trivially infeasible.

3.3 Tool Support

To obtain a proof-of-concept of Feature assembly analysis method (see Sec. 3.2)
we implemented a prototype in Matlab [35]. This prototype realizes the rank
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order clustering (ROC) [36] algorithm and formulates the FRPD optimization
problem (see Sec. 3.2) which is solved by the Matlab’s built-in BINTPROG func-
tion for binary integer programming problems. The previously presented partial
example in Fig. 4 was produced with the prototype.

4 Experiments

To evaluate our proposed Feature assembly analysis method (see Sec. 3.2) sim-
ulations were carried out. Applying the historical release planning data, as an
input for the method, made it possible to compare them [37]. The five past
data sets were extracted from the backlog of IRIS application that is developed
by Multilogic Ltd [38]. In this section, first we set research questions, then we
present necessary background information, and finally we interpret our findings.

4.1 Research Questions

Our initial intends (see Sec. 1.2 P1-3) was to minimize the effects of the infor-
mal communication deficiency. To validate our method the next questions were
addressed: How does Feature assembly analysis-based feature distribution can be
compared with the historical one in terms of Q1) resource workload, Q2) quality
and Q3) feasibility.

4.2 Context and Methodology

IRIS is a client risk management system (approx. 2 million SLOC) for credit
institutions for analyzing the non-payment risk of clients. It has been a continual
evolution since its first release in the middle of 90s. The system was written in
Visual Basic and C# the applied methodology was a custom agile process.

The planning process was made up of the following steps. During release plan-
ning, the features were selected (expressed in User stories [24]) from the backlog
– considering stakeholders’ demands. Then every User story was estimated by
two teams and assigned to these teams taking teams’ resource capacities into
account intuitively. The two teams worked in different locations in Budapest,
so they could not see or speak often in person that resulted from geographical
separation. Communication was mostly based on video conferences, phone calls
and emails; since all developers were Hungarians, there was no language, cultural
or time zone barriers.

4.3 Data Collection

Five data sets (five releases: R1−5) were selected to make a comparison between
the algorithmic and the intuitive method. All releases had the same iteration
length (80 working hours i.e. 2 weeks), domain, customer, and development
methodology, but they were characterized by different number of User stories
(US – deliverable features), team capacities (TC – the amount of deliverable
Story points [24] by the team in the release – see Sec. 3.2), effective developer
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Table 1. Historical Requirements Dispersion

US TCP ED RUSP
(TCT1, TCT2) (RUST1, RUST2)

R1 34 115 (65,50) 6 (3.5,2.5) 117.0 (70.0,47.0)

R2 25 115 (65,50) 6 (3.5,2.5) 85.5 (51.0,34.5)

R3 27 115 (65,50) 6 (3.5,2.5) 137.5 (74.5,63.0)

R4 44 115 (65,50) 6 (3.5,2.5) 116.5 (60.5,56.0)

R5 26 115 (65,50) 6 (3.5,2.5) 120.0 (73.0,47.0)

Table 2. Feature Packages

FR Packages

R1 34.0; 55.0; 11.0; 15.0; 2.0

R2 85.5

R3 46.5; 5.0; 73.0; 13.0

R4 52.5; 29.0; 25.0; 10.0

R5 29.0; 2.0; 7.0; 64.0; 5.0; 13.0

workforce (ED – available developers), and delivered User stories at the end of
the release (RUS – in Story point). Table 1 summarizes the state variables that
were used to capture facts that were likely affecting the findings, where values
between round brackets pointing out how these variables were divided between
the sites of team 1 and team 2 – respectively. These variables were collected from
the IRIS’s backlog.

We constructed three response variables to test Q1 – namely ΔP, ΔT1, ΔT2 to
express the deviation of the planned team capacities from the planned deliverable
features at project (ΔP � TCP − RUSP), at team 1 (ΔT1 � TCT1 − RUST1)
and team 2 level (ΔT2 � TCT2 − RUST2). Explanations of Q2,and Q3 were
answered with the analysis of the solution’s inherent properties.

4.4 Results and Analysis

To answer to the questions Q1-3, two kinds of simulations were performed on
the input data (Table 1) to compare with the characteristics of our proposed
approach. In Table 2, the result of our Feature Cluster Analysis step (Sec. 3.2)
is presented using User stories as an input collected from the backlog. Using these
FR packages as an input to our Feature Package Distribution step (Sec. 3.2), the
simulations’ output is summarized in Table 3. One of them was carried out such
a way that teams capacities were the same as in the historical case (Sim=TC),
while the other one (Sim∼TC) was realized with alternation of TCT1 and TCT2
– with the utilization of what-if-analysis – to avoid resource over/under-loading.

In Table 3, values between round brackets show how the variables were divided
between the two sites; and values between square brackets shows which feature
packages were assigned in the given site (i.e. team 1/2). The Δ=TC and Δ∼TC

Table 3. Results of Feature Package Distribution

Hist. ΔHist. Sim=TC Δ
P(T1,T2)
=TC Sim∼TC Δ

P(T1,T2)
∼TC

R1 (70,47) -2.0 ([55.0,2.0],[34.0,15.0]) 9.0(8.0,1.0) ([55.0,11.0],[34.0,15.0,2.0]) 0(0,0)

R2 (51,34.5) 29.5 (Unsat,Unsat) -(-,-) ([85.5],0) 0(0,0)

R3 (74.5,63) -22.5 ([46.5,5.0,13.0],0) 50.5(0,50.0) ([73.0],[46.5,5.0,13.0]) 0(0,0)

R4 (60.5,56) -1.5 ([52.5],[29.0,10.0]) 23.5(12.5,11) ([29.0,25.0,10.0],[52.5]) 0(0,0)

R5 (73,47) -5 ([64],[29.0,2.0,5.0,13.0]) 2.0(1.0,1.0) ([7.0,64.0],[29.0,2.0,5.0,13.0]) 0(0,0)
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columns show the differences between the allocated team capacities and the
assigned deliverable features in case of Sim=TC and Sim∼TC simulations.

Interestingly, in R2, one can see a possible extreme situation where all features
are grouped into one cluster so without changing the team capacity (Sim=TC) the
optimization problem is unsatisfiable (Unsat). Contrary, with some alternation
of team capacities (Sim∼TC) the single cluster is assigned to one team.

Comparing the different cases, one can realize that 1) the historical one usu-
ally significantly under-load (R2: 29.5/115 ∗ 100% = 25.7%) or overload (R3:
−22.5/115 ∗ 100% = −19.6%) the available resources, 2) the Sim=TC case – due
to the team capacity constraint – produced resource under-load (all Δ=TC values
are positive), and finally 3) the Sim∼TC case realized neither resources overload
nor under-load (all Δ∼TC values are zeros due to resource adjustment).

To compare the historical and the algorithmic cases statistical analysis was
performed on the response variables. The result is presented in Table 4. From
these, we conclude that – although the Sim=TC case did not exceed the resource
limit, which means lower level scheduling risk – it includes too many contin-
gencies at project (Std.dev. = 21.46) and team levels (Std.dev. = (3.85, 23.31)).
Although, if we compare the historical and the Sim∼TC cases, we can recog-
nize that the optimized case 1) did not exceed the resource capacity due to
resource adjustment (ΔP(T1,T2)

∼TC = 0), which means lower-risk feasible plans (c.f.
Q3); 2) produces balanced workload on teams (c.f. Q1); and 3) can easily re-
solve complex decision situations with the utilization of semi-automatic feature
distribution generations, which support more informed and more established de-
cisions. As a consequence, it ensures higher quality feature distribution plans
compared to the historical case (c.f. Q2).

Table 4. Comparison of Team Assignments

ΔP ΔT1 ΔT2

Hist. = TC ∼ TC Hist. = TC ∼ TC Hist. = TC ∼ TC
Mean 12.10 21.25 0.00 8.20 5.50 0.00 8.10 15.75 0.00

Min 1.50 2.00 0.00 0.00 4.50 0.00 3.00 1.00 0.00

Max 29.50 50.50 0.00 9.50 14.00 0.00 15.50 50.00 0.00

Std.dev. 13.00 21.46 0.00 3.31 3.85 0.00 5.81 23.31 0.00

5 Discussion and Future Work

The obstacles of informal communication seem to preclude the use of agile
methodologies in distributed environments [21], [3], [13], [12]. Communication
and coordination problems result in 1) reduced productivity of the team, 2) in-
creased production interval, 3) increased communication cost, and 4) difficult
process control across distributed teams (c.f. Sec. 1.2 – P1-4). Although, there
can be found some strategies and practices to deal with DSD in agile environ-
ment (Sec. 1.1), any planning method – specifically to release planning – for
work distribution was not found.
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To take advantages of both agile and DSD, we proposed a method, namely
Assembly Model Design (AMD) method, to determine module-induced assem-
bly model in software systems that can be developed independently in different
development sites (Sec. 3.1). The main contribution of this method lays in the
Feature assembly analysis phase which made up of two steps: Feature cluster
analysis (S1), and Feature package distribution (S2).

In Feature cluster analysis (Sec. 3.2), we introduced a ImplementedIn relation
between requirements (FRs) and system modules (SMs), and constructed the
Feature-Module Dependency matrix (FMD) to draw this relation. This helped
us to identify intensive communication needs between FRs in order to structure
the development teams. Next, we applied cluster analysis and implemented the
rank order clustering (ROC) [36] algorithm to form FR packages such a way
that FRs are connected across SMs. With this approach, arranging development
work (FRs) according to the identified clusters, it can significantly decrease
the communication needs and coordination complexity of the distributed team.
Although, there are many matrix clustering algorithms in the literature which
use certain functions to sort the matrix – for example, the bond energy algorithm
(BEA) and modified rank order clustering (MODROC) [39] – we selected the
rank order clustering (ROC) [36] due to its relatively easy implementation and
fast computation on not too large problems. After the FR packages identified,
in Feature package distribution step (Sec. 3.2), we constructed an FRPD binary
integer programming model to distribute FR packages among sites considering
team capacities. This interpretation made it possible to adapt existing algorithms
to realize optimal distribution easily.

This approach not only gives the communication needs increased visibility
with the FMD matrix, but the algorithmic approach to clustering and opti-
mized distribution steps help decision makers to accommodate quick what-if
scenarios and re-planning on-the-fly during agile release planning. However, as
our simulation carried out post mortem analysis, in-depth investigation (e.g.
performing multiple case studies) of the method is recommended in industrial
environments.

6 Conclusions

In recent years, software development organizations have been striving to blend
agile software development methods and distributed development to reap the
benefits of both. The obstacles of informal communication seem to preclude the
use of agile methodologies in distributed environments. To address this situation,
we have presented a method including a novel approach to feature clustering and
optimized feature distribution for wide-ranging distributed agile release planning
problems. To evaluate our method five simulations were carried out that demon-
strated how the method could produce 1) lower-risk feasible plans, 2) balanced
workload on teams, 3) higher quality feature distribution plans, and 4) provide
more informed and established decisions. We believe the results are even more
impressive in more complex (more of teams, features, etc.) situations.
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We think that our proposed method is a plain combination of the present
theories and methods thus it leads us to generalize our findings beyond the
result of the simulations.
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Abstract. – Nowadays the software industry is applying agile methods widely. 
However, there appears to be a lack of comprehensive guidelines and strategies 
addressing agile adoption. In addition, agile methods and practices often have to 
be tailored to be integrated into existing processes. In this study, agile adoption 
frameworks and strategies discussed in the literature, especially in the context 
of agile in the large, are analysed. The findings from the literature are validated 
by and compared to an industrial inventory. Based on the validation and the 
comparison, new approaches for agile adoption in large settings have been iden-
tified: incremental agile adoption approaches combining both bottom-up and 
top-down strategies; the important role of identified key practices that enable 
quick feedback and adaptation in the early adoption stages; and approaches de-
rived from the multidimensional nature of agility. These approaches make pos-
sible to overcome the restrictions of conventional agile methods. 

Keywords: Adoption of agile methods, strategies in agile adoption, agile adop-
tion frameworks, agile in the large. 

1   Introduction 

Software industry today knows well agile values, principles and practices that are 
applied in agile methods and approaches. However, the problem appears when all the 
elements have to be combined and implemented in practice. The reason behind this 
appears to be a lack of complete strategies and associated guidelines addressing agile 
adoption, at least in the public domain. Since agile adoption process is dependent on 
organizational environment, agile methods and practices have to be often tailored to 
be integrated into existing processes. 

In the field of agile software development, several literature reviews have been con-
ducted [1], [2], [3], [4], [5]. However, none of the reviews have been focused merely 
on agile adoption. The study by Racheva, Daneva and Sikkel [1] discusses value crea-
tion concepts and is intended to discover ways in which agile projects and practices 
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create business value. Dybå and Dingsøyr [2] have reviewed empirical studies and 
classified them into four categories, including a category “Introduction and adoption of 
agile development methods”. Agile adoption was not the focus of their study, and only 
seven studies out of 36 were included in this category. The rest three studies mentioned 
above contain overviews of agile software development [3], [4], [5]. 

In order to amass current knowledge of diverse agile adoption topics and to iden-
tify essential future research issues for empirical studies, for agile in the large settings, 
a comprehensive study has been carried out in FLEXI project (see acknowledge-
ments). The study consists of two main elements: an extensive literature analysis 
about agile adoption topics, and an industrial inventory on agile adoption experiences. 
The inventory was carried among the industrial companies of the project consortium 
in the large settings. Industrial companies in FLEXI project are all leading edge com-
panies of their business areas and the first-ones to apply agile in large and very large 
projects in global setting. In this way, the study provides extensive knowledge on 
what the academic (research) is proposing and what the current status of agile adop-
tion in industry is. The results have a special relevance if it is considered that, differ-
ently from other software engineering topics conceived in academia and then adapted 
and transferred to industry, agile mainly grows up in industry directly. 

One of the main objectives of the literature analysis was to discover theoretical ag-
ile adoption frameworks and strategies in software industry, especially in the context 
of agile in the large. The findings of the literature analysis were evaluated, synthe-
sized and presented by a systematic way [6]. In the literature analysis, the main find-
ings show that there is still a need for investigating agile adoption frameworks and 
strategies, especially in the context of agile in the large. In the industrial inventory, 
the agile adoption experiences of the companies were analysed in order to validate the 
findings of the literature analysis and to discover new issues present in the industry 
but not reported in the literature. The results from both the literature analysis and the 
industrial inventory were compared and synthesized. The synthesis contained new 
approaches to agile adoption in the large settings. These approaches concern strategy 
types in agile adoption, stages of agile adoption, key practices and management of 
dependencies between different agile practices during their adoption. 

This paper has been organized as follows. In Section 2 the research setting is de-
scribed. Section 3 presents the outcomes of the literature analysis. Section 4 summa-
rizes the results of the industrial inventory. In Section 5, the synthesis of the results 
from the literature analysis and industrial inventory is presented. Finally, in Section 6, 
the results of this study as well as its limitations are discussed. 

2   Research Setting 

The research setting of this study consists of three elements: the literature analysis, 
the industrial inventory, and agile in the large aspect. Challenges that are specific to 
agile adoption in large settings are identified through agile in the large aspect. 

2.1   Performing Literature Analysis 

The literature analysis study presented here is focused on diverse agile adoption prob-
lems. The research question addressed by this study is “What are currently the strategies 
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to adopt agile methods that are used in the software market?”. This study aims to amass 
current knowledge about agile adoption and to identify essential future research issues 
for empirical studies, especially on agile in the large settings.  

To guarantee the topicality and validity of the results, the search was conducted on 
the studies published during years 2000-2009. The search was carried out using six 
electronic multidisciplinary databases and databases specialized in the field of com-
puter sciences and business administration (ABI/Inform (ProQuest), Academic Search 
Premier (EBSCO), Emerald Journals (Emerald), Science Direct (Elsevier), ACM and 
IEEE Xplore – IEEE/IEE Electronic Library). Non research studies such as prefaces, 
article summaries, overhead presentations, interviews, short-papers, introductions to 
special issues, tutorials or mini-tracks were excluded from the analysis. In the search 
stage of the literature analysis, 120 research studies discussing adoption of agile soft-
ware development methods were identified. The findings of the literature analysis were 
evaluated, synthesized and presented in a systematic way based on the guidelines for 
systematic literature reviews by Kitchenham [6]. Hence a data extraction form was 
designed to collect information from individual studies. Also selection criteria and 
quality assessment were designed to ensure proper quality of the studies that were 
finally included in the research material. The selection criteria concerned e.g. the focus 
of the study, publication date, and clarity and contents of the outcomes. The quality 
assessment included the following items: objective and context description, research 
design, data collection and analysis, justified findings and conclusions, applicability of 
the results, minimized threats, and use of references. The quality assessment forms 
were modified for different study types included in the analysis: quantitative empirical 
studies, qualitative empirical studies, non-empirical studies and experience reports. 
The analysis process was conducted by a team of three members.  

Thus far 48 studies have been evaluated. From these 48 studies, 38 studies were 
accepted and included into the research material. The rest of the material was ex-
cluded from the research material due to not passing the minimum quality threshold 
(at least half of the maximum score in the quality assessment). In the study 13 journal 
articles and conference papers were found relevant as they focused on agile adoption 
strategies. 

2.2   Industrial Inventory 

Industrial inventory on agile experiences aimed to summarize adoption of agile meth-
ods, practices and tools among FLEXI project consortium. The project consortium 
included 8 large scale industry partners, 14 SMEs and 11 research or university part-
ners in 8 European countries. In the consortium, there were partners from different 
industry sectors who are developing products for global markets. The consortium rep-
resented leadership in many industry sectors and excellent performance in both eco-
nomical and technical sense. The main characteristics of the consortium partners and 
projects were the following: many locations, many stakeholders, distributed organiza-
tions and projects, global projects, large scale projects, and short time to market. 

The research process was based on the guidelines of systematic literature reviews 
by Kitchenham [6] to appropriate extent. Again, a similar research question, tailored 
for the new context, was considered: “What are currently the strategies to adopt agile 
methods that are used in FLEXI project?”. Documentation from both industrial and 
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academic partners was reviewed, provided that the material discussed specifically 
industrial experiences. Research material included all type of material that could in-
clude knowledge about the adoption of any agile method: conference and journal 
publications from the project consortium, industrial trials providing an experimental 
basis for the theoretical considerations, PhD thesis, master thesis, deliverables, inter-
nal documents, etc. The search for the research material was conducted manually 
using project’s internal publication database, and contacting partners. In the search 
process 31 studies were identified. Like in the literature analysis, a data extraction 
form was designed to collect information from individual studies. Also selection crite-
ria and quality assessment were designed to ensure the quality of the studies. Again, 
the inventory process was conducted by a team of three members. All the material 
included in the industrial inventory was considered credible, relevant, and having 
rigor in the study design and data collection. 

2.3   Agile in the Large 

Agile in the large settings encompass distributed, large and global software develop-
ment projects and organizations with many locations and stakeholders. Agile in the 
large organizations often have a long history in waterfall development with top-down 
deployment. In these settings selecting or tailoring agile practices and combining 
them with traditional practices may be required. In this study, aspects of agile in the 
large were identified and amassed in both the literature analysis and the industrial 
inventory. They were recorded in data extraction forms described above. 

3   Literature Analysis Results 

In this section, examples of different theoretical, structured agile adoption frame-
works found in the literature analysis are presented. After that, the main findings in 
this area are summarized. 

3.1   Agile Adoption Framework Analysis 

Five frameworks that are general approaches to agile adoption are presented [7], [8], 
[9], [10], [11]. From the 13 journal articles and conference papers focused specifically 
on agile adoption strategies found in the literature analysis, only five can be consid-
ered as structured agile adoption frameworks since the rest of the studies provided 
recommendations and lessons learned following not clearly structured strategies. One 
of these frameworks describes a pilot project in a large environment [9]. Also a 
framework for mission and life-critical systems is presented [8]. Besides, a model for 
agile adoption in distributed environments is included in the analysis [11]. In most of 
these studies, the agile methods to be adopted were not specified, and the frameworks 
were independent of any specific agile methods. However, also XP, Scrum and hybrid 
methods were discussed in these studies. 

Sidky et al. [7] present in their study a structured and repeatable approach to agile 
adoption. This agile adoption framework consists of two components: an agile meas-
urement index and a four-stage process, that together guide and assist agile adoption 
efforts in organizations. The four-stage process helps to determine whether or not 
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organizations are ready for agile adoption, and guided by their potential, what set of 
agile practices can and should be introduced. The four-stage process takes into ac-
count both project level and organizational level. The agile adoption framework by 
Sidky et al. is independent of any one particular agile method or style. 

Mission and life-critical systems are typically large and complex, and have long 
development periods [8]. Another study by Sidky and Arthur [8] presents an agile 
adoption framework tailored for mission and life-critical systems. It presents a three-
stage process that provides guidance to organizations on how to identify the agile 
practices they can benefit from without causing any negative impact to the mission 
and life-critical system being developed. Three fundamental actions are related to this 
challenge:  identification of the ability of the organization to adopt agile practices, 
determination of the suitability of agile practices in the development of mission and 
life-critical systems, and determination of the suitability of agile practices for the 
organization developing mission and life-critical systems. Agile practices such as 
minimal documentation, evolutionary requirements and refactoring are found as un-
suitable for mission and life-critical systems. It is also emphasized that some practices 
are dependent on the presence of other practices during their adoption, e.g. test driven 
development is dependent on the use of unit testing, continuous integration is depend-
ent on automated unit tests, and having self organizing teams is dependent on having 
motivated and empowered individuals. 

Qumer and Henderson-Sellers present in their study [9] an Agile Adoption and Im-
provement Model (AAIM) for adoption, assessment and improvement of an agile 
software development process. AAIM is based on both the results from existing re-
search studies and the findings from the software industry, and tested on a pilot pro-
ject in a large software development organization. AAIM consists of three agile 
blocks, six agile stages and an embedded agility measurement model. Each block and 
stage specifies the agile practices to be followed in order to achieve a particular 
AAIM level. For example, in AAIM level 1, three basic agile properties are intro-
duced and established: speed, flexibility and responsiveness. These properties estab-
lish a foundation to achieve the rest of the agile levels, and they include e.g. test first 
approach. AAIM is a method-independent model and it aims to continuous improve-
ment and incremental success. 

Qumer and Henderson-Sellers also point out [10] that only few organizations are 
psychologically and technically able to adopt agile approach rapidly and effectively. 
They claim that a full transition to an agile process takes years. In [10], they propose 
Agile Software Solution Framework (ASSF). ASSF provides an overall context for 
the exploration of agile methods, knowledge and governance. ASSF contains Agile 
Toolkit, and together these two elements link business aspect to software develop-
ment so that business value and the agile process are well aligned. ASSF assists man-
agers in assessing the degree of agility they require and how to identify appropriate 
ways to introduce this agility to their organizations. 

Finally, Sureshchandra and Shrinivasavadhani present in [11] a model to transfer 
from a traditional agile method to an agile method in a distributed environment. The 
aim of the model is to get information flow unobstructed, and flexibility and agility 
preserved. The model establishes a gradual transition with four stage process: evalua-
tion, inception, transition and steady state. In the evaluation stage it is decided if the 
project can work in a distributed mode. Inception and transition are the intermediate 
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stages where ownership, self-organization of the distributed teams and direct cus-
tomer interaction of all teams takes place progressively. Finally, during steady state 
the distributed teams take complete ownership of their stories and become self-
organized, and a direct communication between distributed satellite teams and the 
customer/business users is completely established. 

3.2   Outcomes of the Literature Analysis 

The first finding of the literature analysis based on the analysis of agile adoption 
frameworks was the identification of two agile adoption strategy types. These strategy 
types were wholesale strategies and incremental strategies. In wholesale strategies the 
entire agile process is adopted at once [12]. In incremental strategies new practices 
are gradually taken into use [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [18], 
[19]. Intention to continuous improvement was specifically emphasized in a few stud-
ies as regards incremental agile adoption [7], [9], [12]. Although adoption of any 
technology, product or method can take place wholesale or incrementally, it was dis-
covered that the most of analyzed strategies bet on an incremental adoption in the 
case of agile methods. Except for one of the studies, the studies discussed only incre-
mental agile adoption strategies. Incremental adoption strategies were used in both 
general agile adoption approaches and approaches for large settings. Hodgetts de-
scribes two case studies about wholesale adoption [12]. Both of these cases had not 
been successful because of a lack of consensus of the team, and a lack of substantial 
preparation for agile adoption. Hodgetts also considers wholesale agile adoption proc-
ess as a risky approach, compared to incremental approaches. 

The second finding of the literature analysis was three characteristic features of ag-
ile adoption frameworks that are: agile adoption frameworks are usually composed of 
stages, an agility measurement model that guides and assists the agile adoption is gen-
erally used, and there is intention to manage the dependencies between different agile 
practices during their adoption. This study focuses only on agile adoption stages and 
managing dependencies between practices because of the fundamental role of these 
matters. When it comes to agile adoption stages, it was observed that in the research 
material commonly considered stages were evaluation stage and introduction stage [7], 
[8], [9], [10], [11]. In evaluation stage the ability of the organization to adopt agile 
methods is assessed, and the suitable agile practices to be implemented are selected. 
Evaluation stage is followed by incremental introduction of agile practices. In most of 
the studies, specific agile practices were not indicated but each concrete agile team, in 
evaluation stages, has to tailor the method and discover the suitable agile practices. 
Dependencies between agile practices were discussed in [8], [10], [17]. 

The findings of the literature analysis were summarized into three categories as  
follows: 

• Strategy types in adoption of agile methods  
• Stages of agile adoption 
• Managing dependencies between different agile practices during their  

adoption 
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This classification is used further in this study when presenting both the main findings 
from the industrial inventory and the synthesis of the literature analysis and industrial 
inventory. In conclusion, it was found that with very few exceptions, agile adoption 
studies consider very high-level strategies and certainly lack the technical substance. 
Also, the analysed frameworks were found as initial contributions, and studies that 
clearly indicate how to exactly answer the complex question of how to adopt agile 
practices were not found. 

4   Industrial Inventory Results 

Like in the literature analysis, the agile methods to be adopted were not specified in 
the majority of the industrial inventory research material, but in many cases Scrum, 
XP and lean development were discussed. The findings of the industrial inventory are 
presented as generalized results, independent of any specific agile methods. 

4.1   Strategy Types in Adoption of Agile Methods  

In the research material gained in the industrial inventory, only incremental agile 
adoption strategies were discussed. In some cases of the industrial inventory also 
continuity of the adoption process was emphasized, so on the basis of these cases 
incremental agile adoption process could also be defined “taking gradually and  
continuously new practices into use” [20], [21]. It was observed that incremental 
strategies suit well to the context of agile in the large [20], [21], [22], [23]. In big 
organizations “Start next Monday” -thinking is important in order to get the adoption 
started and the learning process going on [24]. 

Besides, in the industrial inventory also bottom-up and top-down strategies were 
discussed as well the importance of using both of them in parallel during the adoption, 
especially in the context of agile in the large. Potential application areas for bottom-
up strategies could be team level choosing and adoption of agile practices, self-
organization and empowerment. Top-down strategies cover defining and/or operating 
lean development, business objectives, transformation process and transformation 
backlog, organizational values, and changing the management culture and behavior. 
This has been done by the management level of the organization. [24], [25] 

In the industrial inventory material also key practices that should be implemented 
in the beginning of the agile adoption were observed [20], [21]. How to manage de-
pendencies between agile practices and how to define the key practices are discussed 
more detailed in section “4.3 Managing dependencies between different agile prac-
tices during their adoption”. 

In addition, tailoring agile practices and combining them with existing processes 
and past experiences was mentioned as an important aspect in several studies in the 
industrial inventory [22], [23], [25], [26], [27], [28], [29], [30], [31], [32], [33].  

As a whole, agile adoption can be seen as an iterative process with short feedback 
cycles and continuous learning and development. In the industrial inventory observing 
the response to changes and adjusting the adoption process accordingly were discovered 
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as prerequisites of a successful change process. This is crucial especially in the context 
of agile in the large where incremental agile adoption strategies suit well. [20], [21] 

4.2   Stages of Agile Adoption 

Evaluation stage was missing or not reported almost in all industrial inventory cases. 
However, in one case [31] three stages for agile adoption had been defined. This case 
took into account also multidimensional nature of agility meaning: selecting agility 
goals, selecting means of agility, and making sure that enabling conditions had been 
fulfilled in order to implement the goals. In this model the kind of agility the company 
needs (project and software development/product/enterprise agility) was defined by 
agility goals. When it comes to the means of agility, agile software methods can be 
seen only as one subset of such means. Enabling conditions can be e.g. human factors. 
Based on this description of the multidimensionality of agility, it can be concluded 
that multidimensional nature of agility could be studied in the context of agile in the 
large in order to manage the restrictions of conventional agile methods. 

In some industrial inventory studies also retrospectives can be seen as a kind of ini-
tial evaluating activity used in the beginning of an incremental adoption process for 
inspection and adaption purposes [20], [21]. 

4.3   Managing Dependencies between Different Agile Practices during Their 
Adoption 

Based on the industrial inventory, two key practices were identified as starting points 
of the adoption process. These are short iterations to enable quick feedback, and retro-
spectives for inspection and adaptation purposes. Incremental agile adoption strate-
gies and observing the response in the change process suit well to agile in the large, as 
the key practices enable quick feedback and adaptation. The key practices are seen as 
enablers for a successful agile adoption in this context. [20], [21] 

Possible synergies between practices being adopted were also discussed in the in-
dustrial inventory. For example, Pikkarainen et al. [32] suggest that in order to im-
prove communication or coordination in teams or organizations, it might be best at 
first to adopt only a set of agile practices that are evaluated as most beneficial to team 
coordination and from a communication perspective. After that the adoption process 
could continue to incorporate other practices if they have some other added value for 
the teams or companies. 

5   Synthesis of the Results 

In this section, comparison tables and a synthesis for the main findings in the agile 
adoption literature analysis and the industrial inventory are presented. The synthesis 
contains also a summary of agile in the large aspects that were identified during both 
the literature analysis and the industrial inventory. 
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5.1   Strategy Types in Adoption of Agile Methodologies 

On the one hand, there are incremental and wholesale strategies and, on the other hand, 
strategy types “bottom-up” and “top-down” were identified. In both the literature 
analysis and the industrial inventory, it was discovered that agile adoption strategies 
are often incremental. In the industrial inventory the importance of using bottom-up 
and top-down adoption strategies in parallel was discovered. Both of these strategies 
are needed at the same time when adopting agile in big organizations. In the industrial 
inventory also observing the response to changes and adjusting the adoption process 
accordingly was discovered as a prerequisite for a successful change process. Further, 
tailoring agile practices and combining them with existing processes and past experi-
ences still seem to be important topics in large environments. 

The results concerning agile adoption strategy types have been summarized in  
Table 1. 

Table 1. Comparison of the agile adoption strategy types 

 Literature analysis Industrial inventory Agile in the large 

Incremental 
strategies 

Incremental process 
adoption, taking 
gradually new  
practices into use [7], 
[8], [9], [10], [11], 
[12], [13], [14], [15], 
[16]. 

 

Incremental strategies were 
promoted among the case 
companies:  

Agile adoption can be seen 
as an iterative process with 
short feedback cycles and 
continuous learning and 
development [20], [21], 
[22], [23], [24]. 

Wholesale 
strategies 

1 wholesale process 
adoption case study 
including 2 cases 
[12]. Unsuccessful 
results. 

 

Incremental strategies 
suit well to the  
context of agile in the 
large.  

“Start next Monday” 
-thinking is important 
to get started with 
something and get the 
learning process 
going on in big  
organizations. 

Bottom-up 
strategies 

 Agile practices are chosen 
and adopted by teams, self-
organization and  
empowerment [24], [25]. 

Top-down 
strategies 

 Lean development,  
business objectives,  
transformation process and 
backlog, organizational 
values, the management 
culture and behavior 
change are defined and/or 
operated by the  
management level [24], 
[25]. 

Both bottom-up and 
top-down approaches 
have their roles in 
agile adoption. 

Especially, in the 
context of agile in the 
large, they exist in 
parallel. 
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5.2   Stages of Agile Adoption 

According to the information from both the agile adoption literature analysis and the 
industrial inventory, two rough stages of agile adoption were defined: 1) Preliminary 
activities assessing the ability of the organization to adopt agile methods, defining 
agility goals, considering the means of agility, selecting the suitable agile practices to 
be implemented, and fulfilling enabling factors and conditions, and 2) Implementation 
activities including actual agile practices introduction and implementation.  

The results concerning agile adoption stages types have been summarized in Table 2. 

Table 2. Comparison of the agile adoption stages 

 Literature analysis Industrial inventory 
Agile in the 

large 

Preliminary 
activities 

Evaluation stage [7], 
[8], [9], [10], [11]. 
Assessment of the 
ability of the  
organization to adopt 
agile methods and 
selection of the  
suitable agile practices 
to be implemented. 

Multidimensional nature of 
agility in large-scale settings 
can be taken into account via 
the following steps:  
1) Defining agility goals 
2) Considering the means 

of agility 
3) Enabling factors and 

conditions must be ful-
filled 

In some industrial studies 
also retrospectives used in 
the beginning of an  
incremental adoption process 
for inspection and adaption 
purposes can be seen as a 
kind of evaluating activity. 
[20], [21], [31] 

Considering 
multidimensional 
nature of  
agility in large-
scale environment 
should be  
included in the 
preliminary  
activities.  

Implementation 
activities 

Agile practices  
introduction stage 
(often incremental)  
[7], [8], [9], [10], [11]. 

  

5.3   Managing Dependencies between Different Agile Practices during Their 
Adoption 

In an incremental agile adoption process possible dependencies and synergies  
between practices affect the order in which the practices will be adopted. In the indus-
trial inventory the role of certain key practices that enable quick feedback and adapta-
tion (e.g. short iterations and retrospectives) was highlighted. 

The results concerning intention to manage dependencies between agile practices 
during agile adoption have been summarized in Table 3. 



 Approaches to Agile Adoption in Large Settings 87 

 

Table 3. Comparison of the intention to manage dependencies between agile practices during 
their adoption 

 Literature analysis Industrial inventory Agile in the large  

Key practices Some agile practices 
are dependent on the 
presence of other 
practices during their 
adoption [8], [10], 
[17]. 

Key practices acting as 
starting points of the 
adoption process to 
provide quick feedback 
and enable adaptation 
(e.g. short iterations and 
retrospectives) [20], [21].

Using key practices 
that enable quick 
feedback and  
adaptation could be 
seen as an enabler 
for a successful 
agile adoption 

 

Synergy effects Synergies between 
practices [8], [10], 
[17]. 

Synergies between  
practices, e.g. when 
sprint planning, open 
office space and daily 
meeting are used  
together, informal  
communication works as 
a factor which decreases 
the need for  
documentation [32]. 

  

6   Conclusions and Limitations of the Study 

The aim of this study was to analyze current understanding about agile adoption, and 
to identify fruitful starting points for future empirical studies especially for agile in 
the large settings. Due to a lack of complete strategies and associated guidelines ad-
dressing agile adoption, this study started with a literature analysis on existing agile 
adoption frameworks and strategies. The findings from the literature were comple-
mented and validated with the results of an industrial inventory on agile adoption 
experiences. Finally, new approaches to agile adoption were discovered via synthesis 
of the results of the literature analysis and the industrial inventory. Throughout the 
study, a special emphasis was put on the aspects of agile in the large.  

As a general answer to the research question addressing the study: “What are cur-
rently the strategies to adopt agile methods that are used in the software market?” it 
was concluded that we could find no study which clearly and deeply indicates how to 
adopt agile methods. It was found that with very few exceptions, most of the analysed 
studies view the adoption process from somewhat high-level perspective. Although 
some studies provide initial contributions such as frameworks shedding light on the 
area of agile adoption, a key implication for the research is that there is still need for 
investigating agile adoption frameworks and strategies, especially in the context of 
agile in the large.   

The main findings of this study were classified into three categories as follows: 1) 
strategy types in adoption of agile methods, 2) stages of agile adoption, and 3) manag-
ing dependencies between different agile practices during their adoption. 
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1) In both the literature analysis and the industrial inventory, it was discovered that 
agile adoption strategies are often incremental. In the industrial inventory re-
search material, also continuity was seen as an important feature of the incre-
mental adoption process. In other words, the importance of taking continually 
new agile practices into use was emphasized. Incremental strategy to adopt agile 
methods step by step seems to be suitable especially in the context of agile in the 
large. Further, when it comes to the aspect of agile in the large, the industrial in-
ventory also convinced of the importance of using bottom-up and top-down 
adoption strategies in parallel when adopting agile in big organizations. Com-
pared to the literature analysis, this is a new aspect. In the future studies it could 
be combined to incremental approaches that also suit well in the context of agile 
in the large. In the industrial inventory, also observing the response to changes 
was discovered as a prerequisite of a successful change process. Accordingly, 
adoption process should be adjusted based on the response. As a whole, when 
used all together, these strategies can be seen as a starting point to make agile 
adoption an agile process itself. 

2) According to the literature, incremental agile adoption strategies include an 
evaluation stage assessing the ability of the organization to adopt agile methods 
and selecting the suitable agile practices to be implemented. This stage is fol-
lowed by an incremental introduction of agile practices. In the industrial inven-
tory instead, any classification of stages usually did not exist. Hence one fruitful 
area for future research could be discovering evaluation stage in the context of 
agile in the large. This could also be combined to the considerations of multidi-
mensional nature of agility that discusses e.g. product and enterprise agility. 
Discussion of multidimensional nature of agility should be included in the pre-
liminary activities in the context of agile in the large in order to manage the re-
strictions of conventional agile methods. 

3) In an incremental adoption process it also has to be taken into account that there 
can be dependencies and synergies between practices. This affects the order in 
which the practices will be adopted. In the industrial inventory the role of certain 
key practices that enable quick feedback and adaptation (e.g. short iterations and 
retrospectives) was highlighted. These practices should be implemented already 
in the beginning of the agile adoption process. How to define, select, adopt and 
use the key practices in a proper way, especially in the context of agile in the 
large, could be investigated more detailed. In addition, in this context tailoring 
agile practices and combining them with existing processes and past experiences 
still seem to be important topics that are waiting for organization level solutions. 

On the other hand, both the literature analysis and industrial inventory convinced us 
that agile methods are not applicable just for small scale projects. Agile methods can 
be effectively deployed in large settings if agile in the large aspect is properly taken 
into account. However, the applicability of agile methods in different domains should 
be managed carefully. For example, when developing safety critical systems risks 
related to the adoption and use of agile practices have to be discussed systematically 
before formulating the adoption strategy. Certain agile practices are clearly not suit-
able for safety critical systems (minimal documentation, evolutionary requirements or 
refactoring). 



 Approaches to Agile Adoption in Large Settings 89 

 

Although the industrial inventory was conducted among a diverse set of companies 
with large settings, its external validity has to be discussed when interpreting the 
findings of the study. A few companies were actively reporting their experiences, 
whereas material from the rest of the consortium was scarcer. Those companies that 
extensively provided this study with the industrial inventory material are big compa-
nies with large settings, and they represent expert knowledge in their industries.  
However, the findings could be still validated and specified using a bigger sample of 
companies. Also the literature analysis should be more precise. Despite this, we have 
been able to discover agile in the large strategies and find evidence of its applications 
in large environments. 

In this study, several future research issues for empirical studies were found: com-
bining different agile adoption strategies, discovering evaluation stage in large envi-
ronments, and the use of key practices when adopting agile. Agility measurement 
model (discussed in section 3.2) can also be added to the discussion on agile adoption 
as the work on this issue progresses. In the future, we will enhance our analysis of 
industrial experiences. For example surveys can be conducted to obtain more exten-
sive and detailed information from the industry. Aggregate level results of this type 
could also be used for a basis of comparison and benchmarking among practitioners. 
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months.” 
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Abstract. Defect causal analysis (DCA) provides a means for product-focused 
software process improvement. A DCA approach, called DPPI (Defect Preven-
tion-based Process Improvement), was assembled based on DCA guidance ob-
tained from systematic reviews and on feedback gathered from experts in the 
field. According to the systematic reviews, and to our knowledge, DPPI repre-
sents the only approach that integrates cause-effect learning mechanisms (by 
using Bayesian networks) into DCA meetings. In this paper we extend the 
knowledge regarding the feasibility of using DPPI by the software industry, by 
describing the experience of applying it end-to-end to a real Web-based soft-
ware project and providing additional industrial usage considerations. Building 
and using Bayesian networks in the context of DCA showed promising prelimi-
nary results and revealed interesting possibilities. 

Keywords: Bayesian Networks, Defect Causal Analysis, Defect Prevention, 
Defect Prevention-based Process Improvement, DPPI, Product Focused Soft-
ware Process Improvement. 

1   Introduction 

Causal analysis and resolution encompasses the identification of causes of defects and 
other problems, and ways to prevent them from occurring in the future. It is part of 
many software process improvement models and approaches, such as CMMI [1], 
ISO/IEC 12207 [2], and Six Sigma [3]. Defect causal analysis (DCA) [4] represents 
the application of causal analysis and resolution to a specific type of problem: defects 
introduced in software artifacts throughout a software lifecycle.  

Thus, DCA can be seen as a process to discover and analyze causes associated with 
the occurrence of specific defect types, allowing the identification of improvement 
opportunities for the organization’s process assets and the implementation of actions 
to prevent the recurrence of those defect types in future projects. Effective DCA has 
helped to reduce defect rates by over 50%, in organizations such as IBM [5], Com-
puter Science Corporation [6], HP [7], and InfoSys [8]. Once used, DCA reduces the 
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rework effort [8] and increases the probability of achieving other process-based qual-
ity and performance goals [1].  

However, despite its benefits and broad industry adoption, there are still numerous 
unanswered questions concerning DCA implementation in software organizations and 
a small number of related publications [9]. Therefore, in order to provide guidance on 
how to efficiently implement DCA in software organizations, a systematic review was 
conducted in 2006 and replicated in 2007 [10]. The results of both systematic review 
trials, besides allowing producing DCA guidance, revealed opportunities for further 
investigation [11]. For instance, “the DCA state of the art did not seem to include any 
approach integrating learning mechanisms regarding cause-effect relations into DCA 
meetings”. This means that, in all of the approaches found, the knowledge about 
cause-effect relationships gathered during each DCA session was only used to initiate 
actions to improve the development process, and afterwards discarded.  

To our knowledge, the first effort to bridge this gap is reported in the initial con-
cept of a DCA approach described in [12]. In this initial concept the integration of 
knowledge gathered in successive causal analysis events as means to assemble a 
deeper understanding of the defects` cause-effect relations is suggested by using 
Bayesian networks. Such integration aims to facilitate the creation and maintenance 
of common causal models to be used to support the identification of causes of defects, 
allowing efficient process improvement in each DCA event. For instance, such causal 
models can help to answer the following questions during DCA meetings: “Given the 
past projects within my organizational context, which causes led to which types of 
defects?”, or “Given the past projects within my organizational context, with which 
probability did a certain cause lead to a specific defect type?”. Further this initial 
concept was evolved and tailored into the DPPI (defect prevention based process 
improvement) approach, based on an additional systematic review trial (conducted in 
2009) and feedback gathered from experts in the field. DPPI, besides using and feed-
ing Bayesian networks to support DCA, addresses all the specific practices of the 
CMMI CAR (Causal Analysis and Resolution) process area.  

In this paper we extend the knowledge regarding the feasibility of using DPPI by 
the software industry, by (i) describing the experience of applying DPPI to a large 
scale Web-based software project detailing how its activities and tasks could be per-
formed in the context of a real software project, and (ii) providing industrial consid-
erations for DPPI with additional insights from a practitioner’s point of view into its 
underlying usage assumptions, the need for tools, and other usage possibilities.  

The remainder of this paper is organized as follows. In Section 2 a theoretical 
background on DCA is described. In Section 3, an overview of DPPI and its activities 
is provided. Section 4 describes the experience of applying DPPI to a Web-based 
software project. Section 5 contains the industrial considerations. Finally, conclusions 
and comments on future work are given in Section 6. 

2   Defect Causal Analysis 

To have a clear understanding of what defect causal analysis represents in the scope 
of this paper it is important to first understand what the term defect means. The IEEE 
standard terminology for software engineering [13] states that when a defect is found 
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through peer reviews it is related to a fault in the artifact being reviewed. When a 
defect is found through testing activities, on the other hand, it is related to a failure in 
the software product being tested. In this paper the term defect is used to represent 
faults revealed by software inspections. 

Card [9] summarizes the DCA process in six steps: (i) to select a sample of the de-
fects; (ii) to classify selected defects; (iii) to identify systematic errors; (iv) to deter-
mine the main cause; (v) to develop action proposals; and (vi) to document meeting 
results. In this context, a systematic error is an error that results in the same or similar 
defects being repeated in different occasions. Finding systematic errors indicates the 
existence of significant improvement opportunities for the project or organizational 
process assets. Besides listing these six steps, the importance of managing the imple-
mentation of the action proposals until their conclusion and communicating the im-
plemented changes to the development team is highlighted [9]. 

A representation of the traditional software defect prevention process [14], consistent 
with the DCA process described above, is shown in Fig. 1. DCA can be considered part 
of defect prevention, which also addresses implementing improvement actions to pre-
vent the causes (action team activity)  and communicating changes to the development 
team (stage kickoff activity). The depicted experience base indicates defect prevention 
as a means for communicating lessons learned among projects. 

 

Fig. 1. Defect Prevention Process [14] 

In order to provide an unbiased and fair review regarding DCA’s the state of the 
art, a systematic review was planned and executed in three different years (2006, 
2007, and 2009). We chose to use a systematic review (SR) for the initial research 
step, as it tends to be unbiased and more reliable than an ad-hoc review [15]. More 
details on the SR can be found in [10], where the review protocol and the 2006 and 
2007 trials are described in detail. At all, considering the three trials, the SR analyzed 
198 research papers, and 55 were filtered using the protocol’s inclusion criteria (44 in 
2006 + 6 in 2007 + 5 in 2009). The protocol was applied against the following digital 
libraries: ACM Digital Library, EI Compendex, IEEE, Inspec, and Web of Science. 

Based on the first two SR trial results, some guidance on how to efficiently imple-
ment DCA in software organizations could be elaborated [11]. Afterwards, the guid-
ance was updated, based on the 2009 trial. This updated guidance helps to answer the 
following questions commonly faced by practitioners when implementing DCA in 
software organizations: “Is my organization ready for DCA?”, “What approach 
should be followed?”, “Which techniques should be used?”, “What metrics should be 
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collected?”, “How should DCA be integrated with Statistical Process Control?”, 
“How should defects be categorized?”, “How should causes be categorized?”, and 
“What are the expected costs and results of implementing DCA?”. More details on 
this guidance can be found in [11]. 

Using the initial guidance, a proposal towards a defect prevention based software 
process improvement approach could be outlined [12], addressing an identified oppor-
tunity for further investigation by suggesting the use of Bayesian networks to inte-
grate cause-effect learning mechanisms into DCA meetings. Afterwards this approach 
was evolved and tailored into DPPI based on the updated guidance, feedback gathered 
from experts in the field, and the experience of instantiating some of its concepts 
based on real project data. DPPI, besides using and feeding Bayesian networks to 
support DCA, addresses all the specific practices of the CMMI CAR  process area. 
The next section provides a brief DPPI overview. 

3   DPPI Overview 

DPPI represents a practical approach for defect prevention that follows the framework 
of the traditional defect prevention process, described by Jones [14]. Thus, although 
slightly rearranged, the DCA meeting, action team, and stage kickoff activities, shown 
in Fig. 1, are also considered. 

When comparing DPPI to the traditional defect prevention process, the main inno-
vation is the integration of knowledge gathered in successive causal analysis events in 
order to provide a deeper understanding of the organization’s defect cause-effect 
relations; this addresses an opportunity for further investigation identified in our SRs 
and highlighted in [11]. To our knowledge this opportunity was first addressed in the 
initial concept that led to DPPI, described in [12], and so far no other approach con-
siders this integration. Such integration allows establishing and maintaining common 
causal models to support the identification of causes for efficient process improve-
ment in each causal analysis event. Those causal models could support diagnostic 
reasoning, helping to understand, for instance, given similar projects of the organiza-
tion, which causes usually lead to which defect types. 

Additionally, DPPI follows the guidance for implementing DCA efficiently in 
software organizations [11] in order to tailor the defect prevention activities into more 
specific tasks, providing further details on the techniques to be used to accomplish 
these tasks efficiently. Moreover, it integrates defect prevention into the measurement 
and control strategy of the development activity for which defect prevention is being 
applied, allowing one to observe whether the implemented improvements to the de-
velopment activity brought real benefits. The tailored approach addresses all CMMI 
CAR specific practices. Thus, following the DPPI approach results in CMMI com-
patibility regarding the analysis of causes of software defects.  

Given that DPPI aims at continuous improvement by enhancing the development 
activity’s sub-process performance and capability, as suggested by the guidance, it 
was designed to take place right after the inspection of the artifacts of each main 
software lifecycle development activity.  

DPPI includes four activities: (i) Development Activity Result Analysis; (ii) DCA 
Preparation; (iii) DCA Meeting; and (iv) Development Activity Improvement.  
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Fig. 2. DPPI Approach Overview 

The main tasks for each of these activities, as well as the roles involved in their exe-
cution, are depicted in Fig. 2. Note that the software development activity itself and 
its inspection are out of DPPI’s scope. 

This figure also highlights the proposal to maintain information regarding the or-
ganization’s defect cause-effect relations (causal model) for each development activ-
ity. DPPI considers those causal models to be dynamically established and maintained 
by feeding and using Bayesian networks. Pearl [16] suggests that probabilistic causal 
models can be built using Bayesian networks, if concrete examples of cause-effect 
relations can be gathered in order to feed the network. In the case of DPPI the exam-
ples to feed the Bayesian network can be taken from each DCA meeting results. A 
brief description of the four DPPI activities and their tasks is provided in the follow-
ing subsections.  

3.1   Development Activity Result Analysis 

This activity, which is not mandatory (unless CMMI compatibility is desired), aims at 
the quantitative measurement and control of the development activity, but is sug-
gested by the guidance as essential to understand the DCA’s efficiency, as highlighted 
in [17]. It comprises two tasks to be performed by the DPPI moderator (could be the 
same moderator of the inspection in which the defects where revealed). Further details 
on these tasks follow. 

Analyze Development Activity Results. In this task the development activity’s de-
fect related results should be analyzed, comparing it against the same development 
activity historical defect related results. For DPPI this analysis focuses on changes in 
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defect rates, and changes in the activities’ input and output quality. Thus, as suggested 
by the guidance, the following metrics should be analyzed against historical data by 
using a statistical process control chart: (i) number of defects per unit of size, (ii) 
number of defects found per inspection hour, (iii) Phase Input Quality (PIQ, which 
indicates the percentage of defects found in the analyzed development activity that 
were actually introduced in prior activities), and (iv) Phase Output Quality (POQ, 
which indicates the percentage of defects of the analyzed development activity that 
leaked into other development activities). The PIQ and POQ metrics allow to com-
prehend an activity’s input and output quality, and are described in further details in 
[18], however, sometimes data to calculate them might not be available. 

Moreover, as suggested by [19] and indicated by the guidance, the type of the sta-
tistical process control chart for the first two of those metrics should be a U-chart, 
given that defects follow a Poisson distribution. For the PIQ and POQ metrics (which 
represent a relative percentage) a standard individuals (xMR) chart can be plotted. 
Those charts can easily indicate if the defect metrics of the development activity sub-
process are under control by applying some basic statistical tests (more details on 
those tests can be obtained in [20]).  

Establish Quantitative Improvement Goals. This task concerns establishing im-
provement goals for the development activity sub-process. A typical example of 
quantitative improvement goal is: “reducing the defect rate by X percent”. If the sub-
process related to the development activity is out of control the focus of the causal 
analysis meeting becomes revealing assignable causes and the improvement goal 
should be related to stabilizing the sub-process. If it is under control the focus is on 
finding the common causes and the improvement goal should be improving the proc-
ess performance and capability.  

3.2   DCA Preparation 

This activity comprises the preparation for defect causal analysis by selecting the 
samples of defects to be analyzed and identifying the systematic errors that have been 
committed leading to several of those defects. 

Apply Pareto Chart and Select Samples. This task refers to finding the clusters 
(samples) of defects where systematic errors are more likely present. Since systematic 
errors lead to defects of the same type, as indicated by the guidance [11], the Pareto 
chart can be used to find those clusters, by using the defect categories as the 
discriminating parameter.  

Find Systematic Errors. This task comprises analyzing the defect sample (reading 
the description of the sampled defects) in order to find its systematic errors. Examples 
of systematic errors can be found in [21]. Only the defects related to those systematic 
errors should be considered in the DCA meeting. At this point the moderator could 
receive support from representatives of the document authors and the inspectors 
involved in finding the defects.  
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3.3   DCA Meeting 

In this activity the moderator should be supported by representatives of the authors 
(which know the project context) and the software process engineering group (SEPG). 
A description of the two tasks involved in this activity follows. 

Identify Main Causes. This task comprises analyzing the descriptions of the defects 
related to the systematic errors in order to find the main causes for each systematic 
error. It receives great support from having a causal model represented as a Bayesian 
network and can be stated as the core of our approach. Given the causal model elabo-
rated based on prior DCA meetings for the same development activity, the probabili-
ties for causes to lead to the defect type related to the systematic error being analyzed 
can be calculated by using the Bayesian network inference. Afterwards those prob-
abilities can be used to support the DCA meeting team in identifying the main causes. 
Therefore it can be represented as a probabilistic cause-effect diagram [12] for the 
type of defect related to the systematic error being analyzed.  

This diagram was designed based on the cause-effect diagram [24], suggested by 
the guidance for identifying causes. The probabilistic cause-effect diagram extends 
the cause-effect diagram by (i) showing the probabilities for each possible cause to 
lead to the analyzed defect type and (ii) representing the causes using grey tones, 
where the darker tones are used for the causes with higher probability. This represen-
tation can be easily interpreted and highlights the causes with greater probabilities of 
causing the analyzed defect type. A concrete example of how such diagram can be 
built based on the Bayesian network is shown in Section 4.  

At the end of the meeting the Bayesian network should be fed with the resulting 
causes for the defect type, so that the probabilities of the causes can be updated for the 
next DCA event. 

Propose Actions to Prevent Causes. In this task, actions should be brainstormed to 
improve the process assets in order to prevent the identified causes. The overall meet-
ing results (current defect rates, improvement goals, main defect categories, system-
atic errors, causes, and action proposals) should be documented.  

3.4   Development Activity Improvement 

Finally, in this activity, the action proposals should be implemented by a dedicated 
team and managed until their conclusion. After implementation, the changes to the 
process should be communicated to the development team.  

Given this brief overview of DPPI, the next section describes the proof of concept 
experience of applying DPPI to a real large scale Web-based software project.  

4   DPPI Proof of Concept 

As a proof of concept, DPPI was applied retroactively to perform defect causal analy-
sis on the functional specification activity of a real Web-based software project. The 
scope of this project, called SIGIC, was to develop a new information system to man-
age the activities of the COPPETEC Foundation. Thus the project involved several 
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departments from the Foundation, such as: human resources, financial, protocol, 
among others. The system to be implemented was modularized and developed in an 
iterative and incremental lifecycle. Based on this lifecycle, a development process 
was defined, in which software inspections were performed on each of the modules’ 
functional specifications, using the ISPIS framework [22].  

In total, more than 10 iterations were performed and more than 200 use cases were 
specified, implemented and delivered to the client over a three years development 
period. By the end of the project, all inspection data was available, including details 
on over 1000 defects found and removed from the functional specifications before the 
actual implementation. In this context, DPPI was applied retroactively to the func-
tional specification activity of the fourth developed module regarding protocol of 
bound solicitations, called MPTV. The details of how each DPPI activity (except the 
improvement activity, which could not be performed since the application was retro-
active) could be performed are described hereafter.  

4.1   Applying Development Activity Result Analysis 

To understand the current scenario and changes in defect rates comparing the SIGIC 
MPTV module to the prior ones (MSL, MGU, and MPT), as suggested by DPPI, a U-
chart was plotted for defects per inspection hour and defects per unit of size (use case 
point). This chart is shown in Fig. 3.  

 

Fig. 3. U-charts for defects per inspection hour and defects per use case point 

Note that the number of defects revealed per inspection hour in the MPTV module 
was higher than the average, whereas the number of defects per use case point was 
average. The U-chart shows a scenario of stability (none of its control limits were 
exceeded). Since the functional specification is the first development activity, its PIQ 
is 0, and unfortunately its POQ could not be calculated since defect data from other 
activities was not available. 

Given this scenario, the improvement goal was reducing defect rate per use case 
point from 0.39 to 0.31, which was the best defect rate obtained so far. 
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4.2   Applying DCA Preparation 

This activity comprises applying a Pareto chart to select samples and finding system-
atic errors in those samples. The Pareto chart built to analyze the defects of the MPTV 
module is shown in Fig. 4. It considers the defect categories described in [23] and 
shows that most of the defects are of type incorrect fact, and that the sum of incorrect 
facts and omissions represents about 60% of all defects found. Incorrect facts were 
chosen as the sample to identify systematic errors.  

The following two systematic errors could be identified by reading incorrect fact 
defects: writing invalid business rules; and linking use case descriptions incorrectly.  

 

Fig. 4. MPTV defect category Pareto chart 

4.3   Applying DCA Meeting 

Before describing how the DPPI DCA meeting activity was accomplished, some 
details are provided on how the defect causal model could be built retroactively.  

Building the Bayesian Network. Since no prior DCA events had been performed in 
the SIGIC project, the Bayesian causal model had to be built retroactively based on 
the existing defect data in order to be used for the MPTV DCA event. First a meeting 
with the SIGIC project team was conducted to brainstorm possible causes for func-
tional specification defects based on the cause categories (method, people, tools, input 
and organization) suggested in the guidance. The brainstorm result is shown in Fig. 5. 

Afterwards, descriptions of the 163 functional specification defects revealed prior 
to the MPTV module were analyzed with the support of the document authors, SEPG 
members and inspectors responsible in finding those defects in order to associate each 
defect to one of the brainstormed causes. During this attempt other causes could have 
been added, but in the case of the SIGIC project this was not needed.  

As a result, each defect had information on the module, the size of the module, the 
total inspection effort, the defect category, defect severity, cause, and cause category. 
Those were also the nodes of the Bayesian network. The causal relations of our inter-
est could be easily modeled by having the cause and the cause category nodes both 
affecting the defect category node. The values and the ranges for those nodes were 
obtained by using the defect data as learning cases. 
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Fig. 5. Defect causes brainstorm result 

Note that, in this case, the Bayesian network was built retroactively, since no prior 
DCA sessions were conducted in the project. Otherwise the learning cases could have 
been the other DCA session results and thus the Bayesian network could have been 
built dynamically, without the need to classify all defect data. In this case, the Bayes-
ian network should be fed also with the results of DCA sessions of other similar pro-
jects in the organization, so that more Bayesian learning cases are available. More 
details on the needed similarity between projects will be provided in Section 5. 

Conducting the DCA Meeting. At the start of the DCA meeting activity a probabilistic 
cause-effect diagram should be available for the defect category being analyzed. This 
diagram can be built by simply reading the Bayesian inference for that defect category. 
The Bayesian inference shows the probabilities with which each cause led to this defect 
category in past modules (or similar projects) of the same organizational context.  

The Bayesian diagnostic inference and the corresponding probabilistic cause-effect 
diagram for incorrect facts in functional specifications of the SIGIC project are shown 
in Fig. 6. This figure shows that in this project typically the causes for incorrect facts 
were “Lack of Domain Knowledge” (25%), “Size and Complexity of the Problem 
Domain” (18,7%), “Oversight” (15,6%), and “Limited tool used for Traceability” 
(12.5%). We believe that such probabilistic cause-effect diagram could help to effec-
tively use the defect related cause-effect knowledge stored in the causal model. 

In fact, during the SIGIC MPTV DCA meeting the identified causes for the sys-
tematic error of writing invalid business rules were “Lack of Domain Knowledge” 
and “Size and Complexity of the Problem Domain”. For the systematic error of link-
ing use case descriptions incorrectly it was “Oversight”. Those causes correspond to 
the three causes of the probabilistic cause-effect diagram with highest probabilities 
and were identified by reading the defect descriptions and involving the author, in-
spectors, and SEPG members. Thus, the probabilistic cause-effect diagram might be 
helpful, although further investigation into this issue is required. 
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Fig. 6. Bayesian network inference for incorrect facts in functional specifications and the corre-
sponding DPPI probabilistic cause-effect diagram 

The proposed actions addressing the causes “Lack of Domain Knowledge” and 
“Size and Complexity of the Problem Domain” were: (i) studying the domain and the 
pre-existing system; and (ii) modifying the functional specification template, creating 
a separate session for the business rules, listing them all together and separate from 
the use case description. For the cause “Oversight” the action was publishing relevant 
examples of incorrect fact oversight related defects and presenting them to the func-
tional specification team. 

However, as mentioned before, the development activity improvement was not per-
formed, since the proof of concept was performed retroactively and the next module 
was already specified. Therefore, quantitative results of applying DPPI (which would 
be shown in the U-charts of the upcoming module after implementing proposed im-
provement actions) could not be obtained.  

In the next section we present some industrial considerations for DPPI with addi-
tional insights into what it would take to make the approach a regular industry prac-
tice. Therefore, its underlying usage assumptions, the need for tools, and other usage 
possibilities are discussed from a practitioner’s point of view.  

5   Industrial Considerations 

As mentioned before, feedback on DPPI was gathered from three software engineering 
experts, with large academic and professional experiences (having participated in sev-
eral software process consulting projects and holding PhDs in software engineering), by 
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presenting them the approach. During this feedback session one of the main discussions 
was concerning DPPI’s underlying usage assumptions, which are presented hereafter. 

5.1   Underlying Usage Assumptions 

The underlying assumptions for using DPPI include the existence of a defined process 
for the project, as suggested by [9], and the execution of software inspections during 
which information regarding the detected defects is stored. The information regarding 
defects should include the activity in which the defect was introduced, the activity in 
which the defect was found and the defect type. More details on defect categorization 
can be found in the guidance described in [11]. 

Moreover, DPPI has to be used to improve the same activity for different modules 
of the same or similar projects. In case of using it between different projects, they 
should share the same defect categorization scheme, follow similar processes, be 
related to domains of similar complexity, use teams of similar experience, and use the 
same type of technology. Basically, in this case, the assumptions are the same as for 
grouping different projects for statistical process control, described in [20]. Otherwise 
the U-charts and even the causal model would not be meaningful. Regarding the U-
charts, in particular, in order for them to be useful to control the sub-process of the 
development activity being analyzed, inspections need to be performed following a 
defined and stable inspection process (so that defect data can be related to the per-
formance of the development activity sub-process). 

Regarding the causal model, causes identified in prior DCA events for the same 
development activity concerning similar projects/modules need to registered with 
their category (considerations on this categorization can be found in [11]) and the 
related defect type, so that the Bayesian network for the development activity can be 
built dynamically using that data as learning cases. Otherwise the causal model would 
have to be built retroactively (as done in Section 4 of this paper), which requires 
much more effort, resulting in a difficulty to scale in order to consider defect cause-
effect knowledge reflecting several projects of the organization during the DCA ses-
sions. Other considerations regarding effort, more specifically related to tool support 
follow in the next subsection. 

5.2   Considerations on Tool Support 

Some tool support can be used in order to facilitate the application of DPPI. For in-
stance, plotting the U-charts and the Pareto diagram manually would require much 
effort. Several statistical tools can be used for this purpose, during the experience 
described in this paper, the U-charts and the Pareto diagram were plotted using the 
MiniTab software. 

Another aspect for which tool support is required is building the Bayesian network 
from the learning cases and performing the Bayesian inference. Again several tools 
can be used for this purpose; during the experience described in this paper the Bayes-
ian network was built using Netica software, which was also used for the Bayesian 
inference. 

Besides these tools, the application described in this paper used ISPIS [22], which 
facilitated conducting a well defined and stable inspection process and registering 
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defect data. However, inspections are out of the DPPI scope and could have been 
performed manually as well. 

5.3   Other Usage Possibilities 

Practitioners might want to use DPPI to support CMMI implementation. Table 1 con-
tains a mapping of the specific practices of the CMMI CAR process area to the DPPI 
activities.  

Table 1. Mapping of CMMI CAR process area specific practices to DPPI activities 

CMMI CAR Specific Goal/Practice  Related DPPI Activities 
SG 1 Determine Causes of Defects DCA Preparation and DCA Meeting 
SP 1.1 Select Defect Data for Analysis DCA Preparation 
SP 1.2 Analyze Causes DCA Meeting 
SG 2 Address Causes of Defects Development Activity Result Analysis and  

Development Activity Improvement 
SP 2.1 Implement the Action Proposals Development Activity Improvement 
SP 2.2 Evaluate the Effect of Changes Development Activity Result Analysis 
SP 2.3 Record Data Throughout DPPI, by using its templates 

Another usage possibility is for defect prediction. Since the causal model with de-
fect related knowledge obtained by applying DPPI is stored as a Bayesian Network it 
can be used for two reasons, diagnosis and prediction [16]. In this paper we only ex-
plored the diagnosis perspective. However, the Bayesian network can be traversed in 
the opposite direction, in order to support the definition of risk mitigation strategies 
by performing “what-if” scenario simulation on the causes. For instance, “What hap-
pens to the defect profile if the wrong stakeholder was interviewed?”. 

6   Conclusions 

The DPPI approach was assembled based on DCA guidance obtained from SRs and 
on feedback gathered from experts in the field. DPPI provides a framework for con-
ducting, measuring and controlling DCA in order to use it efficiently for process im-
provement. It represents the only approach that integrates cause-effect learning 
mechanisms into DCA meetings. Those learning mechanisms consider a concrete 
characteristic of the product, the defects introduced in its artifacts, to enable the con-
struction of a causal model for the organization, represented through a Bayesian net-
work. In order to allow using such Bayesian network to support DCA meetings a 
graphical representation, called probabilistic cause-effect diagram, was designed.  

In this paper we extended the knowledge regarding the feasibility of using DPPI by 
the software industry, by: (i) describing the experience of applying DPPI to a large 
scale Web-based software project detailing how its activities and tasks could be per-
formed in that context, and (ii) providing industrial considerations for DPPI with 
additional insights from a practitioner’s point of view into its underlying usage as-
sumptions, the need for tools, and other usage possibilities.  
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In general, the experience of applying DPPI end-to-end to a real software project 
provides preliminary feasibility indication of using it as a means for product-focused 
process improvement. In particular, its main innovation, the causal model represented 
through a Bayesian network which represents knowledge regarding a concrete charac-
teristic of the product (its defects), could be built successfully. Moreover, in the  
context of the project in which the network was applied, the Bayesian diagnostic 
inference, represented in the probabilistic cause-effect diagram, predicted the main 
causes efficiently. However, the benefits of using the network to support DCA meet-
ings have not been evaluated objectively so far.  

Regarding the industrial considerations, the application of DPPI allowed providing 
additional insights into its underlying usage assumptions and the needs for tool  
support. Additionally, the possibility of using DPPI as a step by step for analyzing 
software defect causes in compliance with the CMMI CAR process area was dis-
cussed. Moreover, the possibility of using the resulting Bayesian network for defect 
prediction in order to support the definition of risk mitigation strategies by performing 
“what-if” scenario simulation was mentioned.  

In our point of view, building and using Bayesian networks in the context of DCA 
showed promising preliminary results and interesting possibilities. Hence, we invite 
academy and industry for further investigation on this topic. 

Acknowledgments. We would like to thank the SIGIC project team, without their 
support the experience described in this paper would not have been possible. Thanks 
also to the experts which provided us feedback on DPPI.  

References 

1. SEI: CMMI for Development (CMMI-DEV), Version 1.2. CMU/SEI-2006-TR008. Soft-
ware Engineering Institute, Carnegie Mellon University, Pittsburgh, PA (2006) 

2. ISO/IEC: ISO/IEC 12207:2008 Systems and software engineering – Software life cycle 
processes (2008) 

3. Eckes, G.: The Six Sigma Revolution: How General Electric and Others Turned Process 
Into Profits. John Wiley and Sons, Chichester (2000) 

4. Card, D.: Defect Causal Analysis Drives Down Error Rates. IEEE Software 10(4), 98–99 
(July 1993) 

5. Mays, R.G., Jones, C.L., Holloway, G.J., Studinski, D.P.: Experiences with Defect Preven-
tion. IBM Systems Journal 29(1), 4–32 (1990) 

6. Dangerfield, O., Ambardekar, P., Paluzzi, P., Card, D., Giblin, D.: Defect Causal Analysis: 
A Report from the Field. In: Proceedings of International Conference of Software Quality, 
American Society for Quality Control (1992) 

7. Grady, R.B.: Software Failure Analysis for High-Return Process Improvement Decisions. 
Hewlett-Packard Journal 47(4), 15–24 (1996) 

8. Jalote, P., Agrawal, N.: Using Defect Analysis Feedback for Improving Quality and Pro-
ductivity in Iterative Software Development. In: 3rd ICICT, Cairo, pp. 701–713 (2005) 

9. Card, D.: Defect Analysis: Basic Techniques for Management and Learning. Advances in 
Computers ch. 7, 65, 259–295 (2005) 

10. Kalinowski, M., Travassos, G.H.: A Systematic Review Regarding Software Defect Causal 
Analysis. Technical report (in portuguese), 158 p, COPPE/UFRJ (2008) 



106 M. Kalinowski et al. 

 

11. Kalinowski, M., Travassos, G.H., Card, D.N.: Guidance for Efficiently Implementing De-
fect Causal Analysis. In: VII Br. Sym. Soft. Qual (SBQS), Florianópolis, Brazil (2008) 

12. Kalinowski, M., Travassos, G.H., Card, D.N.: Towards a Defect Prevention Based Process 
Improvement Approach. In: 34th Euromicro SEAA, Parma, Italy, pp. 199–206 (2008) 

13. IEEE: IEEE Standard Glossary of Software Engineering Terminology. Standard 610. IEEE 
Press, Los Alamitos (1990) 

14. Jones, C.L.: A process-integrated approach to defect prevention. IBM Systems Jour-
nal 24(2), 150–167 (1985) 

15. Brereton, P., Kitchenham, B.A., Budgen, D., Turner, M., Khalil, M.: Lessons from apply-
ing the systematic literature review process within the software engineering domain. Jour-
nal of Systems and Software 80(4), 571–583 (2007) 

16. Pearl, J.: Causality Reasoning, Models and Inference. Cambridge University Press, Cam-
bridge (2000) 

17. Jantti, M., Toroi, T., Eerola, A.: Difficulties in establishing a defect management process: 
A case study. In: Münch, J., Vierimaa, M. (eds.) PROFES 2006. LNCS, vol. 4034,  
pp. 142–150. Springer, Heidelberg (2006) 

18. Damm, L., Lundberg, L.: Company-wide Implementation of Metrics for Early Software 
Fault Detection. In: International Conference on Soft. Eng. (ICSE 2007), Minneapolis 
(2007) 

19. Hong, G., Xie, M., Shanmugan, P.: A Statistical Method for Controlling Software Defect 
Detection Process. Computers and Industrial Engineering 37(1-2), 137–140 (1999) 

20. Florac, A.W., Carleton, A.D.: Measuring the Software Process: Statistical Process Control 
for Software Process Improvement. Pearson Education, London (1999) 

21. Leszak, M., Perry, D.E., Stoll, D.: Classification and evaluation of defects in a project ret-
rospective. Journal of Systems and Software 61(3), 173–187 (2002) 

22. Kalinowski, M., Travassos, G.H.: A Computational Framework for Supporting Software 
Inspections. In: Int. Conf. on Automated Soft. Eng. (ASE 2004), Linz, Austria, pp. 46–55 
(2004) 

23. Shull, F.: Developing Techniques for Using Software Documents: A Series of Empirical 
Studies. Ph.D. thesis, University of Maryland, College Park (1998) 

24. Ishikawa, K.: Guide to Quality Control. Asian Productivity Organization, Tokyo (1976) 



M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 107–115, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Evaluating Three Approaches to Extracting Fault Data 
from Software Change Repositories 

Tracy Hall1, David Bowes2, Gernot Liebchen1, and Paul Wernick2 

1 Brunel University, Department of Information Systems & Computing, Uxbridge,  
Middlesex, UK 

{tracy.hall,gernot.liebchen}@brunel.ac.uk 
2 University of Hertfordshire, School of Computer Science, Hatfield, Hertfordshire, UK 

{d.h.bowes,p.d.wernick}@herts.ac.uk 

Abstract. Software products can only be improved if we have a good under-
standing of the faults they typically contain. Code faults are a significant source 
of software product problems which we currently do not understand suffi-
ciently. Open source change repositories are potentially a rich and valuable 
source of fault data for both researchers and practitioners. Such fault data can 
be used to better understand current product problems so that we can predict 
and address future product problems. However extracting fault data from 
change repositories is difficult. In this paper we compare the performance of 
three approaches to extracting fault data from the change repository of the Bar-
code Open Source System. Our main findings are that we have most confidence 
in our manual evaluation of diffs to identify fault fixing changes. We had less 
confidence in the ability of the two automatic approaches to separate fault  
fixing from non-fault fixing changes. We conclude that it is very difficult to re-
liably extract fault fixing data from change repositories, especially using auto-
matic tools and that we need to be cautious when reporting or using such data. 

Key words: Software, fault, data, prediction.  

1   Introduction 

Identifying and fixing faults in software is a major software development cost. Pre-
venting and removing faults is reported to cost the US between $50 and $78 billion 
per year [1,2]. Code faults remain a significant source of problems in software with a 
great deal of resources dedicated to software testing and debugging [3]. Identifying 
where faults are before testing could lead to higher quality software and better use of 
resources [4,5,6].  

It is important that we understand more about the nature and cause of faults in code 
so that we can target our search for faults more effectively both before and during 
testing. Research indicates that about 60-80% of software faults are found in about 
20% of the code modules (eg. [7]), with around half of code modules usually fault 
free [8]. Clearly there are potential resource savings if fault handling efforts are fo-
cussed on the code that actually contains faults. 
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Many previous researchers have explored how faults in code can be targeted and 
identified, with a variety of code fault prediction models reported in the literature. 
Building reliable fault prediction models depends on the availability and dependabil-
ity of historical fault data. Most models are built on the assumption that the causes of 
faults in the past are similar to the causes of faults in the future. This means that mod-
els built on historical fault data should enable unfound future faults to be located. 

However identifying historical fault data is not straightforward in either commer-
cial or open source projects. The first difficulty is that it is impossible to identify all 
faults. Residual faults always remain in the system. Consequently previous work pre-
dominately uses fault fixing data as a proxy for faults and clearly this represents only 
a sub-set of faults in the system. This is a problem we do not address in this study. 
The second difficulty is that recording and documenting fault data is an overhead that 
many developers avoid. Consequently fault data is rarely maintained and very few 
projects use bug reporting tools like Bugzilla. Where fault data is maintained it has 
been reported to not be terribly reliable. As a result most researchers extract fault data 
from change data (eg from CVS records). Although change data accurately represents 
changes implemented to the system, these changes include not only fault fixes but all 
enhancements, improvements and refactorings made to the system. Consequently it is 
important to identify only those changes that represent fault fixes.  

The aim of the paper is to identify the most reliable approach to identifying fault 
fixing changes from a change repository. We compare the effectiveness of three ap-
proaches to identifying fault fixing data using the change repository of the Barcode 
open source system. In the first approach we manually analyse change diffs (textual 
changes in code between revisions) and classify each as either a fault fixing diff or 
not. The other two approaches we investigate automatically analyse CVS records. The 
first searches the change repository for fault related key words, and the second 
searches for small sized changes.  

In the next section we outline related previous work extracting fault data from 
change repositories. In Section Three we explain our methodology and describe the 
open source system used in this study. Section Four presents the results of collecting 
fault fixing data using each of the three approaches compared in this study. In Section 
Five we conclude and summarise our findings.  

2   Background 

The most common automatic method for extracting fault fixing change data from pro-
ject repositories is based on searching for fault related key words in comment fields. 
This approach has been extensively evaluated by Zimmermann et al (eg [9,10,11]). 
Their work is mainly in the context of open source projects and is based on the use of 
CVS records and Bugzilla records. Although they report promising results they also 
acknowledge that natural language ambiguities reduce the success rate of the approach.  

Weyuker and Ostrand [12] compare the performance of two approaches to using 
keywords to identify fault fixes within an industrial context. First, a system’s change 
comments are searched through automatically for keywords indicating if a change 
was the result of a fault fix or if it was the result of a change of functionality. Second 
a change is categorised as a fault fix if an additional fault identifying field was set by 
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developers during testing or once deployed. Their study showed that the technique 
using the additional field performed better than the keyword approach. Again, natural 
language ambiguities limited the performance of the keyword search technique.  

A less common approach to identifying fault fixing changes has been proposed by 
Ostrand et al [13]. Following a suggestion made by developers they introduced the 
idea that fault fixing changes are only likely to affect one or two files. They tested this 
approach on a sample of 50 change submissions by reading manually through change 
messages [13]. Their results are promising and Ostrand et al report that they perform 
better than the key word search. However they applied and tested this approach only 
within a graphical systems development environment. 

Unfortunately implementing Ostrand et al’s [13] number of files involved in a 
change approach is hard if CVS is the only tool used to manage changes. This is be-
cause CVS does not clearly identify the set of individual changes making up one 
change. Other change control systems such as Subversion automatically maintain re-
cords of change sets, whereas with CVS these change sets must be reconstructed. 
Consequently methods for recognising the constituent changes in change sets have 
been developed. Zimmermann et al [14] identify a change set by either adopting a 
fixed window or a sliding window approach. Both techniques rely on the assumption 
that file submissions in a change set are carried out by the same author and within a 
certain time frame. The fixed window approach uses a 200 second time frame in 
which related submissions must occur to be part of a given change set. The sliding 
window approach moves the frame along after each file to see if the next file should 
be included. This results in a variable time frame in which submissions in a change 
set can be made. 

3   Methodology 

3.1   The Barcode Open Source System 

In this study we use the change repository for the Barcode open source system 
(http://ar.linux.it/software/#barcode). We chose this system because initially we 
wanted to replicate Meyers and Binkley’s program slicing metrics work [15], as our 
overall aim was to investigate the relationship between program slicing data and fault 
data. To do this we needed to extract fault data from the Barcode system and compare 
it to our program slicing metrics data.  

Barcode is a small open source system (approx 9 KLOC) written in the C lan-
guage. The program slicing tool that we use (CodeSurfer) only analyses C and C++ 
code, so language is a key consideration for us. Barcode is a tool for the conversion of 
text strings to printed bars. The Barcode project started in 1999 and a change history 
is available as CVS data. Although several developers participate in the project, all 
entries into the CVS system are carried out by one person. The Barcode project does 
not employ an automated fault reporting system, such as Bugzilla, but a file contain-
ing additional information about CVS submits, including pointers to issues in source 
code (the changelog), is maintained.  
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3.2   Procedures for Implementing the Three Approaches  

Manual classification of change diffs. We use a manual analysis of Barcode’s diffs 
to classify changes made to the system as either fault fixing or non fault fixing 
changes. Our aim is to use this classification as a baseline with which to compare the 
two automatic approaches. Our assumption is that manual classification of changes 
for a small project like Barcode is likely to be more accurate than automatic methods. 
However this manual classification approach is highly resource intensive and is only 
practical for small studies.  

For manual classification we first extracted 199 module level diffs from the CVS 
repository for Barcode. Each diff contains the code and comments logged with the 
checked-in change. This data was then given to 3 researchers to independently clas-
sify each of these diffs as either: a fault fix; not a fault fix; don’t know.  

After this independent classification of the diffs, an inter-rater reliability analysis 
and a Cohen’s Kappa score was calculated to measure classification agreement  
between the three researchers (described in Section 3.3). Disagreements in the classi-
fication of diffs were then discussed by all three researchers, the basis of these dis-
agreements were resolved and the diffs classified for a second time.  

Key word searching. We identified fault fixing changes from Barcode’s change re-
pository using a key word search based on previous studies (eg [14]) We searched the 
change comments logged in CVS for keywords: “bug”, “fix(ed)” and “update(d)”. 
The resulting classification of fault fixing and non fault fixing changes was compared 
to the manual classification of diffs using an inter rater reliability measure (described 
in Section 3.3). 

Identifying changes involving only 1 or 2 files. We applied Ostrand et al’s [13] ap-
proach to identifying fault fixing changes as those involving only one or two files. To 
identify how many files are involved in a given change all changes in a change set 
must be first identified. Identifying change sets is not straightforward for Barcode 
which maintains its change records only under CVS control.  

In addition to implementing a fixed window approach to identifying change sets 
we also introduce an enhanced sliding window approach. Our sliding window ap-
proach estimates the bandwidth of an upload (bytes per second) to determine the size 
of the sliding window rather than use the conventional constant sized sliding window. 
This then allows us to calculate a more accurate variable timeframe for a particular 
author downloading a particular change set.  

The resulting classification of fault fixing and non fault fixing changes is compared 
to the manual classification of diffs using an inter rater reliability measure (described 
in Section 3.3). 

3.3   Inter Rater Reliability Measurement 

We compare the performance of all 3 fault fix finding approaches using inter rater 
reliability scores using the Cohen’s Kappa statistic. We report both the value of 
this statistic together with its categorical scale, as proposed by Landis and Koch:  
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              < 0 No agreement  
0.00 — 0.20 Slight agreement  
0.21 — 0.40 Fair agreement  
0.41 — 0.60 Moderate agreement  
0.61 — 0.80 Substantial agreement  
0.81 — 1.00 Almost perfect agreement  

3.4   Limitations of the Study 

The limitations of this study are mainly related to the quality of data on which it is 
based. As in many change repositories CVS comment fields are not always completed 
and when they are not always accurately or comprehensively. However this is no dif-
ferent to any metrics data, as in the real world most metrics data is noisy and has 
missing values and our methods must be able to cope with this. In addition because 
each of the methods that we are evaluating tries to indirectly identify fault fixing 
changes, the classification will never be 100% accurate. For example there will be 
misclassifications in our manual diff method; ambiguity and idiosyncrasy in natural 
language will mean we miss keywords in our key work search; check-in variations 
will also mean that we will misclassify some changes involving one or two files as a 
fault fix when they were not. Furthermore Ostrand et al’s approach may not work as 
well with program that do not have a graphical user interface. 

4   Results 

4.1   Manual Classification of Change Diffs 

Table 1 shows how each researcher manually classified each of the 199 Barcode diffs.  

Table 1. Overall diff classifications 

 
FF==FFaauulltt  ffiixx;;  DDKK==DDoonn’’tt  kknnooww;;  NNFF==nnoott  ffaauulltt  ffiixx  

Table 1 shows the different classification levels of each researcher and Table 2 
shows the spread of those disagreements across the categories. 

 
 
 



112 T. Hall et al. 

Table 2. Comparison of diff classifications between researchers 

  
  

FF==FFaauulltt  ffiixx;;  DDKK==DDoonn’’tt  kknnooww;;  NNFF==nnoott  ffaauulltt  ffiixx  
111144//119999  aaggrreeeemmeennttss  KKaappppaa  ..2288  ((ffaaiirr))    7744//119999  aaggrreeeemmeennttss  KKaappppaa  ..002277  ((sslliigghhtt))      110022//119999  
aaggrreeeemmeennttss  kkaappppaa  ..1177  ((sslliigghhtt))  

Table 2 shows substantial classification disagreement between the 3 researchers. 
This is likely to be the result of several factors. The first factor is the decision that 
Researcher 1 made to allow no Don’t Know classifications and instead to assign diffs 
to the most likely class. The second factor is varying programming experience. Al-
though all 3 researchers are familiar with C programming, two of them have extended 
experience of C programming due to working on projects in industry and academia. 
The other researcher’s knowledge was based on being taught C during his first degree. 
The third factor may also be related to the difficulty of interpreting the intentions of a 
programmer based only on diffs. 

As a result of this high level of disagreement all three researchers got together and 
discussed the classification of each of the 199 diffs. They decided not to allow any 
Don’t Knows as the other two approaches did not include such classifications. During 
this process 68 of the 199 diffs were excluded from future analysis as, on closer in-
spection they were based on inappropriate data (for example changes only to header 
files). This means that the other 2 approaches were applied to a ‘cleaned’ data set of 
131 diffs. The following diff classification consensus was achieved: 47 fault fixing 
changes; 84 non fault fixing changes.  

4.2   Keyword Search  

We searched comments in the CVS logged changes as described in Section 3. As a 
result the 131 changes were classified as: 27 fault fixing changes and 104 non fault 
fixing changes. Table 3 compares the classification of this approach to the manual 
classification of diffs.  

Table 3 shows that there is significant disagreement between the two approaches in 
the classification of fault fixing and non fault fixing changes. In particular the key-
words classify far fewer changes as fault fixes than the manual diff classifications (27 
as opposed to 47). This may be the result of missing comment data on which to 
search, as well as unexpected comments used to describe a fault fixing change. Our 
key words do not include for example ‘patched’ or ‘mended’ (though clearly our key 
word list could be extended). 
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Table 3. Key word compared to diff classification 

 
FF==FFaauulltt  ffiixx;;  NNFF==nnoott  ffaauulltt  ffiixx  

9999//113311  aaggrreeeemmeennttss  kkaappppaa  00..44  ((ffaaiirr))  

4.3   Size of Change Search 

We applied both the fixed and sliding window timeframe approaches to identify those 
changes that involved only one or two files. Such changes are classified as fault fixing 
changes. Using the fixed window approach changes were classified as: 44 fault fixes; 
87 non fault fixes. Using the sliding window approach changes were classified as: 50 
fault fixes; 81 non fault fixes. Table 4 compares the classification of both of these 
timeframe approaches to our manual diff classifications. 

Table 4. Size of change compared to diff classification 

 
                              FF==FFaauulltt  ffiixx;;  NNFF==nnoott  ffaauulltt  ffiixx                                                                              FF==FFaauulltt  ffiixx;;  NNFF==nnoott  ffaauulltt  ffiixx  

9900//113311  aaggrreeeemmeennttss  kkaappppaa  00..33  ((ffaaiirr))                                                9922//113311  aaggrreeeemmeennttss  kkaappppaa  ..33  ((ffaaiirr))  

Table 4 shows that the approach used to calculate the timeframe in which 
downloaded files are assumed to be related make little difference to the classification 
of changes. The sliding window timeframe classifies 6 more changes as fault fixing 
than the fixed window timeframe. Table 4 also shows that both approaches have sig-
nificant disagreement with the manual diff classification of fault fixing and non fault 
fixing changes.   

5   Conclusions 

Our results suggest that extracting fault fixing data from CVS change repositories can 
be unreliable. There are many factors that contribute to this. A significant factor is the 
completeness and quality of the data stored. Missing and unclear checked-in CVS 
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comments make it difficult for the key word search technique to be accurate. This, 
together with the readability of code, also makes it difficult to manually identify fault 
fixing diffs. As a result it is difficult to have confidence in the precision of techniques 
for separating fault fixing changes from other changes. Added to which fault fixing 
changes represent only a sub-set of faults in the system as they are only faults that 
have been found, latent faults certainly remain in the system. Although our study is 
based on an open source system these problems are just as likely in the commercial 
domain where data is reported to be incomplete and have quality issues. 

Our results could have important implications for researchers and practitioners. It 
is difficult for practitioners to have confidence in some fault prediction models as the 
historical fault data on which they are based could lack quality. This is likely to re-
duce the accuracy of predicting real faults or fault proneness. It is also difficult for 
researchers to build reliable fault prediction models without access to high quality 
data. Such data is not widely available, especially in projects which do not use fault 
management tools such as Bugzilla. Some projects do appear to adopt a more system-
atic approach to managing faults and it is these projects that are likely to generate 
more reliable data for analysis.  

Our overall conclusions are that the quality of data used to build fault prediction 
models is critical to the reliability of those models and is an aspect of those models 
that needs to be addressed by researchers. And finally, the collection of reliable data 
on faults by projects is critical to improving our understanding of product quality. 
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Abstract. Collecting large consistent data sets of real world software projects
from a single source is problematic. In this study, we show that bug reports need
not necessarily come from the local projects in order to learn defect prediction
models. We demonstrate that using imported data from different sites can make
it suitable for predicting defects at the local site. In addition to our previous work
in commercial software, we now explore open source domain with two versions
of an open source anti-virus software (Clam AV) and a subset of bugs in two
versions of GNU gcc compiler, to mark the regularities in learning predictors for
a different domain. Our conclusion is that there are surprisingly uniform assets
of software that can be discovered with simple and repeated patterns in local or
imported data using just a handful of examples.

Keywords: Defect prediction, Code metrics, Software quality, Cross-company.

1 Introduction

It is surprisingly difficult to find relevant data within a single organization to fully spec-
ify the internal parameters inside a complete software process model. For example, after
26 years of trying, Barry Boehm’s team of researchers from the University of Southern
California collected less than 200 sample projects for their COCOMO effort estimation
database [1].

There are many reasons for this, not the least being the business sensitivity associ-
ated with the data. Software projects are notoriously difficult to control: recall the 1995
report of the Standish group that described a $250 billion dollar American software
industry where 31% of projects were canceled and 53% of projects incurred costs ex-
ceeding 189% of the original estimate [2]. Understandably, corporations are reluctant
to expose their poor performance to public scrutiny.

Despite this data shortage, remarkably effective predictors for software products
have been generated. In previous work we have built:

– Software effort estimators using only very high-level knowledge of the code being
developed [3] (typically, just some software process details). Yet these estimators
offer predictions that are remarkably close to actual development times [4].

M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 116–130, 2010.
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– Software defect predictors using only static code features. Fenton (amongst oth-
ers) argues persauively that such features are very poor charactizations of the inner
complexities of software modules [5]. Yet these seeingly naive defect predictors
out-perform current industrial best-practices [6], [7].

The success of such simple models seems highly unlikely. Organizations can work in
different domains, have different process, and define/measure defects and other aspects
of their product and process in different ways. Worse, all to often, organizations do not
precisely define their processes, products, measurements, etc. Nevertheless, it is true
that very simple models suffice for generating approximately correct predictions for
(say) software development time [4], the location of software defects [6].

One candidate explanation for the strange predictability in software development
is that: Despite all the seemingly random factors influencing software construction,
the net result follows very tight statistical patterns. Other researchers have argued for
similar results [8], [9], [10], [11], [12] but here we offer new evidence. The perfor-
mance of a data miner improves as the size of the training set grows. At some point,
the performance plateaus and further training data does not improve that performance.
Previously, we showed in commercial domain (NASA aerospace software and white-
goods controller software ) that for defect prediction, plateaus occur remarkably early
(after just 30 examples) [7]. Furthermore, we showed that with certain limitations, de-
fect predictors can be learned across projects, i.e. training on project A and testing on
project B.

In this paper, we investigate the same effects in open source domain with two differ-
ent products. Observing an effect in different entities of commercial domain (NASA,
white-goods) might be a coincidence. However, observing the same effect in a relatively
unrelated domain, we will no longer be able to dismiss the effect as quirks in one do-
main. Therefore, the goal of this paper is to further investigate the issue of regularities
in learning defect predictors by replicating our previous experiments (i.e. [6], [13], [7])
on an additional domain (open-source) in order to strengthen the evidence base for the
following assertions:

– The regularities we observe in software are very regular indeed;
– We can depend on those regularities to generate effective defect predictors using

minimal information from projects1.

The rest of this paper is structured as follows. We give examples of statistical pat-
terns from general software research and briefly discuss the role of defect predictors in
Section 2. Then we focus on defect predictors in detail and introduce observed regu-
larities in defect prediction research (for commercial domain) in Section 3. Section 4
extends the analyses of these regularities to open source domain. Discussions of our
observations are given in Section 5 and we conclude our research in Section 6. Please
note that the results of Section 3 have appeared previously [6], [13], [7]. The rest of this
paper is new work.

1 This second point is a strong endorsement for our approach since, as discussed above, it
can be very difficult to access details and extensive project data from real world software
development.
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2 Background

2.1 Examples of Regularities in General SE Research

Previous research reports much evidence that software products confirm tightly to sim-
ple and regular statistical models, For example, Veldhuizen shows that library reuse
characteristics in three unix based systems (i.e. Linux, SunOS and MacOS X), can be
explained by Zipf’s Law, that is most frequently used library routines [14] are inversely
proportional to their frequency ranks. As shown in Figure 1, the distribution is highly
regular.

Figure 2 shows a summary of our prior work on effort estimation [4] using the CO-
COMO features. These features lack detailed knowledge of the system under devel-
opment. Rather, they are just two dozen ultra-high-level descriptors of (e.g.) develeper

Fig. 1. Distribution of reuse frequencies in three unix based systems [14]

100 ∗ (pred − actual)/actual
50% 65% 75%

percentile percentile percentile
mode=embedded -9 26 60

project=X -6 16 46
all -4 12 31

year=1975 -3 19 39
mode=semi-detached -3 10 22

ground.systems -3 11 29
center=5 -3 20 50

mission.planning -1 25 50
project=gro -1 9 19

center=2 0 11 21
year=1980 4 29 58

avionics.monitoring 6 32 56
median -3 19 39

Fig. 2. 158 effort estimation methods applied to 12 subsets of the COCO81 data
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experience, platform violatily, software process maturity, etc. In Figure 2, different ef-
fort estimation methods are applied to the COC81 data2 used by Boehm to develop the
original COCOMO effort estimation model [15]. Twenty times, ten test instances were
selected at random and effort models were built from the remaining models using 158
different estimation methods3. The resulting predictions were compared to the actual
estimation times using relative error. COC81’s data can be divided into the 12 (over-
lapping) subsets shown left-hand-side of Figure 2. The right-hand-columns of Figure 2
show MRE at the median, 65%, and 75% percentiles. The median predictions are within
within 3% of the actual. Such a close result would be impossible if software did not con-
form to very tight statistical regularities.

Figure 3 shows Koru and Liu’s analysis of two large-scale open source projects
(K-office and Mozilla). As shown in those figures, these different systems confirm to
nearly an identical Pareto distribution of change-prone classes: 80% of changes occur
in 20% of classes [12]. The same 80:20 changes:fault distribution has been observed
by Ostrand, Weyuker and Bell in very large scale telecommunication projects from
AT&T [8], [9], [10], [11]. Furthermore, the defect trends in Eclipse also follows similar
patterns, where they are explained better by a Weibull distribution [17] .

2.2 On Learning Defect Predictors

Figures 1, 2, 3 and 4 show that statistical regularities simplifies predictions of certain
kinds of properties. Previously [6], we have exploited those regularities with data miners
that learn defect predictors from static code attribtues. Those predictors were learned ei-
ther from projects previously developed in the same environment or from a continually
expanding base of current project’s artifacts.

To do so, tables of examples are formed where one column has a boolean value
for “defects detected” and the other columns describe software features such as lines
of code; number of unique symbols [18]; or max. number of possible execution path-
ways [19]. Each row in the table holds data from one “module”, the smallest unit of
functionality. Depending on the language, these may be called “functions”, “methods”,
or “procedures”. The data mining task is to find combinations of features that predict
for the value in the defects column.

The value of static code features as defect predictors has been widely debated. Some
researchers vehemently oppose them [20], [21], while many more endorse their use [22],
[23], [6], [24], [25], [26], [27], [28]. Standard verification and validation (V&V) text-
books [29] advise using static code complexity attributes to decide which modules are
worthy of manual inspections. The authors are aware of several large government soft-
ware contractors that won’t review software modules unless tools like the McCabe static
source code analyzer predicts that they exhibit high code complexity measures.

Nevertheless, static code attributes can never be a full characterization of a program
module. Fenton offers an insightful example where the same functionality is achieved
using different programming language constructs resulting in different static measure-
ments for that module [5]. Fenton uses this example to argue the uselessness of static
code attributes for fault prediction.

2 Available from http://promisedata.org
3 For a description of those methods, see [16].

http://promisedata.org
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Fig. 3. Distribution of change prone class percentages in two open source projects [12]

Fig. 4. Distribution of faulty modules in Eclipse [17]
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Using NASA data, our fault prediction models find defect predictors [6] with a
probability of detection (pd) and probability of false alarm (pf ) of mean(pd, pf) =
(71%, 25%). These values should be compared to baselines in data mining and in-
dustrial practice. Raffo (personnel communication) found that industrial reviews find
pd = TR(35, 50, 65)%4 of a systems errors’ (for full Fagan inspections [30]) to
pd = TR(13, 21, 30)% for less-structured inspections. Similar values were reported
at a IEEE Metrics 2002 panel. That panel declined to endorse claims by Fagan [31] and
Schull [32] regarding the efficacy of their inspection or directed inspection methods.
Rather, it concluded that manual software reviews can find ≈60% of defects [33];

That is, contrary to the pessimism of Fenton, our (pd, pf) = (71, 25)% results are
better than currently used industrial methods such as the pd≈60% reported at the 2002
IEEE Metrics panel or the median(pd) = 21..50 reported by Raffo. Better yet, au-
tomated defect predictors can be generated with a fraction of the effort of alternative
methods, even for very large systems [24]. Other methods such as formal methods or
manual code reviews may be more labor-intensive. Depending on the review method,
8 to 20 lines of code (LOC) per minute can be inspected. This effort repeats for all
members of the review team (typically, four or six [34]).

3 Regularities in Defect Predictors in Commercial Domain

In prior work [13], [7], we have used the NASA and SOFTLAB data of Figure 5 to
explore learning defect predictors using data miners. To learn defect predictors we use
a Naive Bayes data miner since prior work [6] could not find a better data miner for
learning defect predictors. In all our experiments, the data was pre-processed as fol-
lows:

– Since the number of features in each data table is not consistent, we restricted our
data to only the features shared by all data sets.

– Previously [6], we have observed that all the numeric distributions in the Figure 5
data are exponential in nature. It is therefore useful to apply a “log-filter” to all
numerics N with log(N). This spreads out exponential curves more evenly across
the space from the minimum to maximum values (to avoid numerical errors with
ln(0), all numbers under 0.000001 are replaced with ln(0.000001)).

Inspired by the recent systematic review of within vs cross company effort estimation
studies by Kitchenham et al. [35], we have done extensive experiments on Promise
data tables to analyze predictor behavior using a) local data (within the same company)
b) imported data (cross company). For each NASA and SOFTLAB table of Figure 5,
we built test sets from 10% of the rows, selected at random. Then we learned defect
predictors from:

– the other 90% rows of the corresponding table (i.e. local data).
– 90% rows of the other tables combined (i.e. imported data).

We repeated this procedure 100 times, each time randomizing the order of the rows in
each table, in order to control order effects (where the learned theory is unduly affected

4 TR(a, b, c) is a triangular distribution with min/mode/max of a, b, c.
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(# modules) .
source data examples features %defective
NASA pc1 1,109 22 6.94
NASA kc1 845 22 15.45
NASA kc2 522 22 20.49
NASA cm1 498 22 9.83
NASA kc3 458 22 9.38
NASA mw1 403 22 7.69
NASA mc2 61 22 32.29
SOFTLAB ar3 63 29 12.70
SOFTLAB ar4 107 29 18.69
SOFTLAB ar5 36 29 22.22
OPEN SOURCE cav90 1184 26 0.40
OPEN SOURCE cav91 1169 26 0.20
OPEN SOURCE gcc 116 26 100.0

Fig. 5. Datasets used in this study

by the order of the examples). We measured the performance of predictor using pd, pf
and balance. If {A, B, C, D} are the true negatives, false negatives, false positives, and
true positives (respectively) found by a defect predictor, then:

pd = recall = D/(B + D) (1)

pf = C/(A + C) (2)

bal = balance = 1 −
√

(0 − pf)2 + (1 − pd)2
√

2
(3)

All these values range zero to one. Better and larger balances fall closer to the desired
zone of no false alarms (pf = 0) and 100% detection (pd = 1). We then used the
Mann-Whitney U test [36] in order to test for statistical difference.

Our results are visualized in Figure 6 as quartile chaorts. Quartile charts are gener-
ated from sorted sets of results, divided into four subsets of (approx) same cardinality.
For example these numbers have four quartiles:

{
q1︷ ︸︸ ︷

4, 7, 15, 20, 31,

median︷︸︸︷
40 , 52, 64,

q4︷ ︸︸ ︷
70, 81, 90}

These quartiles can be drawn as follows: the upper and lower quartiles are marked with
black lines; the median is marked with a black dot; and vertical bars are added to mark
the 50% percentile value. For example, the above numbers can be drawn as:

0% � 100%

In a finding consistent with our general thesis (that software artifacts conform to very
regular statistical patterns), Figure 6 shows the same stable and useful regularity occur-
ing in both seven NASA data sets and three SOFTLAB data sets [7].:

– Using imported data dramatically increased the probability of detecting defective
modules (for NASA: 74% to 94% median pd; for SOFTLAB: 88% to 95% median
pd);
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Nasa on local Nasa data.
treatment min Q1 median Q3 max

pd Local 0 60 75 82 100
�

pf Local 0 24 29 35 73
�

Nasa on imported Nasa data.
treatment min Q1 median Q3 max

pd Imp. 81 84 94 98 99
�

pf Imp. 26 60 68 90 94
�

Softlab on local Softlab data.
treatment min Q1 median Q3 max

pd Local 35 40 88 100 100
�

pf Local 3 5 29 40 42
�

Softlab on imported Nasa data.
treatment min Q1 median Q3 max

pd Imp. 88 88 95 100 100
�

pf Imp. 52 59 65 68 68
�

Fig. 6. Quartile charts for NASA and SOFTLAB data [7]. Numeric results on left; quartile charts
on right. “Q1” and “Q3” denote the 25% and 75% percentile points respectively.

– But imported data also dramatically increased the false alarm rate (for NASA: 29%
to 68% median pf ; for SOFTLAB: 29% to 65% pd) . Our suspicion is that the
reason for the high false alarm rates was the irrelevancies introduced by imported
data.

We have then designed a set of experiments for NASA data tables to see the effects of
sampling strategies on the performance and to determine the lower-limit on the number
of samples for learning defect predictors, i.e. the point where a plateau is observed in the
performance measure. In those experiments we applied over/under and micro-sampling
(see [13]) to the data tables and observed that:

– the performance of predictors does not improve with over sampling.
– under-sampling improves the performance of certain predictors, i.e. decision trees,

but not of Naive Bayes [13].
– with micro-sampling, the performance of predictors stabilize after a mere number

of defective and defect-free examples, i.e. 50 to 100 samples.

The last observation suggests that the number of cases that must be reviewed in order
to arrive at the performance ceiling of a defect predictor is very small: as low as 50
randomly selected modules (25 defective and 25 non-defective). In Figure 7 for Nasa
tables, we visualize number of training examples (increments of 25) vs. balance perfor-
mance of Naive Bayes predictor. It is clear that the performance does not improve with
more training examples, indeed it may deteriorate with more examples.

We now report the results of the same experiment for SOFTLAB data. Note that
SOFTLAB tables ar3, ar4 and ar5 have {36,63,107}modules respectively, with a total
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Fig. 7. Micro-sampling results for NASA data [7]
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Fig. 8. Micro-sampling results for SOFTLAB data

of 206 modules of which only 36 are defective. Thus, local results in Figure 6 are
achieved using a minimum of (36 + 63) ∗ 0.90 = 90 and a maximum of (107 +
63) ∗ 0.90 = 153 examples. Nevertheless we repeat the micro-sampling experiment
for SOFTLAB data tables, with increments of 5 due to relatively lower number of de-
fects. In Figure 8, we plot the results for SOFTLAB data tables. We observe the same
pattern as in Figure 6: performance tends to stabilize after a small number of training
examples.

Results for NASA and SOFTLAB data tables suggest that practical defect predictors
can be learned using only a handful of examples. In order to allow for generalization, it
is appropriate to question the external validity of the above two results: The data used
for those results come from very different sources:

– The SOFTLAB data were collected from a Turkish white-goods manufacturer (see
the the datasets ({ar3, ar4, ar5}) from Figure 5) building controller software for a
washing machine, a dishwasher and a refrigerator.

– On the other hand, NASA software are ground and flight control projects for
aerospace applications, each developed by different teams at different locations .
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The development practices from these two organizations are very different:

– The SOFTLAB software were built in a profit- and revenue-driven commercial
organization, whereas NASA is a cost-driven government entity.

– The SOFTLAB software were are developed by very small teams (2-3 people)
working in the same physical location while the NASA software was built by much
larger team spread around the United States.

– The SOFTLAB development was carried out in an ad-hoc, informal way rather than
formal, process oriented approach used at NASA.

The fact that the same defect detection patterns hold for such radically different kinds
of organization is a strong argument for the external validity of our results. However, an
even stronger argument would be that the patterns we first saw at NASA/ SOFTLAB are
also found in software developed at other sites. The rest of this paper collects evidence
for that stronger argument.

4 Validity in Open Source Domain

This section checks for the above patterns in two open source projects:

– two versions of an anti-virus project: Clam AV v0.90 and v0.91;
– a subset of defective modules of the GNU gcc compiler.

In Figure 5, these are denoted as cav90, cav91 and gcc, respectively. Note that these
are very different projects, build by different developers with very different purposes.
Also note that the development processes for the open source projects are very different
to the NASA and SOFTLAB projects studied above. Whereas NASA and SOFTLAB
were developed by centrally-controlled top-down management teams, cav90, cav91 and
gcc were build in a highly distributed manner. Further, unlike our other software, gcc
has been under extensive usage and maintenance for over a decade.

Local/ imported data experiments are once more applied on cav90, cav91 and gcc
data tables and the results are visualized in Figure 9. We again used Nasa tables as
imported data, since they provide a large basis with 5000+ samples. Note that partial
gcc data includes only a sample of defects, thus we are not able to make a ’local data’
analysis for gcc. Rather, we report the detection rates of predictors built on imported
data from Nasa and cav91. These predictors can correctly detect up to median 60% of
the subset of bugs that we were able to manually match to functional modules.

Recall that cav91 has a defect rate of 0.20%. The probability of detection rates for
cav91 are median 67% and 77% for local and imported data respectively, which is
another evidence on the usefulness of statistical predictors.

At the first glance, the patterns in Figure 9 seem a bit different than those in Figure 6.
There are still increases in probability of detection and false alarms rates, though not
dramatically. However, this is not a counter example of our claim. We explain this
behavior with the following assertions:

For our experiments:

– in commercial software analysis, local data corresponds to single projects devel-
oped by a relatively small team of people in the same company and with certain
business knowledge.
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cav90 on local cav90 data.
treatment min Q1 median Q3 max

pd Local 0 40 40 60 100
�

pf Local 22 32 35 37 44
�

cav90 on imported Nasa data.
treatment min Q1 median Q3 max

pd Imp. 49 49 51 51 53
�

pf Imp. 35 36 37 37 38
�

cav91 on local cav91 data.
treatment min Q1 median Q3 max

pd Local 0 67 67 100 100
�

pf Local 17 25 28 30 39
�

cav91 on imported Nasa data.
treatment min Q1 median Q3 max

pd Imp. 77 77 77 77 77
�

pf Imp. 36 38 38 39 40
�

gcc defects on imported cav91 data.
treatment min Q1 median Q3 max

pd Imp. 53 53 53 53 53
�

gcc defects on imported Nasa data.
treatment min Q1 median Q3 max

pd Imp. 60 60 60 60 60
�

Fig. 9. Quartile charts for OPENSOURCE data

– in commercial software analysis, imported data corresponds to a variety of projects
developed by various people in different companies and spans a larger business
knowledge.

– in open source software analysis, local data corresponds to single projects devel-
oped by a larger team of people at different geographical locations with various
backgrounds.

We argue that, the above assertions differentiate the meaning of local data for open
source projects from commercial projects. The nature of open source development al-
lows the definition of local data to be closer to commercial imported data, since both are
developed by people at different sites with different background. That’s the reason why
adding commercial imported data does not add as much detection capability as it does
for commercial local data. Furthermore, the false alarms are not that high since there
are less irrelevancies in local open source data than commercial imported data, which
is the cause of high false alarms. That’s because open source local data consist of a sin-
gle project and commercial imported data consist of several projects, which introduce
irrelevancies.
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Fig. 10. Micro-sampling results for OPEN-SOURCE data

We also repeat the 10*10 way cross-validation micro-sampling experiment for cav90
and cav91 data tables, this time with increments of 5 due to limited defect data (Figure 7
used increments of 25). In Figure 10 we see a similar pattern:

– Balance values tend to converge using only 20-30 samples of defective and non-
defective modules.

– Using less examples produce unstable results, since there are not enough samples
to learn a theory.

– For cav90, using more than 60 training examples affects the stability of the results.

The importance of Figure 10 results is that our results in two commercial domains, con-
sidering the minimum number of examples to train a predictor, are once more validated
in a third, open-source domain.

5 Summary of Results and Limitations

We can summarize our results on commercial and open-source data as follows:

– Using imported data increases the detection capability of predictors.
– Predictors can be learned using only a handful of data samples. In both commer-

cial and open-source domain the performance of predictors converge after a small
number of training examples.

– These results are generalizable through different cultural and organizational enti-
ties, since same patterns are observed in NASA, SOFTLAB and OPEN-SOURCE
data tables.

Yet, these results have associated limitations. For instance imported data increase false
alarm rates as well. We tried to avoid this by applying a relevancy filtering. This effect
is less visible in open source domain for the reasons discussed above. We also observed
that using larger training instances may cause variations in predictor performances. This
should be controlled through incremental experiments on the training set size. Finally,
though the data analyzed in this paper spans a large space of software products and
provide strong evidence in favor of regularity, it is not possible to claim a formal gen-
eralization of our results due to their empirical nature. Nevertheless, please note that
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these result are observed: in a variety of projects (i.e. 7 NASA, 3 SOFTLAB, 2 OPEN-
SOURCE) from different domains (i.e. commercial and open-source) spanning a wide
range time interval (i.e. from 1980’s to 2007). Therefore, we assert that:

There exists repeated patterns in software that can be discovered and explained by
simple models with minimal information no matter what the underlying seemingly ran-
dom and complex processes or phenomena are.

This assertion should be processed carefully. We do not mean that everything about
software can be controlled through patterns. Rather, we argue that these patterns exist
and are easy to discover. It is practical and cost effective to use them as guidelines
in order to understand the behavior of software and to take corrective actions. In this
context we will propose two directions for further research in our conclusions.

6 Conclusions

Building defect predictor models is easy, fast and effective in guiding manual test effort
to correct locations. What is more important is that these automated analysis methods
are applicable in different domains. We have previously shown their validity in two
commercial domains and in this paper we observe similar patterns in two projects of
the open source domain. We have also shown that although these models are sensitive
to the information level in the training data (i.e. local/ imported), they are not affected
by the organizational differences that generate them.

Based on our results, we argue that no matter how complicated the underlying pro-
cesses may seem, software has a statistically predictable nature. Going one step further,
we claim that the patterns in software are not limited to individual projects or domains,
rather they are generalizable through different projects and domains. Therefore, we sug-
gest two directions for further research:

– One direction should explore software analysis using rigorous formalisms that offer
ironclad gaureentees of the corrections of a code (e.g. interactive theorem proving,
model checking, or the correctness preserving transoftations discussed by Doug
Smith5). This approach is required for the analysis of mission-critical software that
must always function correctly.

– Another direction should explore automatic methods with a stronger focus on max-
imizing the effectiveness of the analysis while minimizing the associated cost.

There has been some exploration of the second approach using lightweight formal meth-
ods (e.g. [37]) or formal methods that emphasis the usability and ease of use of the tool
(e.g. [38], [39]). However, our results also show that there exists an under-explored
space of extrememly cost-effective automated analysis methods.
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Abstract. Business value is a key concept in agile software development. This 
paper presents results of a case study on how business value and its creation is 
perceived in the context of agile projects. Our overall conclusion is that the pro-
ject participants almost never use an explicit and structured approach to guide 
the value creation throughout the project. Still, the application of agile methods 
in the studied cases leads to satisfied clients. An interesting result of the study 
represents the fact that the agile process of many projects differs significantly 
from what is described in the agile practitioners’ books as best practices. The 
key implication for research and practice is that we have an incentive to pursue 
the study of value creation in agile projects and to complement it by providing 
guidelines for better client’s involvement, as well as by developing structured 
methods that will enhance the value-creation in a project. 

Keywords: Business value, agile software development, value-based approach, 
multiple case study. 

1   Introduction 

Demonstrating the linkages between investments in IT solutions and business benefits 
is becoming mandatory for an increasingly large number of organizations. This is 
particularly necessary in the context of agile software development, as new agile 
methodologies are being adopted and need to prove their merits. A key characteristic 
of any agile approach is its explicit focus on business value [1]. Essentially, in an 
agile software project, the development process is a value creation process. Indeed, 
the agile community established a common understanding [2] that (i) the main pur-
pose of an agile project is to deliver maximum business value for the client and that 
(ii) agile approaches deliver business value  fast and early in the project.  

This paper builds on our previous work [17] that investigated the understanding of 
business value in agile projects from publications in the agile software engineering 
(SE) and requirements engineering literature. This systematic review [17] of literature 
showed that, with very few exceptions, most published studies take the concept of 
business value for granted and do not state what it means in general as well as in the 
specific study context. We could find no study which clearly indicates how exactly 
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individual agile practices or groups of those create value and keep accumulating it 
over time. This finding motivated us to pursue further studies of value creation in 
agile projects by deploying empirical research methods, for example case study re-
search [22]. In this paper, we present the results of a case study that investigated 
(i) the ways in which agile practitioners perceive the notion of business value, and 
(ii) those agile development practices that create value, in the practitioners’ opinion. 

We have set out to answer the following research questions (RQs):  

RQ1: What concepts of business value do practitioners in the context of agile pro-
jects perceive?  

RQ2: In which way do agile projects create business value (process of value crea-
tion)? In which way do specific or individual practices influence the creation of busi-
ness value?  

RQ3: Do practitioners perform value-driven decisions during agile development?  
RQ4: How do developers combine value creation for their own organization with 

value creation for the client’s organization? 

To answer our research questions, we have performed a multiple case study [22] in 
eight software developing organizations. In the next section, we provide background 
on our motivation for this study and related work. Section 3 describes the details of 
our case study process and Section 4 presents the results. Section 5 assesses our an-
swers to the research questions and discusses implications for researchers and practi-
tioners. Section 6 analyses the possible validity threats, and Section 7 concludes the 
paper. 

2   Background 

2.1   Motivation 

The literature of agile SE [12] has emphasized the value creation attributable to the 
nature of agile projects. Agile software practices are credited with saving failing pro-
jects and increasing the success chance of many others. In the understanding of the 
agile SE community, the value delivered to the client lies not only in what the final 
software product represents, but also in the development process as such, which sig-
nificantly contributes to the amount of value delivered. For example, a recent study at 
Intel Shannon [12] reports on the application of agile practices which lead to reduc-
tions in code defect density by a factor of 7. Moreover, Favaro [11] points out that 
agile approaches generate two kinds of economic benefits: operational and strategic. 
This means that the value creation process is not limited to the development of a 
product. The operational benefits of agile practices include lower costs for the clients, 
better quality product, shorter time-to-market. The strategic benefits include flexibil-
ity to respond to changes and ability to take advantage of new information, which 
ensure longer-term additional benefits for the client. Our research attempts to capture 
the state of the practice in this respect, as practitioners in agile software organizations 
witness it. As already stated in the Introduction, our current case study research is 
strongly motivated by the fact that we could not find any published study which indi-
cated how exactly the value creation happens in real-life projects. (We refer interested 
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readers to [17] for more details on our earlier work which resulted in this finding.) We 
also felt motivated by a recent call by Petersen and Wohlin [16] who suggest that 
more qualitative studies are needed to make agile studies comparable and also to 
uncover issues that have not been explicitly identified in the agile literature. More-
over, Barney at al. [4], [5] point out that: “there is little research into the criteria used 
in the decision-making process around requirement selection for value creation”. 

2.2   Related Work  

At the time of writing this paper, the topic of value creation receives increasing attention 
in the research community [3]. In SE, the sub-field of Value-based Software Engineering 
(VBSE) which focuses on the value analysis and value creation process in a software 
projects, has been gaining in importance [6]. Drawing on the value-based SE theories, 
Aurum and Wohlin [3] advocate a value-based approach in requirements engineering. In 
essence, this is about aligning clients’ requirements, business requirements and techno-
logical opportunities when making requirements prioritization decisions. For example, 
recent studies by Barney et al. [4], [5] investigated the release-planning process to create 
software product value through requirements selection. These authors identified the fac-
tors that determine the decisions about inclusion of certain requirements for implementa-
tion. Next, Rönkkö et al. [18] present three aspects of software – as a technology, as a 
design, and as an artifact. They use these aspects to divide the value concept into three 
components that are relevant for software developing companies and their clients: intrin-
sic value, externalities and option value. The authors propose a value-decomposition 
matrix as a vehicle to reason about the various aspects of value. We make the note how-
ever, that they take a broader look at the development of software products, without 
discussing a specific development method. As these authors stress, the vagueness of the 
concept of value seems to be a central problem in the VBSE.  

Furthermore, publications in agile SE converge on that agile methods get “more 
done with less” [10], [15], [20]. More specifically, in our earlier systematic review 
[17], we found that agile literature sources agree that business value is considered the 
key requirements prioritization criterion in most agile projects. For example, the study 
of Cao et al. [8] reached the conclusion that “…agile RE practitioners uniformly re-
ported that their prioritization is based predominantly on one factor – business value 
as the customer defines it.”  

We make the note that unlike our study, the literature sources that form the related 
work in this section have not discussed the question of value definition and value 
creation trough the agile process. In fact, the focus of the studies of Barney et al [4], 
[5], is not the agile process itself, as most of the projects included in the studies fol-
lowed incremental development. The authors do not discuss the process on itself and 
how the process affects the value creation. Although iterative development is in the 
focus of the study, the development approach does not play a role beyond the fact that 
the product is developed in multiple releases. 

3   The Research Method 

We conducted a multiple-case study [22] to explicate the decision-making process 
during an agile project in the context of changing requirements. The case study  
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consisted of semi-structured open-end in depth interviews with practitioners that work 
in organizations that develop software by using agile approaches. The case study is a 
first step in discovering the way in which the agile requirements mid-course decision 
process contributes to the client’s value creation. 

The companies, included in the study, characterized themselves as following agile 
methodologies. Some of them did strictly follow Scrum principles such as daily 
stand–up meetings and release retrospective. More detailed discussion about the study 
participants can be found in section ‘limitations’. 

3.1   The Case Study Process and Participants 

We executed a rigorous case study by performing the following steps: (1) Compose a 
questionnaire; (2) Validate the questionnaire through an experienced researcher; (3) 
Implement changes in the questionnaire based on the feedback; (4) Do a pilot inter-
view to check the applicability of the questionnaire to real-life context. (5) Carry out 
open-end in-depth interviews with practitioners; (6) Sample (follow-up with those 
participants that possess deeper knowledge or a more specific perspective). 

Each in-depth interview included a section with questions related to the business 
value perception and value creation. Those questions were: 

• What does business value of a requirement mean for you? 
• At your meetings with your clients/product owners, do they explicitly dis-

cuss the business value of the requirements, so that all meeting attendees un-
derstand why some requirements are of higher priority than others? 

• Is ‘value’ connected to the business goals which the clients want to achieve 
by deploying the software system? If so, in which way does ‘value’ connect 
to clients’ business goals? 

• When judging the value of the requirements, do clients also consider any 
other factors (e.g. cost, size, risk)? 

• Has the desired value been quantified? If yes, how? 
• In which way, in your experience, does the agile process add value to the cli-

ent? Can you give a specific example from your practice? 
• For yourself, as part of the developing side – do you consider the value for 

your own organization, or is it more important what the client wants? 
• Do you share knowledge about business value creation within the organiza-

tion? 

We make the note that no substantial changes in our interview protocol took place 
after the pilot interview, so that the pilot interview could be considered part of the 
case study. The study included 11 practitioners who were working for eight different 
companies/public organizations: 

• 1 middle size company in the Netherlands (3 cases, 3 participants) 
• 2 small companies in the Netherlands (3 cases, 3 participants) 
• 1 small company in Bulgaria (1 participant) 
• 1 middle size company in Bulgaria (1 participant) 
• 1 university in Germany (1 student project) 
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• 1 country-specific business unit of a large international company, Italy (1 
participant) 

• 1 department in a large governmental organization, Turkey, (1 participant).  

The participants described a total of 11 projects. The application domains for which 
software solutions were developed represent a rich mix of fields and include banking, 
ERP for small businesses, health care management, automotive, content management 
system, online municipality services system. In each organization we interviewed one 
or more representatives that were directly involved in the decision-making and the 
development process. Many of the participants performed multiple roles in the team 
and thus had a wide overview of the end-to-end process.  

3.2   The Data Collection  

We collected data from our case study participants by carrying out in-depth inter-
views. According to research methodologists [9], [22], in-depth interviews are inten-
sive conversations with a small number of respondents to explore their perspectives 
on a particular project, practice or idea. We used this data collection technique be-
cause it is deemed useful when a researcher needs detailed and context-specific in-
formation so that he/she explores an issue in depth.  

The interviews took place between July 15 and Nov 10, 2009. Nine interviews 
were done in face-to-face meetings. Two interviews took place over the phone. Each 
interview lasted between 60 and 90 minutes. Each interviewee was provided before-
hand with information on the research purpose, the research process and the rights 
and responsibilities of the participating case study companies. At the meeting, the 
researcher and the interviewee walked through the questionnaire which served to 
guide the interviews. 

We make the note that in each interview, the interviewer (that is the first author of 
this paper) used her judgment and tact to decide how closely to stick to the interview 
guide and how much to follow up the practitioners’ answers and the new directions 
they might open up. Throughout the data collection, the interviewer attempted to 
verify her interpretation of participant’s answers. She also summarized the key data 
immediately following the interview. The data was then transcribed and analyzed, 
which is described in the next section. 

3.3   The Data Processing 

The data analysis in this study was guided by the grounded theory method according 
to Charmaz [9] that is a qualitative method applied broadly in social sciences. This 
approach is explorative and well suited for situations where the researcher does not 
have pre-conceived ideas, and instead is driven by the desire to capture all facets of 
the collected data. On the next step the data can be used to build a theory. The data 
analysis followed the following steps (1) Coding, which was focused on attaching a 
‘code’ to a portion of the text; (2) Clustering all portions of text with the same code; 
(3) Creating lists with codes and clustering them into families; (4) Identifying pat-
terns, i.e. multiple occurrences of the same mechanisms or concepts. These steps were 
executed by the first two authors of the paper who worked independently at two dif-
ferent locations. Each researcher read through the practitioners’ responses and 
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searched for themes and patterns that appear to be common among the practitioners. 
The third author of this paper acted as a checker in the process of identifying patterns 
(step 4 of the list above). We got a variety of themes which we grouped in two ways 
that we found meaningful: by perspective (clients’ versus developers’ perspectives) 
and by company size (small, medium, large). For example, our analysis found that 
small agile software development companies who have small organizations as their 
clients set up their prioritization process differently compared to larger companies. 

4   Results 

This section presents the results in an order corresponding to our research questions 
formulated in Section 2.  

1. What concepts of business value do practitioners in the context of agile projects 
perceive? Table 1 summarizes what the participants in the study perceive as a busi-
ness value.  

Table 1. Understandings of business value from the interviews 

The business value…  
“…is in the context of the main functionality: does the feature support our main scenario?” 
“…what the organization will gain when we implement the requirement”. 
“…usually it is what they like to see, what is used most (from workflow perspective).”  
”…what will it means if we implement this requirement – will the client become more 
efficient, more competitive, will it gain something” 
“…is defined based on: how much the client uses certain feature; whether it works good, 
and to help them do their work (in this case – the work flow) 

Table 1 indicates that in our observations, many of the business value definitions 
are context-dependent, that is, a definition could be traced back to a specific context 
characteristic of a project. For example, one of the participants, who worked on a 
project in the context of a software suppliers’ network, defined the term business 
value as: “Business value is to allow the client develop the functionality for which 
he/she is dependent on us”. This perception clearly demonstrated the linkage between 
the perceived business value by this interviewee and the role he plays with respect to 
his clients in the suppliers’ network. Another interviewee shared that ”perceptions of 
business value vary from project to project, even if you have the same client on site in 
both projects”. Examples as these brought us to think that we can not expect one 
universal definition of BV. Moreover, practitioners also indicated that the definition 
of the same client would probably change from project to project, depending on (i) the 
different project-specific settings, (ii) the specific needs of the client (for example, the 
need to have highly reusable or highly scalable software), and (iii) the market position 
of the client’s organization. To us, this all indicated that multiple layers of business 
value are clearly observable in agile project organizations and that it might make good 
sense to look into these layers in order to understand the underlying mechanisms 
responsible for the variation of perceived business value across agile projects within 
an organization. We consider it intuitive to think that agile projects may well vary in 
terms of how much of an agile approach they adopt in the project delivery cycle, and 
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this, in turn, leads to variations in the perceived business value of both the system 
being delivered (that is, the product) and of the way it is delivered (the process). This 
reasoning motivates us to carry out a follow-up case study in which we plan to collect 
more observations on how business value is created and to understand the relationship 
which could possibly exist between the extent to which a project is agile and the per-
ceived business value.  

2. In which way do agile projects create business value or influence the creation of 
business value? All study participants agree on that agile development better suits the 
project objective to satisfy customer needs and, hence, it leads to increased customer 
satisfaction, regardless of other project context characteristics as level of customer 
involvement, organizational culture, type of product, level of risk and requirements 
volatility. More in detail, the answers by practitioners and the agile practices they 
addressed are presented in Table 2. 

As suggested in Table 2, our observations from the interviews bring us to the con-
clusion that business value is created by a combination of agile practices and mecha-
nisms at play in a project-specific context. For example, in short projects with limited 
resources and a short list with requirements, the client profits from the agile process 
through (1) the efficiency of the process, (2) the ‘savings’ made by the light-weight 
method, and (3) the ability to figure out early what they’ll get and whether it is what 
they need. This profit-making mechanism is deemed by our participants important to 
obtain the best possible system for the money spent.  

Another example is in a context of volatile or unclearly defined requirements. In 
this case, the value is ensured by the change management mechanisms and by incor-
porating learning loops in the process [19]. An interesting finding in our study was 
that the views by all participants agreed on that the agile paradigm has an effect on 
the social aspects of project delivery, such as work moral and atmosphere, as well as 
on the relationship between client and developing organizations. 

3. Do practitioners perform value-driven decisions during agile development? 
While the concept of business value was deemed important to all participants, when it 
comes down to making requirements prioritization decisions at inter-iteration time, 
we found a surprising result: nine out of eleven participants stressed the importance 
of, what they called, a ‘negative value’. This is a prioritization criterion that the prac-
titioners used in requirements prioritization and it means ‘how big the damage for the 
client/product will be if a requirement is not implemented’. 

The practitioners explained that in their requirements prioritization experiences the 
important point of reasoning was not the estimation of the value being present in a 
certain feature, but instead – the question of how much this feature would detract 
from the product’s value, if the developers do not implement it. The ‘negative’ value 
thus is equivalent to loss of value or damage to the business. In the experience of one 
practitioner, this reasoning reflects a professional pragmatic behavior especially in 
projects that have very limited resources and clients preoccupied with whether or not 
they derive maximum benefit from the project. Unlikely to contexts in which scarcity 
of project resources is an important concern, in projects which enjoy ‘more generous’ 
budgets, practitioners agreed on that their decisions were driven mainly by value 
consideration, namely supporting the main functionality of the software system being 
delivered and keeping in mind the ‘negative value’. We note that making decisions by 
considering ‘negative value’ sounds intuitive, as the scarcer the resources, the more  
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conscious the project teams are on how to spend them. However, we also make the note 
that, to the best of our knowledge, the agile literature sources do not mention the con-
cept of ‘negative value’. Reflecting on the discrepancy between the business value con-
cepts discussed in agile literature and our experience that the concept of ‘negative value’ 
surfaced during the interviews with the majority of the participants, regardless of their 
locations, company sizes, and cultures, we think that it is an under-researched topic 
which warrants further research. First, the concept of ‘negative value’ suggests that we 
may need to redefine the concept of business value in agile all together. Second, this 
concept clarifies the type of value that feeds into the decision-making processes in agile 
projects. Understanding the mechanisms that condition the use of ‘negative value’ in 
agile can bring us to restate the decision-making conceptual frameworks which we, the 
researchers, have been using to explain agile phenomena until now. We consider this a 
research problem for our immediate future. More specifically, we plan to get back to the 
case study sites and do follow-up in-depth interviews to explicate the meaning of ‘nega-
tive value’ and its use in agile decision-making.  

4. How do developers combine value creation for their own organization with value 
creation for the client’s organization? The practitioners shared the views that in the 
software project organizations, the developers regularly perform their own estimations 
and revise their understandings of how the business value from the client’s standpoint 
relates to the bottom line of the developers’ companies. They explained that this devel-
opers’ value-conscious estimation happens, because of the pressure on the developers to 
maximize the value creation for the client, only while ensuring a descent level of profit 
for their own companies. This means that not all wants of the clients get implemented at 
inter-iteration time, and certainly, not all requirements that the client specified at project 
inception time are implemented. Overall, the practitioners agreed that the developers are 
active participants in the requirements decision-making processes. Their participation is 
deemed even stronger in cases of small projects, where the client is a small organization 
or company that does not possess knowledge in the IT domain and cannot afford paying 
extra for IT consulting services. Such a client may even find it very expensive to allo-
cate a resource to the role of ‘on-site client’. Often, it is economically unfeasible for the 
client organization to pool away a full-time employee from their every-day business and 
task him/her to serve ‘on-site’ in an agile project. In such a context, it happens that the 
client delegates the decisions influencing the value creation, to the developing team. Our 
case study participants indicated with certainty that a high level of trust is a prerequisite 
for such cooperation. Some participants described situations where they even had to 
‘save the clients from themselves’, meaning to prevent unwise decisions or suboptimal 
choices that will be harmful in long term. The practitioners motivated this course of 
action with their experience from previous projects at the client’s site as well as their 
profound knowledge of the client’s business domain. The developers also justified this 
behavior by their desire to create maximal value for the client and, thus, to contribute to 
a successful project. In the experience of our interviewees “this leads to high client 
satisfaction and good relationship with the client, which will, eventually, lead to future 
mutual projects”. This observation represents an interesting point for further discussions 
and research, as it does not converge with the common understanding in the agile litera-
ture that the customer is responsible for making the (prioritization) decisions. We think, 
therefore, that knowing more about the variation in project contexts is key to understand 
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how relevant project context characteristics possibly affect the choice of decision-
making approach in a project.  

That the developers strongly participate in the prioritization and decision-making 
gives us the hint that agile and traditional requirements engineering processes may not 
be that different, compared to what originally was thought, regarding who prioritizes 
the requirements. Our study suggests that in agile (as well in traditional) contexts, we 
can find examples of clients who essentially rely on developers to prioritize their 
project requirements; we, therefore, think that the difference between agile and tradi-
tional processes is not with respect to who prioritizes the requirements, but: (1) with 
respect to what competencies and (tacit) knowledge those, who prioritize, have of 
their client’s business, (2) with respect to whether the client is able to participate in 
the process. Our interviewees suggested that the developers, who ‘saved the clients 
from themselves’ are experienced professionals (e.g. in the words of one interviewee, 
with 10 to 15 years of experience in IT systems delivery in a specific business sector) 
and this might indicate that for agile prioritization to be led by developers, it should 
include highly-competent and experience people. At the time of writing this paper, we 
consider this a hypothesis for future research and we feel motivated to carry out fur-
ther case studies in company sites to confirm or disconfirm it.  

Last, the observation that clients feel their knowledge of requirements priorities 
limited when it comes to inter-iteration decision-making opens up a question to those 
researchers that develop and evaluate requirements prioritization methods. The exist-
ing prioritization techniques rest on the assumption that clients are aware of the me-
chanics behind the application of requirements prioritization techniques and, as a 
minimum, they are conscious about their role of providers of the input that feeds into 
these techniques. It appears that our case study findings question the extent to which 
this assumption is realistic. Indeed, requirements prioritization methods take for 
granted that there are objective values to provide inputs into the methods. Now, look-
ing at our case study findings, the suspicion grows that these objective values may not 
always exist and are difficult to make. Our findings are indicative for a limitation 
being present in the current requirements prioritization methods, and therefore, we 
think that future research is warranted to understand those cases in which the assump-
tion is not realistic.  

5   Discussion on the Results  

We were surprised that our study yielded a few findings regarding essential aspects of 
business value creation in agile projects, which were misaligned with what agile lit-
erature says on these aspects. Reflecting on these findings, we formulated a number of 
interesting research questions for the future. Below, we present the research questions 
according to those findings which indicated a gap between agile project realities and 
the agile literature:  

(1) Business value is more than just numbers. It comes out of a human judgment that 
is based on competencies and deep knowledge of the client’s domain. An interest-
ing question then is how a judgment about business value is formed and what tacit 
knowledge should be made explicit, so that knowledge about business value gets 
shared among developers and clients.  
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(2) Perceived business value varies from project to project, as projects vary in terms 
of amount of agile practices they use. Does any relationship exist between the ex-
tent to which a project is agile (i.e. the amount and the combination of agile prac-
tices) and the perceived business value? If so, what kind of relationship is it? 

(3) The value-creation process plays an important role for the developers’ organiza-
tion. The agile practitioners’ literature [2] seems to share the opinion that the only 
value-creating considerations that drive the development decisions are those of 
creating value for the client. During this study we made the consistent observation 
that, more often then not, the value creation for the developers has been consid-
ered as well. Clearly, developers and clients have some goals that ensure mutual 
benefits to incur e.g. “we want to make the client happy, so that he/she comes 
back”, while other goals on the developers’ side may not be related to one particu-
lar project or one particular client, and instead are related to issues like reuse, 
other concurrently running projects and distribution of resources for maximizing 
value for the organization. We need to consider more carefully in which ways de-
velopment teams balance the client’s business value with their own organizational 
bottom-line. We think this is an important topic for future research on its own 
right. We think, if we collect and analyze examples of good and not-so-good ways 
to balance client’s and developers’ value-creation perspectives, then we will be 
able to deduce patterns, principles, do’s and don’ts, and other general understand-
ings that help practicing requirements engineers build up a body of knowledge 
that can assist them in value-creation.  

(4) As already noted in the previous section, the developers rely on their own estima-
tions and understandings, even on common sense, in order to maximize the value 
creation for the client. The situations in which the developers had to ‘save the cli-
ents from themselves’ opens up perspectives for future research. For example, it 
would be interesting to see what level of trust is necessary in those situations 
when clients ‘delegate’ the value creation process to the developing team who de-
livers the system.  

(5) The evidence from the study shows that, in contrast to the documented agile best 
practices in the literature [10], in most of the cases the developers are those who 
made inter-iteration decision making. Our interviewees agreed that more often 
than not the involvement of the clients consisted mainly of approving the 
plan/giving comments. Only in few cases practitioners were able to provide evi-
dence that the client is really capable/interested/aware of the agile way of defining 
priorities, and thus able to navigate the functionality by the mid-course decision-
making process. In Section 4 we already expressed the suspicion that this may 
question the fundamental assumption behind the contemporary agile requirements 
prioritization methods, namely that some objective values exist to feed as inputs 
into the methods. We think, this alone is worthwhile researching so that we under-
stand the extent to which this assumption is realistic. In our case study, the inter-
viewees went further to explain why developers are that strongly participating in 
the decision-making. In their view, the developers’ company is the one to make 
sure that the project delivery process runs in a way that is profitable for the com-
pany. If developers accommodate all wishes which clients might come up with at 
inter-iteration time, the company may find it not sustainable in the long run. As 
said in the previous paragraph, while an agile software company lets its clients 
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prioritize the requirements, this decision-making process can take place only when 
the client’s sense of flexibility is balanced against the company’s sense of profit-
ability. However, it remains to uncover the mechanisms that are at play in con-
texts where this balance is feasible.  

(6) Throughout the interviews, it became explicit that there is a link between the pro-
ject’s settings and the way the decisions are made, i.e. how the value creation 
process is organized. In all projects where the client’s company was a small com-
pany, the decision making was deliberately delegated to the developer. It could be 
a product owner, a project manager or another representative of the developing 
team that was responsible for the communication with the client. 

6   Limitations 

We explicitly addressed the possible threats to external and internal validity of the 
observations and conclusions in a case study as per the recommendations of qualita-
tive case study research methodologists [21],[22]. First, the external validity addresses 
the generalizability of our observations and conclusions beyond the studied sample of 
companies, projects and participants. The following aspects of the study can be con-
sidered as possible threats to the validity: (i) the number of companies and projects 
that have been studied; and (ii) the choice of study participants. The scale of the study 
does not allow us to make statistically relevant observations. However, as discussed 
earlier, this was not the purpose of our study. For a qualitative study, the question is 
rather [21],[22]: to what extent the companies included in the study can be considered 
as representative for a broader range of companies? We deliberately included in the 
study representatives of companies of different sizes and business sectors. Some of 
the findings apply generally across the cases, despite the heterogeneity of the set of 
case studies. This gives confidence that the conclusions hold for other companies in 
similar context as well. It is for this reason we have searched for aspects that the cases 
have in common rather than aspects in which they might differ. Our findings corre-
spond to the intuitive thought that agile companies in similar contexts would share 
similar approaches to business value in their projects, but, more importantly, it was 
also confirmed by participants in a panel discussion where first results of the study 
have been presented. Of course, the stress here is on the word ‘context’. We believe 
that the most important aspects of the context, in this case, are: location of the com-
pany, company size and project size. As participants in the study indicated, the geo-
graphic zone, where a company is located implies the presence of a country-(or zone-) 
specific culture, which defines to a large extent the relationships between the clients’ 
and developers’ organizations. In addition, there are specific legal aspects in each 
country in respect to the contractual terms an agile project organization would adopt. 
Furthermore, the geographical location of the company is linked to the way in which 
the agile methodology is applied and the extent to which the agile way of thinking and 
working as a philosophy penetrates in a specific part of the world. This means to us 
that it is realistic to expect that the results of our study are generalizable to companies 
in a similar context, especially in companies of similar size, located in Central and 
South-European countries. We make the note that we are aware of the different level 
of penetration of the agile paradigm in the different geographic zones. E.g. in North 



 Business Value Is Not Only Dollars – Results from Case Study Research 143 

America, the increased awareness and usage of agile approaches have lead to the 
formation of professional communities and networks as well as to specialized profes-
sional certifications (e.g. scrum master). It will be very interesting to observe,  
compare and contrast the agile development and project management practices at 
companies working in different cultural settings. Furthermore, it would be interesting 
to compare their processes of value creation and their understanding of value with the 
observations in this paper. 

It should be noted that our cases are limited to small and medium-sized companies. 
Due to their different nature, the findings cannot be generalized to large companies, 
which have a different, and often distributed, software delivery process. For example, 
in [13], the authors describe a large-scale Scrum-of-scrums approach that ensures 
multi-team coordination in large organizations (e.g. Nokia) and relies on a set of 
mechanisms unique to agile contexts in large companies. In this case, study, we did 
include one large organization, however, the project which we included in the case 
study was small. This meant, it had a smaller project organization, consisting of a few 
representatives of the country-specific business unit of the company (to which our 
interviewee belonged) and a representative of the client.   

Second, with respect to internal validity, our key concern refers to the choice of the 
companies. As we are analyzing agile processes, we want to be sure that this is in fact 
what we are investigating. The important question to discuss is how did we (the re-
searchers) know that the processes we studied were indeed agile ones. To minimize 
the effect of this threat on the results of the case study, we took some extra actions: 
We confirmed with all participants that they (or their team) apply an agile methodol-
ogy. The participants stated that their organizations were known as agile method 
adopters and that they were committed to use agile in the projects that we collected 
information about. Next, during the interviews, we consciously looked for confirma-
tion of whether the interviewees indeed referred to examples of their experiences in 
agile projects (and not in projects that used other approaches). Certainly, this is a 
philosophical question as well – where is the line between other iterative and incre-
mental approaches and which characteristics of the project should be observable in 
order to claim a team or a project to be agile. This question is out of the scope of this 
paper, though. To the best of our knowledge, the projects included in our study are 
truly agile projects in the sense of the Agile manifesto [2]. Furthermore, our inter-
viewees agreed on that the agile process helped them create rapport with their clients 
easier than it could have been possible in a project that uses a traditional delivery 
approach. The interviewees also agreed that the agile process makes it “much easier 
than ever before” to consistently maintain communication with the client organiza-
tion. They felt that this all was instrumental to “making the clients happy”. Clearly, 
one could raise the concern that these observations are biased, as they are provided by 
agile practitioners. More than 70% of the interviewees were seasoned practitioners 
with more than 15 years of software project experience and that they accumulated a 
large part of this experience while working for organizations with traditional software 
development approaches. So, they had enough practice to compare the both worlds. 
However, we admit that there is a possible threat to validity as we interviewed only 
those people that are currently engaged in agile development. Theoretically, there 
could have been people that came back to traditional approach.  However, this was 
not a feasible option within the resources we had. 
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7   Conclusions  

This paper presents the results of empirical investigation on the understanding of agile 
software practitioners on the concept of business value and its creation during the 
development process. All participants in our explorative study expressed the opinion 
that agile projects make clients satisfied by the outcome of a project. This was a point 
of convergence across case study sites regardless of the significant variety in project 
characteristics (type of software project, organization size, culture) at these sites.  

The study revealed an important gap between the realities of the practitioners in the 
studied projects and the agile literature. In our view, acknowledging the presence of 
this gap is a valuable input to agile project managers and practitioners when they 
make decisions on how to implement the agile practices concerning the interactions 
with their clients. Agile managers may choose to avoid certain practices if they deem 
this brings them closer to their project realities in which business value is to be cre-
ated. Reflecting on the gap also brought us to research questions for the future.  

We believe that value creation in agile projects is a lively, difficult and richly ar-
ticulated research field and, therefore we think that our explorative case study can be 
just one step on the way to develop a deeper understanding of the agile phenomena 
related to essential aspects of business value. We consider it a work-in-progress that 
the community may want to adapt and expand.  
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Abstract 

CONTEXT – Offshore software development outsourcing is a contractual busi-
ness of high quality software production with significant cost-saving. 

OBJECTIVE – The objective of this research paper is to analyse the factors that 
influence software outsourcing clients in the selection of offshore software out-
sourcing vendors. 

METHOD – We have performed questionnaire surveys with 53 experts. We asked 
the participants to rank each success factor on a five-point scale to determine the 
perceived importance of each success factor. Our survey included success factors 
identified in the previous findings of systematic literature review study.   

RESULTS – Our study reveal both cost-saving and appropriate infrastructure as 
the most influential factors in the selection of outsourcing vendors. Our results 
also indicate that appropriate infrastructure, cost-saving and efficient project 
management are common success factors across different groups of practitioners.  

CONCLUSIONS – Cost-saving and appropriate infrastructure should be con-
sidered as the prime factors in the selection process of software development 
outsourcing vendors.  

1   Introduction 

Software development outsourcing is a contractual business between client and ven-
dor organisations in which a client(s) contracts out all or part of its software develop-
ment activities to a vendor(s), who provides agreed services for remuneration [1]. 
Offshore software outsourcing is dramatically changing the business economics in the 
overall outsourcing industry due to the availability of skilled human resource and pro-
vision of high quality software at low cost [2].  

This research focuses on the need to gain an in-depth understanding of the range 
of criteria used by the software development outsourcing clients for the selection of 
software development outsourcing vendors. Understanding the selection criteria will 
help software development outsourcing vendors in addressing those criteria in order 
to be fully ready for software development outsourcing initiatives. This may also help 
to ensure the successful outcome of offshore outsourcing projects and long lasting 
relationships between clients and vendors. 
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There are many reasons for software development outsourcing [3]. Client organi-
sations benefit from offshore outsourcing because vendors in developing countries 
(offshore vendors) usually cost one-third less than onshore vendors and even less 
when compared with in-house operations [4]. Moreover, offshore vendors improve 
their skills and service quality with the experience of offshore outsourcing projects, 
learning new ways to satisfy the clients’ needs. However, in addition to the outsourc-
ing benefits there are many risks in an outsourcing process [5], [6]. 

Many challenges have been reported in the offshore software outsourcing process. 
One of the key challenges is handling complex communication and coordination 
problems due to language and cultural barriers as well as lack of face-to-face commu-
nication [7]. Other challenges include lack of client involvement, hidden costs, the 
development of software development outsourcing practices and creating and main-
taining trust among the outsourcing companies [8], [9], [7]. However, despite the im-
portance of offshore software development outsourcing, little empirical research has 
been carried out on offshore software development outsourcing practices in general 
and the identification of factors that have a significant impact on client organisations 
in particular. To do this we intend to address the following research questions: 

RQ1. What factors do offshore software outsourcing vendors need to address in 
order to have a positive impact on software outsourcing clients? 
RQ2. Do the identified factors vary across the different level of experts? 
This paper is organised as follows. Section 2 describes the background. Section 3 

describes the research methodology. In Section 4 findings are presented and analysed 
with some discussion. In Section 5 summary is provided. Section 6 describes the limi-
tations. Section 7 provides the conclusion and future work. 

2   Background 

Offshore software development outsourcing is a contractual business of high quality 
software production at offshore destinations with significant cost-saving. This is  
because organisations (clients) in the developed countries outsource their software 
development activities to other organisations at low wages countries (offshore ven-
dors) who provide agreed services with significant cost-saving. Software development 
outsourcing has been growing steadily and an 18-fold increase in the outsourcing of 
IT-enabled business processes is projected [10]. A survey report reveals that the inter-
est in outsourcing has been increased by many companies (client organisations) in the 
developed countries [2]. Similarly the new report by Gartner predicts that the current 
economic downturn will accelerate offshore software outsourcing activities [2]. 
“Global economic uncertainty remains, but the outsourcing market could be the first 
to benefit as companies in Europe and the US seek to reduce costs” [2]. Many firms in 
the US have outsourced their software development projects to offshore countries for 
gaining better quality IT services at comparatively cheaper rate and in a shorter time 
period [11]. India was the first outsourcing destination and is still leading the out-
sourcing industry [2]. Many Indian vendor organisations are creating global reach 
(overseas offices) in Northern Ireland in order to offer services to those European 
clients who desire onshore or nearshore presence [2]. However, new outsourcing des-
tinations are emerging which may offer a better deal to clients [2]. India, Philippines, 
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China, Ireland and Brazil are ranked as the top 5 mature outsourcing destinations 
where as the report predicts Canada, Russia, Mexico, Vietnam and Poland as the next 
5 emerging offshore destinations [12]. 

Forrester Research 2002 predicted that 3.3 million US professional jobs and $136 
billion in wage will be outsourced offshore by 2015 [13]. According to Forrester Re-
search 2007, 65% of American and European firms (with 1,000 or more employees) 
currently benefit from offshore vendors for their software development; another 13% 
firms intend to outsource next year. Whereas two years earlier only 45% of these firms 
were the users of offshore outsourcing for the software applications development [13].  

However significant outsourcing failure rates have also been reported [14]. Nam et 
al. [15] in their investigation of 93 client companies found that 36 did not intend to 
continue their relationships with vendors. King [16] reports that JP Morgan decided to 
perform many software activities that it previously outsourced, and did not renew its 
$5 billion contract with IBM. At the root of many failures is the increased complexity 
that outsourcing brings to development projects. This complexity results in: high  
coordination costs [17], information security problems [18], lack of direct communi-
cation [19], perceived loss of expertise in the outsourced activity [20], cultural misun-
derstandings [21] and infrastructure problems [22]. 

There are several tasks relating to software development, such as programming, 
software architecture design and software testing, which are outsourced. There are 
many reasons for software development outsourcing [3]. Small and medium sized 
companies with limited resources and technical expertise are best served by outside 
contractors. Large companies may use an outsourcing strategy in order to experiment 
with new information technologies without making an upfront investment. Large 
companies may also use software development outsourcing due to limited availability 
of software development expertise at the host companies and to reduce processing 
costs [23]. However the scope of software development outsourcing is expanding 
from focusing only on reducing cost to improving organisations’ overall business per-
formance. This change has led to a realisation that the organisations readiness plays a 
vital role in the success or failure of software outsourcing initiatives [24], [25]. 

Understanding factors relating to criteria used by the software development out-
sourcing clients for the selection of software development outsourcing vendors can 
help ensure the successful outcome of projects and long lasting relationships between 
clients and vendors in different geographical locations  [8], [9], [26], [1]. 

3   Research Methodology 

3.1   Measure Development 

Considering the objectives of our research and available resources, we decided to use a 
survey research method to understand software development outsourcing practitioners’ 
perception of the factors that influence software outsourcing clients in the selection of 
offshore software outsourcing vendors. A survey research method is considered suitable 
for gathering self-reported quantitative and qualitative data from a large number of re-
spondents [27]. A survey research can use one or a combination of several data gather-
ing techniques such as interviews, self-administered questionnaires and others [28]. We 
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decided to use a questionnaire as a data collection instrument due to several factors such 
as collecting data from diverse range of respondents and available resources.  

A questionnaire was developed at Keele University based on existing literature 
[29], [30]. We used a closed format questionnaire as an instrument to collect self-
reported data. The questionnaire was based on the success factors reported by Khan  
et al. [31], [32]. In order to gain the tacit knowledge on success factors some open 
ended questions were also included in the questionnaire to find any other factors apart 
from the identified factors. The questionnaire was also designed to elicit the impor-
tance that each respondent placed on each factor identified. In order to describe the 
importance of success factors, the respondents were asked to note each factor’s rela-
tive value (i.e., strongly agree, Agree, Strongly disagree, Disagree, or Not sure).  

The piloting of the questionnaire was conducted through four software engineering 
researchers at Keele and necessary changes were made to the questionnaire. Our ques-
tionnaire is divided into 4 sections: sections one is about demographics data, in sec-
tion two success factors to software development outsourcing are provided, in section 
3 practices for each success factor are described and in section 4 instructions about 
the questionnaire submission are provided. 

3.2   Data Sources 

Since the goal of this research was to gain an understanding of software development 
outsourcing practitioners’ perceptions of factors that influence software outsourcing 
clients in the selection of offshore software outsourcing vendors, we needed to collect 
data from diverse range of outsourcing practitioners involved in outsourcing activities 
across the world. The traditional way of approaching the target population was not 
appropriate as we did not have the contact details of these experts and we also could 
not find any database which has such information. Based on the discussions with dif-
ferent colleagues at Keele and also speaking to few outsourcing experts we have de-
cided to use some new ways in order to locate and approach the target population. In 
this connection, we joined various relevant outsourcing online groups to find out-
sourcing experts for participation in the research survey. All these online groups are 
hosted by LinkedIn website. A request was posted to these groups to invite experts for 
participation. Our invitation letter included a brief description of the research project 
and the nature of the commitment required. This request can be viewed at 
http://groups.google.com/group/icgse/browse_thread/thread/d234dbae0fab31cb. We 
believe that this request was received by 13268 members of the outsourcing groups 
specified in Table 1. Amongst these a total of 106 experts showed their willingness 
through email for participation in the research survey. Finally, 43 responses were re-
ceived, giving the response rate of 41%.  

Apart from this online collection, a request was made at the poster session of 
ICGSE09, Limerick, Ireland where 15 experts showed their willingness for participa-
tion. Finally 10 experts returned completed questionnaires. Thus raising the total no 
of experts participated in the survey to 53 and the overall response rate is almost 44%. 
These participants are from a total of 20 different countries with a majority from US, 
UK and Canada. 
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Table 1. Summary of online outsourcing experts groups 

3.3   Data Analysis Method 

First way of organising qualitative or quantitative data is to group scores or values 
into frequencies [33], because frequency analysis is helpful for the treatment of de-
scriptive information. The number of occurrences and percentages of each data vari-
able can then be reported using these frequency tables. Frequencies are helpful for 
comparing and contrasting within groups of variables or across groups of variables 
and can be used for both nominal/ordinal as well as numeric data. For most of the data 
analysis, we used frequency analysis. In order to analyse each identified success fac-
tors, the occurrence of each factor in each questionnaire was counted. By comparing 
the occurrences of one success factor against the occurrences of other success factors, 
the relative importance of each success factor has been identified.  

4   Analysis and Results 

4.1   Success Factors Identified through Empirical Study 

In order to answer RQ1, Table 2 shows the list of success factors identified through 
empirical study. The results suggest that out of 22 success factors, 18 factors have 
greater than 50% of occurrences where as the remaining 4 success factors have 
greater than 30% occurrences in the positive list. ‘Skilled human resource’ is the most 
common success factor in our positive list, i.e. 94%. Research suggests that half of the 
companies that have tried outsourcing have failed to realise the anticipated results 
[25]. One of the reasons for software development outsourcing failures is the difficul-
ties in creating good relationships among the outsourcing companies [1], [34]. We 
argue that ‘skilled human resource’ can play a vital role in establishing a good rela-
tionship between client and vendor organisations as this will help vendor organisa-
tions to provide adequate services to client organisations. Different studies have also 
described the importance of ‘skilled human resource’ factor: 

Group Name 
 

Group members (At  
Request posting Time) 

Request posted 
Date 

ICGSE (Google groups)   28 April, 2009 
Poster session, ICGSE09 (Limerick, Ireland) Almost 100 15 Jul 2009 
Global Sourcing Professionals (LinkedIn group) 1601 April, 2009 
ICT Outsourcing Professionals (LinkedIn group) 426 April, 2009 
IT/Software Development Outsourcing and

      Offshoring (LinkedIn group) 
4015 April, 2009 

Offshoring & Outsourcing Forum (LinkedIn group) 1452 April, 2009 
Outsourcing 2 India (LinkedIn group) 297 April, 2009 
Outsourcing & Offshoring (LinkedIn group) 2470 April, 2009 
Outsourcing to Ukraine (LinkedIn group) 595 May, 2009 
Outsourcing@UK (LinkedIn group) 2127 Jul, 2009 
Outsourcing in the Central and Eastern Europe

      (LinkedIn group) 
257 Jul, 2009 
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• High-quality skilled staff are the backbone of the IT industry and vendors 
should employ high skilled workers with professional degrees in Com-
puter Science, Engineering, Management and similar fields [35]. 

• Often a client organisation is eager to know the technical capability of 
vendor organisation [8].  

Our results also indicate that ‘cost-saving’ (92%) is the 2nd most significant factor for 
the selection of vendor organisations. This suggests that low cost software production 
or to charge a fair price has a positive impact on the outsourcing clients in the selec-
tion process of outsourcing vendors. Due to this factor the western countries are out-
sourcing projects to developing countries to take advantage from the reduced labour 
costs. In order to be competitive, vendors organisations should provide better and 
cheaper services to the clients [36]. 

We also found ‘timely delivery of the product’ and ‘vendor’s responsiveness’ as 
the 3rd most significant factors in our positive list (i.e. 87%). Other frequently cited 
positive factors are: Organisation’s track record of successful projects – 85%, Quality 
of Products and Services – 83%,  Appropriate Infrastructure- 79%,  Efficient Out-
sourcing Relationships Management – 75% and SPI Certification (CMMI, ISO, etc) – 
75%. These results validate the findings of our systematic literature review [31]. 

The results suggest that out of 22 success factors, 5 factors have greater than 30% 
of occurrences in the negative list of Table 2. These factors are ‘industry-university 
linkage’ (45%), ‘company size (large and medium) (43%), ‘overseas offices’ (43%), 
‘knowledge exchange’ (36%) and risk sharing (32%). As these factors in the negative 
list are not considered in the selection of outsourcing vendors we suggest that out-
sourcing vendors should not worry to implement these factors.  

In the neutral list (not sure) of Table 2, 19 success factors have been cited where as 
the remaining 3 success factors have zero occurrences in the neutral list. These 3 fac-
tors are ‘skilled human resource’, ‘quality of product and service’ and ‘timely deliv-
ery of the product’. This suggests that all practitioners in the sample were completely 
sure about the role of these factors in vendor selection process.   

4.2   Success Factors in the Opinions of Junior, Intermediate and Senior Level 
Experts 

In total 53 outsourcing experts have participated in this research. We have categorised 
these experts into three categories based on their experiences. These three categories are 
junior level experts having experience range of 1-5 years, intermediate level experts hav-
ing experience range of 6-10 years and senior level experts having 11 years and above 
experience as shown in Appendix. Due to non-existence of a proven theory about catego-
risation of outsourcing experts, this categorisation was done based on the discussion with 
different outsourcing experts and researchers at Keele. However, other researchers can 
define their own criteria in order to decide different levels of outsourcing experts. 

Our results indicate that out of 22 success factors, 21 success factors have been re-
ported as “strongly agree” in the sample of junior level experts. The remaining one 
factor company size (large and medium) has zero frequency. Amongst these 21 suc-
cess factors, 4 factors have been cited in >=50% of the sample of “strongly agree” of 
junior experts. These 4 factors are ‘appropriate infrastructure’ – 67%, ‘cost-saving’ – 
61%, ‘quality of products and services’ – 50%, ‘efficient project management’ – 50%. 
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Table 2. Summary of success factors from experts’ perspective SA=Strongly Agree, A=Agree, 
SD=Strongly Disagree, D= Disagree, NS=Not sure 

Experts’ perception (n=53) 
Positive Negative Neutral 

Success Factors 

SA A % of 
Positive 

SD D % of 
Negative 

NS % 

Cost-saving 32 17 92 0 3 6 1 2 
Skilled Human  
Resource 

19 31 94 0 3 6 0 0 

Appropriate  
Infrastructure 

32 10 79 0 7 13 4 8 

Quality of Products 
and Services 

23 21 83 1 8 17 0 0 

Efficient  
Outsourcing  
Relationships  
Management 

22 18 75 2 4 11 7 13 

Organisation’s track 
record of successful 
projects 

20 25 85 0 6 11 2 4 

Efficient Project  
Management 

18 12 57 0 8 15 5 9 

Efficient Contract  
Management 

20 15 66 0 10 19 8 15 

SPI Certification  
(CMMI, ISO, etc.) 

17 23 75 1 9 19 3 6 

Knowledge of the  
Client’s Language  
and Culture 

17 19 68 2 10 23 5 9 

Timely Delivery of  
the Product 

15 31 87 4 3 13 0 0 

Knowledge  
Exchange 

7 21 53 4 15 36 6 11 

Data Protection  
Laws 

11 25 68 4 7 21 6 11 

Financial Stability 9 28 70 2 8 19 6 11 
Company Size  
(Large and  
Medium) 

1 25 49 4 19 43 4 8 

Risk Sharing 4 22 49 1 16 32 10 19 
Pilot Project  
Performance 

10 27 70 3 9 23 4 8 

Vendor’s  
Responsiveness 

14 32 87 2 2 8 3 6 

Political Stability 6 29 66 4 7 21 7 13 
Overseas Offices 7 16 43 3 20 43 7 13 
Soft Deliverable 10 26 68 1 10 21 6 11 
Industry-University 
Linkage 

7 14 40 7 17 45 8 15 

 
It is worth noting that ‘appropriate infrastructure’ has the highest percentage (67%) 

for junior level experts. By ‘appropriate infrastructure’ we mean: 
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• IT infrastructure/Network infrastructure/ Telecommunication infrastructure. 
• Physical infrastructure (related both with the country and the company) 

which includes Telecom, power/electric supply, roads, transportation, 
physical buildings, office layouts, Internet access and sewer and water 
system etc. 

• Sufficient resources including hardware and software to maintain large 
development projects. 

Our findings indicate that developing an appropriate infrastructure by vendor organi-
sations has a positive impact on client organisations. Hence, in order to succeed in 
outsourcing projects vendor organisations should check the IT resources, including 
the number of servers, the intranet structure and the performance of the systems re-
sources prior to undertake outsourcing activity [37]. 

Cost-saving got the 2nd rank and is strongly agreed by 61% of the junior experts. 
Quality of products and services’ and ‘efficient project management’ receive the 3rd 
rank and strongly agreed by 50% of junior experts. 

We found 7 success factors as the least significant (strongly disagree) in the views 
of junior level experts. The factors ‘company size (large and medium)’ and ‘industry-
university linkage’ have the highest percentage (17%) of occurrence in the strongly 
disagree list. Similarly ‘overseas offices’ has 11% of occurrence whereas ‘efficient 
outsourcing relationships management’, ‘knowledge exchange’, ‘political stability’ 
and ‘soft deliverable’ have 6% occurrences in the strongly disagree list.  

For intermediate level experts we found all 22 success factors in the ‘strongly 
agree’ list as shown in Appendix. Five success factors have been strongly agreed by 
>=50% of intermediate level experts. The success factor ‘cost-saving’ has the highest 
percentage (68%) of occurrence among intermediate level experts. Vendor organisa-
tions should concentrate on providing cheaper software production as per clients’  
requirements. ‘Appropriate infrastructure’, ‘efficient outsourcing relationships man-
agement’, ‘efficient project management’  and ‘organisation’s track record of success-
ful projects’ are the 2nd most significant success factors  having 53% of occurrences 
by the intermediate level experts. 

We found 12 success factors as the least significant (strongly disagree) in the views 
of intermediate level experts. The factors ‘timely delivery of the product’, ‘knowledge 
exchange’ and ‘industry-university linkage’ have the highest percentage (11%) of 
occurrence in the strongly disagree list. Other factors have 5% of occurrence in the 
strongly disagree list.  

For senior experts a list of 21 success factors was found in the ‘strongly agree’ list. 
Four success factors have been strongly agreed by >=50% of the senior experts. The 
factor ‘appropriate infrastructure’ has the highest percentage (63%) of occurrence. Simi-
larly ‘efficient project management’ and ‘knowledge of the client’s language and cul-
ture’ are the 2nd most significant factor having 56% occurrence. ‘Cost-saving’ has 50% 
occurrence and is the 3rd most significant factor in the view of senior level experts.  

We found 12 success factors as the least significant (strongly disagree) in the views 
of senior level experts. The factor ‘data protection laws’ has the highest percentage 
(19%) of occurrence in the strongly disagree list. Similarly ‘timely delivery of the 
product’, ‘pilot project performance’, ‘political stability’, and ‘industry-university 
linkage’ got the 2nd rank having 13% occurrence in the strongly disagree list. The re-
maining seven factors have 6% of occurrence.  
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Due to the ordinal nature of data, we have used linear-by-linear Chi-square test to 
find the significant difference amongst junior, intermediate and senior level experts 
for the success factors. The linear by linear association test is preferred when testing 
the significant difference between ordinal variables because it is more powerful than 
Pearson Chi-square test [38]. However, no significant difference was found across the 
variables. This shows that all outsourcing experts are well aware what is required in 
selecting the appropriate outsourcing vendors. 

5   Summary and Discussions 

The success factors which can influence clients in the selection of offshore software 
outsourcing vendors have been identified through the empirical study. Our research 
goal is to provide software outsourcing practitioners with a body of knowledge that 
can help them to design and implement successful outsourcing initiatives. Success 
factors represent some of the key areas where management should focus their atten-
tion in order to better design software outsourcing initiatives. In order to decide the 
importance of a success factor, we have used the following criterion: 

• If a success factor is strongly agreed by >=50% of the practitioners then 
we treat that success factor as a critical success factor. 

We have used the similar criterion in our previous research [39], [40], [31], [41]. 
However, software outsourcing practitioners can define their own criteria in order to 
decide the criticality of listed outsourcing success factors. 

In order to address RQ1, using the above criterion we have identified the 2 critical 
success factors that have a positive impact on outsourcing clients during the selection 
of outsourcing vendors. These critical success factors are: cost-saving (60%) and ap-
propriate infrastructure (60%). However, other factors which have frequency percent-
age >=30 (strongly agree) may need to be addressed by the vendors in order to win 
outsourcing projects. These factors are:  quality of products and services (43%), effi-
cient outsourcing relationships management (42%), organisation’s track record of 
successful projects (38%), efficient contract management (38%), skilled human re-
source (36%),  efficient project management (34%), , SPI certification(CMMI, ISO 
etc) (32%) and knowledge of the client’s language and culture (32%). These findings 
complement and validate the findings of our systematic literature review [31].  

For RQ2, using the criterion for critical success factors, we have identified: 

• Three success factors common across three types of experts (i.e. junior, 
intermediate and senior): Appropriate infrastructure, cost-saving and effi-
cient project management.  

• Quality of products and services is critical in the opinion of junior level 
experts.  

• Efficient outsourcing relationships management and organisation’s track 
record of successful projects are critical in the opinion of intermediate 
level experts.  

• Knowledge of the client’s language and culture is critical in the opinion 
of senior level experts. 
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Comparisons of the factors identified in three levels of experts confirm more similari-
ties than differences between the factors as no significant difference was identified. 
Table 3 shows that 21 factors are strongly agreed by junior experts, 22 factors by in-
termediate and 21 factors by senior experts. The summary of our findings for RQ2 is 
given in Table 3. 

Table 3. Distribution of success factors across various experts 

Experts’  
experience level 

Total number of success 
factors cited as strongly 

agree 

No. of critical success factors 
(cited in >=50% of the  “strongly agree” list) 

Junior (n=18) 21 

The following 4 CSFs have been  
identified. 

• Appropriate infrastructure (67%) 
• Cost-saving (61%) 
• Quality of products and services

(50%) 
• Efficient project management (50%) 

Intermediate(n=19) 22 

The following 5 CSFs have been  
identified. 

• Cost-saving (68%) 
• Appropriate infrastructure (53%) 
• Efficient outsourcing relationships  
          management (53%) 
• Efficient project management (53%) 
• Organisation’s track record of 

   successful projects (53%) 

Senior (n=16) 21 

The following 4 CSFs have been identified. 
• Appropriate infrastructure (63%) 
• Efficient project management  
        (56%) 
• Knowledge of the client’s  
        language and culture (56%) 
• Cost-saving (50%) 

6   Limitations 

Construct validity is concerned with whether or not the measurement scales represent 
the attributes being measured.  The attributes used in this research were taken from a 
substantial body of previous research reported in  [40], [42], [43] and conducting a 
systematic literature review [31]. The responses from the participants show that all the 
attributes considered were relevant to their work. Internal validity provides support 
for an overall assessment of the results. The results of the pilot studies provide an 
acceptable level of internal validity as the variables included in our study were taken 
from extensive literature review and piloting of questions. External validity is con-
cerned with the generalisation of the results to environments other than the one in 
which the initial study was conducted [44]. External validity is addressed as these 
results represent opinions of 53 practitioners from 20 different countries; although we 
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cannot say that all respondents from these 20 countries would agree with them, we 
believe that they provide a representative sample. 

We have used questionnaires and one disadvantage of the questionnaire survey 
method is that respondents are provided with a list of possible factors and asked to 
identify the factors that have positive impact on clients during the selection of out-
sourcing vendors. This tends to pre-empt the factors investigated and to limit them to 
those reported by the existing studies - respondents may only focus on the factors 
provided in the list. We tried to address this issue by encouraging the respondents to 
also mention if they could think of success factor other than those already mentioned 
on the questionnaire. However, like the researchers of many studies based on experi-
ence data (e.g. [39,45,46]), we also have full confidence in our findings because we 
have collected data from practitioners working in quite diverse roles and directly in-
volved in outsourcing activities within their organisations. In addition, practitioners' 
experiences were explored independently and without any suggestions from the  
researchers. 

7   Conclusion and Future Work 

We investigated through the empirical study factors that are generally considered 
critical by clients in the selection of offshore software outsourcing vendors. We sug-
gest that focusing on these factors can help software development outsourcing ven-
dors in improving their readiness for software outsourcing activities. 

Our findings indicate that ‘cost-saving’ and ‘appropriate infrastructure’ are critical 
for software development outsourcing vendors as most of the practitioners in the 
sample strongly agreed with these factors. In addition to these factors, other factors 
are also important for outsourcing vendors such as ‘efficient project management’, 
‘quality of products and services’, ‘efficient outsourcing relationships management’, 
‘organisation’s track record of successful projects’ and ‘knowledge of the client’s 
language and culture’. 

We encourage independent studies on this topic. This will increase confidence in 
our findings and also track changes in attitudes to offshore software outsourcing over 
time. We believe that a good understanding of these factors is vital in developing the 
vendor organisations’ readiness for offshore software development outsourcing activi-
ties. From the findings of this study, we have identified the following goals that we 
plan to follow in future:  

• To determine the reasons of why some factors are not significant in the 
views of outsourcing experts. 

• Perform more analysis of the identified critical success factors based on dif-
ferent variables like company’s size, company’s scope, job, county etc. 

• Analyse the critical barriers in the selection process of offshore outsourcing 
vendors. 

• Conduct empirical studies to determine how to implement those factors 
which have been frequently cited in our study.  

Our ultimate aim is to develop a Software Outsourcing Vendors’ Readiness Model 
(SOVRM). This paper contributes to only one component of the SOVRM, i.e. the 
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identification of the success factors. The eventual outcome of the research is the de-
velopment of SOVRM to assist offshore software outsourcing vendors in assessing 
their readiness for software development outsourcing activities. The SOVRM pro-
posed will bring together and advance the work that has been undertaken on frame-
works and models for offshore software outsourcing. Our contribution to improving 
software development outsourcing processes will provide other researchers with a 
firm basis on which to develop different outsourcing processes that are based on an 
understanding of how and where they fit into the software development outsourcing 
activities. New outsourcing practices could then be developed targeting software de-
velopment outsourcing projects. 
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Appendix: Distribution of success factors based on Experts’ experience 

SA=Strongly Agree, A=Agree, SD=Strongly Disagree, D= Disagree, NS=Not sure 
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Abstract. Many small software companies grow in an organic and corporate 
manner. When growing, they have to make many organizational changes, ma-
ture their processes and adapt them to the rapidly growing customer base and 
product demands. This may be a challenging task bearing in mind the fact that 
software organizations lack guidelines for how to grow and mature their soft-
ware processes in the context of business growth. In this paper, we map out one 
software company’s corporate and organic growth in the course of its historical 
events and identify its impact on the company’s software production processes 
and capabilities. We also list benefits, challenges, problems and lessons learned 
as experienced by the company studied. The paper rounds up with the sugges-
tion for incorporating business growth elements into software process im-
provement models.  

Keywords: business growth, process change, process improvement. 

1   Introduction  

Many of today’s software start-up companies grow and expand at fast rate. They do it 
either in an organic and/or corporate manner where organic means growth in form of 
increased output and/or sales and corporate means growth by being merged with, 
acquired, or taken-over by some other company [3]. 

Companies encounter many challenges with respect to sustaining and furthering 
their business growth rate [15]. They have to think in the long term about business 
and its environment and quickly adapt to the changing or emerging markets. They 
have to manage their increasing customer portfolio, and grow their products in quick 
and strategic manner [15].  

Organic business growth implies radical changes to the ways in which companies 
develop and maintain their software products. Many times start-up companies do not 
have any software processes in place. Or, if they have any, then the processes may not 
always be mature and scalable enough to meet the business growth.  

Corporate business growth, on the other hand, often forces the acquired companies 
to adapt to their acquirers’ process portfolios. This may be a big challenge bearing in 
mind the fact that many of these organizations may not be mature or willing enough 
to change their process cultures overnight [6], [17].  
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Even if the majority of the software organizations encounter strong organic and 
corporate growth, little has been done about finding out their effects on software de-
velopment processes [3], [14], [15]. Hence, today, we do not have much insight into 
how much software development processes are impacted by business growth. Neither 
do we have any guidelines aiding organizations in maturing their processes while 
growing their businesses. Current process maturity models and frameworks, such as 
ISO 15504, CMM and CMMI, are not directly helpful [1], [4], [5], [10]. They are 
focused on what to change to mature the process and not how to adapt it to business 
growth.  

In this paper, we report on the effects of a corporate and organic business growth 
on the software development process over the course of its eleven-year history. Our 
goal is to study the impact of organic and corporate growth on software development 
and identify issues that might contribute to process improvement models. The organ-
izational body under study is a product development group that has started as a small 
and independent start-up company. It has undergone two acquisitions and ended up as 
part of a multinational software corporation.  

Due to the sensitivity of the results presented herein, we do not disclose the names 
of the companies involved. Hence, we are referring to the acquired company as Vir-
tual Software Group (VSG), its product development group as Virtual Computing 
Product group (VCP group) and to its acquirers as Software Infrastructure Group 
(SIG) and Enterprise Software Provider (ESP).  

The remainder of this paper is organized as follows. In Section 2, we report on our 
research method. In Section 3, we provide historical perspective of the changes within 
the company. In Section 4, we describe the impact of corporate and organic growth on 
software development. Finally, in Section 5, we present the conclusions of this study 
and list the lessons learned as experienced by the acquired company.  

2   Research Method 

In this section, we report on our research method. First, Section 2.1 describes research 
method steps and then Section 2.2 presents the questionnaire used in this study.  

2.1   Method Steps  

Our case study consisted of three following steps: (1) Choice of the company, (2) 
Semi-structured Interviews, and (3) Data Analysis. Below, we briefly describe them.  

We started our research by choosing a company. We first identified a company 
which encountered business growth. We then contacted its employees and tried to 
confirm whether the company fit the aim of our research and was willing to partici-
pate in it. This was done by a few unstructured interviews and the reviews of the 
online information about the company, its business and business growth history. 

As a second step, we chose five company employees. The choice was based on 
their  employment  length,  knowledge of the organization  and the  experiences of the 
changes within the past eleven years. We interviewed two team leaders (software 
developers), a release manager, a system architect and a product manager. All of them 
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have been working in the company for at least five and at most ten years. Hence, they 
were appropriate candidates for our study. When interviewing them, we used a  
semi-structured and open-ended questionnaire presented in Figure 1 and described in 
Section 2.2. The interviews were aimed to follow the history of software process 
evolution and identify challenges brought into it by the business growth.  

V.1:   What was/were the reason(s) of business growth(s)? 
V.2:   Was the development process scalable before business 

growth? Is it scalable now?
V.3:   Were the development teams prepared for business 

growth when it happened? If yes, how?
V.4:   Does the company have any business growth plan? If 

yes, please briefly describe what such a plan covers?
V.5:   Do you think business growth will happen again/        

continue in this company? 
V.6:   How is the company prepared for future business 

growth? 
V.7:   Does the company plan for business growth? In what 

way?

V – The cause of business growth 

VI.1:   What lessons did you learn from business growth?  
VI.2:   What is your suggestion to avoid negative impact of 

future business growth?
VI.3:   What can be done to adapt the process for smooth 

future business growth? 
VI.4:   How can we keep or even improve the maturity of the

process during the business growth?  Is it possible?

VI – Lessons learned  from business growth 

I  – Information about the company 

III – People relation

II - Business growth  

I.1:    What is the name of the company? 
I.2:    What is your position within the company?
I.3:    What is the size of the company (in terms of people)? 

a. Whole company
b. Development department

I.4:   What does the company work with? 
I.5:   Which software development method does the company

use?

II.1:   Has the company had any business growth? 
II.2:   Does the company encounter the continuous growth or is

it coming in intervals? 
In case of the continuous growth: 
a. Since when has the company had a business growth?
In case of growth in intervals:  
a. How many business growths has the company had? 
b. How frequently does the company encounter 

business growth?
c. What is a business growth in the context of your 

company? 
d. For how long do the intervals of business growth 

last?   (i) The last one, (ii) The former ones

III.1: Did the amount of employees change as a result of 
business growth(s)? If yes, how? 
a. Have the roles of the employees changed as a result of 

business growth(s)? If yes, how and why?
b. Were new employees hired as a result of business 

growth(s)? If yes, how many and to which positions? 
c. Were the company employees fired as a result of 

business growth(s)? If yes, how many and why?
III.2: How has the hiring of new employees affected the 

software development process? 
a. What training techniques were introduced for newly 

employed?  

IV.1:  If the business growth was coming in intervals (Q. 2.2): 
For each business growth under discussion: 
a. What was the software development process like 

before the business growth? Did you use any software 
development method? Which one? Did you use it 
fully?

b. What was the software development process like after
the business growth? Did you use any software 
development method? Which one? Did you use it 
fully?

IV – Influence of business growth  on the software 
development process

IV.2: Was the software development process affected by the 
business growth? 
a. If yes,  how was the process changed and adapted to 

the growing team? What was done? Please list the 
changes to the process. For each change/adaptation:

i. Please name the change: 
ii. Please describe the change:  Was this change 

for better or for worse? Please comment on 
it. 

iii. How did this change impact the development 
process?

iv. Was the change intentional or accidental? 
Was a change reactive or proactive?

v. Why did each change occur? What caused 
the change?

vi. Who initiated the change? Who supported the 
initiation?

vii. What other challenges were met in order to 
implement the change?

b. If not,  how come that it was not changed? 
IV.3: What challenges has the business growth created? 

Please list the challenges. 
IV.4: Please list the problems you have met due to the 

business growth. For each problem:  
a. What was the problem?
b. How did you address each problem? 

 

Fig. 1. Interview Questionnaire 
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Fig. 2. Historical perspective of corporate growth of VCP group  

Finally, we transcribed the interviews, analyzed the data using a hermeneutics ap-
proach and later confirmed the results of our analysis with the interviewees. In this 
step, we also identified and analyzed the changes made, benefits gained, problems 
encountered, challenges met and lessons learned from the business growth.  

2.2   Interview Questionnaire 

We designed our questionnaire with the purpose of inquiring about the business 
growth and its influence on the software development process. As can be seen in 
Figure 1, the questionnaire consists of six sections where each section is dedicated to 
a specific subject of interest. These are: 

I. Information about the company: finding out information about the company, its 
size and development method.  

II. Business growth: aiming at identifying the scope of business growth and its im-
pact on the company.  

III. People relation: inquiring about how the business growth has affected the em-
ployees of the company.  

IV. Influence of business growth on the software development process: gathering 
information about changes done to the process due to the business growth. It 
also inquires about challenges and problems brought by the business growth.   

V. The cause of business growth: asking about the reasons for the business growth 
and the company’s state of readiness and preparation to meet future business 
growth.  

VI. Lessons learned from the business growth: eliciting the lessons the interviewees 
have learned and their suggestions for process adaptation for achieving smooth 
business growth in the future.  

3   Corporate and Organic Business Growth 

The Virtual Computing Product group (VCP group) has undergone three major peri-
ods. As illustrated in Figure 2, we call them VSG Period, SIG Period and ESP Period. 
In the VSG Period occurring in the years 1998-2002, the VCP group was the only 
development team of a small company called Virtual Software Group (VSG). By then, 
it developed a Virtual Platform Product (VPP). In the SIG Period taking place in the 
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years 2002-2008, VSG was acquired by Software Infrastructure Group (SIG), an ap-
plication infrastructure software company. Hence, VSG’s development team, the VCP 
group, became one of SIG’s development teams and continued to develop the VPP 
products. Finally, in the ESP Period, starting in 2008, SIG was acquired by Enterprise 
Software Provider (ESP), a world leading multinational software corporation. As a 
result, the VCP group became a development group within ESP where it is still work-
ing on the same product line.   

The acquisitions by SIG and ESP have led to substantial corporate growth of the 
VCP group. Besides this, the VCP group has undergone a continuous organic growth. 
This has strongly impacted its organization and processes. Below, we report on these 
two growths and their impact. The description is based on Figures 2 and 3. 

3.1   Historical Perspective of the VSG Period 

In the VSG Period, VSG was a small start up company. It developed initial versions of 
the VPP product for a few customers and users. At that time, the company had only a 
few developers, who created a small development team called VCP group. The team 
had no role specializations and no process in place. The developers were responsible 
for all kinds of business and engineering tasks ranging from management, develop-
ment, to maintenance and support. All their processes were run in an ad hoc manner.  

3.2   Historical Perspective of the SIG Period  

In the SIG Period, VSG was acquired by SIG. Hence, the VCP group became a devel-
opment group within SIG and continued working on the same product. As a result of 
corporate growth, right after the SIG acquisition, the VPP product’s user base ex-
panded and continued growing thereafter in an organic pace. The VCP group also 
expanded its product portfolio from one to four products altogether. For the first two 
years, it was managed by managers in the US to be then overtaken by local managers 
in Sweden in 2004.  
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Fig. 3. Historical changes of corporate and organic growth of VCP group  
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In 2002, the VCP group had no processes in place whereas SIG had many struc-
tured and rigid processes in place. Despite this, SIG did not force the VCP group to 
change their process cultures. All process introductions were optional. With time, 
however, due to the fact that VCP’s customer base grew and consequently the number 
of developers, the VCP group felt forced to introduce some processes. To address the 
most urgent process problems, they started with the most critical processes such as 
support, product and release management. Below, we briefly elaborate on this.  

Due to fast organic growth, in terms of rapidly growing customer base and in-
creased number of customer demands, the company created a separate support team in 
the year of 2002. By 2003-2004, they created a two-tier support where a customer 
support team was placed on the front-end support level and developers on the back-
end support level [7]. A few years after, several new customer support teams were 
created in other countries. Due to the fact that customer support teams are service 
oriented and are not primary involved in development, those teams are not included in 
the VCP group today. 

By 2003, the VCP group in Stockholm had grown to 35 people. It was no longer 
possible for one person to know and manage the whole system. For this reason, the 
developers became organized into different vertical teams where one team specialized 
in one or a few product areas.  

In the same year, corporate changes were done and the VCP group introduced 
product and release management processes and the role of a product manager. A few 
years after, these were enriched by introduction of risk management. The group also 
introduced a requirement management process and an engineering specification. 
Based on the requirement document, the engineering specification became the main 
product documentation to be created by developers.  

By 2003-2004, the growing VCP group tried to introduce Waterfall process to de-
fine and structure development method. Development teams however were not satis-
fied with it. Hence, some tried to introduce Scrum in 2007. As a result, today, the 
development teams use an unspecified pseudo-agile process evolved from an intersec-
tion between Waterfall-like method and some Scrum practices such as Scrum meet-
ings and iterations.  

In 2003, the VCP group employed a writer whose role was to create and update 
support and technical documentation for all the VPP products. A few years later, a 
second writer joined the group, both situated in the US. During the last few years, 
three additional writers were employed in India. 

As part of the corporate growth in 2005-2006, the VCP group took over SIG’s QA 
and testing process model which they then customized to their own needs. Initially, 
the QA and testing process model were centralized within the whole organization. 
They were not smoothly integrated with the VCP group’ processes. To remedy this, 
the QA team got integrated with the development teams of VCP group.  

By 2007, the VCP group had reached 75 employees including developers, QA en-
gineers, architects and development managers, all situated in Sweden, 20 additional 
employees  in  the  US,  including  QA  engineers,  managers  and  writers,  and  three 
writers in India. Two QA teams, one in Sweden and one in the US, grew in size and 
became too large to be managed easily. Since the most important competitive advan-
tage of VPP was performance and the QA teams dedicated majority of their time to it, 
SIG split the QA unit into one QA and one performance testing team in Sweden, and 
two performance testing teams in the US.  
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Fig. 4. Organizational structure of VCP group in Sweden  

By that time, the product had also grown in size and complexity, and it was diffi-
cult to get an understanding of its overall system architecture. This led to a creation of 
an architectural council, which was responsible for creating an overall system archi-
tecture and for bringing consistency into the system structure by providing common 
standards and guidelines. It consisted of senior developers, who originally were part 
of VSG and who had deep knowledge of the product.  

3.3   Historical Perspective of ESP Period  

In 2008, ESP bought SIG. This, in turn, implied substantial changes to the VCP 
group. From the beginning, ESP decided that large part of its products should use 
VPP (the VCP group’s product) as a base. Therefore, the amount of customers in-
creased ten times comparing to the amount in 2005. The VCP group was not prepared 
for managing such a large customer base so abruptly.  

Since ESP is a big company and has many processes in place, they enforced all 
their newly acquired organizations to follow their processes. All the processes were 
mandatory. Those who could not introduce them at once had to provide a roadmap on 
how and when they were going to implement them. The processes that were affected 
or introduced by this enforcement within the VCP group were support process, release 
management, problem management, risk management and security management.  

After being bought by ESP, the VCP group continued organic growth; however the 
amount of developers in the group has not changed. Because of the recession and 
economical crisis, the company only hired the replacements of few VCP group mem-
bers, who quit just after the acquisition. Therefore, the VCP group still consists of 75 
engineers in Stockholm with a somewhat changed role portfolio including three prod-
uct managers, a release manager, developers, architects, QA, performance, sustaining 
and security engineers (see Fig. 4). The group represents a standard research and 
development department and it is situated in Stockholm. Another 23 engineers in-
volved in developing the products’ line are situated in the US and India. Those are 
performance testing teams and a documentation team.  
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3.4   Changes 

The above presented course of events shows that the VCP group has experienced 
many changes due to the organic and corporate growth. These changes affect organ-
izational concepts such as roles, market, organization and processes in the following 
ways:  

• Roles: The role portfolio of the VCP group has been substantially changed for the 
last eleven years. In 1998-1999, during the VSG Period, the VCP group did not 
have any clearly defined roles apart from developers and managers. Since 2002, 
the VCP group has been continuously introducing new roles covering various 
management and development responsibilities.  

• Market changes: The corporate growth has helped the VCP group to find and 
assure the niche of its product on the market. Today, the VPP products are widely 
used worldwide. 

• Organization: The acquisitions and organic growth have stimulated substantial 
changes to the VCP group’s organizational infrastructure. The group has evolved 
from one team to nine teams. As shown in Fig. 4, these are four development 
teams, and one QA, one performance, one architecture, one security and one sus-
taining engineering team.  

• Processes: Until 2002, the VCP group did not have any process in place. Sub-
stantial expansion and acquisitions of the VCP group by SIG and ESP stimulated 
it to introduce nine processes supporting their development and operation. These 
are customer support, QA, testing, problem management, requirement manage-
ment, release management, sustaining engineering, risk management and security 
management processes.  

4   The Impact of Corporate and Organic Growth  

The business growth has brought many changes to the process resulting in many 
benefits, problems and challenges. Organic growth stimulated the VCP group to add 
changes to their organizational structure and to mature their development processes. 
The corporate growth, on the other hand, enforced some process steps and provided 
support for the VCP group for scaling up their processes. Due to the interdependen-
cies and relation between organic and corporate growths, it is difficult to separate 
impacts of each growth. Later on, however, we will make an attempt to address bene-
fits, problems and challenges of the two growth types. Before proceeding with their 
presentation, we would like to clarify our understanding of the terms problems and 
challenges.  

In this paper, we define a problem as an issue or difficulty that needs to be re-
solved and a challenge as a difficulty of acting upon and dealing with some prob-
lem. The problems and challenges described in this paper are interrelated. Some 
problems are input to some challenges and vice versa. Hence, it is difficult to draw 
any clear lines of relationship. However, we try to identify the most obvious ones 
when it is relevant. 
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4.1   Benefits of Corporate and Organic Growth 

Corporate and organic growth at the VCP group has lead to five benefits. These con-
cern better utilization of development skills and resources, better control of corrective 
maintenance and risks, and improved product quality and its quality management. 
Below, we report on them.  

Benefit 1: Better utilization of development skills and resources: In the VSG Period, 
the VCP group consisted of a few developers. The roles of these developers corre-
sponded to some form of a “skilled generalist”, a role developing a system from top 
to bottom. This approach was effective as long as the system, the development team 
and the customer base were small and easy to manage. With time, however, the de-
velopers experienced that they were too much burdened with increasing customer 
demands and many strongly diversified and time consuming engineering tasks. For 
this reason, the VCP group gradually introduced different roles, thus freeing develop-
ers from a broad range of strongly diversified responsibilities and allowing them to 
become more focused on the clearly specialized ones. In their opinion, specialization 
of roles has led to more effective utilization of human resources.  

Benefit 2: Better control of the corrective maintenance process: During the VSG Pe-
riod, software problems were reported and solved in an ad hoc manner. They were not 
recorded in a structured way, their severity and priority were not analyzed and some 
critical problems could be left unattended. This has lead to many difficulties. For this 
reason, SIG and ESP continuously improved the corrective maintenance process by 
mainly introducing a two-tier support infrastructure. This has relieved developers 
from support tasks and from solving minor problems. Instead, they could spend all 
their time on system development, enhancements and resolution of critical problems. 
In addition, the VCP group introduced problem management process, testing and QA 
process, and supporting tools. All this has led to better control over the corrective 
maintenance process and more predictable release plans.   

Benefit 3: Improved quality of the product: During the VSG period, the VCP group 
had a simple testing process, performed by the developers. The company focused on 
feature development rather than on product stability and system quality. Therefore, 
the first versions of the product were unstable and customers reported many problems 
on them. Later on, SIG introduced QA and testing infrastructure and new testing roles 
to the VCP group. This has resulted in more quality checks, tests and code reviews. 
As a result, the VPP products today are stable enough to be used as a base for large 
part of ESP products.  

Benefit 4: Better control over the risks: At the beginning of the SIG Period, the VCP 
group did not have risk management process in place. With time, however, due to 
high product complexity and its wide customer and usage profiles, the VCP group 
realized that they needed to have the process to track and mitigate the risks. They felt 
that it was important because a delay of major releases could cause bigger problems 
for the VPP products and other products that depended on it. As a result, today, pro-
ject risks are not only identified at the beginning of each release, but also continu-
ously analyzed, tracked and monitored throughout the whole release cycle.  
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Benefit 5: Automated testing and QA environment: During the VSG Period and at the 
beginning of the SIG Period, testing process suffered due to lack of automated testing 
environment. To support developers, the QA group was created and testing and QA 
infrastructure were introduced and automated. This saved substantial testing effort 
and made the code base more robust against faults introduced by new code.  

4.2   Problems of Corporate and Organic Growth 

Business growth has also brought some problems to the development. These concern 
lack of a unified development process, loss of productive time, extensions of proc-
esses with unnecessary steps and various communication problems. Below, we report 
on them.  

Problem 1: Lack of a unified development process in the VCP group: The VCP group 
has not defined and does not follow any unified development process. This, however, 
was not considered to be a problem when having very few software development teams. 
Growing in the amount of developers and teams, the VCP group has still not achieved 
any consensus on what process to use and in what context. As a base, the group uses an 
unspecified pseudo-agile process based on Waterfall-like method and some Scrum 
practices. The method is supplemented with Scrum and XP techniques in different man-
ner by different teams. As a result, different development teams use different techniques 
and methods. Also, the involvement of product owners varies among the teams. Some 
teams have short iterations, frequent demonstrations and meetings with the product 
owner, whereas other teams work on one specification for half a year and only demon-
strate the end product. This contributes to inefficient communication between the teams, 
and adds to some of the problems described below.  

Problem 2: Loss of productive time due to corporately mandated environmental 
changes: Due to the corporate growth and acquirer’s company policies, the VCP 
group was forced to change its technical and tool environment concerning customer 
relationship management tool and hypervisors. All these changes required substantial 
adaptation effort thus leading to strongly decreased productivity. For instance, it took 
nearly a year for the group to change to a new hypervisor.  

Problem 3: Misunderstandings and insufficient communication between developers 
and QA engineers: When initially created, due to the corporate change, QA was a 
central organ within the organization. The developers’ responsibilities were to de-
velop system code and QA engineers’ responsibilities, on the other hand, were to 
assure that the system code was of high quality. In order to maintain system quality, 
QA engineers added many checks and processes, which developers had to follow. The 
centralization of QA and traditional software development resulted in a communica-
tion and collaboration problem. Both groups had difficulties in working towards 
common goals. 

The communication problem was solved by adapting an agile technique and by de-
centralizing QA (one QA engineer became part of a development team, see Fig. 4). 
Today, QA engineers are integrated with development teams in an agile manner. They 
perform QA and testing activities already during the implementation process and they 
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guide development decisions to assure that the final product is testable. Thanks to this 
change, many of the testing problems are solved earlier in the process. 

Problem 4: Unnecessary or redundant process steps: Development processes at VCP 
group have continuously evolved and matured. At the same time, more and more 
unnecessary or redundant process steps were added to the development process. This 
was because the new processes and standards have been continuously enforced; how-
ever, they have been seldom reviewed or analyzed. During the last few years, this 
problem was partially addressed and some process steps were removed from the de-
velopment process. Still, however, many unnecessary and redundant steps remain.  

4.3   Challenges of Corporate and Organic Growth 

Corporate and organic growth has brought many challenges to the development proc-
ess. These concern tackling growing product complexity and quality, managing main-
tenance, communication, scalability, and delivery, management of inertia to process 
changes and upkeep of developer creativity. Below, we report on them.   

Challenge 1: Challenge to manage growing complexity: During the last ten years, due 
to the substantially increased customer demands, the product has grown in size and 
complexity. The number of developers and development teams has grown and the 
tacit knowledge of the product has become distributed among many developers. All 
this has led to difficulties to manage and maintain consistency and the growing sys-
tem complexity. In order to address this difficulty, an architectural council has been 
created whose role is to bring structure and consistency into the architecture and code.  

Challenge 2: Evolution and maintenance challenge: Today, developers have to be 
very careful when making new changes to the system. Because it is already used by 
many customers and products, the developers have to make sure that the changes do 
not introduce new problems. Such problems may have substantial ripple effect on the 
products reliant on the VPP products. For this reason, developers put extra effort into 
studying all complex dependencies both within the product and its environment.  

Challenge 3: Challenge to improve system quality: The complex system is hard to 
test. Its testing is challenged mostly by the fact that the product is used both as an 
independent product and as a base for a large number of other products. Furthermore, 
customers often use the product in the ways that have not been initially intended for 
and specified. This has led to an increase of many different problems generating many 
different testing scenarios and tests. Since the QA resources have not increased, it has 
become very challenging to maintain satisfactory product quality.  

Challenge 4: Communication challenge: The bigger the system, the more developers 
are developing it and the more communication is required [2], [13], [18], [19]. Since 
the VCP group does not have any unified development process (Problem 1) or any 
inter-team communication pattern, the communication has become a challenging task. 
Especially challenging is the communication between employees in Sweden and the 
US, due to the physical distance and time difference. 
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Fig. 5. Impact of corporate and organic growths on the VCP group’s development processes 

Challenge 5: Challenge to scale up the process: The process was not scalable during 
the VSG Period. There was no sufficient organizational structure or distribution of 
responsibilities, which contributed to the communication challenge (Challenge 4). 
The introduction of processes in the SIG Period somewhat improved the scalability 
problem. The scalability, however, was hampered by solutions such as, for instance, 
centralized QA and testing at those times. Even, if they have become decentralized, 
the process at the VCP group is still not fully scalable, due to the reasons such as lack 
of a uniform development process in the group.  

Challenge 6: Challenge to deliver new releases on time: After ESP acquisition, other 
ESP products have become dependent on VPP. As a result, ESP imposed corporate 
release schedules. The release scope and time cannot be changed once it is communi-
cated to other development units. This makes the developers of VCP group feel chal-
lenged to deliver all the desired features within the specified deadline.  

Challenge 7: Inertia to change to new processes and tools: During the corporate 
growth, many changes were forced on the VCP group. Even if everyone agreed on 
process or tool related problems, not everyone agreed on their proposed solutions. 
The VCP group was not involved in deciding whether and which processes or tools to 
implement. Instead, the tools and processes were imposed on them. This has led to a 
strong resistance to most of the process changes and tools.  

Challenge 8: Development creativity is narrowed down: By adding more and more 
corporately mandated processes to the software development, the VCP group started 
to narrow down and loose its development creativity. The processes were added as a 
solution to every process problem. However, they did not always improve the process 
but often made it more rigid thus making the development teams less flexible and 
creative. Because of the limited opportunity to utilize their creativity and other rea-
sons, several employees quit the VCP group right after it got acquired by ESP.  
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5   Conclusions and Lessons Learned 

In this paper, we have presented a historical perspective of organic and corporate 
business growth and identified its impact on the software organization and its devel-
opment process. As summarized in Figure 5, both organic and corporate growths have 
made the company experience benefits, problems and challenges, which have led to 
the following lessons learned:  

• Lesson 1: Create a support team early in the process if you wish to improve your 
productivity. Otherwise developers will be overloaded with support related tasks 
instead of developing new features.  

• Lesson 2: Implement a communication pattern on an intra and inter organiza-
tional level. Otherwise, you will arrive at spending time on ineffective communi-
cation instead of business value creation. The importance of communication pat-
tern in a growing business has been reported in [15]. Its significance has also 
been recognized in distributed development environments in [2], [12], [13], [18] 
and [19].  

• Lesson 3: Focus on quality from the very beginning. It is only in this way you 
will be able to grow your customer base and product portfolio in a controlled 
manner. This lesson has been learned in all types of development contexts [9]. It 
is however very important for the organizations which grow fast. Not having a 
stable customer base and product portfolio and trying to put a foot in the very 
competitive market, the start-up companies may quickly be out of business due to 
product quality problems.  

• Lesson 4: Implement a uniform development process within a development group 
or unit, however allow some team-adapted process variants and flexibility. This 
lesson has been learned in all types of distributed and non-distributed develop-
ment contexts. From the perspective of growing organizations, it is important to 
have a control over the whole process without compromising on the developers’ 
needs and well-being and without restraining their creativity. In this way, one 
may avoid personnel turnover, which may otherwise have a strong impact on 
companies’ future business success.  

• Lesson 5: Reflect on and improve the processes on a continuous basis. Only then, 
you will be able to adapt to the changing business environment and be capable of 
evaluating the existing and new process steps. This lesson has also been learned 
in [2], [6] and [17]. It has proven to minimize the pain of process change and to 
raise awareness of and spread the best practices along the organization.  

• Lesson 6: Plan for process changes and introduce them one by one. Otherwise, 
you will not meet satisfactory process acceptance and your productivity rate may 
suffer. This lesson learned has also been reported in [6] and [16] where the bene-
fit of introducing new processes in a careful stepwise manner was recognized.  

• Lesson 7: Educate on newly introduced processes or process steps. This will help 
developers understand the reasons behind process changes and be more capable 
of providing feedback to process improvement. All this will further contribute to 
the prevention of process inertia.   

• Lesson 8: Involve developers in process changes. It is only in this way they will 
get convinced to adapt to the new processes.  
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Lessons 7 and 8 have been recognized in many different contexts throughout recent 
decades both in agile and non-agile contexts [8], [11]. They are also important in the 
business growth context, where business growth is strongly dependent on how proc-
ess improvement steps are accepted by the roles involved in them [15]. 

The VCP group has an intention to continue to grow their business and improve 
their processes. They would strongly benefit from guidelines on how to change soft-
ware processes and organization when growing their business. Those guidelines 
should clarify the following: 

• How to coordinate organizational changes with process changes in the context of 
organic and corporate growth? 

• How to evolve inter and intra organizational communication while growing in an 
organic and corporate manner?   

• How to introduce/enforce new or acquirer’s processes with minimum resistance 
and disruption, in the context of corporate growth? 

• How to adapt and tailor processes enforced by the acquirer to the needs of the 
team or organization in the context of corporate growth? 

• How to keep processes slim but effective enough during organic and corporate 
business growth? How to evaluate and reflect on them in a continuous manner?  

• How to communicate to and involve developers in newly introduced process 
changes? 

• In what way should start-up companies grow in quality of their products while 
growing their businesses?  

• How to smoothly implement a unified development process and still allow some 
team-adapted process variants and flexibility both in the context of organic and 
business growth? 

The above-listed guidelines constitute a number of research questions that might be 
useful for the software community to explore. Putting the research questions into 
guidelines however, is not enough. In our opinion, organic and corporate business 
growth should be put as constituents in today’s process improvement models. It is 
only in this way we may make sure that business growth will be considered in all 
types of process improvement contexts.  
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Abstract. Software security is an important quality aspect of a soft-
ware system. Therefore, it is important to integrate software security
touch points throughout the development life-cycle. So far, the focus of
touch points in the early phases has been on the identification of threats
and attacks. In this paper we propose a novel method focusing on the
end product by prioritizing countermeasures. The method provides an
extension to attack trees and a process for identification and prioriti-
zation of countermeasures. The approach has been applied on an open-
source application and showed that countermeasures could be identified.
Furthermore, an analysis of the effectiveness and cost-efficiency of the
countermeasures could be provided.

1 Introduction

Software security has recently become an important business case for companies
to protect information availability [1]. Therefore, it is important to make security
an integral part throughout the software development process which has been
done through security touch-points introduced by Gary McGraw [2].During the
development of software, bugs and vulnerabilities are unintentionally introduced
into the end product. The cost of removing these vulnerabilities increases the fur-
ther the product has reached in its development cycle. It is therefore preferable to
detect them as early as possible in the development process. Vulnerabilities are
introduced into two different phases of development, namely architecture/design
and implementation. Implementation vulnerabilities such as buffer overflows are
added to the source while the developer writes it. For these types of vulnera-
bilities, static code analysis tools can be used for early detection [3,4]. Design
vulnerabilities on the other hand can be introduced into the product before there
is any source code to examine. Early vulnerability prevention therefore has to
focus in the architect of the product instead of the implementation, and hence
security touch points have to be introduced early.

Different approaches have been introduced to detect threats/attacks on the
system, namely risk analysis, and attack trees. Many if these methods are not
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specific for software development and some require UML diagrams or other in-
formation of the end product that might not be available (see e.g. [5]). This if
often done with risk analysis and other threat modeling techniques. Attack tree
are specifically proposed in the software development context and only require
an understanding of the intended end product. Hence, they can be used as a se-
curity touch point early, even before implementation has been started. However,
there are a few challenges related to the use of attack trees:

– From our experience of working with software security in industry we know
that it can be difficult for non-security professionals to create an attack tree.

– The focus of attack trees and risk analysis is on identifying and prioritizing
attacks, but not on the protection on the end-product (cf. [6,7,8]).

– The way of prioritizing the attacks is done by assigning estimated risks,
which are dependent on many factors not known to the software developer
(cf. [6]).

In response to these challenges we present a novel method to prioritize counter-
measures to prevent security vulnerabilities, and by that focus the prioritization
on the protection of the end-product. The Countermeasure Method for Software
Security (CM-Sec) is an extension to attack trees. The method has the following
features:

– It aids non security developers in identifying and prioritizing attacks and
countermeasures by providing a process that guides them to the solution
step by step. The introduction of why the system could be attacked and
who could attack the system is used as a trigger to identify attacks and
countermeasures.

– Instead of evaluating the risk of an attack for each individual attack ACM-
Sec focuses on the prioritization of attacks through cumulative voting, i.e.
a fixed number of points is distributed, attacks having a higher threat level
receiving more points.

The method has been applied on an open-source system by the authors to demon-
strate its applicability. The first author has good knowledge of the system as he
is participating in the open source project developing it. The application showed
that a broad range of countermeasures could be identified and linked to attacks,
and that the distance of the criticality of the countermeasures can be consistently
determined.

The remainder of the paper is structured as follows: Section 2 presents the
background and related work. Thereafter, Section 3 presents the CM-Sec
method. The application of the method on an open source system is illustrated
in Section 4. Section 5 discusses the application of the method and Section 6
concludes the paper.

2 Background and Related Work

The related work focuses on approaches to identify and prioritize attacks on
software systems early in development, i.e. before coding starts. The motivation
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for doing so is that the earlier problems in software development are discovered,
the easier and less costly they are to fix [9].

A traditional way of identifying threats to a system would be a quantitative
risk analysis like that described in Peltier [10]. The first step in the risk analysis
would be to enumerate all assets and include their values for the system and
then determine the threats that might exist for these values. The second step
is to estimate the probability that a threat will occur and the damage it could
cause. By combining these two values you get a priorities list of the top risks
for the system. Determining what an asset is for a software product can be
problematic, also immediately identifying threats to that assets often requires
security expertise.

Attack trees were introduced by Bruce Schneier [11] and are structured by
stating (1) the goal of the attack (e.g. obtaining a key); (2) what type of attack
to be used (e.g. obtaining a private key from a user); and (3) how to implement
the attack (e.g. break into the users machine and read the key from the disc)
[12]. The implementations of the attack can be connected to conditions, e.g.
one could choose either one of two or more implementation (OR) or several
implementations are to be done together [12]. Attack trees have been applied on
examples of software systems (cf. [13]). After identifying the attacks should be
evaluated based on their risk, i.e. the likelihood of their occurrence multiplied
with the damage done [6,7,8]. However, Buldas et al. [6] point out that the
damage could be determined, but the risk of the occurrence is hard to estimate.
Therefore, they propose to model the probability of the attack as a game for the
attacker taking the following parameters into account: gains for the attacker,
costs of the attack for the attacker, success probability, probability of getting
caught, and penalty of getting caught. A potential drawback of the proposal by
Buldas et al. is that the software developers need to have a good understanding
of the motivations of the attacker. Furthermore, attackers are different based on
each individual’s attitude towards risk (see [14] for the distinction between risk
averse vs. risk loving).

A process for managing risk is the Riskit method [15], which is used to contin-
uously prioritize and control risks. The method prioritizes risk based on probabil-
ity and utility loss. In the prioritization of risks and actions the process depends
on the estimation of the probability for ranking purpose.

The related work shows that the solutions for addressing security issues prior
to implementation have been focusing on the identication and prioritization of
attacks and threats, and use this as input for the prioritization of actions (see
e.g. [15]). However, few methods focus on the prioritization of actions. However,
from a software development perspective it is of interest to know which actions
should be taken to avoid the occurrence of attacks. In addition, all approaches
focused on prioritizing risks based on the estimations of probability and damage.
As pointed out by Buldas the estimation of probability and damage are hard, and
as two parameters have to be estimated the likelyhood of unaccurate estimations
is high. Hence, our method proposes to prioritize the countermeasures/actions
using hierarchical cumulative voting.
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3 Countermeasure Method for Software Security
(CM-Sec)

The method consists of two parts, the first part is an extension of attack trees.
The second is a process for conducting the analysis to arrive at the prioritized
list of countermeasures. For the second part a tool has been implemented which
supports practitioners in conducting the prioritization.

3.1 Countermeasure Graphs: An Extension to Attack Trees

Three extensions are made to attack trees, which only focus on attacks and
describe conditions under which the attacks can occur. The extensions are made
explicit in the meta model shown in Figure 1. The model consists of goals (why
to attack), actors (who attacks), attacks (how to attack), and countermeasures
(how to avoid attack), each described as a comment in the Figure.

The first extension is the relationship between goals, actors, and attacks. In
attack trees there exists a 1..∗ relationship between the classes as they are trees,
i.e. one goal is related to several attacks while one attack is only related to one
goal. However, in practice an attack could be executed by several actors, or an
actor could pursue more than one goal. Hence, these relationships were extended
to ∗..∗.

The second extension is the inclusion of priorities assigned to goals, actors,
attacks, and countermeasures. The priorities are an integer number assigned by
the person conducting the prioritization. The prioritization method is further
explained when presenting the process of creating the countermeasure graph
(see Section 3.2).

-Name : String
-Priority : int

Goal

-Name : String
-Priority : int

Actor

-Name : String
-Priority : int

Attack

-Name : String
-Priority : int

Counter-Measure

1..*
1..*

1..*
1..*

1..*
1..*

Goals describe
the motivation for
an attack

Actors are roles that
interact with the
system

An attack makes use of
software vulnerabilities
to achieve the goals of the
actor

A countermeasure is an
action to prevent
the introduction of
vulnerabilities

Fig. 1. Metamodel of the Extension to Attack Trees
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Fig. 2. Example of a Countermeasure Graph

The third extension is the inclusion of countermeasures which are actions by
the developers to avoid vulnerabilities to be introduced into the software prod-
uct in the first place. Hence, from an implementation perspective it is important
to prioritize the countermeasures which is done by considering the priority of
attacks, as well effort to realize the countermeasure. With the inclusion of coun-
termeasures the protection of the end-product is supported.

An example of the countermeasure graph is shown in Figure 2. The nodes
of the graph show the goals, actors, attacks, and countermeasures. The edges
connect:

– Goals to agents if the agent pursues the goal.
– Agents to attacks if the agent is likely to be able to execute the attack.
– Attacks to countermeasures if the countermeasure is able to prevent the

attack.

Furthermore, the priorities are assigned to each of the nodes. As can be seen agent
two is higher prioritized than agent one, meaning that the agent is more likely to
execute the attack and hence is a higher threat to the system. The agent has two
attackswhere attack one is prioritizedhigher as it doesmore damage to the system.
The figure also shows the prioritization of the countermeasures, countermeasure
two being the most efficient in preventing the attack. It is important to observe



Prioritizing Countermeasures through the Countermeasure Method 181

that the prioritization does not only allow to prioritize the order of attacks and
countermeasures, but also shows the distance between them.

3.2 Process

Identify Goals, Actors, Attacks and Countermeasures. The purpose of
the countermeasure graph is to determine what security countermeasures would
be useful to include in the product and at the same time identify what counter-
measures already exist. At the same time we determine what the greatest threat
to the product is and how well we prevent them. To achieve this we need to
discover what attacks can be made and how they are stopped, with traditional
threat analysis or attack trees this process is direct and tries to immediately
identify attacks. We instead divide the work in four distinct steps and then use
hierarchical cumulative voting [16] to calculate the impact of every step.

Goals: The first step is to understand why anyone would attack the product and
what their gain would be. This is often the same as the intended usage of the
product and is used as a guideline to see the big picture.

Agents: Thereafter the Agents are identified. Agents are users, roles and software
that interact with the products. Preferably the entire range of possible users
should be presented in this step, form end users to administrators and outside
software that interact with the product.

Attacks: Combining the Agents with a Goal we then look for Attacks. This step
of the threat analysis is made easier because we have a more clear idea who and
why the attack would accrue. We do not focus on if the attack would work, only
if it is a possible route for the Agent to take to achieve his desired Goal.

Countermeasures: The final step is identifying what Countermeasures could be
used to prevent an attack. A countermeasures can prevent one or more attacks.

Having identified the goals, agents, attacks, and countermeasures we are in-
terested in which countermeasures are most effective.

Prioritization of Countermeasures. The attack graph consists of sets of
goals, agents, attacks, and countermeasures. In the following we present the
prioritization questions asked to the developers, and also provide further expla-
nation of the voting on each hierarchy.

– Goals: To what degree would the achievement of the goal damage the system
from either a cost or stability perspective? These are at first general goals
that the different Agents might be interested in achieving. While the first
iteration of the attack tree has general goals further iteration will focus the
goals on specific requirement and features and are abuse cases based on
them. The Goals are also connected to what Agents would be interested
in them. Voting on the Goals is focused on the damage that specific goal
would sustain on the product. Depending on the goal the damage could be
economical or system stability.
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– Agent: How large is the threat of the agent for the system? With the Agents
we determine how threatening the different roles are to the product. Votes
are based on how ”scared” the product should be from that Agent. As an
example a server product would consider end user more threatening then
system administrators while privacy software might be the opposite.

– Attack: How likely is the success of the attack for the agent it belongs to?
The attack voting is per Agent and determines how likely it is for that Agent
to successed with the attack.

– Countermeasures: How efficient is the countermeasure in preventing an at-
tack? When voting on Countermeasurs the focus is on their ability to pre-
vent the attack compared to each other. In some cases two Countermeasurs
might be equally effective, but one of them might aid in preventing other
attacks as well. The attack graphs would then put higher priority on that
Countermeasur.

Each of the sets is prioritized according to the rules of hierarchical cumulative vot-
ing (HCV) [16]. Cumulative voting in itself has the benefit of (1) that it is simple
to do, and (2) the distance of importance between two items is visible. The voting
is done by providing a number of points (e.g. 100 dollars) and then distributing
them between a set of items. In HCV the prioritization is done on each level of the
hierarchy (in this case goals, agents, attacks, and countermeasures).

Figure 3 shows the principle of HCV. The prioritization is done on all level, in
this case on level 0 (L0) no prioritization is necessary as there is only one node on
that level. On level H1 three nodes compete against each other for the points, i.e.
nodes two, three, and four. On the lowest level H2 nodes within a group (H2.1,
H2.2, and H2.3) compete. When the votes are completed the value of a node is
calculated by multiplying the path of its parent nodes. For example, to know the
value of node 11 we calculate the product of points assigned to node 11, 4, and
1. As there are different number of nodes within the groups the votes have to be
adjusted by the number by the number of nodes in each group (cf. [16]).

In the case of our analysis an n to n relationship exist between nodes on
different levels of the hierarchy. If an attack is related to several agents then this
should raise the prioritized value of the attack. As an example we calculate the
value of countermeasure two in Figure 2, which prevents two attacks that can be

1

42 3

5 6 8 97 10 11

Voting H1

Voting H0

Voting H2.1 Voting H2.2 Voting H2.3

*

*

*

*
*

* **** Voting H2

Fig. 3. Cumulative Hierarchical Voting
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Fig. 4. Countermeasure 2 values from Attack 2

exploited by two different agents. First, we calculate the value for counter two
(C22) related to attack 2 as shown in figure 4 (remaining zeros removed):

C22 = 250 ∗ 320 ∗ 300 ∗ 300 = 7200 (1)

Thereafter, counter two is calculated for attack 1 (C21). Because Attack 1 only
has two countermeasuers its values need to be normalized to the countermea-
suers from Attack 2 that has the highest number of coutnermeauers. As such,
Countermeasure 2 with a value of 700 is normalized worth 280 points. Observe
also that for Attack 1 two agents can perform the same attack, as seen in Figure
5. However, they do not provide the same risk, neither do they have the same
likelihood of succeeding with the attack. They are therefore prioritised individ-
ually and then added to the equation individually. By doing so countermeasures
that prevent several attacks especially attacks that are possible from multiple
Agents are rated higher, and hence the threat level increases:

C21 = (250∗150∗1000∗280(norm))+(250∗320∗700∗280(norm)) = 26100 (2)

Overall, the value of the attack is the sum of C21 + C22 = 33380. The two
are added because the countermeasure prevents two attacks and hence is more
effective. Knowing the prioritization of the countermeasures with regard to ef-
fectiveness allows to combine them with costs in a matrix. The cost can either
determined by HCV just as the prioritizations of if it possible use real man-
hour estimations. The matrix, as seen in figure 8, shows different areas for the
interaction of effectiveness and cost that can be used as a support in deciding
which ountermeasures to focus on. The bottom-right area contains countermea-
sures that are effective and have low costs. Hence, these should be implemented
first. The top-left area contains countermeasures that are ineffective and at the
same time costly, hence they should be avoided. In the middle of the two areas
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Fig. 5. Countermeasure 2 values from Attack 1, including two Agents

the borderline-cases are shown, which could be implemented if there are enough
resources available.

4 Application

To demonstrate the method we applied it on an open source system, called
Code 43.

4.1 System Description and Development Environment

We examined an open source product, which is an online first person shooter
game. An overview of the architecture of the system is provided in Figure 6. In
the center of the system is the master server providing server lists to clients,
storing clients authentication information (e.g. authorization data), and client
statistical data showing the performance of the players. Connected to the master
server are the servers hosting the games. The clients are the ones logging into the
servers that they receive through the server list provided by the master server.
Because servers are setup by users they can not be trusted and information from
them can be corrupt. Only the master server is in the trusted zone, all other
actors in the system are outside this zone (servers are untrusted and clients are
considered unsecured).

The game is a complex product consisting of 400,000 lines of code not includ-
ing blanks or comments. This project has matured from other products, i.e. it
is reusing source code. In total there has been 26 major active developers.

4.2 Result of Applying ACM-Sec

In this example we have identified four Agents that interact with the system.
They have five distinct goals that can be archived via six attacks. From these six
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Fig. 6. Application Network Overview

attacks we devised eleven countermeasures that would in different effectiveness
prevent one or several attacks. An overview of the countermeasure graph is
shown in Figure 7. Inside the nodes the value assigned during the prioritization
is shown. All values have been normalized according to the approach illustrated
in Section 3.2. If there is more than one number in a node then this is for the
different ages (see, for example, nodes ask for password and fake statistics).

In the following we provide the details for the goals, agents, attacks and
countermeasures. This includes a detailed description of each of them.

Fig. 7. Countermeasure Graph for Open Source Game
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Table 1 provides an overview of the goals attackers might have. The majority
of the goals are focused on cheating, like alter statistics and cheat on server.
The motivation is either to steal an edge (steal an account), to gain an edge
(client-site cheating), or to edit and modify ones edge (alter statistics). Thus, its
primarily about the gaming experience.

Table 1. Goals and Their Damage

Goal Description
G1: Steal user accounts All clients have a private account that stores their statistics and aliases.

Other users and server operative could steal their clients’ identities.
G2: Compromise master The master server is the only trusted source in the network architect.

It is therefore a lucrative target for malicious users.
G3: Alter statistics Clients compete with each other. All users are therefore interested in

faking their success and cheat at their rankings.
G4: Cheat on server Clients compete with each other. Client might try to alter the game

rules to their benefit to gain an edge against other clients.
G5: Create fake server Clients receive server lists from the trusted master. Servers that want

more clients might create fake servers that all point to the same servers.
Therefore showing up several times in the server list and creating a
larger exposure to clients. This is unfair to other servers.

As can be seen in Figure 7 the players are the agent with the highest threat,
the reason being that the goals are all related to the gaming experience. Server
operators also can have an interest as sometimes they are players themselves or
can be influenced by gamers (e.g. due to ties to other gamers).

Table 2. Agents and Their Threat

Agents Description
A1: Players These are clients and the end users of the system. They are also the

least trusted source and present the greatest threat.
A2: Server Operators Any client can create and add servers to the system. As such the servers

can not be trusted and server operative can have the same motives as
players.

A3: Servers Being open source software the server can be altered to behave differ-
ently than the master server expects. It is therefore also a threat to the
system.

A4: Master Server Operators The operator of the master server has total command over the system.
While he/she is an agent he/she does not provide any threats as the
master server operator already can do whatever he/she wants.

An overview of the attacks is provided in Table 3. The attacks focus on either
stealing other users accounts or cheating to improve ones own statistics. In both
cases the threat does not only come from client but also from servers that are
run by other clients. The administrators of these servers might have the same
interest in other clients’ account and statistics, just as other clients might.

The countermeasures which are the main outcome of this analysis are shown
in Table 4. As can be seen in Figure 7 one countermeasure is able to prevent
several attacks, which raises its value in the prioritization (see, for example, C2).
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Table 3. Attacks

Attack Description
At1: Ask for the password Social engineering attack where either other clients, server operators or

servers send fake login request to other users in an attempt to get the
clients password.

At2: Eavesdrop the password Servers can intercept the clients’ login information as it passes thought
the server to the master server. Servers also need to know that the
client as passed the login procedure.

At3: Fake statistics Clients and server can send any statistics to the master server and thus
increasing their own ranking.

At4: AutoAim / Wallhacks There exists several client side cheats where players use unauthorized
software to gain an edge against their competitors.

At5: Malicious statistical data A large source of user input to the master servers comes from statistical
data. As such it is a big threat and way in for attackers. The attacks
can vary from buffer overflows to injection attacks on the master servers
database or webpage that presents the statistical data.

At6: Authenticate fake server Any server can authenticate to the master server. They therefore can
create multiple entries of their server in the master server list.

Table 4. Countermeasures

Agents Description
C1: Single logon Have a single point of login for the user during game start. With a

specific login window that can not be replicated or requested by servers
or other users.

C2: Public/ private User public/ private keys signings for client identification.
C3: Avoid servers Use direct client and master server communication for client authen-

tication. However, servers still need verification from master that the
client has authenticated.

C4: Encrypt Encrypt the password with a master server public key before sending
it. Would require a sequence number or timestamp to prevent replay
attacks.

C5: Several sources Verify statistical data by comparing it from several sources. From both
client in the game and the server hosting the game.

C6: Master spies User random samples and make the master join servers to verify that
the servers are not duplicates and that the statistical information is
correct.

C7: Limit info. Limit the information sent to the client so automated processes can not
aid the player unfairly. For example do not send other players location
unless they are within the clients’ field of view.

C8: Detection algorithm Nonhuman actions can be detected by the server by analyzing the
clients behavior and comparing it with normal dataset.

C9: Input sanitization Cleaning all input strings and removing any harmful characters.
C10: Input policy Having a strict input protocol that drops any incorrect input before it

is processed for storage.
C11: IP and Port Verify unique servers by examining both IP address and the destination

Port. The same server can however run several games on different ports.

After having prioritized the effectiveness of the countermeasures using our
prioritization approach introduced in Section 3.2 the countermeasures are com-
bined with cost. Cost is the estimated effort required to implement them. The
result is shown in Figure 8.

From this the following interpretations can be made: Countermeasures C2,
C5, and C6 should be implemented as they are in the zone of countermeasures
that are effective and have low cost. As can be seen in Figure 7 C2 affects the
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Fig. 8. Combination of Effectiveness with Cost

same attack as C3 and C4. Hence, the implementation of C2 would reduce the
effectiveness of these two countermeasures. Countermeasure C8 is very costly
to implemented, but is highly effective. As often project resources are limited
this countermeasure should be taken into consideration for future releases, i.e. it
should be handled as a requirement instead of a quick fix. Countermeasure C11
should not be implemented as it has very low effectiveness, i.e. its implemen-
tation does not make a difference. The Figure also shows that C9 and C10 are
equally effective, but have different costs. Hence, the analysis also allows prior-
itization on cost whenever countermeasures are close to each other with regard
to effectiveness. In this example we did not find any countermeasures with high
cost and low effectiveness. However, in a different context such countermeasures
might very well be identified.

5 Discussion

5.1 Practical Implications

Focus on End-product: We would like to stress that it is important to prioritize
countermeasures as those are directly related to the end-product. That means
they result in actions that could be taken early in the development process to
avoid the introduction of vulnerabilities in the first place. Furthermore, it is
important to mention that our method can be applied throughout the whole
development life-cycle, independently of whether a new product is implemented,
or an existing product is analyzed. When an existing product is analyzed it is
important to take into account the countermeasures already implemented, this
needs to be taken into account when doing the re-prioritization.

Problems of objectivity: Risk analysis and attack trees assume that develop-
ers have a good understanding of how an attacker would think as probabilities
have to be estimated for many different factors (cf. [6]). Furthermore, it is hard
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for developers without security experience to identify attacks without guidance.
Hence, the proposed methods addressed this problem in two different ways: First,
the attack trees were extended by agents as this allows the developers to put
themselves in the shoes of the attacker, knowing who the attacker might be.
Secondly, a process is proposed that the developers can follow. Furthermore, the
process focuses on comparing different attacks and countermeasures with each
other. Having the comparison makes it easier to value the attacks and counter-
measures.

Implementation of Triangulation: When conducting the prioritization we recom-
mend that it should be done by several developers. The averages and variances
of the points assigned provide an understanding of to what degree the developers
agree on voting. If there is a large discrepancy the data will show the need for
discussions and further investigations.

Tool support: To support the developers in the prioritization process we are de-
veloping a tool. The main feature of the tool is to (1) work in groups during the
identification of the goals, agents, attacks, and countermeasures (shared canvas),
(2) support in the prioritization. The support should be handled thorough sliders
which allow easy re-priortization and show the impact of the change of one prior-
itization in real-time. This makes the method particularly suited for agile devel-
opment as changes in the system can be very easily prioritized for each iteration.

5.2 Research Implications

The presented method focuses on countermeasures instead of only attacks and is
novel with this regard. Hence, research needs to focus on testing the approach in
an industrial application. We plan to conduct case studies in industry to evaluate
the method with empirical data.

6 Conclusion

This paper presented a novel method to identify and prioritize countermeasures
to increase the security of software systems. The method provides an extension
to attack trees, as well as a process for the identification and prioritization of the
countermeasures. We applied the method on an open source system, the appli-
cation showing that several countermeasures could be identified. Furthermore,
an analysis of the quantitative results is presented, showing that the proposed
method has a potential in guiding managers in choosing the most effective and
cost-efficient countermeasures. In future work empirical evaluations of the pro-
posed method in industry are needed.
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CRITIS 2006. LNCS, vol. 4347, pp. 235–248. Springer, Heidelberg (2006)

7. Moore, A.P., Ellison, R.J., Linger, R.C.: Attack modeling for information secu-
rity and survivability. Technical Report Technical Report CMU/SEI-2001-TN-001,
Software Engineering Institute (2001)

8. Mauw, S., Oostdijk, M.: Foundations of attack trees. In: Won, D.H., Kim, S. (eds.)
ICISC 2005. LNCS, vol. 3935, pp. 186–198. Springer, Heidelberg (2006)

9. Damm, L.O., Lundberg, L., Wohlin, C.: Faults-slip-through - a concept for mea-
suring the efficiency of the test process. Software Process: Improvement and Prac-
tice 11(1), 47–59 (2006)

10. Peltier, T.R.: Information security risk analysis. Auerbach, Boca Raton (2001)
11. Schneier, B.: Attack trees. Dr. Dobb’s Journal 24(12), 21–29 (1999)
12. Viega, J., McGraw, G.: Building secure software: how to avoid security problems

the right way. Addison-Wesley, Reading (2002)
13. Saini, V., Duan, Q., Paruchuri, V.: Threat modeling using attack trees. J. Comput.

Small Coll. 23(4), 124–131 (2008)
14. Hederstierna, A.: Decisions Under Uncertainty - The Usefulness of an Indifference

Method for Analysis of Dominance. EFI The Economic Research Institute, Stock-
holm School of Economics (1981)

15. Kontio, J.: Risk management in software development: A technology overview and
the riskit method. In: Proceedings of the IEEE International Conference on Soft-
ware Engineering (ICSE 1999), pp. 679–680 (1999)

16. Berander, P., Svahnberg, M.: Evaluating two ways of calculating priorities in re-
quirements hierarchies - an experiment on hierarchical cumulative voting. Journal
of Systems and Software 82(5), 836–850 (2009)



M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 191–205, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Feedback in Context:  
Supporting the Evolution of IT-Ecosystems 

Kurt Schneider, Sebastian Meyer, Maximilian Peters, Felix Schliephacke,  
Jonas Mörschbach, and Lukas Aguirre 

Software Engineering Group, Leibniz Universität Hannover 
Welfengarten 1, 30167 Hannover, Germany 

{Kurt.Schneider,Sebastian.Meyer}@inf.uni-hannover.de 
{maximilian.peters,felix.schliephacke, 
jonas.moerschbach}@stud.uni-hannover.de, 

lukasaguirre@gmail.com 

Abstract. IT ecosystems consist of dynamically interacting subsystems, com-
ponents, and services containing software. Companies provide parts of IT eco-
systems, e.g. for airports, train stations, and shopping malls. Due to the complex 
interaction of subsystems, overall behaviour cannot be completely anticipated 
or engineered. IT ecosystems constantly evolve by adapting to new user re-
quirements and to changes in their environment. On-going improvement re-
quires feedback from users. However, feedback is not easy to get. This paper 
presents an approach facilitating feedback in context. It is gathered by mobile 
devices like Smartphones. Effective support for evolution needs to cover (1) 
identifying the component or subsystem a user wants to address, (2) the ability 
to send feedback at very low effort and cost, and (3) support for interpreting in-
coming feedback. We present an architecture, a framework, and an application 
example to put stakeholder feedback into context. Contextualized feedback 
supports providers in driving the IT ecosystem evolution. 

Keywords: IT ecosystem, feedback, context, architecture, improvement cycle. 

1   Introduction: Evolution in IT Ecosystems   

Today, many technical systems and devices interact with each other. In public places 
like airports, train stations, or universities, citizens become stakeholders of tightly in-
terwoven systems. Their mobile phones can be used to make reservations, pay tickets, 
and receive confirmations from banks, ticket counters, and train information systems. 
Software controls subsystems and services, all of which are developed independently. 
They often depend on each other to provide higher level services. Subsystems interact 
with other subsystems, and with users. We call a system an “IT ecosystem“, if those 
parts act and react autonomously or semi-autonomously [1]. This term is used as a 
metaphor. Bosch presents a taxonomy of ecosystems [2]. He starts from biological eco-
systems and distinguishes human, social, and economic ecosystems. In particular, he is 
interested in software ecosystems: "A software ecosystem consists of the set of software 
solutions that enable, support and automate the activities and transactions by the actors 
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in the associated social or business ecosystem and the organizations that provide these 
solutions." Our notion of IT ecosystems emphasizes emergent behaviour similar to an 
ecosystem in nature, where different species and animals interact autonomously.  

Stakeholders perceive resulting system behaviour as a complex “smart environ-
ment“. IT ecosystems are not designed as a whole; they rather evolve. Components 
and requirements change often, and new parts are added. Lentz and Bleizeffer state: 
"Modern IT ecosystems have evolved organically into complex systems of hardware, 
software, middleware components, applications, organizations, practices, application 
lifecycles, and job specializations." [3]. Changes in requirements are not easily recog-
nized in IT ecosystems. Nevertheless, getting feedback on acceptance of their prod-
ucts or services is vital for providers to tune and improve their software. Traditional 
requirements engineering is not appropriate for software in an IT ecosystem for sev-
eral reasons, as a comparison shows: 

• In traditional, individual software projects, requirements engineering has 
been a distinguishable project activity. Requirements could be elicited, ana-
lyzed, and validated before implementation started. Iterations and prototypes 
may be advisable, but requirements are still elicited before they are imple-
mented. Usually, there is a defined user community. Interviews and workshops 
are the recommended approach for eliciting and validating requirements. 
There is a good chance to reproduce observations and problems. When a small 
system does not behave as expected or desired, users have a good chance to 
recognize the deviation. They will be able to identify the responsible software 
system and to contact the developers.  

• In "IT ecosystems", new requirements and suggestions need to be identified 
while the system is already running. They result from on-going changes in en-
vironment, interaction, and user expectations. Stakeholder will recognize un-
foreseen or undesired system behaviour, but will often not be able to identify 
the responsible subsystem. Even if they could, it would take time to find pro-
vider contact information. In most cases, stakeholders may be angry or an-
noyed, but not provide feedback. From the provider perspective, opportunities 
for improvement are missed. 

Eliciting requirements proactively (instead of a reaction to a problem) is 
also difficult: Requirements of different user groups may diverge and will de-
pend on context. Representative samples of users need to cover all groups and 
many contexts or conditions. It is expensive and ineffective to conduct inter-
views or workshops with such a large sample of users: Instead, companies use 
questionnaires, marketing studies and other tools to reach many (potential) 
customers [4], which is again a suboptimal solution:  

o Stakeholders are interrupted in their original tasks.  
o They will often not remember or report a problem - unless they en-

counter it just before they were asked.  
o Emergent effects may occur in an IT ecosystem with all its interact-

ing subsystems. Some phenomena might not be reproducible in a 
laboratory setting or user test if the context and conditions differ.  
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• Our approach to “IT ecosystems”: Focused feedback channels are made 
available to stakeholders when and where they encounter a situation or prob-
lem they consider worth reporting. Feedback can be given via Smartphone. By 
integrating this feedback into an improvement cycle, stakeholders engage in a 
community effort for improving their own environment – and for their own 
benefit. 

The tools that are required to support this approach need to facilitate and guide the 
identification of appropriate addressee subsystems in the IT ecosystem. Whatever is 
"close" might be the responsible part. Therefore, we suggest using heuristics on geo-
graphical and logical proximity to identify addressees for feedback: Context can be 
captured implicitly and at minimal effort by locating users automatically. In addition, 
tailor-made mechanisms for pre-sorting feedback are proposed to facilitate analysis of 
feedback and fast improvement reaction.  

Accordingly, this paper makes a three-fold contribution: 

1. We present a technical concept that enables feedback in context. It contains an 
architecture and a framework to be used in different applications.  

2. We argue how providers of subsystems can benefit from feedback in context. 
Empirical evaluation of this aspect (acceptance, benefit) is not covered in this 
paper. 

3. We show the technical feasibility of our concept by implementing it using 
technology that is currently available and in wide use.  

Section 2 presents the main assumptions and concepts that underlie our approach. 
Related work is described in Section 3. In Section 4, we explain the architecture of 
our distributed support framework. An implementation of our concepts is presented in 
Section 5. We illustrate our approach and framework by applying it to an example 
(Section 6). With these mechanisms at hand, user evaluation and optimization of 
heuristics can now be the next step. We discuss the current status and conclude. 

2   Assumptions, Opportunities, and Concepts 

A number of trends in modern technology and society have created a new situation. 
So far, the only way for unsatisfied customers of software and systems to complain 
was by calling or writing to providers. However, spending extra time and effort for 
identifying and contacting the responsible provider prevented most people from giv-
ing feedback. Why would someone spend time and money to report requirements? 
And why would providers care to collect complaints after they already sold a product? 

Assumption: Competitiveness in IT ecosystems depends on available feedback 
Providers of systems, software, or services compete with others in an IT ecosystem. 
For example, traffic providers like Deutsche Bahn (German railways) or airports will 
depend on embedded software that interacts with mobile phones, proprietary business 
systems, and the internet. Dissatisfied users may turn away from services and look for 
a similar service from a competitor. In order to keep customers, and to keep custom-
ers satisfied, providers will need to improve their processes and their software-based 
products while they are running. The ability to recognize problems and implement 
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suggestions for improvement quickly will be a key to success in IT ecosystems [4]. 
Stakeholders (i.e., subscribed and potential customers) could be encouraged to indi-
cate their feedback and desires. Thus, an important new communication channel could 
be opened. Providers could play an active role in shaping their portion of the evolving 
IT ecosystem. 

Opportunity: Stakeholders are familiar with new and ubiquitous technology 
Our work tries to support the upcoming generation of stakeholders who are familiar 
with video-equipped mobile phones and multimedia handhelds. Two new develop-
ments encouraged us to explore ad-hoc video and light-weight feedback in context (as 
explained in more detail in [5]):  

(1) The advent of inexpensive ubiquitous recording and sending devices. For ex-
ample, digital cameras, Smartphones and flatrates are in wide use today. 

(2) A generation of stakeholders who have grown up using Smartphones and 
PDAs voluntarily in their private life. Today's high school and university 
students represent that generation. They are current and future customers. 

Many people recognize faults and weaknesses in public systems (e.g., airport dis-
plays, navigation or information services). We assume that many citizens will be able 
to use their familiar mobile devices for giving feedback. We further assume that many 
technology-affine citizens are willing to provide feedback if that causes no or mar-
ginal cost and effort. According to Davenport [6], incentives do not need to be finan-
cial. Stakeholders may be happy to provide short feedback to enhance the systems 
they use themselves. When stakeholders wait for a service or a system reaction (e.g. at 
an ATM), this is an opportunity to get feedback. There is a two-fold benefit: waiting 
time appears shorter, and stakeholders can express frustration.  

Concept: Context from object perspective 
Context is an important issue for feedback. Many context-aware systems consider the 
context of users and adapt system behaviour to the context observed. In Fig. 1, they 
would consider objects A and B to be in the context of stakeholder S (dashed line). 
Our perspective in this paper is slightly different: The geographical and logical posi-
tion of a user in an IT ecosystem is identified along several dimensions (GPS, 
WLAN, Bluetooth etc.). When a user indicates the intention to give feedback, the 
multi-dimensional position of his or her Smartphone is used to identify those compo-
nents of the IT ecosystem that are most likely to be the intended addressee of that 
feedback. Administrators can define under which circumstances a stakeholder is con-
sidered "close". There can be individual definitions for each object. Instead of asking: 
“What objects are in the context of S?” (dashed line in Fig. 1), we ask: “What objects 
would consider S to be close enough for giving useful feedback to them?”  

In Fig. 1, S is in the context of B. Object A has defined a narrow context and 
would not consider S close enough. If S triggers feedback, the Smartphone of S dis-
plays only B as a potential addressee, since only B considers S close enough. Please 
note that Fig. 1 maps the multiple context dimensions to a geographical model of 
“closeness” for visual presentation.  
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Fig. 1. Context depends on perspective: S is close enough to B, but not to A 

Concept: Context as a key to low-threshold feedback 
The main contribution of this paper is the use of multi-dimensional context of feed-
back for lowering effort and threshold to participate. As outlined in the introduction, 
we assume that proximity or closeness indicate appropriate addressees. Context is 
established by physical proximity to a real-world object (display, ticket machine, tree, 
car), by logical proximity to a Web site (as identified by the URL currently con-
nected), or by being in the range of a bluetooth or Wi-Fi sender. We assume that 
“participating objects and systems” will be registered as potential feedback receivers. 
When a stakeholder wants to submit feedback, “close” objects are identified, and the 
stakeholder selects the best addressee for his or her feedback. 

In [7] and [5], we suggest using ad-hoc video-clips for eliciting feedback and sup-
porting requirements validation. In this paper, we will not discuss videos as a feed-
back medium, but focus on the framework and infrastructure for feedback.  

3   Related Work 

Non-traditional requirements engineering. In most traditional development en-
vironments, requirements are elicited early from stakeholders. Validating those requi-
rements is an important prerequisite for good quality. Interviews and workshops are 
often used for bridging the gap between customers and software developers. Ethno-
graphic approaches were recommended for observing and analyzing complex situation 
that are difficult to explore by asking stakeholders [8]. When a system is developed for 
an entire market rather than an individual customer, product management and market-
driven requirements engineering [4] are more relevant than individual up-front interro-
gation. In that case, phases of building and phases of analysis and validation must take 
turns. Karlsson et al. [4] point to the drastically growing importance of feedback when 
an operational version of a system is supposed to be improved.  

Fickas and Feather [9] state that requirements change over time. Requirements 
monitoring helps to automatically detect mismatches between the system functions 
and desired goals. Goals that have not been made explicit cannot be observed auto-
matically. Our approach utilizes the users of the system directly to detect mismatches. 
User feedback can uncover mismatches between the system and their own personal 
goals - which may contribute to making tacit goals explicit.  

Video clips are a straight-forward extension to the concepts presented in this pa-
per. As discussed in [5], some researchers have investigated high-effort approaches in 
using videos [10]. For getting contextualized feedback from everyday situations, we 
advocate ad-hoc videos recorded on mobile devices by normal citizens. A video 
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shows a concrete situation in context, which is an advantage over textual feedback. 
Audio explanations can provide the intention of recording this situation. In text, how-
ever, context must be described explicitly, or it will be ignored. 

Zachos and Maiden [11], [12] used their ART SCENE system on mobile devices to 
guide stakeholders through scenarios. By following those scenarios in concrete and 
contextualized situations, misunderstandings and invalid assumptions can be detected. 
Again, this approach is directed towards requirements engineers and stakeholders who 
are willing to spend a considerable amount of time on requirements validation. Our 
approach is complementary in nature. It enables ordinary citizens to send a short, but 
contextualized feedback within a minute. If many people participate, even small 
pieces may help to get a picture.  

Sitou and Spanfelner [13] propose a set of possible models to capture the usage 
context and users expectations. They argue for the multi-dimensionality of the con-
text in order to be helpful for requirements engineering. Sitou and Spanfelner observe 
users while they interact with the system in order to elicit new or changed require-
ments. We do not observe users, but enable them to provide feedback in context. 

Dey et.al. suggest a software infrastructure for smart environments [14]. They 
gather context data from sensors and use it as a substitute for user input to trigger 
defined processes. Again, we do not substitute users and their activity but enable them 
to give feedback actively. Context is used to identify possible addressees. Sutcliffe, 
Fickas and Sohlberg propose a method for requirements engineering that takes into 
account the context of a person as parameter for requirements [15]. Rather than elicit-
ing requirements from feedback directly, we encourage and gather light-weight feed-
back. It indicates where more in-depth requirements engineering is needed. 

The concept of derivating implicit feedback is a common task in information re-
trieval to obtain better results by adapting to the user’s needs. Fox et al. described 
how implicit ratings like the number of returned result sets or the duration of a session 
can be used to get an indication of user satisfaction [16]. Another class of sources for 
implicit feedback is analyzing clicktrough data from web logs as described by Dupret 
and Liao [17]. These approaches rely on observing the user during the interaction 
with a system. Contrary to this, our approach is dedicated to an environment where 
observing the user is not an option, although recognizing the surroundings of the user 
is possible. 

4   Architecture and Process of Feedback in IT Ecosystems    

An IT ecosystem consists of several subsystems, components, and services. Not all 
parts of such a system will participate in soliciting feedback. For example, only the 
passenger-related parts of an airport may be in focus, while baggage handling, human 
resources, or runway services may not be taking feedback. Therefore, elements must 
register in order to qualify for feedback. We call registered elements “SmartObjects”. 

There will be many registered elements. Their representatives, SmartObjects, are 
managed by a central feedback management unit. Although that unit can be distrib-
uted for increased efficiency or robustness, we consider it one central unit from a 
logical perspective. It contains software to represent and manage all SmartObjects. 
Management includes features for defining new SmartObjects and for specifying the 
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circumstances under which a given stakeholder will be considered “in the current 
context” of that SmartObject.  

We postulate stakeholders to use a mobile device with several sensors for different 
dimensions of context, such as Bluetooth, Wi-Fi, GPS, or the URL of a website. 
When stakeholders want to provide feedback, they connect to the central unit. Context 
information provided by the mobile device is evaluated in the central unit. According 
to a matchmaking algorithm (as exemplified in Section 5), a list of SmartObjects is 
presented. They are potential addressees since the stakeholder is in their context. The 
final selection of the addressee SmartObject is made by the stakeholder. Depending 
on the definition of that SmartObject, a few questions may be displayed on the mobile 
device. Answers are sent back to the SmartObject as part of the feedback interaction.  
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Evaluate
React and
Improve

PCs

Digital
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Smart
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Internet

Smart
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Improvement
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Fig. 2. Architecture of a framework and process for feedback in context 

See Fig. 2 for an overview of the distributed architecture and the improvement 
process for feedback in context. Dark process steps are at the core of this paper, while 
video recording is mentioned only briefly. White process steps are required to close 
the improvement cycle, but they are beyond the scope of this paper: A stakeholder 
must perceive a trigger for giving feedback; and a service or software provider com-
pany must react to feedback. We do not discuss these steps here. 

The architecture as sketched in Fig. 2 is characterized by several aspects: 

- Feedback in context is achieved by a distributed framework of interacting 
parts: (1) The Central Administration Unit, (2) SmartObjects, and (3) software 
embedded in participating mobile device or digital cameras. This architecture 
reflects the distribution and flexibility of the IT ecosystem.  

- Each of the three parts can be integrated with provider or mobile device sys-
tems. All parts together make up the feedback in context framework. 

- There is a difference between a real-world object (subsystem, software, service) 
and the SmartObject representing it in the framework: Note that even software-
free objects like restaurants or escalators can be represented by SmartObjects. 
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For example, a stakeholder can be specified to be in the context of a house 
whenever their GPS coordinates are within 100 m of each other.  

- Feedback for all SmartObjects is first received by the central unit. Once the 
addressee SmartObject is identified, the feedback call is handled by the Smar-
tObject software. It also collects data for evaluation.  

Fig. 3 shows an overview sequence chart of the feedback interaction. While Fig. 2 is a 
static view of the architecture, Fig. 3 highlights dynamic aspects. 

CentralUnitSmartphone SmartObject2SmartObject1

initiate

feedbackCategory
getContextData

getContextData

sortByHeuristic

store

List potent.addr.

SelectedSmartObject

repeat

category

Selection or response

Options or question

Complete successfully

Feedback 
interaction

 

Fig. 3. Sequence chart of general interaction during feedback in context 

Submitting feedback in context can vary in detail, but it always takes the steps 
sketched in Fig. 3: 

1. Something triggers a stakeholder to send feedback, e.g. a problem concern-
ing the behavior of a ticket machine or a software service.  

2. The mobile device has software which connects it to the Central Unit. 
3. According to the multi-dimensional context specifications, several Smar-

tObjects may qualify as addressees (“within range of our service Wi-Fi” or 
“in 20m range of GPS…”). Their context definition is evaluated heuristi-
cally by the Central Unit. 

4. The Central Unit determines a list of SmartObject “in context” and submits 
it to the user’s Smartphone. This is the list of potential addressees.  

5. The Smartphone displays the list, and the stakeholder selects the objects he 
or she wants to provide feedback to, e.g. SmartObject1 in Fig. 3. 

6. The selected SmartObject may establish a short feedback interaction by 
presenting options for selection, or by asking simple questions.  
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5   Implementation of the ConTexter Framework   

ConTexter is an implementation of the architecture and technical concepts described 
above. The ConTexter framework was implemented in four parts which can run on 
independent computer systems. They can be mapped to the architecture. 

1. The GUI is used by the administrator to create, define, and edit SmartObjects. 
It is a Java Swing Application and works as a client that connects to the Cen-
tral ConTexter Unit as well as to the SmartObjectAdministration (part of the 
Central Unit) via Java Remote Method Invocation (RMI). 

2. The mobile part is used by the Smartphone user to submit feedback by mobile 
phone. We used a G1 Smartphone running the Android operating system.  

3. The Central Unit identifies relevant SmartObjects by the context data provided 
by the G1. It returns information on how to connect to different SmartObjects.  

4. The SmartObjectAdministration in the Central Unit provides an interface be-
tween the G1 Smartphone and selected SmartObjects.  

Mobile ConTexter components use standard Android APIs. The accuracy of differ-
ent modules of the G1 was a problem in general. In particular, the calculated GPS 
positions differ and depend on the current environment. To handle this problem, the 
administrator can define and adjust the range of tolerance with each SmartObject that 
has a GPS context. The actual context (via GPS, URL, WLAN, Bluetooth) is identi-
fied by a separate program thread to let the stakeholder use the GUI meanwhile.  

URL context is retrieved by searching the browser's cache for the last visited web-
site. URL context is only classified as relevant if the visit of this website was within 
the last three minutes. 

The SmartObjectAdministration is necessary because the Android API does not 
provide any remote method invocation (RMI) functionality. We had to run the com-
munication based on standard sockets communicating with our own protocol. In real 
applications, it is infeasible to assign each SmartObject a separate port. To avoid the 
need for one port per SmartObject the SmartObjectAdministration uses only one port 
and listens for incoming requests from the G1. It forwards its socket to the currently 
chosen SmartObject. Along the same lines, the SmartObjectAdministration is imple-
mented as one process only, which dynamically instantiates SmartObjects on demand 
- instead of running one process per SmartObject permanently. This also opens the 
opportunity to run several SmartObjectAdministrations in parallel on different ma-
chines. This may be useful in a commercial setting where more than one software 
provider uses ConTexter feedback independently. 

Heuristic for sorting potential addressee SmartObjects. When a call reaches the 
server, it calculates a preference value for each potential addressee (SmartObject). To 
determine the relevance of a SmartObject as potential addressee, a "context relevance 
index" is calculated. More relevant objects are displayed higher on the mobile phone 
SmartObject list. For each SmartObject: The administrator can adjust priorities of 
different context type via adjustment factors. A SmartObject's relevance is not only 
determined by its context alone, but also by the number of calls in which it was finally 
selected to be the intended addressee by the stakeholder. This heuristic is based on the 
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assumption that an existing problem will trigger several feedbacks. Counting calls and 
finally selected SmartObjects is an element of learning and adaptation.  

Many other heuristics can be formalized and compared: Time and environment 
conditions, even weather and history could be included. We decided to start simple 
and investigate refinements later, during usage evaluation. 

In our implementation, we decided to implement the management of actual context 
data in a central database located in the Central Unit: The request for context data is 
implemented by database queries in the Central Unit instead of involving SmartOb-
jects. Fig. 3 is a good representation of the logical interaction, while our implementa-
tion uses one of many performance optimizations one could imagine.  

6   Example Case Study: UniImprove      

Our concept of multi-dimensional context of feedback and the framework architecture 
are independent of any particular implementation. In the previous section, core as-
pects of our implementation in the ConTexter framework were presented. In this sec-
tion, we illustrate the concepts introduced above.  

In this example, Leibniz Universität Hannover is considered an IT ecosystem. Our 
scenario pretends the university board decided to start the UniImprove initiative. It 
uses ConTexter to guide improvement of university services, software, and other 
objects under university control. Enrolled students are invited to register (as stake-
holders) at the Central ConTexter Unit. Registration is carried out over the internet. 
Fig. 4 illustrates some contexts and SmartObjects on a Google Earth map: The main 
gate in front of our university building (a) is specified by its GPS coordinates and by a 
Bluetooth sender (b). When students follow path (c), they reach the information dis-
play in the entrance hall, which is a registered SmartObject. Its context is defined by a 
Wi-Fi network (d). There is also the University Restaurant (e: GPS context and URL 
for menu) and the pathway to the next building (f: GPS). The pathway is included and 
represented by a SmartObject since there were many complaints about dirt and poor 
lighting in the past. Finally, there is a Bluetooth antenna of our department (g).  

 

Fig. 4. Example of registered objects and context areas along a path at Universität Hannover 
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Fig. 4 is for illustration only. Real ranges and areas may differ, and there are far 
more registered objects in a real IT ecosystem. When a new object is registered at the 
Central ConTexter Unit, multi-dimensional context conditions are specified. A regis-
tered real object (e.g. tree, pathway, display, software, service) can be relevant when 
the stakeholder is “close” in any of the available dimensions. Fig. 5 shows a situation 
in which the online syllabus (list of offered classes) is being registered as “Syllabus” 
SmartObject. For demonstration purposes, URL, GPS, and Wi-Fi dimensions have 
already been specified. A specific Bluetooth connection is just being added. When-
ever a stakeholder is in range of any of those context dimensions, the Syllabus will be 
considered a potential addressee of feedback.  

 

Fig. 5. Central ConTexter Unit during specification of multi-dimensional context 

As soon as some SmartObjects have been registered, UniImprove can be used. 
When ConTexter is activated on a Smartphone, it asks for the category of feedback: 
complaint, compliment, or neutral remark. In Fig. 6 (left) a complaint is about to be 
made. In the next step (centre) all SmartObjects in the current context are displayed. 
In this example, the stakeholder selects Syllabus as the addressee. Since the Smart-
Object list was sorted by a heuristic, stakeholders make the final selection. Depending 
on the SmartObject definition, a few feedback options may be offered (right).  

       

Fig. 6. Choosing category of feedback, final addressee, and submitting feedback 
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Stakeholders can check boxes and type free text if they wish. In an extended ver-
sion of ConTexter, even previously recorded video clips can be attached to the feed-
back message. This short example covers most concepts introduced above. However, 
it illustrates only one possible implementation. We implemented other variants of the 
fine-grained interaction and heuristics. For example, the initial choice of a feedback 
category can be dropped. There is room for more optimizing heuristics. The goal is to 
present a reasonable list of possible addressees that most likely contains the object 
intended by the stakeholder.  

7   Semi-automatic Feedback Evaluation 

Soliciting feedback is an important yet difficult task. Submitted feedback must be 
used to the benefit of providers and stakeholders in order to justify the effort invested. 
In the introduction (Section 1), semi-automatic evaluation of submitted feedback was 
identified as one of the core opportunities. If many stakeholders participate, a large 
number of feedbacks will be received. By that time, a strategy for evaluation must be 
implemented and ready. 

We present an example solution that supports simple pre-evaluation in many cases. 
As Fig. 7 shows in the realm of the UniImprove example, feedback options are defined 
in the Central ConTexter Unit when a SmartObject is registered and defined. So far, 
two compliments, a neutral type of feedback, and two types of complaints have been 
introduced. A third type of complaint (“confusing presentation”) is just about being  
added. In all cases, stakeholders may include free text with their selections. During 
operation of the ConTexter framework, administrators and providers can use a similar 
interface to review the current status of feedbacks received. At this point, pre-defined 
options help classifying and visualizing the distribution of feedbacks.  

 

Fig. 7. Feedback options are defined during SmartObject registration 
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In Fig. 8, there is an overview of feedback types on the left, and a detailed view on 
all pre-defined options on the right. Free text annotations are shown in the lower left 
corner. In a more detailed view, original feedbacks (selected options with free text) 
can be seen for fine-grained analysis. In Fig. 8, two complaints refer to the title of a 
missing course.  

 

Fig. 8. Automatic classification of incoming feedback based on selected options 

Obviously, the simple counters and visualizations can be refined and combined by 
marketing or requirements experts in a provider organization. Providers who registe-
red more than one SmartObject can compare and use their respective feedback for 
advanced analysis. ConTexter is an implementation of a framework for contextualized 
feedback. Thus, providers can integrate the SmartObject statistics API into their inter-
nal evaluation systems by using the ConTexter framework. As presented in this paper, 
all aspects are integrated and facilitate installation and operation of that framework in 
a new application domain or software environment. After several feedbacks have 
been received, the above statistics screen Fig. 8 is created from specified feedback 
options and received feedbacks.  

The components of the ConTexter framework offer the infrastructure for seamless 
interaction around feedback. When a new application is set up, administrators (i.e., 
providers) must register and specify SmartObjects with feedback types etc. Immedi-
ately afterwards, feedback can be sent and received. Writing or compiling code is not 
required. 

8   Summary and Conclusions   

Technical systems and software-controlled subsystems continue to interact more and 
more. Once this interaction exceeds central control, IT ecosystems start to emerge and 
evolve. The interaction of their subsystems is difficult to understand and may be im-
possible to anticipate.  
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Commercial software and service providers need to update and improve their sub-
systems if they want to stay competitive. Feedback from users and stakeholders is an 
essential input to continuous improvement. Stakeholders perceive an IT ecosystem as 
a smart environment and may not be able to distinguish all its parts. For the first time, 
the new generation of customers and stakeholders have the technical prerequisites and 
personal ability to recognize sub-optimal system behaviour – and to report it through 
contextualized feedback. This is a new opportunity, and we present an approach of 
seizing that opportunity.  

Our approach consists of a technical framework, infrastructure, and concepts for 
applying them in an improvement processes. We first describe the architecture and 
framework in general. Then, we present the ConTexter implementation of that 
framework. ConTexter framework and UniImprove application example demonstrate 
that our concepts can be implemented with current technology. They establish a feed-
back and learning cycle for continuous improvement of IT ecosystem. We will con-
tinue exploring applications and extensions, such as the potential of ad-hoc video 
clips attached to contextualized feedback.  

There are numerous open research questions in this field. Many interesting ques-
tions were actually stimulated by the work presented in this paper: How many stake-
holders will provide feedback? Is it sufficient to lower effort, or do providers need to 
grant incentives for good feedback? What is the optimal proximity heuristic for Smar-
tObjects? How should related SmartObjects be organized? Empowering semi-
automatic interpretation is another research area that we have only touched upon in 
Section 7. We expect answers to vary significantly over different application areas 
and implementation alternatives. For example, acceptance might depend on perceived 
reaction and improvement time as much as on feedback mechanisms.  The impact of 
our approach will be influenced by the personality of users such as their affinitiy to 
technology. Even the brand of supported Smartphones could have an influence. We 
are currently developing an iPhone interface to be used in addition to Android Smart-
phones to study that effect. 

By applying our approach, subsystems of IT ecosystems can be explored and con-
tinuously evaluated by affected stakeholders. For example, an airport or an entire city 
could open that new feedback channel. Frameworks like ConTexter can support the 
evolution of IT ecosystems. Both service providers and their users can benefit from 
seamless feedback in context. 
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D. de Informática (University of Vigo)
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Abstract. Multi-agent Systems are at the moment an important new
paradigm in software development. Several methodologies have been pro-
posed for developing systems within this approach. Besides new agile
process have been proposed to be used combined with the meta-models
of such methodologies. This paper studies how the use of one of those
Agent Oriented methodologies following an agile process such as Scrum
produces improvements in the time consumed in the development that
could shorten the learning time. This may have as outcome the possibility
of using smaller groups in development.

1 Introduction

Agents represent a powerful abstraction tool in software development. The in-
herent characteristics of agents: autonomy, reactivity, proactivity, etc. provide a
very good approach in the solution of distributed complex problems [1]. There-
fore, Agent-Oriented Computing has become in the last decade a new Software
Engineering paradigm [2]. The interest in software development with agents is
focused in multi-agent systems (MAS) [3], [4], [5] that is, a set of autonomous
agents which work cooperatively using high level communication languages and
protocols.

There are many applications implemented using agents, nevertheless agent
tools, methodologies and process have not yet a sufficient level of maturity for
being used under warranty in commercial software development [2]. Two issues
are essential if the agents are to be used in software industry: the availability
of tools or frameworks which simplify multi-agent systems implementation and
the use of suitable methodologies and development processes which guide the
engineer during the system construction. At the moment much work is being
carried out in all these fields. Many agent oriented methodologies have been
proposed and applied to MAS development with good results [6], [7], [8], [9],
[10], [11], [12], [13]. Some of these methodologies introduce a tool supporting the
development, such as IDK [14], Metameth [15], etc.

This work focusses on the importance of processes in software development.
So, we consider a software development process as a simple dependency graph
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with three basic components: the process participants (roles or workers), the
consumed and generated products (work products) and the activities and tasks
achieved during the process, which constitute particular instances (work defi-
nitions) of the works that must be done. Methodology, in contrast, defines the
models to construct and the concepts and notation used in these models.

Among all the methodologies for Agent Oriented development, we have chosen
INGENIAS for the case study proposed. INGENIAS methodology covers analysis
and design of MAS, and it is intended for general use, with no restrictions on
application domain [16], [6], [17]. It has two supporting tools: the INGENIAS
Development Kit (IDK) and the INGENIAS Agent Framework (IAF) [17], [18].
The intended process of INGENIAS is Unified Development Process (UDP),
but some previous works [19], [20] have shown that methodology and process
can be considered independently. A previous work [19] has adapted INGENIAS
to follow agile processes, in particular Scrum. The adaptation has been done by
identifying common tasks in the different development processes and reordering
them to construct a new process.

New processes for INGENIAS have been defined theoretically in previous
works [19], [20]. So it is an important issue to When defining a process, it is
very important to prove the applicability in practice of these definitions. We
consider that a first step when approaching this verification is to apply the
process to a particular development and consider its suitability. Following this
idea, this paper focuses on the results obtained in the application of two different
development processes to a MAS. The aim of this paper is to compare this two
processes mainly in productivity. In this way, we try in this way to confirm the
suitability of both of them.

The structure of the remaining of the paper follows. Section 2 introduces the
methodology used in the development: INGENIAS while 3 details the process
defined for the development: Scrum for INGENIAS. Section 4 explains the ex-
periment done and show the results. Finally, Section 5 addresses the conclusions
and future work.

2 INGENIAS Methodology

The original purpose of INGENIAS was the definition of a specific methodology
for the development of Multi-agent Systems (MAS), by integrating results from
research in the area of agent technology and from traditional Software Engi-
neering Methodologies. Initially, the definition of the INGENIAS Methodology
was based on the well-established Rational Unified Process (RUP) in order to
define its lifecycle, and on the definition of a set of meta-models that describe
the elements needed to specify and develop a MAS. These meta-models describe
the system from five viewpoints: agent, interactions, organization, environment
and goals/tasks.

The integration of the INGENIAS MAS specification language with software
engineering practices is achieved by defining a set of activities that guide the
analysis and design phases, with the statement of the results that have to be
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produced by each activity. As in the rest of modern methodologies, the key
point in INGENIAS is its meta-model language. As stated before, INGENIAS
introduces five kinds of meta-models in order to define a MAS. The entities of
the meta-models could appear in different diagrams, but are unique regarding
the global system specification.

– Organization meta-model. It defines the global organization of the sys-
tem, where organization is the equivalent to MAS architecture. An organi-
zation has a structure and a functionality. The structure is similar to the
one stated in AALAADIN framework [21], and is defined attending to how
agents should be grouped. Functionality is determined by defining the goals
of the organization and the workflows it should execute.

– Environment meta-model. The environment model is composed of envi-
ronment diagrams. The environment is what surrounds the MAS and what
originates mainly agent perception and action. As a developer, one of the
first tasks is to identify system resources, applications, and agents. System
resources are represented using TAEMS [22] notation. Applications are wrap-
pers of whatever is not an agent or a resource, and could be understood in
INGENIAS as equivalent to objects in Object Orientation. Using these ele-
ments, a developer should be able to define how the MAS interact with the
systems surrounding.

– Tasks/Goals meta-model. It describes how the mental state of agents
change over the time, what is the result of executing a task over the agent
the mental state, how to achieve goals, and what happens when a goal cannot
be achieved.

– Agent meta-model. It defines the primitives to describe a single agent. It
can be used to define the capabilities of an agent or its mental state. The
mental state is an aggregate of mental entities that satisfy certain conditions.
The initial or intermediate mental state is expressed in terms of mental
entities such as those of AOP [23] and BDI [24].

– Interaction meta-model. These kind of diagrams show how two or more
agents interact. The interaction behavior is described using different lan-
guages, such as UML collaboration diagrams, GRASIA interaction diagrams,
or AUML protocol diagrams. An interaction has a purpose that has to be
shared or partially pursued by interaction participants. Usually, this purpose
is related with some organizational goal.

Recently in [25] the FAML meta-model has been proposed. Potentially, FAML
is a an interesting candidate for future standardization of engineering agent
modeling languages. FAML is composed by two layers: design-time and runtime,
and each layer has two scopes: an agent-external and an agent-internal. In [25],
INGENIAS meta-model (see Fig. 1) was considered by authors as one of the five
more extant current agent-oriented approaches.

Originally the development process proposed for INGENIAS was an adap-
tation of the Rational Unified Process according to the modification showed
in Table 1. Afterwards, in [26], [27] an agile version of INGENIAS based on



Comparing Agile Processes for Agent Oriented Software Engineering 209

Fig. 1. INGENIAS Metamodel

OpenUp was presented. From the evidence that an agile process could be used
with the INGENIAS metamodel language, a framework for deploying MAS over
the JADE platform [28] appears in a natural way, this was the IAF [18], [29].
Besides, based on the use of this framework a modification of the Scrum process
for INGENIAS was proposed in [19].

Section 3 introduces a more detailed explanation of how to use Scrum Process
for INGENIAS.

3 The Scrum Process for INGENIAS

A Scrum is a mechanism in the sport of rugby for getting an out-of-play ball
back into play. The term was adopted in 1987 to describe hyper-productive de-
velopment. Ken Schwaber formalized the process in the first published paper
on Scrum at OOPSLA 1995 [30]. As pointed in [31], Scrum is an empirical Ag-
ile project management framework which is used to iteratively deliver to the
customer software increments of high value. Scrum relies on self organizing, em-
powered teams to deliver the product increments. It also relies on a customer, the
Product Owner, to provide the development team with a list of desired features
using business value as the mechanism for prioritization. Scrum is a model for
management of the process of software development. It is not a methodology,
because it does not propose models or concepts to address, but a framework
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Table 1. Results to be obtained in each phase of the INGENIAS Process

PHASES

INCEPTION ELABORATION CONSTRUCTION

ANALYSIS To generate use cases
and identify actions
of these use cases
with the corresponding
Interaction Model

To outline the system
architecture with an
Organization Model

To generate Environ-
ment Models which re-
flects Requirement elic-
itation

To refine use cases

To generate Agent
Models that detail the
elements of the system
architecture

To continue with the
Organization Models,
identifying workflows
and tasks

To obtain Task and
Goal Models to high-
light control con-
straints (main goals,
goal decomposition)

To refine the Environ-
ment Model including
new elements

To study the remaining
use cases

DESIGN To generate a proto-
type using RAD tools
such as ZEUS or Agent-
Tool

To focus the Organiza-
tion Model on workflow

To refine Tasks and
Goal Models reflecting
the dependencies and
needs identified in
workflows and the rela-
tionships with system’s
goals

To show how tasks
are executed using
Interaction Models

To generate Agent
Models which show
required mental state
patterns

To generate new Agent
models or refining
existing ones

To study social rela-
tionships in order to re-
fine the organization
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Fig. 2. Scrum lifecycle

where different methodologies can fit. The Scrum process is particularly suit-
able for Knowledge Engineering Developments based on the use of Multi-Agent
Systems, because of the agile development and the user implication.

An initial view of Scrum process, as proposed by its authors in [31], can be
seen in Fig. 2.

Previous works [27] have determined that when trying to map a well estab-
lished methodology/process into a new process, it is necessary to define the steps
to be done. In [27] several steps that must be followed in the definition of a new
development process models for AOSE are defined, adopting SPEM [32] as model
specification. These steps are:

1. Identify the process model with an existent process model if possible, if not
define from zero the new one taking as basis the next steps.

2. Define the lifecycle view. Identify the phases, iterations and sequence of ap-
plication. This step is essentially a temporal step in which other resources
different from time are not considered.

3. Define the disciplines. Disciplines in SPEM determine process packages
which take part in the process activities, related with a common subject.
That is, disciplines represent a specialization of selected sub-activities, where
these new sub-activities can not appear in other packages or disciplines. In
this step, resources are the subject of the activities defined.

4. Define the guidance and suggestion view. The Guidances provide information
about certain model elements. Each Guidance is associated to a Guidance
Kind. This step is focused in exemplifying and documenting the activities
previously defined.
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The results of applying the previous steps to INGENIAS are shown in the next
subsections.

3.1 Identify the Process Model

The methodology provides several pre-defined examples of development. These
means that Multi-Agents Systems could be quickly constructed with INGENIAS
by reusing previous developments. Recently, the INGENIAS Agent Framework
(IAF) for JADE has been proposed and documented as a successful approach in
this context [18].

3.2 Defining Lifecycle View

In Scrum, each release is produced within a number of iterations from 2 to 4
weeks called Sprints (see Fig. 2). Sprint goal is defined by the product owner,
taking both priorities and team capabilities into consideration. At the end of each
Sprint, the team produces a product increment which is potentially releasable.
The evaluation of the product release drives to a backlog update before the next
sprint starts. All the work is done in two basic phases: the Preparation Phase
(before the first sprint) and the Sprint Phases (successive sprints leading to the
release).

Although, Scrum does not describe engineering activities required for product
development, INGENIAS-Scrum process must do it in order to adjust to IAF
recommendations. IAF allows combining the classic approach of coding applica-
tions with modern techniques of automatic code generation.

IAF requires the use of the INGENIAS Development Kit (IDK), that con-
tains a graphical editor for working with the specification model. Accordingly
to IDK, the Scrum definition for the Preparation Phase comprises the tasks:
Initiate Product Backlog, Plan Release and Preparation Tasks. The INGENIAS
Product Backlog contains the product requirements established using the IDK.
This process can be done by adapting a known model from a previous project
(i.e. IDK-IAF distribution comes with a complete cinema project which can be
used for other distributed e-commerce developments) or defining a completely
new product backlog with the editor. After this initial model is completed, in
the Preparation Tasks, the Scrum Master and the Product Owner establish the
Plan Release in which the needed Sprints are defined.

From the Scrum perspective and taking into account that IAF bases on the
automatic generation of code approach, the project team must be completely
involved in getting the release within the planned sprints. So, the INGENIAS
specification must be established with the IDK as the core of the development.
From this core, the different scripts and sources will be automatically produced.
Nevertheless, at the first stage, the generated code for the tasks may be incom-
plete and the programmer should add, if necessary, code in the tasks.

3.3 Define the Disciplines View

As previously pointed, in the INGENIAS-Scrum approach the disciplines are the
tasks required in each sprint, so the intended meaning of each task, according
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to IAF, must be explained. But first, the roles and products involved in the
development must be introduced [27]. The roles, in this case, are:Product Owner,
this role must be play by an active customer as in eXtreme Programming (XP);
Scrum Master, the coach and main of the development team; Scrum Team, this
is a collective role that must be played by any of the team members; Stakeholder,
anyone that does not directly participate on the project but can influence the
product being developed, that is, an interested party.

The products or artifacts involved in a Scrum development process are: Prod-
uct backlog, Sprint backlog and Product increment. The product backlog contains
the product requirements and has the purpose of listing all the functionalities to
implement from a customer perspective. The sprint backlog is the list of things
to do from the development team point of view. It could be understood as a fine-
grained planning on detailed tasks. At last, the product increment is a partial
product obtained at the end of each sprint, which can be deployed in the produc-
tion environment or simply made available to users. From the INGENIAS-Scrum
perspective those artifacts are referred to the INGENIAS model and JADE code
produced in each release. An INGENIAS model documented with the IDK can
accomplish a low o high level of detail. Also, in the description of each model
the Scrum Master can fix the work to be done in the next release, where release
can be identified with the package entity of the INGENIAS model.

3.4 Define Guidances View

Developing a system with code generation facilities requires some guidance. In
IAF documentation [18] several guidelines for development are proposed. In
multi-agent systems, we recommend specially the use of two kinds of guidance:
Technique and Guideline. The technique provides an algorithm to create a work
product. The guideline is a set of rules and recommendations about a work
product organization.

4 Case Study and Results

This section addresses the comparison of INGENIAS following the Scrum Pro-
cess using the IAF on the IDK and the RUP for INGENIAS using the full version
of the IDK tool. This comparison is based on the development of the same MAS
by different groups of students and in measuring during the development some
variables that can determine the productivity and performance of the processes
selected. As authors teach Software Engineering Courses at Computer Science
Faculty on the Vigo University, it was decided to use the students for this study.
The students were divided into groups of 4-6 people and were asked to develop
a complete agent oriented system. The groups were homogeneous in the number
of members, but defer among them in the knowledge of development processes,
in particular RUP. Three of the groups have a good knowledge of RUP, another
three have a superficial knowledge and the rest do not know anything of RUP.
None of the groups have notions about what was Scrum process of development.
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Moreover, people that conforms the teams do not know the INGENIAS method-
ology, neither its meta-modeling language. So the challenge for the teams was
twofold: to learn INGENIAS methodology and meta-model and to understand
Scrum process.

With this set of students, we plan an experiment, which tries to constitute a
first approach in the study of the influence of the development process selected
over productivity. Data of the experiment were collected along the Software
Engineering Course, while the students develop the system that was mandatory.
The requirements of the system to obtain are explained next.

4.1 Case Study Description

As stated before, all the groups were asked to develop the same agent-oriented
system. In particular, every team must develop a web site for managing software
development projects based on the Scrum Development Process. This selection
was made to increase the level of knowledge about Scrum in the groups in the
first steps and phases of the development. The portal must allow:

1. The Creation, Modification, Project Monitoring and Closure of a Software
Project that is being constructed using Scrum Process.

2. The Establishment of the teams and the assignation of the roles that each
member team will assume along the project. The system must also allow
changes in team composition or roles assignation. These changes may be
done dynamically during development.

3. The Management of each Project Sprint.
4. The Creation, Identification, Modification and Monitoring of every meeting

held during the Sprints.
5. The Storage, Retrieval and Collaborative modification of any work product

obtained along the development.

The different teams were asked to provide some intermediate deliverables along
the development, in order to have some control on their evolution with indepen-
dency of the process selected. The first deliverable demanded was a simulation
of the proposed solution to the portal modeled using Alice [33]. This first deliv-
erable had a double utility. In the one hand, it served as a control point in the
degree of knowledge of Scrum achieved by the teams. On the other, it was used as
the way of establishing the system functional requirements for each group. Obvi-
ously, if the prototype was wrong, the students had to modify it until considered
correct.

Besides, three more deliverables were established one of them each two
months. Excluding the first one described that must be finished one month after
the beginning.

These deliverables were used to measure the degree of functionality accom-
plished, according to the functionality proposed by each team in the prototype
provided.
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4.2 Experiment and Results

Several variables were taken into account in the study, as we considered that
they may influence the final productivity of the teams developing the system.

Each team is identified by a number (it appears in first column of Table 2).
This is just a way of having the possibility of referring to a particular team, if
needed.

The experience column expresses the background of each team regarding the
knowledge of RUP or any other development process. We consider that previous
knowledge of processes can influence in learning new ones. Nevertheless, as said
before, none of the groups have previous knowledge of Scrum.

The process column shows what kind of process was used by the team during
the development. The process that they have to follow was assigned randomly
by the teachers and independently from previous background of the teams.

The prototype column indicate the kind of solution chosen by each team.
Three are the possibilities in this column:

– Server-oriented solution. A server-oriented solution is a classic client-server
solution in which features are provided by a single central server to different
kind of users. Each user has its own privileges to operate in the web site.

– Service-oriented solution. A service-oriented solution describes the site as a
set of distributed services that may be requested concurrently by the user. It
is also possible in this kind of solution that certain services are automatically
offered to selected users that satisfy some condition.

– User-oriented solution. An user-oriented solution prioritizes a centralized and
sequential management of the development process. In this kind of solution
users interact with the system and decide when and which data should be
entered.

From a theoretical perspective, the more suitable solution from MAS point of
view is the second one, because a distributed net could be easier established
over an agent platform. Each service could be offered by a particular agent or
by a group of agents. Each agent could have their own goals, that have to be
satisfied by a set of tasks and that require some interaction with other agents.
So that, this drives to a collaboration or coordination on the tasks to satisfy
agent’s goals. The rest of solutions present some drawbacks in the deployment,
because the methodology is not so suitable for them. Nevertheless, all solutions
are still feasible to be adopted in a MAS approach, although some of them will
imply an extra cost of time.

The four latest columns measure the rate of functionality achieved for each
of the deliverables provided. As stated before, this rate is calculated referring to
those proposed by each team in their prototype and are ordered by their final
achievement.

Table 2 presents the results obtained from the case study.
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Table 2. Teams’ performing results

Team Experience Process Prototype 1st Del. 2nd Del. 3rd Del. Final

6 High Scrum Service Oriented 15% 30% 55% 85%
2 High Scrum Server Oriented 15% 25% 50% 80%
1 High RUP Service Oriented 20% 35% 50% 75%
5 Medium Scrum User Oriented 15% 25% 45% 75%
8 Low Scrum Service Oriented 15% 22% 45% 75%
3 Medium RUP Server Oriented 15% 30% 40% 70%
7 Low Scrum Server Oriented 15% 30% 50% 70%
4 Medium RUP Server Oriented 15% 25% 45% 65%
9 Low RUP User Oriented 10% 20% 40% 60%

4.3 Discussion

An initial analysis of the results tries to address productivity of the teams. We
consider that teams are more productive when they achieve a higher rate of
functionality for the same increment. This consideration could make sense as
far as all the teams have the same time available for delivering the increment.
The results show that the productivity on the teams using Scrum as process
was higher in average, even when taking into consideration the kind of solution
adopted. The study shows also that the learning time is shorter for members of
the development group that follow an Scrum processes, because the increments
in the rate of functionality are higher. This could allow the use of smaller groups
of development, due to the higher productivity.

A second issue to consider in results shows that the ratio of evolution in the
productivity is higher in the last deliverables for Scrum teams. This suggests, in
our opinion, that Scrum process is a better solution to manage the lifecycle for
INGENIAS methodology than the RUP originally proposed.

Other factor that can influence the results, is the previous knowledge or back-
ground of the teams. We do not have a quantitative measure of the background,
instead we consider a rough measure of it, idenfying three possible values: High,
Medium or Low. Nevertheless, in order to improve the study in the future a
quantitative measure will be incorporated. Moreover, although experience must
have an impact on productivity, we thought that the process has a more impor-
tant influence. This is justified by the fact that less experienced groups have a
better productivity using Scrum than more experienced groups using RUP.

The kind of solution chosen (column Prototype of Table 2) can also influence
productivity of teams. Nevertheless we consider that it is not so important,
because teams using ServerOriented Prototype have good productivity results.

As said in previous subsection, the selection of what process must follow
each group was assigned randomly by the teachers of Software Engineering.
Productivity may be affected if the choice were free. Other studies in the future
may address the changes in productivity when groups can choose the process to
follow. At present, this objective was not in the scope of the experiment.
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The results obtained have exceeded expectations. For instance, a medium ex-
perienced and a novice team got the same productivity results using Scrum than
one of the expert teams using the RUP. Moreover, the worst results were ob-
tained by a novice team and a medium experience team using the RUP approach.
These results could be interpreted as an evidence that the RUP approach needs
much more time to be learned and used with solvency.

However, some results not expected were found. First, one of the worst results
was gotten using RUP with a server oriented solution. Secondly, a good rate of
productivity was obtained by team with an user oriented solution using the
Scrum development Process.

Results obtained by team number five seem to be a surprise because the kind
of solution chosen is not the most suitable for the problem. This can be explained
by the fact that the team has dynamically chosen to apply a shorter cycle of
deliverables and to associate an agent to each kind of user. This has increased
the interaction between agents, and in fact, the architecture proposed by the
group represents each of the Scrum roles by an agent. This change has increased
the productivity of the final two deliverables.

5 Conclusions and Future Work

In previous sections the MAS methodology INGENIAS was presented jointly
with two different approaches for their process development. In order to compare
productivity and suitability of both a case study has been also presented. The
case study was solved by nine teams that have no knowledge about the Scrum
process, that was the object of the study. Teams have a different preparation on
Process Development: three are experts, three are novices, and the rest have an
average training. This selection was chosen in order to get a complete information
about the real productivity of the Scrum approach when compared with the
OpenUp approach.

Summarizing results, the conclusion is that the ratio of evolution in the pro-
ductivity is higher in the last deliverables for all the Scrum teams. At first glance,
at attending these results, Scrum process seems a better solution to manage the
lifecycle of the INGENIAS approach that the OpenUp one. Of course these re-
sults constitute an initial approach in the comparison of the processes (OpenUp
and SCRUM) for INGENIAS methodology.

This first approach suggest that SCRUM is better suited but more studies
have to be done. In particular, we consider that more data are needed, so that
we will go on with the experiment next years. Other studies will be also valuable,
such as fixing as object of the study the OpenUp approach to compare the results,
or doing the comparative with teams with the same level of capacitation on the
two development processes. Other possibility, considered as a future work, is to
have a new structure for teams (for instance, 4 or 6 people working by pairs as
suggested by XP). Besides, it is worth considering in the future other variables
that may influence the results such as the kind of system to construct, the size
of groups, etc.
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In any case the results obtained are very promising in order to experiment
with new agile process for AOSE development with INGENIAS.
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18. Gómez-Sanz, J.: Ingenias Agent Framework. Development Guide V. 1.0. Technical
report, Universidad Complutense de Madrid (2008)
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Abstract. In this paper, we describe the Software Tag which makes software 
development visible to software purchasers (users). A software tag is a partial 
set of empirical data about a software development project shared between the 
purchaser and developer. The purchaser uses the software tag to evaluate the 
software project, allowing them to recognize the quality level of the processes 
and products involved. With Japanese government support, we have success-
fully standardized the software tag named Software Tag Standard 1.0, and have 
developed various associated tools for tag data collection and visualization. For 
its initial evaluation, the software tag has been applied to several projects. This 
paper also presents various activities aimed at promoting the use of the software 
tag in Japan and the world. 

Keywords: Information sharing, empirical data, project management, offshore 
development. 

1   Introduction 

Software systems are becoming huge and complex, with our everyday life heavily de-
pendent on such software systems. One of the major concerns of software purchasers 
(users) in Japan is the quality of the software systems. Japanese society generally de-
mands high-quality software systems with low fault rates and high operability levels. 

On the other hand, many software purchasers in Japan are not knowledgeable 
about the nature of software. It is reported that only 40% of Japanese major compa-
nies employ a full-time Chief Information Officer (CIO) and that only 20% of all 
CIOs are confident of their knowledge about information technologies [10]. 

Without a sufficient understanding of software quality and software projects, 
many companies try to purchase software systems from software developers (ven-
dors). This produces a very risky situation. For example, purchasers cannot specify 
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system requirements very well, and they do not oversee the project properly. Such 
situations often lead to project failures. It is reported that only 31.1% of software 
projects are recognized as ‘successful projects’ in Japan [11]. To confront these 
issues, there is strong demand to provide transparency of software projects to the 
software purchaser and improve communications between purchaser and developer. 

The Software Tag is a new scheme to provide information feedback about the project 
from the developer to the purchaser. It establishes transparency of the software devel-
opment project by allowing purchasers to view and analyze the elements of the tag. It 
also provides support for quantitative and qualitative communications between stake-
holders. The Software Traceability and Accountability for Global Software Engineering 
(StagE) project [1] is a government-supported project that pursues standardization and 
promotion of the software tag scheme. In this project, we have defined the detailed 
structure of the software tag and developed various support tools. The software tag has 
been applied to real projects of major Japanese organizations. Along with technical 
development, we have also started various promotion activities, such as formal stan-
dardization of the software tag in both domestic and international standards, and explo-
ration of new trade laws for software using the software tag scheme. 

An early concept of how software tags could be used for software maintenance was 
shown in [5]. In this paper, we mainly explain use of the software tag for software 
development, together with activities and outcomes from the StagE project. In  
section 2, we describe an overview of the software tag scheme, and in section 3 ex-
plain the details of the software tag structure. In section 4, we describe activities of 
the project. In section 5 we provide some discussion, while in section 6 we outline 
conclusions and future research topics. 

2   Overview of the Software Tag Scheme 

A software tag is a packaged data set about a software project. It is currently com-
posed of 41 characteristic elements of project data and progress data, as defined in 
section 3.1. Fig. 1 shows an overview of the software tag scheme.  

1. A software purchaser orders development of a software system. The purchaser 
includes both the final products and the software tag in their requirements. 

2. During software development, various kinds of empirical data are created and 
generated. For example, requirements documents, software design documents, 
source code, test cases, issue tracking logs, manual documents, review logs, and 
quality analysis records may be produced. These are collected and archived. Note 
that we collect not only the final data at the end, but also interim snapshot data dur-
ing development. 

3. The collected data is analyzed for process improvement of the development or-
ganization, as is the usual process improvement scheme for software development 
organizations. 

4. The collected data is used to construct the software tag. Parts of the empirical data 
are selected and abstracted into the software tag format. 

5. The software tag is delivered to the software purchaser periodically during the 
development and/or finally at the end of the development together with the final 
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software product. The software purchaser evaluates the software development by 
viewing and analyzing the tag, and accepts the delivered software product. 

If a controversy such as a question about the quality of the product occurs between the 
software purchaser and the developer, the delivered software tag and (if necessary) 
the empirical data are analyzed, providing a basis for exploring a resolution to the 
controversy.  

The software tag is a key to improving transparency of software projects. By ex-
amining the software tag, the software purchaser can identify and understand the 
development process, which has been mostly hidden from the purchaser. The pur-
chaser can evaluate the quality of the processes and products of the project. 

For the software developer, the software tag is useful to prove that they have con-
ducted the proper activities in the software project. Also, it can be used to trace the 
quality of the activities of sub-contractors and sub-sub-contractors... (such contracting 
chains are very popular in Japan). 

This scheme can be very useful for offshore and global development, because 
transparency and traceability of software development can be established with a fairly 
low overhead for the developers. 

Standardizing the software tag will help to establish a minimum baseline for pro-
ject quality, and to improve negotiations over software development contracts. 
Evaluation of software products and projects based on the objective empirical data 
contained in the software tag will lead to more healthy use of software in society. 

 

 

Fig. 1. Overview of Software Tag Scheme 

3   Development of Software Tag Technologies 

3.1   Software Tag Standard 1.0 

We have defined the elements of the software tag as shown in Table 1, named Soft-
ware Tag Standard 1.0. It is composed of 41 tag elements, which are categorized into 
project information and progress information. The project information depicts the 
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overall sketch of the project with various basic pieces of information. The progress 
information provides qualitative and quantitative indices of project achievement with 
various measures of the development phases. The tag standard provides more precise 
explanations and example metrics for each tag element which are not presented here. 

We divided project information into five categories described below, and settled 
tag elements for each category (see Table 1). 

− basic information of the software project (Basic Information) 
− information of the system developed by the project (System Information) 
− information of development framework applied to the project (Development  

Information) 
− information of relationships between target project and other projects  

(Project Organization) 
− other information (Others) 

To settle progress information, we referred to ISO/IEC 12207 Software Life Cycle 
Processes and activities [7], and included process, quality and effort information de-
scribed below into it. 

− information of requirements, design, programming and test for the software  
(Requirements, Design, Programming, and Test) 

− information of quality assurance activities on the project (Quality) 
− information of development effort on the project (Development Cost) 
− information of project plan and management on the project (Schedule and  

Management) 
− other information for the products attached to the software (Other Products) 

It is not mandatory to use all 41 elements in the software tag in all cases. The pur-
chaser and the developer can negotiate and select elements to use. Also, they can 
discuss and determine the details of the metrics. For example, #19, Scale of  
Programming, might be agreed to be measured by lines of code without comments. 
Based on the software tag standard, the purchaser and the developer should decide 
followings before using the software tag. 

− tag elements to be used 
− metrics used for tag elements 
− measurement targets of metrics (e.g. whole system, sub systems, or files) 
− frequency of measurement 
− timing of offering the software tag to the purchaser (e.g. every week, every month, 

or the end of respective process) 

In this standard, we have included various kinds of information that are considered 
important to the purchasers. The overall structure should be simple for the purchaser 
to understand, so we have tried to keep it as simple as possible. Also, we have tried to 
keep in mind the balance of the tag elements. This standard does not include tag ele-
ments that are computable from other tag elements. There are a number of standards 
and reports such as SWEBOK, CMMI, ISO/IEC 15939, and reports by the Software 
Engineering Center in Japan (SEC) which can help interpret the tag elements. 
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Table 1. Software Tag Standard 1.0 

Classification Category No. Tag Element Explanation 
1  Project Name Unique name of project 

2  Organization 
Information of development 
organization 

3  Project Information 
Information needed to identify 
the project characteristics 

Basic 
Information 

4  Customer 
Information 

Information identifying the   
purchaser or owner  

5  System Configuration
Information identifying system 
configuration to label the type of 
system 

System 
Information 

6  System Scale Development system scale 

7  Development 
Approach 

Development process type or 
techniques 

8  Organizational 
Structure 

Structure of development  
organization 

Development 
Information 

9  Project Duration 
Information of development 
length 

10  Super-Project 
Information 

Name of super project which 
creates this project Project 

Organization 
11  Sub-Project 

Information 
Name of sub projects which is 
created by this project 

Project 
Information 

Other 12 Special Notes 
Other necessary or useful data 
for interpreting or analyzing tag 
data 

13  User Hearing 
Information 

Information of user-requirements 
hearing 

14  Scale Amount of requirements 
Requirements 

15 Revisions Amount of changed requirement 
16 Scale Amount of design products 
17 Revisions Amount of changed design Design 
18 Design Coverage by 

Requirements 
Implementation ratio of design 
for requirements 

19 Scale 
Amount of programming  
products 

20 Revisions  Amount of changed programs 
Programming 

21 Complexity Complexity of programs 
22 Scale Amount of testing 
23 Revisions Amount of changed test 
24 Density Ratio of test to system size 

Test 

25 Progress Status Test progress to plan 
26 Review Status Quantity information of review 

Progress 
Information 

Quality 
27 Review Density Ratio of review to system size 
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The definition process was based on discussions with industry and academic col-
laborators such as: 
 

Purchasers: Tokyo Stock Exchange, Japan Aerospace Exploration Agency, DENSO. 
Developers: Fujitsu Lab, Hitachi, NEC, SHARP, SRA Key-Tech Lab, Toshiba, NTT 
Data. 
Others: Information Technology Promotion Agency, Ministry of Economy, Trade and 
Industry, Japan (IPA), Nara Institute of Science and Technology, Osaka University. 

Thorough the discussion, we recognized that appropriate metrics (tag elements) set 
and calculation methods of them are different for organizations or projects. Therefore, 
we made tag elements selective, and on the tag standard, calculation methods of cor-
responding metrics of tag elements were not included but examples of the metrics are 
included. 

To store, exchange and reuse the software tag, a standard data format is needed. So 
we settled the draft of the standard software tag format which is based on XML for-
mat, and are making the tool which converts existing tools’ data into standard soft-
ware tag format data. Software tag support tools explained in the next section treats 
software tag format data. 

Table 1 (Continued) 

Classification Category No. Tag Element Explanation 

28 Review Effectiveness 
Ration of found defects to 
amount of review   

29 Defect Count Number of defects found by test 
30 Fixed Defect Count Number of fixed defects 
31 Defect Density Ratio of defects to system size 

32 Defect Detection Rate
Ratio of detected defects to  
consumed test 

Quality 

33 Static Check Results Report of static checker 

34 Overall Cost 
Development and maintenance 
cost Development 

Cost 
35 Productivity 

Ratio of amount of products to 
overall cost 

36 Process Management 
Information on management of 
development process 

37 Purchaser-Developer 
Meeting Status 

Amount of user-vendor  
communication 

38 Total Risk Item 
Count 

Number of risk items in the 
development 

Schedule and 
Management 

39 Risk Item Existence 
Period 

Time length between a risk item 
creation and deletion 

40 Scale 
Amount of product metrics not 
listed above 

Progress 
Information 

Other Products 
41 Revisions 

Amount of change in products 
not listed above 
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3.2   Support Tools 

We are developing various support tools to promote the software tags scheme. In this 
paper, we introduce three essential tool prototypes that have been created for plan-
ning, collection, and visualization of the software tag. 

Software Tag Planning Tool (TagPlanner) 
TagPlanner supports planning software tag data collection. With TagPlanner, users 
such as project managers can fix tag data definition and its structure easily before 
starting a software project. Each tag element is connected to a project’s task, and 
users can browse structure of the tasks and details of tag elements by TagPlanner. 
With TagPlanner, users can see how to collect tag elements. TagPlanner has a typical 
example of project’s tasks and tag metrics, and which can be edited by uses.  

Fig. 2 is a screenshot of TagPlanner. Details of functions of each pane are de-
scribed below. 

Process pane: Using some process model, this pane exhibits standard process of an 
organization. In the figure, the process is shown by WBS (work breakdown structure). 
Task pane: This pane presents tasks selected at the process pane and metrics related 
to the tasks. When a metric is clicked, measurement method and other information are 
shown in the detail information pane. 
Detail information pane: This pane shows how to measure and analysis a metric, 
person in charge of measurement, and other information. Information on the pane is 
updated by operating on the task pane or the tag element pane. Frequency of meas-
urement and metrics included in the software tag is settled on the pane. 
Tag element pane: Tag elements are listed on the pane.  Metrics used to compute tag 
elements are also listed. 
 

 

Fig. 2. TagPlanner Screenshot 

Process pane

Tag element pane

Detail information 

pane

Task pane
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The software tag data plan made by TagPlanner is saved as the standard software tag 
format explained in section 3.1. Software tag plan made by TagPlanner is useful when 
the purchaser and the developer agree to which tag elements are used. TagPlanner is 
also useful as the guideline of tag data collection and tag elements selection by refer-
ring the typical example of project’s tasks and metrics for tag elements. 

Software Tag Data Collection Tool (CollectTag) 
CollectTag supports collection of empirical data from software projects and creation 
of a software tag. CollectTag uses a wizard as a user interface, allowing the user (de-
veloper) to easily input the necessary data for the software tag. For each project, the 
purchasers and developers determine the metrics for the tag elements. To provide 
generality, we implemented CollectTag as a translator that converts a set of empirical 
data provided by the developer into the standard software tag format. That is,  
the developer periodically inputs values for each tag element, and then CollectTag 
outputs a software tag. 

First, a user selects a tag element, and settles a metric for the element. For exam-
ple, when [Programming]-[Scale] (#19) is selected, the user can select [Lines of code] 
or [Function point] (Fig. 3). 

Next, the user selects data input method (Fig. 4). To reduce the effort of data input, 
CollectTag provides automatic data collection mechanisms for 11 of the tag elements 
in the progress information, if the target project uses common software development 
tools for configuration management and bug tracking. For example, LOC (#19: Scale) 
and CK (#21: Complexity) metrics [3] can be automatically collected and calculated 
from configuration management tools such as CVS or Subversion. When data is input 
manually, empirical data should be related to the data. 

Finally, CollectTag generates the software tag elements in standard software tag 
format. This makes it easy to provide the output to other visualization and analysis 
tools for further processing. 

 

 

Fig. 3. Selecting a Metric (CollectTag) 

Software Tag Visualization Tool (TagReplayer) 
TagReplayer provides fundamental features for integrated visualization of various 
historical data included in standard software tag format data. TagReplayer employs 
the metaphor of video player manipulation for its user interface so that users can  
replay the progress of the project just like watching video on TV. Users can also in-
stantly recall the details of any points along the timeline based on the software tag. 
TagReplayer aligns progress information from the software tag as a series of events. 
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Fig. 4. Selecting an Input Method (CollectTag) 

 

Fig. 5 is a screenshot of TagReplayer. Details of TagReplayer are explained below. 

Time bar: The time bar indicates a point of time which TagReplayer replays a pro-
ject. By moving slider, replay goes to a certain point of time. Replay interval can be 
changed, and stopping, fast forward or fast rewind of replay are also available.  
Event list view: On the event list view, tag data is listed by time series. A user knows 
events happened on a certain day from the view.  

 

 

Fig. 5. TagReplayer Screenshot 

 

Time bar

Event list view

Graph view

Member view

File view

Mail view
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Graph view: The graph view shows transition of lines of code (LOC) during a pro-
ject using line graph. Moreover, topics made from natural text mining and clustering 
of mail archive are overlaid on the chart, and it helps understanding what was hap-
pened on the project. 
Member view: The member view displays assigned tasks and completed task history 
of each project member. A user also sees workload of each member from the view.   
File view: The file view indicates completion rate of each file at time point of replay-
ing. The completion rate is computed using cumulative changed LOC at the end of the 
project. Using the view, a user recognizes dilatory files. 
Mail view: The mail view shows detail of topics shown in the graph view. The view 
includes topics list, mail subject list, and a mail body. 

Also, TagReplayer has the breakpoint function which stops replay if a certain condi-
tion is true, and the function which shows source code at time point of replaying. 

To confirm effectiveness of TagReplayer, software development process in which 
some students engaged was replayed to subjects who did not engaged in the project, 
using TagReplayer. As a result, subjects recognized stagnant period and the reason  
of stagnant. This experience shows that TagReplayer is very useful for postmortem 
project reviews. 

3.3   Applications of the Software Tag 

We present here three example cases of application of the software tags scheme to 
real software projects.  

− A course registration system for a university with 26K LOC in Java was developed 
for five months by a medium-sized software company in Japan. 32 elements of tag 
data were collected, and we analyzed data to know the project status. Comparing 
test density (#24) and defect density (#31) with the publicly available benchmark 
values from the Software Engineering Center in Japan (SEC), they are lower than 
the benchmark value. It means that using the software tag, the purchasers and de-
velopers see the probability of insufficient testing density. Also, we analyzed tran-
sition of total amount of source code (#19; programming scale), modified amount 
of source code (#20; programming revisions), and static check results (#33). They 
varied at a certain day during test phase, and from a commit comment on a SCM, 
refactoring was done on the day. So, such tag elements are useful to know charac-
teristic event in the project. 

− A medium-sized stock exchange system for a stock market was enhanced by a 
Japanese major software development company for more than two years. Projects 
data is offered from the company to us, and we made the software tags from it. We 
speculated project status based on the analysis of them, and interviewed the com-
pany to confirm actual status of the projects. According to the results, we  
concluded that comparing tag elements related to the requirements phase such as 
requirements revisions (#15), number of defects about design (#29; defect count), 
and number of review (#26; review status) between functions, the purchaser and 
developer were able to identify problems with the requirements completeness 
caused by frequent changes. 
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− A Japanese software development company ordered several small-sized projects 
such as development of a project management support system from various off-
shore companies in China and Korea. Three finished projects data is offered from 
the company to us. We analyzed it and interviewed the company to confirmed  
actual status of the projects. As a result, we concluded that although remotely lo-
cated from each other, the purchasers and developers could understand the progress 
of the specifications comparing tag elements such as the number of review (#26; 
review status), the number of user hearing (#13; user hearing information), and 
number of defects about design (#29; defect count) between functions.  

4   Activities for Promotion and Diffusion 

The StagE project is also actively promoting and diffusing the software tags scheme 
in industry as follows. 

International/Domestic Standardization 
Interviews with several Japanese software purchasers and developers, along with 
offshore software developers for Japanese companies in some countries, convinced us 
that most software purchasers and developers would strongly demand that the soft-
ware tag and tools should be international and/or domestic technical standards in 
software engineering. To support this, we are now serving ISO as a committee mem-
ber of the working group on process assessment, ISO/ITC JTC1/SC7/WG10. We are 
also working with some software tool developers to construct a de facto standard 
software project management system that includes the tag support tools mentioned in 
Sec. 3.2. 

International Collaboration 
Offshore software development is one of the most useful application areas of the 
software tag scheme. To encourage and accelerate international collaboration to 
have various kinds of case studies and experiments of the software tag in offshore 
software development, we established Asia-Pacific Software Engineering Research 
Network (APSERN) in 2008 with software engineering researchers in NICTA  
(National ICT Australia), ISCAS (The Institute of Software, Chinese Academy of 
Sciences), and so on. 

Professional Discussion of Legal Issues 
In the case of a legal dispute between software purchasers and developers, the soft-
ware tag can clarify their liabilities and has the potential to help resolve such legal 
issues in software development. The StagE project has a committee examining the 
legal issues of software development. Members of this committee include lawyers, 
patent attorneys, and software engineers. The committee has interviewed many soft-
ware developers in Japan and China to compile data about troubles between software 
purchasers and developers. It also distributed questionnaires to more than a hundred 
software developers in Japan to analyze the trends of such troubles. The software tag 
provides an opportunity for collaboration between software engineering and software 
trade law. 
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5   Discussion 

Discussions about the software tag scheme are described below. 

− There are metrics repositories aimed at improving and benchmarking development 
organizations [6], along with some software measurement paradigms [2], [4], [8], 
[9]. Also, there are projects which involve some companies and are now coping 
with establishment of software quality [12] [13]. However, the software tag pro-
vides a unique approach to involve software purchasers in the quality improvement 
framework by providing development transparency. As far as we know, there is no 
similar approach presented in the technical literature. 

− We believe that the benefits of the software tag scheme for software purchasers 
will be substantial because the development processes and the developed products 
become more visible and understandable. However, purchasers will need to col-
laborate more closely with developers, providing effort and enthusiasm to create 
successful projects. 

− We have presented the first standard of the software tag with 41 elements. In some 
sense, these are very basic data for indicating development quality, and they may 
be insufficient to perform detailed analysis. However, as a standard used for vari-
ous software development projects, the set should be minimal and low cost. As 
presented in Sec. 3.1 and 3.2, our tag standard 1.0 is a lightweight set with low col-
lection and assembly cost. It is important to continue practical applications of the 
software tag, and to get feedback for further improvement of the standard. 

− Some developers disclose information whose role is similar to the software tag 
with the progress report meeting. The progress report meeting and software tag 
bring similar effects. Metrics used in the activity may be similar to tag elements, so 
tag elements are considered to be not uncommon. Still the software tag is effective 
to propagate such a good practice involved the purchaser. 

− The role of the software tag is similar to the medical checkup and financial state-
ments. On the medical checkup, many bodily data are collected and evaluated, and 
the results are shown to the person to see his/her health condition. Financial state-
ments which are used for settlement of accounts indicate amount and flow of  
capital by various money amounts. They are disclosed investors and business part-
ners to exhibit soundness of the company. In the similar way, the software tag dis-
closes various project and product metrics to the purchaser to signify soundness of 
process and products.  

− Although there may be the risk of tampering software tag data, it is difficult to 
tamper several tag elements with keeping consistency through some versions of 
software tags. On the other hand, it is not difficult to rebuild the software tag from 
stored source data. Hence, tampering software tag data would not get along. It may 
be a good way that a third party stores source data of the software tag, and verify 
correctness of the software tag when conflict occurs. Also, the third party may ana-
lyze data to guarantee independence of the evaluation and reliability of the results. 

− Software tag standard 1.0 does not include concrete metrics. However, it would be 
not easy to settle metrics for many tag elements from scratch. A catalog of typical 
metrics set for software tag elements should be made to support planning software 
tag in the future. The catalog will be organized by the purpose, and explain how to 
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collect and analyze tag elements.  The catalog will be browsed on TagPlanner  
(see Sec. 3.2). With analyze methods and benchmarks on the catalogue, purchasers 
csn confirm validity of evaluation of software tags to some extent. 

6   Conclusions 

We have introduced our activities for standardization of the software tag in Japan. 
The software tag contains software development data, and it brings purchasers trans-
parency of software development. We identified 41 items for seeing software process 
and products, and defined them as the standard tag element set. To support software 
tag scheme, we made tools for planning, collecting, and analyzing tag data. From 
three example cases of application of the software tags scheme, it is expected that the 
software tag scheme is useful to find problems of requirement analysis or to grasp 
progress of offshore software development. 

Through these activities, the concept of the software tag is becoming well under-
stood in Japan. From discussion with purchasers and developers, we think that their 
interest toward development data sharing gets higher than before, and they seem to be 
realizing how to use the software tag in detail. It appears that for purchasers and de-
velopers who have software development management skill, the software tag scheme 
has small disadvantage but has possibility of big advantage. 

Our future work will focus on making international/domestic standards of the soft-
ware tag. With such standardization, the software tag is expected to be used in various 
software industries, where we think it will strongly promote participation and under-
standing of software development by purchasers. Also, to reduce adaptation cost of 
the software tag, we will delivery software tag support tools and the software tag 
guidebook which explains how to use the software tag. That would accelerate  
incorporating the software tag scheme in the industrial practices. Moreover, we will 
make a template of the contract document, considering software tag and legal issues 
of software development. 
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Abstract. SaaS (Software as a Service) has become one of the fastest-growing in-
novative fields of the IT sector. Yet, as any other software intensive organizations, 
SaaS providers also need to deliver the service quality they offer. And, although, 
today exist a multitude of software quality models, so far, a specific adaptation 
does not exist to the SaaS context. Therefore, we present the results of our re-
search on discovering software process and product quality criteria in the SaaS 
scenario. We adopted a research methodology, including, domain analysis, stake-
holders interviews and literature review to elicit quality criteria and a survey to 
validate and prioritize the identified criteria. Such a set of identified quality crite-
ria may help service clients to select providers as well as serve as a basis for a 
mapping relevant software process areas and best practices in order to adapt exist-
ing capability/maturity models and standards to this specific domain. 

Keywords: Software process quality, software product quality, SaaS - Software 
as a Service. 

1   Introduction 

The Service Oriented Architecture (SOA) paradigm has introduced a new outlook on 
system design and integration, where all system features are treated as independent 
and self-contained software services. There are many technologies to implement SOA 
solutions and web services are currently the most used [1], [2]. Following this trend, 
business models that employ this paradigm have been widely adopted, like in the case 
of Software as a Service (SaaS). SaaS is an availability model for software services 
offered to clients through the Internet that are accessed on demand and paid per use 
[3]. Among the advantages we can highlight that software solutions can be more rap-
idly composed, avoiding high investments on infrastructure and IT administration. So, 
the provider (organization that delivers a service) offers the service through the Inter-
net and creates a Service License Agreements (SLA) [4]. In this model, clients seek 
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and select services that, when invoked, will be used by their local applications, no 
matter, if it is isolated or integrated into a Business Process Management (BPM) envi-
ronment. As such, clients need to assure that the quality of the evocable services is 
reliable [5]. On the other hand, in order to be competitive within the market and to 
provide quality services that meet the SLA established with the clients, SaaS provid-
ers must deliver the service quality they offer. And, as any other kind of software in-
tensive organization today, organizations that provide SaaS solutions also need to 
improve the maturity of their software process as a whole. 

Yet, the remaining question is: what are exactly software process and product qual-
ity criteria to be considered in the SaaS scenario. In general, quality is defined as the 
satisfaction of a product or a service to specific customer needs [6]; perception and 
satisfaction of the market needs, use adequacy and/or process results homogeneity 
[7]; and/or alignment to the product requirements [8]. Considering software develop-
ment, in general, there is a large number of models and standards related to software 
quality, such as, ISO 9126 [9], as well as software process maturity/capability models 
and standards, including, CMMI [10] or ISO/IEC 15504 [11] and ISO/IEC 12207 
[12]. Yet, considering that those models and standards are intended to provide a ge-
neric support for a large range of software organizations, they typically need to be 
customized to a specific domain or sector to adequately support the specific needs of 
this environment [13]. In fact, we can observe a current trend to the customization of 
process capability/maturity models and standards for various domains, such as, 
OOSPICE [14] for component-based development, S4S [15] for space applications 
and CMCM [16] for the medical device industry. And, although, there are a great va-
riety of such customizations is being performed, so far, there is not one directed spe-
cifically on the SaaS scenario. The existing models focus on traditional acquisition 
business models. Recently new models have attempted to cope with SOA require-
ments or services, but not with SaaS in particular. Quality and trustworthiness in 
loosely coupled computational systems – which is the case of SaaS – have received 
great attention in the last recent years [17]. Actually, there is neither a largely adopted 
definition for it nor for the best way to manage it [18]. 

In this regard, we can observe that also the SaaS scenario, which combines clients’ 
needs and providers’ support, a number of specific requirements meed to be consid-
ered in order to assure the necessary global reliability and trustworthiness. But, so far, 
there does not yet is a customized model indicating important software process and 
product quality criteria for SaaS  [19]. The existence of such a customized process 
reference model indicating a set of best practices specifically relevant within the SaaS 
scenario could optimize software process improvement investments and improve the 
quality of the provided services.  

In this context, we describe in this paper a first step regarding the customization of 
existing quality and process capability/maturity models by systematically discovering 
relevant software product and process quality criteria in the SaaS scenario. In the sec-
ond section of this paper, we describe related work, followed by section 3, where our 
research methodology is presented. Results of this work are stepwise described in 
section 4 to 7 and the conclusions are presented in section 8. 
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2   Related Work 

Today there is a large variety of software quality and process maturity/capability 
models [13], [20]. Among then, there is the standard ISO/IEC 25000 (SQuaRE - 
Software Product Quality Requirements and Evaluation) [21], which establishes a 
view of software product quality criteria by the definition of quality requirements 
and evaluation. On the other hand, there is a multitude of process capabil-
ity/maturity models, including, the CMMI framework, ISO/IEC 15504, ISO/IEC 
12207, which define a set of best practices for software process improvement and 
assessment. And, although those models provide a generic set of best practices ap-
plicable on a large scope of software processes, they are not specifically adapted to 
the SaaS scenario.  

Recently, reference models focused on services have received increased attention, 
such as, the constellation CMMI for Services (CMMI-SVC) [22] or ITIL [23]. Yet, 
these models refer to services in a broader sense than considered in the SaaS scenario. 
For example, the CMMI for services constellation covers the activities required to 
establish, deliver, and manage services, which are defined as intangible, non-storable 
products. And early users of CMMI-SVC have used the model for services as varied 
as training, logistics, lawn care, etc. In contrast, within the SaaS context, the concept 
of a service is defined as a component of SOA. Therefore, those models also are not 
specifically adapted to the SaaS business model. 

On the other hand, we can observe a general trend to develop domain-specific ref-
erence models, adapting and customizing those generic reference models. Based on 
the results of a systematic literature review [24], we can observe that there exist more 
than 50 domain-specific reference models today, covering a large range of domains, 
such as, automotive software [25], space software [26], component based software 
development [14], among others. Yet, so far there is not a specific reference model for 
the SaaS scenario. 

3   Research Methodology 

In this context, our long term research goal is the development of a customized soft-
ware process capability/maturity model for the SaaS scenario. In this context, we ob-
serve that currently there is not a systematic methodology on how to perform such an 
adaptation for a specific domain [24] and most of the current customizations have 
been done in an ad hoc manner. Exceptions are the works done by [27], [28], which 
describe the adaptation process in detail.  

Thus, based on the approach presented by [27], we firstly identify software process 
and product quality criteria, which will then in a future research step be used as a ba-
sis to identify relevant process areas and best practices required to satisfy those qual-
ity criteria.  

In this paper, we describe the first step of our research, the identification of soft-
ware process and product quality criteria.   
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Fig. 1. Research Methodology 

In order to identify the software process and product quality criteria we performed 
the following steps (Figure 1):  
   
Domain Analysis: in order to characterize the specific context of the SaaS scenario 
and to identify relevant characteristics as well as to identify relevant stakeholders. 
This step has been done based on literature review. Within this step, we also identi-
fied a set of quality criteria for the SaaS scenario described in literature. 
 
Elicitation of Quality Criteria: in order to elicit relevant software process and prod-
uct quality criteria for services and processes to be considered or demanded from 
SaaS service providers. Therefore, we conducted interviews with a small group of 
experienced professionals involved in the use, development and provision of software 
services. The interviews were planned, executed and analyzed resulting in a list of 
relevant quality criteria. As result, a set of quality criteria was identified.  
 
Validation and Prioritization of Quality Criteria: in order to review the quality 
criteria obtained in the previous step and to prioritize them by their importance in the 
SaaS scenario. Therefore, we mapped and completed the quality criteria obtained in 
the previous step to quality criteria identified in literature. In a second step, we per-
formed a survey by consulting a greater number of stakeholder representatives and 
experts, who reviewed (and, if necessary, included new criteria) as well as prioritized 
the criteria according to their relevance within the SaaS business model. 

Based on the results obtained in these steps, we are planning as a future research 
step the mapping of the identified quality criteria to relevant software process areas 
and practices by adapting software process capability/maturity models (CMMI and 
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ISO/IEC 15504) following the methodology presented in [27] in order to specify rele-
vant process profiles within the SaaS scenario.  

4   Domain Analysis 

SaaS is a software solution offered as a service, which is developed using SOA [29]. 
The solution is accessed through the internet, saving the implementation and mainte-
nance of a TI infra-structure by the client as the complete structure demanded to de-
velop, process and maintain remains stored at the provider [30]. The client keeps the 
rights on their data and the software usage. At no point, s/he needs to authorize or buy 
the software as if it was a product [31]. Those aspects are well known in the Cloud 
Computing world [32]. 

Using SaaS, the client assembles their software service portfolio in accordance 
with their necessity. It can be easily altered, featuring new service or excluding some 
service hired previously. This is possible, because the release is detached and on-line.   

This scenario comes with many benefits. From the client’s perspective, they pay 
only for real usage. Additionally, there is the possibility to use the service for some 
time, and in case s/he finds the service unsatisfactory, terminate the contract, consid-
ering the fact that, in the SaaS scenario, the clients do not own a software license. On 
the provider’s perspective, they can assist the needs of the client more precisely. Fig-
ure 2 shows a hypothetical example of a client provider relation in the SaaS model. In 
this example, the provider provides five services and the client assembles her portfo-
lio with three services. 

 

Fig. 2. Overview on the SaaS scenario 

What rules a bureaucratic negotiation (referring to usage, execution and service 
access) between the client and the provider is an Service Level Agreement  
(SLA) [33]. 
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5   Elicitation of Quality Criteria 

Based on the domain analysis, we conducted a series of interviews in order to elicit 
relevant software process and product quality criteria in the SaaS scenario. As a result 
of the domain analysis, we identified various relevant stakeholders (Figure 3).  

 

Fig. 3. Stakeholder categories in the SaaS scenario 

Based on the domain analysis, structured interviews were planned, including 
mainly open-ended questions. The goal of these interviews was to identify software 
product and process quality criteria in the SaaS scenario. To achieve this goal, the 
following questions were posed: 

• General information about the interviewee (experience, work place, etc.); 
• Differences between the traditional scenario and SaaS, problems the inter-

viewees observed and their expectations; 
• Quality needs when selecting/ providing services in the SaaS scenario. 

In total, we performed 6 individual interviews during August/September 2008 with 
representatives of each of the stakeholder categories. The interviewee’s categories 
are: 

• Interviewee 1: service researcher; 
• Interviewee 2: independent service developer; 
• Interviewee 3: service client; 
• Interviewee 4: service developer; 
• Interviewee 5 and 6: SaaS provider. 

In average, the interviews lasted about 90 minutes.  
As a result of the interviews, we analyzed and synthesized the collected informa-

tion by attributing a formal description to each of the elicited criteria and by unifying 
items with the same meaning into a unified list of relevant software process and prod-
uct quality criteria (Table 1).  
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Table 1. Quality criteria elicited through the interviews 

 

 
This set of quality criteria represents just the first step for the elicitation of SaaS 

quality criteria, and is being validated and prioritized in the next step.  
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6   Validation and Prioritization of Quality Criteria  

The objective of this step was to validate and prioritize the quality criteria obtained in 
the previous step. Therefore, we first compared and completed the obtained quality 
criteria based on quality criteria identified in literature.  

Due to the fact, that, currently there do not yet exist quality models specifically for 
the SaaS scenario, we amplified the scope of related literature, analyzing quality crite-
ria related to the context of web services, which are strongly related to the SaaS sce-
nario. In this regard, a main contribution is the work by Sabata [34] and Mani et al 
[35]. As a result, the following quality criteria (Table 2) have been identified based on 
a literature analysis and considered adequate also within the SaaS scenario. 

Table 2. Quality criteria based on literature analysis 

CRITERIA DESCRIPTION  SOURCE 

Accessibility Refers to the extent in which a service really provides a service, 
because a service can be available, but not accessible. 

[35], [36], [37] 

Integrity Refers to the behavior of a service executing a transaction. 
After finishing a transaction, the state of information must be 
free of inconsistencies. 

[36], [38], [39] 

Performance Refers to the throughput (number of requisitions per time unit) 
and latency (time between sending the requisition and receiv-
ing the answer). 

[35], [39], [40] 

Reliability Refers to the availability and reliability of IT resources. [35], [38], [41] 

Robustness Refers to the extent to which a service keeps working even in 
the presence of inconsistent or incomplete data. 

[36], [37] 

Scalability Refers to the capability of processing more requisitions in a 
time interval without compromising the service. 

[36], [41] 

 
Based on this completed set of quality criteria, we performed a survey in order to 

validate and prioritize the criteria. In order to do so, we prepared a questionnaire listing 
and describing the elicited quality criteria and requesting the respondents to prioritize 
each one on a 4-point ordinal scale ranging from essential to unnecessary. Respondents 
also could include new criteria or make comments. In addition, we also collected demo-
graphic information on the background of the respondents. The survey has been made 
available online using the tool LimeSurvey (http://www.limesurvey.org). 

With the objective to involve a larger sample in the survey, we selected stakeholder 
representatives from various countries by inviting:  

• Research groups and individuals, who have been working on software 
services and are known by the authors through international research pro-
jects, mailing lists and special interested groups; 

• Authors of related scientific papers of conferences and journals concern-
ing software services; 

• A search for relevant professionals based on their resumes posted in the 
Internet. 
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We run the survey in 2008 inviting a group of 280 professionals. The survey was 
available for 60 days and in total we received 84 responses, representing a response 
rate of 30%. For the analysis of the collected information, we excluded 2 completed 
questionnaires, as they had been completed by people without sufficient experience 
regarding the SaaS scenario. The obtained information has been analyzed considering 
the following objectives:  

1. Completeness: in general the respondents confirmed the identified quality cri-
teria. Only two new criteria were indicated (Governance and Reputation) and 
incorporated into the set of qualities criteria (yet, as these criteria were in-
cluded only during the survey they were not considered for the prioritization).  

 

 

Fig. 4. Priorization results 
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2. Prioritization: in order to visualize an order of importance based on the classifi-
cation of each of the criteria by the respondents, we calculated the rating by at-
tributing weights to the classification (4-essential to 1- unnecessary) and then 
added up the weighted responses of all respondents per criteria. Figure 4 illus-
trates the results of the prioritization by indicating in the column Total the total 
weighted sum of each of the criteria. 

In general, we can observe that basically all criteria identified in the previous steps 
were considered relevant within the SaaS context. An exception is the criteria “proc-
ess quality certification” of the provider, which has been excluded from the set of 
relevant criteria due to its low prioritization, indicating the unimportance of the item.  
The requirements which are marked as “Complementation” were suggested by the 
survey participants and were considered relevant for this scenario. 

7   Results: Quality Criteria for SaaS  

Summarizing the results from our research, we obtained a set of relevant quality crite-
ria in the SaaS scenario. The resulting criteria have been classified in:  

• Product-related quality criteria: criteria related to the provided product and/or service. 
• Process-related quality criteria: criteria related to the software process adopted for 

the development, operation and maintenance of the provided software prod-
uct/service.  

• Organization-related quality criteria: criteria related to the organization providing 
software products/services within the SaaS business model.  

Table 3, 4 and 5 list the identified quality criteria. 

Table 3. Product related quality criteria 

 

Criteria Description 
Accessibility Refers to the extent in which a service really provides a service, as a service can 

be available, but not accessible. 
Reliability Refers to the extent of the availability and reliability of IT services or resources 
Performance Refers to the throughput (number of requisitions per time unit) and latency 

(time between sending the requisition and receiving the answer). 
Availability Refers to the availability of the service for immediate use.  
Scalability Refers to the capability of processing more requisitions in a time interval  

without compromising the service. 
Security Refers to the protection of a dataset, in the sense of preserving their value for a 

person or organization as an attribute of confidentiality, integrity and  
availability, security of computational systems, electronic information and data. 

Integrity Refers to the behavior of a service executing a transaction. After finishing a 
transaction, the state of information must be free of inconsistencies 

Interoperability Refers to the capability of communicating as transparently as possible to other 
systems. 

Robustness Refers to the extent to which a service keeps working even in the presence of 
inconsistent or incomplete data. 
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Table 4. Process related quality criteria 

 

Criteria Description 

Acquisition Refers to the acquisition process from the point of view of the customer. 
Change control Refers to the change control process in order to minimize the impact of 

changes. 
Quality control  Refers to the quality control process in order to ensure that the process of 

the provided service meets the specified requirements. 
Version control Refers to the version control process to establish and keep the integrity of 

versions. 
Requirements dev.  
and management 

Refers to the requirements development and management process to ensure 
that the service meets specifications. 

Maintenance Refers to the maintenance process in order to perform changes in software 
according to requests. 

Process Improve-
ment 

Refers to the process improvement process focusing on the improvement of 
software process capability. 

Help desk Refers to the support process focusing on the way customers will be assisted 
when using the service. 

Testing Refers to the test process in order to verify and validate that the service 
corresponds to the defined requirements. 

Table 5. Organization related quality criteria 

Criteria Description 
Infrastructure capability Refers to the extent to which the available infrastructure is adequate 

and sufficient.   
Technically competent 
employees 

Refers to the extent to which employees have sufficient and adequate 
technical competencies.  

Prevision of continuity of 
service 

Refers to extent to which an organization is able to provide the  
continuation of technical resources and IT systems / services 

Technically competent in 
business 

Refers to the extent to which employees have sufficient and adequate 
business competencies. 

Utilization of standards Refers to the extent to which services can be accessed and visualized 
by any person or technology, independently of hardware/software 
platforms. 

Governance  Refers to factors that show how a company is directed, administered 
or controlled. 

Reputation Refers to the conceptualization of the provider in the  
community/market (image). 

7.1   Discussion 

With this research, we made a first step into the direction of identifying a set of soft-
ware process and product quality criteria relevant within the SaaS business model. 
Yet, it is important to consider some limitations of the validity of the results of the 
research. A question in this context is the representativeness of the obtained results. 
Within the first step, the elicitation of the quality criteria, we performed only a small 
number of interviews (6) with representatives of different viewpoints on the SaaS 
scenario. As a result, this may limit the generaly of the results. Yet, in order to in-
crease the validity, we performed in a second step a validation and prioritization of 
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the obtained results in form of a survey involving a total of 84 participants. Regarding 
the survey, on the other hand, the response rate of about 30% of the 280 invited par-
ticipants may be a limitation. Although, this represents an acceptable response rate, 
the derived results may not comprehensively represent the knowledge of experts in 
this domain and therefore may restrict the external validity of the results.  

Another question, may be the level of expertise of the participants, as the SaaS sce-
nario is still very recent and the participants experiences may vary largely, affecting the 
validity of their responses. This is further complicated by the fact, that as SaaS is an 
emergent area, there is not a solid theoretical foundation yet. This may also have af-
fected the construct validity of the results due to a lack of well-understood terminology 
in this domain and thus causing misunderstandings by the participants. As much as pos-
sible, descriptions and explanations were provided to sustain the questions.  

8   Conclusions 

In this paper, we identify a set of software process and product quality criteria rele-
vant within the SaaS business model. Within this context, this may contribute to in-
crease its acceptance in a larger scale by helping service clients to evaluate and select 
service providers. Such a set of quality criteria may be a useful instrument to help 
services companies to create new sustainable models as well as help to a larger adop-
tion of SaaS models. Especially, when considering the current paradigm shift from 
local computing systems to several pervasive-based systems running under SaaS 
model, the demand on service quality tends to become even greater.  

In addition, such a set of software process and product quality criteria also creates 
a basis for the customization of a software process capability/maturity model pointing 
out relevant best practices specifically within the SaaS domain, guiding software 
process assessment and improvement. Therefore, one of our next steps is to map the 
identified quality criteria to software process areas and best practices adapting and 
evolving existing software process capability/maturity models and standards (such as, 
ISO/IEC 15504-5/ISO/IEC 12207 and CMMI).  
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Abstract. In many organisations a gap exists between IT management
and emergency managemement. This paper illustrates how process im-
provement based on a maturity model can be used to help organisations
to evaluate and improve the way they include IT dependability informa-
tion in their emergency management. This paper presents the IDEM3
(IT Dependability in Emergency Management Maturity Model) process
improvement framework which focuses especially on the cooperation be-
tween IT personnel, emergency managers, and users, to proactively pre-
vent IT dependability problems when the IT systems are most critical in
emergency situations. This paper describes the details of the framework,
how the framework was developed and its relation to other maturity
models in related fields.

Keywords: Dependability, Emergency Management, Maturity Model,
IT Management.

1 Introduction

In recent years governmental actors have come to depend more on IT systems
for all their everyday tasks. For communication, they depend on landline tele-
phone networks, mobile phone networks, web servers, email servers, etc. Other
important systems are used for patient administration in health care and social
care, school administration or city planning.

Just as for their everyday tasks, governmental actors now depend on all kinds
of IT systems for their responsibilities in crisis situations [1]. These systems
include not only specially built systems for emergency situations but also the
everyday systems described above. The latter category of systems is of special
interest, because under normal conditions an occasional unavailability of these IT
systems is fully acceptable, but in emergency situations, when time is a critical
factor, any unexpected unavailability can have disastrous consequences [2], [3].

Therefore it is important that these IT systems are an integral part of all
major risk and vulnerability analyses conducted. This way information about
the dependability of the different IT systems can be combined with information
about how critical the systems are in different situations [4]. IT dependability
management for organisations with a critical role in emergency situations is a

M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 248–262, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



A Maturity Model for IT Dependability in Emergency Management 249

complex process of managing software in terms of IT systems. The occurrence of
a number of critical IT incidents in the recent past shows that there is room for
improvement. Earlier research [5] has shown that there is a particular need for
improvements with respect to the communication between emergency managers
and IT-management. This is a complex problem for which no quick solutions
exist that fit all organisations. Instead, organisational improvements in this area
must be based on the organisation’s current situation and its goals for the future,
that is through a process improvement approach.

This paper presents a maturity model for the coordination of emergency man-
agement and IT dependability management. The main focus of the framework is
on the cooperation between emergency managers and IT personnel. The purpose
of this maturity model is to help organisations to identify, evaluate and improve
their IT dependability processes.

2 Background

The maturity model presented in this paper is based on the result of a series of
case studies on how governmental organisations deal with IT dependability issues
in emergency management [3], [5]. The main conclusion from these studies was
that many organisations today experience problems and frustrations concerning
IT dependability in emergency management. The main cause of many of these
problems could be traced back to communication and cooperation problems be-
tween the personnel in different roles involved. Further these studies also pointed
out a lack of useful tools that support IT dependability improvements across a
whole organisation. This maturity model is meant to offer a process improvement
model that is simple and general enough to be applicable to many organisations
and at the same time effective enough to make a substantial difference in an
organisation’s IT dependability practices.

3 Related Work

In the field of IT management a number of international standards and best
practice frameworks have been published, among those ITIL [6], COBIT [7] and
ISO/IEC 27002 [8]. These frameworks are more suited to be used by large corpo-
rations with very large IT resources and are less suited for smaller organisations
and often do not take into account the special requirements for organisations
with an operative role in crisis relief. Of these frameworks, COBIT is struc-
tured as a maturity model. Frühwirth [9] has discussed the mismatch of software
dependability management and industry standards today.

The maturity model presented in this paper is based on a number of matu-
rity models from related fields. The first successful maturity models were de-
veloped by the Carnegie Mellon Software Engineering Institute [10]. Since the
development of the Capability Maturity Model, maturity models have been ap-
plied in many other fields. The problems between emergency management and
IT management are related to some of the problems in software requirements
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management and therefore the process improvement methods that have been
successfully applied in software engineering can also benefit IT management.

In 2008, SEI published a preliminary version of the CERT Resiliency Engi-
neering Framework [11] for the use in the field of business continuity management
with a special focus on IT systems. In the field of IT management, Luftman [12]
presents a simplified maturity model with a strong focus on the business value
of IT systems. In the field of safety management, maturity models have also
been proposed as a way of assessing an organisation’s safety culture [2], or prod-
uct design safety [13]. Section 8 focuses especially on how each of these maturity
models relate to the maturity model presented in this paper. The maturity model
presented in this paper does not try to replace any of these maturity models or
to cover any of these related fields completely. From each related field, this ma-
turity model contains only those attributes that are specifically important for
the dependability of IT systems in emergency management.

Recently, Santos et al. [1] have published a maturity model for the use of infor-
mation technologies in emergency response organisations. Their model does not
cover the dependability of the IT systems in emergency situations, but instead
focuses on information management practices. The IDEM3 maturity model de-
scribed in this paper is most suited for an organisation where the IT services are
provided by an IT department that is part of the organisation. For evaluating
the resiliency of IT services provided by external suppliers, Bhamidipaty et al.
have developed the Resiliency Maturity Index [14], a framework for character-
izing and evaluating the resiliency of an IT services organization. However this
model does not evaluate the relationship between the resiliency of the service
supplier and the dependability requirements of the organisation.

4 Methodology

To support organisations that want to evaluate and improve their IT depend-
ability practice, this paper presents the IDEM3 (IT Dependability in Emergency
Management Maturity Model) process improvement framework.

The research that resulted in the IDEM3 maturity model was conducted in
a number of steps: the identification of the attributes, followed by mapping the
different levels of each of the attributes to the five levels of the maturity model,
then an off-line validation and currently the maturity model is being evaluated
in a practical setting. This process is presented in Figure 1.

First, the case studies [5] that describe the need for this kind of maturity
model also resulted in a list of factors that are important for the coordination of
IT dependability management and emergency management. These key factors
formed the first basis for the attributes of the maturity model.

Secondly, the factors were mapped to the general architecture of a maturity
model with five levels as found in other maturity models such as CMMI [15]. For
the model to be applicable by small organisations, it was necessary to simplify
the structure by replacing the concept of ’key process areas’ by the more modest
’attributes’ found in the model.
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Fig. 1. Development process of the maturity model. Dotted lines indicate ongoing
activities.

In this mapping the attributes were also compared and complemented with
similar attributes found in maturity models from related fields, as described in
more detail in Section 8. Before the model was applied in a practical setting,
the model was validated with the help of experts and practitioners in the field.
Finally, the model is currently being evaluated through the application of the
model in a series of large case studies. The validation and the first results from
the evaluation are further discussed in Section 9.

5 Process Improvement with IDEM3

This section shortly explains how IDEM3 can be used as part of an organised
process improvement effort. First, the model can be used to assess the current
maturity of the organisation in dealing with IT dependability in emergency man-
agement. For this assessment the current practices in the organisation should be
matched with the attributes described in Section 6. The recommended way to
do this is to select some of the most critical systems, preferably systems that
are quite different in nature and together are representative for the critical IT
systems in the organisation. For each of these systems, personnel with different
roles should be interviewed individually based on a detailed questionnaire, where
they are each asked to describe how they are currently experiencing each of the
attributes of the maturity model. The involvement of personnel from different
parts of the organisation is an essential part of this maturity model to make sure
that IT dependability is not only evaluated from a technical point of view. The
interviews should at least include users of each of the systems, system managers,
safety managers in the domain where the systems are used and of course IT
personnel.

The responses from all these interviews should be analysed in detail by the
process manager overseeing the assessment with special attention for differences
between the answers of different respondents and between the different systems.
The analysis of the interviews should then be the basis for a focus group meet-
ing where the organisation can be assessed on the maturity scale for each of the
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different attributes presented in the maturity grid shown in Table 1. The 22 at-
tributes are ordered in such a way that attributes are most strongly correlated to
those attributes just above and below. Therefore the maturity of an organisation
in these 22 attributes can be presented in a spider web diagram, offering a clear
representation of the organisation’s strengths and weaknesses.

Finally, after this assessment, the organisation can decide whether the mea-
sured level of maturity is sufficient for the organisation. Not all organisations
need to aim for the highest maturity level, mostly depending on how critical the
role of the organisation is. The process improvement needed to reach a higher
level of maturity is a long term project and should be organised as such. This
means that a realistic time plan with explicit long and short term goals should
be agreed upon. For the long term planning, it is important to realise that after
each step from one maturity level to the next, some time is needed to make
sure all procedures are well incorporated in the organisation and to make sure
improvements are not too easily lost again. An improvement of more than one
maturity level per year is probably unrealistic. Organisations should not try to
skip certain levels or to implement a new level too quickly after the previous one
since each level builds on the achievements of the previous level being well un-
derstood. For the short term planning, the organisation can focus most of all on
those attribute for which they received the lowest maturity score. The organisa-
tion as a whole should focus on achieving a stable IT dependability management
at this new maturity level. The actual improvements can be implemented with
the help of those project management mechanisms that are most suited for the
organisation in question. While implementing these planned improvements, it
is important that regular critical self-assessments are held to evaluate the or-
ganisation’s progress and to make sure the selected improvements are correctly
implemented and are not easily lost again. A single assessment based on the
IDEM3 maturity model can also be done separately from any planned process
improvement based on the 5 maturity levels. An organisation can conduct a one-
time assessment of its IT dependability based on this maturity model to identify
its current strengths and weaknesses in this field. The results of this assessment
will then form an excellent basis for a discussion on how to involve all stakehold-
ers to improve the organisation’s IT dependability in emergency management.
Unlike with some other maturity models, IDEM3 assessment is not meant to
be used as a basis for certification or for direct, objective comparison between
different organisations.

6 Maturity Levels

Just like most other maturity models discussed in Section 3, the IDEM3 model
has five maturity levels. The levels have similar names as in these other maturity
models, and the basic idea behind each of the levels are also comparable. The
Initial level is the most basic level, representing an organisation where some
critical IT systems have not been analysed from a dependability point of view
and nobody takes responsibility for initiating a more strategic discussion about
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IT dependability. The second, Managed, level is characterised by an organisation
where the dependability of all critical IT systems is managed on a system-by-
system basis leaving the organisation very dependent on the competence of the
system managers for every system.

The third level is referred to as the Established level. This means that the
organisation has established a centrally coordinated approach for dealing with
IT dependability. This will usually be established by appointing one central IT
dependability manager who distributes standard procedures for dependability
analysis to all system managers. A standardised approach is a prerequisite for
being able to implement future improvements across the whole organisation.
A level 3 organisation also has clearly defined roles and responsibilities con-
cerning IT dependability. The fourth level, called Quantitatively Managed, is
similar to level 3, but also requires that the centrally coordinated approach is
supported by extensive quantitative data collection. Regular measurements and
testing with special usage scenarios in mind can make IT dependability statisti-
cally predictable and allow for strategic improvements in IT dependability. The
Continually Improving level, which is the fifth and final level of the maturity
model, is reached by an organisation that can use the feedback obtained from
the practices from level 4 to continually improve not only their IT systems, but
also their own IT management procedures. IT systems will then be naturally in-
cluded in risk and vulnerability analyses and their dependability will be regularly
re-evaluated.

To define the levels in more detail the levels can be compared on 22 attributes.
Of course all these attributes are in some way related and none of them can be
changed completely independent of the others. Nevertheless they each add their
own focus to the maturity model and stress a special aspect of an organisation’s
maturity.

The 22 attributes can be divided in 4 categories: Outcomes, IT management,
Cooperation and Organisational Issues. A detailed summary of these attributes
can be found in Table 1 and the attributes in each category are also described
in the following subsections. The attributes are ordered in such a way that those
attributes that are most strongly related are placed next to each other.

6.1 Outcomes

The first category of attributes is different from the three other categories in
that it contains those attributes that can not directly be influenced by an or-
ganisation, but only indirectly. These attributes should mainly be considered as
the consequence of an organisation’s maturity, while the other categories are the
causes of the maturity level. At the same time the outcome attributes are also the
most important because the main goal of this maturity model is improving the
outcomes of the IT dependability. This category also contains those attributes
that are the most visible to stakeholders outside of the organisation.
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The outcomes category contains 9 attributes: Actions taken, Problems that
can be identified, Basis for improvements, Nature of improvements, Successes,
Success factor, Role of IT in emergency situations, Attitude towards dependabil-
ity problems and IT dependability.

These 9 attributes together describe the dependability experienced by an or-
ganisation at each maturity level, and how the organisation deals with these
results.

A level 1 organisation will typically experience many problems with IT de-
pendability and will focus most of its effort on trying to fix the problems as they
appear. Because of the lack of an organized approach, some problems will not
get solved and implemented changes can cause problems for other parts of the
organisation. This will lead to a lot of frustrations, and although many of the
minor problems will not come as a surprise, a serious failure in a critical system
during an emergency situation can still do a lot of damage.

An organisation at level 2 will employ a system-by-system approach towards
IT dependability allowing it to respond effectively to most of the problems and
even to prevent some problems that only affect one system. Lessons learned from
problems they experience will often lead to improvements in the affected system
only as there is no centralised approach to IT dependability. This method of
working leads to a higher dependability than in level 1, but places a large amount
of responsibility on each system manager and much will depend on his skill and
experience in dealing with the risks of IT dependability problems.

An organisation at level 3, on the other hand, uses a basic centralised approach
towards IT dependability. The same basic techniques for risk and vulnerability
analysis are applied to all systems and many dependability problems can sys-
tematically be prevented. Because of the coordination between different systems,
also problems with interdependencies can be detected and dealt with. The main
success factor from level 3 on will be the quality of the centrally coordinated
dependability measures being used across the whole organisation. This will also
make it easier for the organisation to efficiently share important resources such
as backup facilities and emergency power supplies between all critical systems.

A level 4 organisation will supplement the basic centralised approach from
level 3 with a large-scale systematic data collection and analysis concerning
IT dependability. This will make IT dependability more predictable. The data
collection will make it possible to measure improvements and their effects and
to prioritise the usage of IT dependability resources. A level 4 organisation will
also have an improved cooperation between all involved stakeholders which is an
important factor for the IT dependability.

Finally a level 5 organisation will continuously work on evaluating and im-
proving its IT dependability. The safety culture in an organisation at level 5 will
even make it possible to regularly identify possibilities for improvement in their
risk analysis procedures. At level 5, IT dependability is generally working very
well and the level of success that can be achieved depends mostly on whether
a continuous improvement effort can be sustained throughout the organisation.
This makes that IT systems will not only be a source of risks or problems in
emergency situations but also a valuable asset that can be depended upon.
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6.2 IT Management

The second category of attributes collects those attributes that are directly re-
lated to IT management. Unlike some other maturity models, this maturity
model does not seek to cover the complete field of IT management, but focuses
exclusively on those aspects that are most important for IT dependability in
emergency management. This category contains the following 4 attributes: Re-
sults of IT incident management, IT incident management, IT dependability
management and Dependability requirements. A level 1 organisation lacks or-
ganised IT incident management, and the dependability requirements of most
systems will typically never have been analysed. At level 2 incident management
is handled for each system separately and for many systems there will be no
explicit link to risk analysis or emergency management. A level 3 organisation
is expected to have a centralised IT incident management system allowing infor-
mation sharing between different parts of the organisation. Further centralised
guidelines for IT dependability management will require the main dependabil-
ity requirements for each system to be explicitly documented and available to
all stakeholders. From level 4, IT incidents can be analysed in detail and can
lead not only to direct improvement in all systems but also to improvements of
the procedures used for IT dependability and even lead to improvement in the
safety culture of the organisation at level 5. At the two highest levels of maturity
dependability requirements for all systems should contain detailed measurable
values and these requirements should be updated in the case of changes in the
systems’ functionality or usage.

6.3 Cooperation

A third set of attributes concerns the cooperation between the different parties
involved in IT dependability. This is in the first place IT personnel, system man-
agers, the system’s users and also the personnel responsible for conducting risk
and vulnerability analyses, for example emergency managers. The 4 attributes in
the category are: Service level agreements, IT dependability analysis and emer-
gency planning, Presence of IT dependability in emergency plans and Relation-
ship IT personnel - emergency managers. A level 1 organisation will typically lack
service level agreements or any other documents clearly linking IT dependabil-
ity and emergency management. The frustrations and conflicts between different
parts of the organisation will hinder a necessary cooperation on these important
issues. In a level 2 organisation some of these issues will be taken care of for
some systems, while there will be many problems with other systems, mostly
depending on whether there are good contacts between the system manager of
each system and the IT department. A level 3 organisation is expected to have
basic, standardised service level agreements in place for all systems. Further,
dependability estimates for all systems will be used as input for emergency man-
agement and the requirements discovered while making emergency plans will be
used as input in the prioritising the IT dependability activities. From level 4 an
organisation’s SLA’s should contain clear, quantitative dependability goals and
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measurements. The link between dependability requirements and risk and vul-
nerability analyses for all systems should be explicitly documented. By clearly
defining the responsibilities of all parties in detail, all successes will be shared
success and when problems should arise the blame cannot just be shifted around
as is often the case on the lower levels of maturity. Finally, in a level 5 organisa-
tions there is a real partnership between the different departments cooperating
on IT dependability and continuously striving to improve their cooperation.

6.4 Organisational Issues

A last category of attributes collects those issues that concern the whole organisa-
tion and how it is managed. There are 5 attributes in this category: Involvement,
Responsibility, Management Mechanisms, Organisational learning and Resource
allocation.

In a level 1 organisation, in the worst case, nobody is actively involved with
IT dependabilities and most stakeholders will feel the responsibility lies with
someone else. After an incident, often the blame is shifted around and no learn-
ing takes place. In a level 2 organisation, the responsibility for IT dependability
lies explicitly with the individual system managers who deal with the issue as
they see fit. Therefore learning about IT dependability will mostly happen on
an individual basis and improvements will depend on whether the system man-
ager can find the resources to invest in IT dependability for each system. In a
level 3 organisation, all the responsibility lies in the first place with central IT
safety manager who is responsible for the coordination of IT dependability pro-
cedures. The IT safety manager distributes detailed dependability instructions
and directions that are meant to be followed strictly by all stakeholders. This
coordination allows the organisation to learn as a whole from past failures and
successes. In a level 4 organisation, the detailed service level agreements for each
system will make it possible for the responsibility to be shared by all actors in
the IT dependability process. Through the detailed feedback from the collected
data in a organisation at level 4, the organisation can achieve organisational
learning by adapting its centralised procedures and guidelines based on mea-
sured outcomes. System managers are expected to be experienced enough to be
able to apply the centralised guidelines and tools to manage IT dependability
without detailed instructions. In level 5 organisations, not only the dependability
guidelines are regularly updated, but also the way the organisation learns is con-
tinuously re-evaluated. This is called double-loop learning. In a well functioning
level 5 organisation everyone will be aware of their own part of the responsibility
for IT dependability and resources for improvements in IT dependability can be
distributed in a prioritised way.

7 Transition from One Level to the Next

To further clarify the different levels of the maturity model, this section explains
the main elements of the transition process from one level to the next. Although
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not every organisation will be at level 1 initially, and not every organisation will
aim for level 5, the levels are meant to be taken successively without skipping
over any level. A transition from level 2 to level 4 can only be achieved by first
implementing level 3.

7.1 From Level 1 to Level 2

There are no requirements for the first level of maturity, and at this level it is
common that there are some critical IT systems for which there is no control
over the dependability. For an organisation to rise to level 2 the responsibilities
for each system need to be well defined. Usually this will mean that the coordi-
nation for all dependability issues is done by the system manager for each system
who organises the work with dependability in the way that suits each particular
situation best. The main advantage with this approach is the clear definition
of responsibilities which makes that the main problems can be discovered and
solved. The main disadvantage is that it is nearly impossible for the organisa-
tion to evaluate the quality of the dependability analyses done by the system
managers since they each use their own methods.

7.2 From Level 2 to Level 3

To go from level 2 to 3, an organisation needs to standardize the way all system
managers deal with IT dependability. First an organisational standard needs to
be defined and then all system managers need to be instructed in this standard.
The standard can be compiled based on national or international standards or
on some of the procedures that were already previously used for some IT systems
with good results.

7.3 From Level 3 to Level 4

While level 3 is mostly concerned with qualitative data about the dependability
of IT systems, level 4 also requires the use of substantial amounts of quantitative
dependability goals and measurements. A level 3 organisation might for example
classify the availability requirements of a system according to a simple scale,
Low-Medium-High, but a level 4 organisation is expected to use more detailed,
numeric values. Setting up a central system to collect all service level agreements
and to facilitate the analysis of all this data is a requirement for the transition
from level 3 to 4.

7.4 From Level 4 to Level 5

Level 5 is characterised by a continuous effort to improve the processes in the
organisation. This is only possible if the processes are well understood through-
out the whole organisation and even across the borders of the organisations
to include suppliers and network operators. To go from level 4 to 5 all proce-
dures from level 4 need to become completely institutionalised throughout the
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organisation and all stakeholders need to be working together in a natural way.
This way the data collected can form the basis for deeper, double-loop learning
for the organisation. This means the lessons learned are not only used to improve
the organisation’s dependability practices but also to optimise the improvement
process itself.

7.5 Commitment Required

It should be clear that there is a large difference between the commitment and
resources required of an organisation to reach each level of dependability. Level
1 represents the lowest commitment to IT dependability. Becoming a level 2
organisation only requires a serious commitment from the individual system
managers who needs to drive IT dependability forward and need to collect input
from all other personnel involved. Reaching level 3 maturity requires a regular
commitment from all personnel involved with IT dependability to maintain a
basic level of IT dependability across the whole organisation. Level 4 is very
similar, but requires a larger effort for data collection and analysis. Reaching and
sustaining level 5 maturity definitely requires the largest overall commitment to
IT dependability, although in practice all efforts for IT dependability should feel
more as a natural part of the daily workings of the organisation than as a special
effort for IT dependability.

8 Relation to Other Maturity Models

As mentioned before, the maturity model presented in this paper is based on
a number of maturity models from related fields. Table 2 illustrates how the
attributes in the IDEM3 model correspond to similar concepts in these maturity
models. For most attributes, similar maturity levels as in IDEM3 can also be
found in one or more of these maturity models. The compatibility of the IDEM3
model with each of these models not only makes it easier to combine the usage
of this model with the other models, it also increases the validity of each of the
attributes and therefore of the whole model. IDEM3 does not in any way try
to be an alternative for any of the models presented below, but has a different,
very specific focus that is not explicitly present in any of the other models.

Of course, not all attributes can be matched with corresponding areas in all
other maturity models. This can be for a number of different reasons. First of
all, each of the maturity models referred to here has its own scope, which only
partly overlaps with the scope of this maturity model. Therefore there are, for
example, no attributes concerning IT management in maturity models from the
area of design safety. When an attribute is clearly outside the scope of a certain
maturity model, this is marked in Table 2 as n.a., not applicable. Secondly,
there are some attributes that are not explicitly mentioned in certain maturity
models, for example, organisational learning in all but one of the models. Such
attributes are nevertheless generally compatible with these models, they were
just not selected as process areas or explicitly used in the description of the
different maturity levels. This is marked in Table 2 with a minus sign (-).
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9 Evaluation of the Maturity Model

IDEM3 is the result of a long development process during which many of the
details of the model have regularly been updated. The model has been evaluated
and validated in a number of ways. First of all, the case studies [5] provide an
empirical grounding [16] and the relationships with in well-established maturity
models are a strong external theoretical grounding [16] of the maturity model.

For a further external validation, IDEM3 has, at a number of different oc-
casions, been presented in detail to researchers and practitioners with long ex-
perience in the field, such as representatives of the Swedish Civil Contingencies
Agency. At each of these presentations the model has received a positive re-
ception, and many practitioners, both from the field of IT dependability and
emergency management have expressed an interest in putting the ideas of this
model into practice. Their comments and recommendations, both on the form
and the details of this model, have all been taken into account in the version
presented in this paper.

Further, the model is currently being used to assess certain aspects of IT
dependability at two Swedish hospitals and to formulate improvement sugges-
tions. First results of this assessment and the improvements suggested by the
model were very positively evaluated by the participating organisations. These
four rounds of evaluations give us confidence that the model in its current form
can be an effective tool in improving an organisation’s IT dependability in emer-
gency management. The final validation of this model, in the form of a large-scale
implementation of this model at a number of organisations, is currently taking
place. The practical evaluation of a complete maturity model is in no way an
easy task, and proving that the model leads to an efficient improvement in an
organisation’s IT dependability requires a huge research effort.

10 Conclusions

This paper has shown that process improvement based on a maturity model can
help organisations close the critical gap between IT dependability management
and emergency management. The IDEM3 maturity model contains 22 attributes
in four categories: Outcomes, IT Management, Cooperation and Organisational
Issues. The model is based upon a number of established maturity models from
related fields and upon a number of problems identified in an earlier case study.

The maturity model is not a quick fix that will solve all of an organisation’s IT
dependability problems. The main value of the maturity model is that it offers
a way for an organisation to quickly capture its strengths and weaknesses in
how it combines IT management and emergency management. IDEM3 can help
an organisation to involve all stakeholders in this process improvement effort
and to visualise it progress. The model has been evaluated and improved based
on feedback from experts and professionals in the field, and is currently being
evaluated by case studies in the field of application.
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Abstract. SPI and in particular CMMI is being widely use by several organiza-
tions to improve their product quality. However, the SMEs are reluctant in 
adopting it and in particular maturity level 2 of CMMI, because they think that 
achieving this level is too expensive and do not see a clear benefit on it. Our so-
lution to captivate the interest of SMEs in CMMI is the anticipation of some 
process areas of maturity level 3 considered as a benefit by the organization and 
implement those process areas at the same time of maturity level 2 of CMMI. In 
this paper, we identify the dependencies among all the process areas of CMMI 
and between all the process areas of each maturity level. Our study was con-
ducted to identify the impact on the dependencies of maturity level 2 when we 
introduce some process areas of maturity level 3 in the implementation effort.  

Keywords: dependency analysis, CMMI, process areas, maturity levels. 

1   Introduction 

CMMI-DEV (Capability Maturity Model Integration for Development) [1], [2] is a 
well-known Software Process Improvement (SPI) model developed by the Software 
Engineering Institute (SEI). It is concerned in helping organizations to improve their 
processes. This SPI model has been implemented by several organizations [3], [4] that 
report a great improvement in reducing costs, improving the productivity, and the 
performance. According to [5] the most frequent reasons given by organizations for 
adopting a CMM1-based SPI model, like CMMI, were the improvement of their soft-
ware quality, development time, development costs and productivity. However, cus-
tomer satisfaction and staff motivation were referred in some SMEs [5].  

Coleman and Connor performed a study [6] of how SPI models are applied in the 
software industry and they concluded that the software managers reject the implemen-
tation of SPI models because of the implementation costs. In what concerns why 
                                                           
1  The Capability Maturity Model (CMM), originally developed as a tool for objectively assess-

ing the ability of government contractors' processes to perform a contracted software project, 
has been superseded by CMMI, though the CMM continues to be a general theoretical proc-
ess capability model used in the public domain. 
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organizations do not adopt the maturity level 2 of CMMI, according to [7] the most 
frequent reasons given were: small organization, too costly, no time, using other SPI 
and no clear benefit in this CMMI level. Wilkie et al. [8] have concluded that small 
organizations are mainly focused on the product quality assurance instead of the proc-
ess quality assurance and medium organizations consider process quality important 
but not so important as CMMI suggests. Organizations do not consider the maturity 
level 2 a high-value improvement since the process areas of this maturity level are 
mainly concerned on the process quality and the organizations are concerned with the 
product quality. To make CMMI widely used in small organizations, Wilkie et al. [8] 
suggest that CMMI should be recasted to cover the needs of this type of organiza-
tions. Other studies [9], [10], [11], [12] have become aware that to persuade SMEs in 
the adoption of an SPI model it is important to show to the organizations the benefits 
of its adoption, lower their costs and make the benefits perceptible in a short time. 
The SEI has had several research projects dedicated to this issue; SEI called them 
“Improving Processes in Small Settings”. The original URL is no longer available, 
but the results of those projects could be found in [13]. However, no solution for the 
dependency analysis and cross-ML|CL improvement roadmaps in SMEs have been 
tackled. 

Taking into account that the problem of software is a management problem and not 
a technical one [14], we can state that organizations do not see that when they imple-
ment maturity level 2 they are solving the historical problems of software projects 
like: understand and break the project scope, frequent requirements changes, deadline 
and cost issues. All these issues are addressed in this CMMI maturity level. 

Our solution to make CMMI widely used in SMEs does not consist in recasting the 
CMMI, but to propose to the organizations the implementation of the process areas of 
the maturity level 2 and, at same time, to implement some process areas of the matur-
ity level 3. These process areas could be chosen by the organization according to their 
needs of improvement or chosen according the higher benefit to the organization.  

To analyze the impact of this approach, we decided to study the dependencies be-
tween the process areas, to better understand which other process areas than those 
chosen for implementation must be at least taken into account because of the depend-
encies between them. 

SPI models and, in particular, CMM model have a long history of evolution [15]. 
The CMM model was initially published in 1987 and has evolved into the currently 
CMMI-DEV v1.2. We should not consider that the CMMI-DEV v1.2 is a silver bul-
let; CMMI will keep its evolution. This means that need to conducted studies about 
this framework. Namely, the study of dependencies between the process areas re-
mains relevant to build assessment schemes tailored to the organizations’ needs. 

There are some studies focusing on the analysis of the dependencies between the 
process areas and the specific practices of maturity level 2 [16], [17] in order to dis-
cover an implementation sequence of the process areas. They do not conceive a global 
view of the dependencies, unlike the ISO 9001:2000 [18] (or the newer 9001:2008 
[19]) already do. One of the mandatory requirements from ISO 9001 is the clause 
4.1b): "the organization shall [...] determine the sequence and interaction of these 
processes". 
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This paper is organized as follows. Section 2 presents a brief description of CMMI, 
section 3 describes the dependencies between the maturity levels 2 and 3 of CMMI, 
section 4 describes the dependencies between the maturity levels 2 and the validation 
and verification process areas, and, finally, in section 5, some conclusion are presented. 

2   CMMI for Development Model 

CMMI-DEV is composed by a set of 22 process areas divided by categories and by 
maturity levels. In Table 1, we present the list of the 22 process areas grouped by 
maturity levels. To help the discussion, we add {PAn} to the CMMI acronym defined 
in [1], [2]. PA stands for process area, and n corresponds to the number of the process 
area.  

Table 1. Table of all CMMI process areas 

 

All the CMMI process areas have established specific goals (SG). These specific 
goals are unique characteristics that must be performed in order to satisfy each proc-
ess area. In Table 2, we have an example of the specific goals of two process areas: 
the validation (VAL) and the verification (VER) process areas. We do not present all 
the specific goals, since they are listed in the official CMMI documentation. In our 
study, we are not considering the integrated product and process development (IPPD) 
“addition”. Table 2 shows that each specific goal can be divided into specific prac-
tices (SP). The specific practices describe all the activities that must be performed to 
accomplish the specific goals.  

Beside the specific goals and specific practices, CMMI model defines a set of ge-
neric goals (GG) and generic practices (GP). The generic goals, as the name says, are 
generic to all process areas. They are characteristics that must be performed to institu-
tionalize the processes of each process area. The generic practices describe all the 
activities that must be performed to accomplish the generic goals. Table 3 lists all the 
generic goals and generic practices of CMMI. 
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Table 2. CMMI specific goals example 

 

Table 3. CMMI generic goals for the continuous and staged representations 

 

2.1   Staged vs. Continuous Representations 

CMMI has two representations that can be followed by an organization to become a 
CMMI assessed company. These representations are: the staged and the continuous 
representation. In the continuous representation, the organization can choose the order 
of the improvements to meet the organization objectives by choosing one or more 
process areas. This kind of representation uses the term Capability Level (CL) to 
characterize the improvement. Capability levels are a means for incrementally im-
proving the processes corresponding to a given process areas. In the staged represen-
tation, the organization uses a set of pre-defined process areas, imposed by the CMMI 
model. In this case, the term used to characterize the improvement is Maturity Level 
(ML).  

Levels are used in CMMI to describe an evolutionary path recommended for an 
organization that wants to improve the processes it uses to develop and maintain its 
products and services. To achieve a capability level the organization must satisfy all 
the specific goals and generic goals for the process areas selected to be improved. 
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To achieve a maturity level the organization must satisfy all the specific and generic 
goals for the pre-defined set of process areas imposed by the maturity level under 
implementation. It is important to notice that in the continuous representation GG1 
to GG5 are applied, but in the staged representation only the GG2 and GG3 are 
applied.  

To illustrate the concepts of continuous and staged representation we will explain 
how to achieve CL1 to CL3 for the {PA11} and how to achieve ML2 and ML3.  
To support our approach, these capability and maturity levels are analyzed in  
this manuscript to establish cross-ML|CL improvement roadmaps, as stated by the 
formula (6). 

2.2   Introduction to Notation 

Achieving CL1.{PA11} implies to execute all the specific goals for {PA11} and the 
GG1.  

CL1.{PA11} = GG1.{PA11} =  = SG1.{PA11} 
SG2.{PA11} =  .  

(1)

The previous equation expresses this effort. Executing all the specific goals for 
{PA11} is the same of executing the entire specific practices for {PA11}. 

To achieve CL2 to {PA11} we have to perform all the specific goals for {PA11} 
and the GG2. In the next equation we see that to achieve CL2.{PA11} we have to 
achieve CL1.{PA11} and, at the same time, to execute all the specific goals for GG2.  

CL2.{PA11} = CL1.{PA11}  GG2.{PA11} = 
CL1.{PA11}  .  

(2)

The equation 

CL3.{PA11} = CL2.{PA11}  GG3. {PA11} = 
CL1.{PA11}

 
(3)

represents the effort to achieve CL3 for {PA11}. This effort includes all the work to 
achieve CL2 for {PA11} and, at the same time, the effort to accomplish the GG3. 

In what concerns to the maturity levels, we represent the improvement from ML1 
to ML2 by ML1→ML2. This improvement corresponds to the execution of the activi-
ties illustrated by the following equation: 

ML1 ML2 =  =  
(

 . 
 

(4)

This equation says that attaining ML2 implies to perform all the specific goals 
from {PA1} to {PA7} and, at the same time, to perform the GG2 once again from 
{PA1} to {PA7}.  
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To achieve the ML3 we have to perform the following: 

ML2 ML3 =
ML1 ML2

 
(5)

which means that we have to achieve ML2 and perform, at the same time, the specific 
goals from {PA8} to {PA18}, the GG3 from {PA1} to {PA18} and the GG2 from 
{PA8} to {PA18}. 

3   Discovering the Process Areas Dependencies 

By looking into the official CMMI documentation [1], [2] we cannot have a global 
view of the dependencies between the all the process areas. By reading the “related 
process areas” section of each process area, we can only understand what are the 
dependencies of each process area independently.  

To obtain the complete list and a graph representation of all the dependencies be-
tween all the process areas we started to analyze the “related process areas” section 
for all the process areas. Then, we decided to create a matrix (that contains the infor-
mation of all the dependencies) and a set of graphs (that graphically represents the 
information stored in the matrix). The matrix rows represent the source process areas 
and the columns represent the destination process areas, in the dependency analysis 
perspective. 

3.1   Elementary Dependency Analysis 

Next, we describe our efforts to characterize the elementary dependency analysis of a 
particular process area; we also call this analysis the PAn-centric dependency analysis 
(n is the number of the process area; see Table 1). PPQA process area is next illus-
trated as an example.  

In the “related process areas” section of the PPQA, we can read “refer to the Pro-
ject Planning process area for more information about identifying processes and 
associated work products that will be objectively evaluated” and “refer to the Verifi-
cation process area for more information about satisfying specified requirements”. 
This means that the PPQA is related to the PP and VER process areas. This informa-
tion is represented in the matrix by marking with an X the cell that corresponds to the 
PPQA row and to the PP column and also the cell that corresponds to the PPQA row 
and to the VER column (see Table 4). The matrix is capable of representing the de-
pendency information about all the process areas. We also represent this information 
in graphs, for better understanding. The graph for this elementary dependency analy-
sis example is presented in Fig. 1. 

 

Fig. 1. Elementary Dependency Analysis Graph 
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Table 4. PPQA matrix line 

 

3.2   Dependencies of CMMI Process Areas 

To create the complete matrix and graphs of the CMMI process areas we executed the 
elementary dependency analysis for all the process areas. The resulting matrix is pre-
sented in Table 5. To easily understand the impact of the dependencies between all 
the process areas, we organized the matrix by maturity level.  

It is also possible to obtain a graph representation of the global matrix of Table 5. 
To ease the visualization of the dependencies of each CMMI maturity level, we de-
cided to create 4 graphs, one for each maturity level. The explanation about how to 
create those graphs appears in the next section. 

Each of those 4 graphs is denominated as ML-n Centric Dependency Analysis 
Graph (where n is the maturity level under study). In Fig. 2 and 3, we can see the 
ML-2 and the ML-3 centric dependency analysis graphs. The main idea behind the 
creation of these ML-n centric graphs is to allow us to see only the dependencies that  
 

Table 5. Dependencies between all the CMMI process areas 
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are concerned to the maturity level under study, by eliminating from the graph a huge 
number of dependencies that we do not want to take into account when we are study-
ing a particular maturity level. However, we have also constructed the global graph 
with all the CMMI dependencies (also called CMMI Dependency Analysis Graph) to 
show the global view of the dependencies between the CMMI process areas and to 
verify what are the bi-directional dependencies between the process areas of different 
maturity levels (Fig. 4).  

 

Fig. 2. ML-2 centric dependency analysis graph 

3.3   ML-2 Centric Dependency Analysis 

To study, discover and analyze the dependencies of the process areas of maturity level 
2, we have to perform the ML-2 centric dependency analysis. Since we already have 
the matrix with all the dependencies between CMMI process areas (Table 5), we can 
use this information to analyze the dependencies of maturity level 2. We start by cre-
ating the ML-2 centric dependency analysis graph. To create this graph we select the 
rows from the matrix that corresponds to the maturity level 2 (the first 7 rows).  

To better explain the creation of this graph, we will comment {PA3} Project Plan-
ning as an example. To represent in the graph the dependencies that {PA3} possesses 
from the others CMMI process areas, we parse the matrix row that corresponds to 
{PA3} as shown in Table 6. We can see that {PA3} has 4 dependencies from other 
process areas: {PA1} REQM, {PA9} RD, {PA10} TS and {PA17} RSKM.  

In Table 6 we replaced the X from the original matrix with the symbol ►, in order 
to express that this connection starts in {PA3} and ends in {PA1}, for instance. We 
have also made some changes in the column {PA3}. In this column, we replaced the 
X by the symbol ◄, in order to express that this connection ends in {PA3} and starts 
in {PA2}, for instance. To construct the graph we only need to parse the rows.  
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ML2 ML3 ML4 ML5

{PA 1}
REQM

{PA 2}
PMC

{PA 3}
PP

{PA 4}
SAM

{PA 5}
MA

{PA 6}
CM

{PA 10}
TS

{PA 17}
RSKM

{PA 13}
OPD

{PA 11}
VAL

{PA 9}
RD

{PA 21}
OID

{PA 8}
PI

{PA 12}
VER

{PA 14}
OPF

{PA 15}
OT

{PA 16}
IPM

{PA 18}
DAR

 

Fig. 3. Dependencies of process areas of the CMMI maturity level 3 

Table 6. ML-2 centric dependency analysis for {PA3}PP 

 

In Fig. 2 we can observe the existence of a bi-directional dependency between 
{PA3} and {PA1}. To express this bi-directional dependency, in Table 7 we replaced 
the X by the symbol ◄►. Since the process areas are ordered in the same way both 
in rows and in columns, to easily identify the bi-directional dependencies we just need 
to check if the row n and column n are marked with an X. 

Table 7. {PA3}PP bi-directional dependencies of ML-2 Centric Dependency Analysis 
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ML2 ML3 ML4 ML5

{PA 10}
TS

{PA 17}
RSKM

{PA 13}
OPD

{PA 11}
VAL

{PA 9}
RD

{PA 8}
PI

{PA 12}
VER

{PA 14}
OPF

{PA 15}
OT

{PA 16}
IPM

{PA 18}
DAR

{PA 1}
REQM

{PA 2}
PMC

{PA 3}
PP

{PA 4}
SAM

{PA 5}
MA

{PA 6}
CM

{PA 7}
PPQA

{PA 20}
QPM

{PA 19}
OPP

{PA 21}
OID

{PA 22}
CAR

 

Fig. 4. Global dependencies between CMMI process areas 

4   ML-2 Centric Dependency Analysis with Elementary 
Dependency Analysis for Validation and Verification  
Process Areas 

As a motivation to convince SMEs that CMMI maturity level 2 brings real benefits, 
we decided study what are the theoretical dependencies we should expect when per-
forming ML1→ML2 and, at the same time, prepare for one CL3 assessment for some 
process areas, namely CL3.{PA11} and CL3.{PA12}. The choice of {PA11} and 
{PA12} is based on the particular needs of I2S (the company where we will perform 
the complete dependency analysis with real data). The type of assessment we are 
considering is a combination of staged and continuous representations. The combina-
tion of maturity level 2 assessment and CL3.{PA11} and CL3.{PA12} is given by the 
following expression: 

 . . (6)

To analyze the dependencies we must expect from this case, we need to study the 
{PA11} centric dependency analysis and the {PA12} centric dependency analysis. To 
generate the {PA11} centric dependency analysis graph (Fig. 5a) we need to parse the 
row of {PA11} in the matrix of Table 5. Analogous exercise must be performed to 
generate the {PA12} centric dependency graph (Fig. 5b).  
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The global view of the dependencies when performing ML1→ML2 with the simul-
taneous assessment of CL3 for both {PA11} and {PA12} is depicted Fig.6. The in-
formation that represents the ML-2 centric dependency analysis graph is depicted in 
black. The information relative to the {PA11} centric dependency analysis graph and 
to the {PA12} centric dependency analysis graph is represented in red.  

The graph represented in Fig.6 permits to conclude that the effort to perform 
ML1→ML2 and to achieve, simultaneously, CL3 for {PA11} and {PA12} should not 
be an obstacle to assume the maturity level 2 as the main organizational goal, in this 
considered case. All the existing dependencies are relative to process areas already 
imposed by the maturity level 2. The only extra effort that must be considered con-
sists in implementing {PA11} and {PA12}. 

 

Fig. 5. a) Elementary Dependency Analysis for {PA11} and b) Elementary Dependency  
Analysis for {PA12} 

 

Fig. 6. Dependencies between CMMI ML2 and V&V ({PA11} and {PA12}) Process Areas 

5   Conclusions 

CMMI official documentation does not explicitly describe the existing dependencies 
among the process areas. To find out the global theoretical dependencies, we need to 
complement the reading of the documentation with special care and analysis capabilities, 
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but, even after that, it is hard to obtain the global view of the dependencies. Our final goal 
is not to reach the global theoretical dependencies, but rather to use this view as a charac-
terization of the framework limitations to be next confronted with the dependencies we 
can observe in the implementation of real SPI projects (by adopting SCAMPI appraisals 
whether for ML or CL assessments). This means that this paper will be considered as a 
baseline for future comparisons with empirical results. 

In this paper we describe a set of techniques to identify the dependencies between 
all the process areas and to create a global view of those dependencies by means of 
some matrix and a set of graphs. We have also developed a notation that translates the 
meaning of achieving a particular capability and maturity level. This notation allows 
to understand which specific practices and specific goals have to be implemented to 
achieve a given capability and maturity level.  

Our motivation to explicit the global dependencies between CMMI process areas 
arose when we tried to understand the impact of implementing the maturity level 2 
simultaneously with some process areas from maturity level 3 as a way to make 
CMMI more widely used in Portuguese SMEs. As an example, we analyzed the de-
pendencies between the process areas of maturity level 2 and two particular process 
areas of maturity level 3.  

As future work, we will also complement our current dependency analysis study 
with the interactions between the process areas of each category in order to analyze if 
those interactions are already identified as a dependency between the process areas. 
For this study we will use the information described with the bird’s-eye view pre-
sented in [1]. Another source of information that will be used to complement this 
dependency study is the SG descriptions of each PA. For instance, PP should be de-
pendent also from OPD (SP1.4 for the Measurement Repository), having cross links 
in PP SP1.4 sub-practice 1. 

This complementary study may lead us to a new set of dependencies that, again, 
are not well described in the CMMI official documentation.  
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Abstract. Data analysis is a major and important activity in software
engineering research. For example, productivity analysis and evaluation
of new technologies almost always conduct statistical analysis on col-
lected data. Software data are usually unbalanced because they are col-
lected from actual projects, not from formal experiments, and therefore
their population is biased. Fixed-effects models have often been used
for data analysis though they are for balanced datasets. This misuse
causes analysis to be insufficient and conclusion to be wrong. The past
study[1] proposed an iterative procedure to treat unbalanced datasets
for productivity analysis. However, this procedure was sometimes failed
to identify partially-confounded factors and its estimated effects were
not easy to interpret. This study examined mixed-effects models for pro-
ductivity analysis. Mixed-effects models can work the same for unbal-
anced datasets as for balanced datasets. Furthermore its application is
straightforward and estimated effects are easy to interpret. Experiments
with four datasets showed advantages of the mixed-effects models clearly.

Keywords: productivity analysis, mixed-effects models, unbalanced
datasets, estimation, data analysis.

1 Introduction

Software engineering research often collected software data for statistical analy-
sis. Software data recorded characteristics of software development process, soft-
ware product, or sometimes people in a project or an formal experiment. It has
been used for productivity analysis, performance evaluation of new technology,
demographic survey, etc.

Software data is often nested, heterogeneous, and unbalanced. When an orga-
nization collects software data from projects in several departments, this software
data forms hierarchical structure. A project is nested in a department. If it is col-
lected from multiple organizations in multiple countries, an organization is also
nested in a country. These characteristics were recorded in software data because
they can explain heterogeneity among, for instance, organizations. Software data
is also heterogeneous even in the case that it is not nested. Each software project
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consists of different team members, project management practices, application
domains, and so on. These characteristics are also recorded in software data.

Characteristics are not populated equally in software data. Projects with se-
vere execution time constraint are less found in software data, for instance.
Because software data is usually collected from actual projects, not from exper-
iments. Furthermore, size of software data is relatively small. For these reasons,
a certain combination of characteristics are lacked in a software data while other
combinations are common. The word unbalanced means this characteristic of
software data.

Software data consists of numeric and nominal values. Statistical analysis
treats numeric values with continuous variables and nominal values with discrete
variables. Analysis of variance (ANOVA) and analysis of covariance (ANCOVA)
are common methods for analyzing software data including discrete variables
as predictors. They are used for identifying variables effective on a response
variable. They can also quantify effects of factor levels of discrete variables.
With these estimated effects, an explanation model can be built.

Kitchenham pointed out, however, that ANOVA involved two problems in the
case that software data is unbalanced: concealed impacts and spurious impacts[1].
Concealed impacts prevent a significant predictor from being identified. Spurious
impacts make an insignificant predictor to be significant by mistake. These im-
pacts lead wrong conclusion. For managing concealed and spurious impacts, she
proposed an analysis procedure iteratively applying ANOVA to residuals obtained
from the previous ANOVA application. She demonstrated usefulness of the pro-
posed procedure for productivity analysis. However, this procedure was sometimes
failed to identify an important factor and its estimated effects were not easy to in-
terpret.

In this paper, we showed usefulness of mixed-effects models for analyzing
unbalanced datasets. Mixed-effects models can produce correct results in case
of unbalanced datasets. They can also consider group-level predictors which are
valuable when analyzing dataset from multiple groups. This study compared
mixed-effects models with the procedure proposed by Kitchenham. Experiments
with several datasets showed advantages of the mixed-effects models clearly.

The rest of this paper organized as follows. First, related work and mixed-
effects models are introduced in Sect. 2 and 3. Then, we asked three research
questions and described experiment procedure in Sect. 4. Section 5 showed how
mixed-effects models worked. We finally concluded this paper in Sect. 6.

2 Related Work

In the past research, fixed-effects models have been widely used for analyzing
software data even if they were unbalanced. Commonly used fixed-effects mod-
els in software engineering research are: (generalized) linear regression models,
non-linear regression models, analysis of variance(ANOVA), and analysis of co-
variance(ANCOVA).
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Linear and non-linear regression models have often been used for cost estima-
tion models and variable selection procedures. In addition, fault-prone module
prediction models often used logistic regression models which are classified into
generalized linear regression models.

For productivity analysis and evaluation of technologies, ANOVA and AN-
COVA have been widely used. The difference between them is whether continu-
ous and discrete variables are mixed into a model.

We could find only one work by Kitchenham[1] managing unbalanced datasets.
She proposed a procedure based on residual analysis for productivity analysis. To
select important discrete factors, this procedure first applies one-way ANOVA
on a response variable and obtains the most significant factor. Then, it repeats
one-way ANOVA on residuals from the previous ANOVA. Continuous variables
are also selected with the similar way.

Some studies applied mixed-effects models for software data analysis[2,3,4,5].
Mixed-effects models were used for treating repeated measures in most of them.
As mentioned in [1], repeated measures are cause of spurious impacts. These
studies grouped instances corresponding to the same subject into a factor level
of a group indicator. On the other hand, mixed-effects models were rarely used
for identifying and quantifying important ones from many discrete factors. Fur-
thermore, group-level predictors, which can treat group-level variables as pre-
dictors, have been less mentioned in software data analysis. Thus, this study
demonstrated usefulness of mixed-effects models with software datasets.

3 Mixed-Effects Models

3.1 Overview

Mixed-effects models(MEM) are mixture of fixed-effects models (FEM) and
random-effects models. FEM has often been used in software engineering re-
search. The following formula corresponds to a simple linear FEM with one
continuous predictor X :

yi = α + βxi + εi, and
εi ∼ N(0, σ2). (1)

Here, suffix i specifies an instance of dataset. α and β are a intercept and a
slope, respectively. εi is an error term following normal distribution with mean
0 and variance σ2. In this case, coefficients α and β are constant(fixed) for all
instances.

In random-effects models, in contrast to FEM, coefficients α and β vary among
groups specified by j. The following formula is a simple linear random-effects
model with one continuous predictor X :

yi = αj[i] + βj[i]xi + εi, (2)
αj[i] = a0 + b0uj[i] + η1j[i], (3)
βj[i] = a1 + b1uj[i] + η2j[i], (4)
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η1j ∼ N(0, σ2
α), (5)

η2j ∼ N(0, σ2
β), and (6)

εi ∼ N(0, σ2). (7)

j[i] indicates a group in which an instance i participates. αj[i] and βj[i] are
indexed by group j. Hence each group has specific intercept and slope. In software
engineering research, a group may correspond to an organization, a software
development team, etc. A group indicator is represented using a discrete variable.
αj[i] and βj[i] can be explained by a group-level predictor uj as shown by (3)
and (4). Here, η1j and η2j are group-level errors.

MEM include FEM and random-effects models as follows:

yi = αj[i] + βxi + εi. (8)

This model means that mean of Y is different for each of groups but an effect of
unit of X on Y is constant for all groups. Because only an intercept varies, this
model is called random intercept model.

3.2 ANOVA and ANCOVA Using MEM

Analysis of variance (ANOVA) and analysis of covariance (ANCOVA) are com-
mon methods for identifying significant predictors and quantifying factor levels of
each of these predictors in software data. In the past study, FEM-based ANOVA
and ANCOVA were used.

In case of FEM-based ANOVA and ANCOVA, a discrete predictor of J levels
are coded into J − 1 binary predictors b1j as follows:

yi = α + α11b11 + α12b12 + . . . + α1(J−1)b1(J−1) + βxi + εi. (9)

This coding rule sets a certain level as a baseline and its effect is absorbed in a
intercept α. Other levels are represented using binary predictors. For example, if
an instance has a level 1 for that discrete predictor, b11 = 1; otherwise b11 = 0.
Therefore, effects of other levels are estimated at α1j . These effects are relative
to their baseline.

In the case that software data includes many discrete factors, that coding rule
is inappropriate. It is recommended that degrees-of-freedom of error term should
be more than 4 and preferably more than 10[1]. The degrees-of-freedom is defined
as: (the number of instances - 1) - (the number of parameters to be estimated.)
The degrees-of-freedom deceases by 1 in the case that a continuous predictor is
included in a model. By contrast, it decreases by J−1 in the case that a discrete
predictor of J levels is included. That is, the degrees-of-freedom decreases more
rapidly if many discrete predictors of more than 2 levels are included.

In case of mixed-effects models, the degrees-of-freedom does not decrease so
rapidly at the time that a discrete factor is added. Mixed-effects models use (8)
for ANOVA and ANCOVA. This random intercept model considers a discrete
predictor of J levels as a group indicator.
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Equation (3) explains effects of factor levels of this discrete predictor. a0 is
considered as a baseline. b0uj[i] + η1j[i] corresponds to an effect of factor level
j[i]. In case of no group-level predictor, the following equation is obtained from
(3) and (8):

yi = α + η1j[i] + βxi + εi. (10)

Here, α is used instead of a0. This is the same formula as (9) except for repre-
sentation of effects of factor levels. η1j[i] is a sample from normal distribution of
mean 0 and variance σ2

α, does not a coefficient to be estimated. Hence, degrees-
of-freedom decreases by 1 for one discrete predictor regardless of the number
of its factor levels. Furthermore, ANOVA and ANCOVA using MEM work the
same for unbalanced as for balanced datasets[6].

Importance of a group indicator is evaluated by its standard deviation. In
case of (10), σα in (5) is evaluated. Roughly speaking, a group indicator is
considered as insignificant if σα � σ or can be considered as 0. σα � σ means
that uncertainty within a group is far larger than that between groups and
therefore it is a trivial predictor.

For precise evaluation, the likelihood-ratio test is used. the likelihood-ratio test
compares the one model including a predictor with the another model excluding
it. If null hypothesis cannot be rejected, this predictor is removed because of
favor of parsimony.

4 Experiment

4.1 Research Questions

This study examined three research questions:

RQ1: MEM can estimate effects of factor levels correctly from unbalanced
datasets?

RQ2: MEM can produce a model better than the iterative procedure based on
residual analysis proposed in [1] (IPR)?

RQ:3 MEM can improve a productivity model using group-level predictors?

RQ1 is related to accuracy of estimated effects. IPR was examined with artificial
unbalanced datasets in [1]. As a result, it could identify significant factors the
same from unbalanced datasets as from a balanced dataset. However, estimates
of factor levels were not completely accurate.

RQ2 is related to quality of a productivity model obtained from IPR. IPR
can identify significant factors but we think it has three problems.

First, IPR involves a risk that a partially-confounded factor might be removed
unnecessarily. Confounded factors are factors which have the same effect on
a response variable. Thus, it is sufficient to include one of them in a model.
Partially-confounded factors are confounded factors each of which has some of
its own effect. Thus, it is desired to include all of them in a model.

Second problem is that estimates of factor levels are not easy to interpret
because it uses residual analysis. Each factor is identified by applying one-way
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Table 1. Balanced dataset (DS1)[1]

F1
F2 F3 L1 L2 L3

L1 5 8 13
L1 L2 5 8 13

L3 5 8 13
L1 7 10 15

L2 L2 7 10 15
L3 7 10 15
L1 11 14 19

L3 L2 11 14 19
L3 11 14 19

ANOVA on residuals obtained from previous ANOVA results, except at most
significant factor. Because effects of factor levels are estimated from residuals,
each factors is not included in a productivity model as is. It prevents a model
from a straightforward interpretation. This problem maybe critical for under-
standability which is an important factor for practical use.

Third, IPR is slightly complicated than ANOVA. Simple procedure is prefer-
able for efficient analysis.

If MEM can identify and include partially-confounded factors with simple
procedure, a better productivity model can be obtained.

Finally, RQ3 is related to MEM itself. As mentioned in Sect. 3, MEM can
include group-level predictors and grouping factors simultaneously. This feature
may be useful, for example, to explain the difference of productivity among
teams by team factors such as average experience years.

4.2 Dataset

This study compared MEM-based ANOVA and ANCOVA with IPR proposed in
[1]. Thus, we used the same four datasets used in [1]. Three of the four datasets
were made artificially in order to show concealed and spurious impacts. They
were named DS1, DS2, and DS3. Table 1, 2, and 3 show DS1, DS2, and DS3,
respectively.

These three datasets have three factors F1, F2, and F3, each of which has
three levels L1, L2, and L3. Numeric values are of a response variable. F1 and
F2 are significant factors. F3 is an insignificant factor.

DS1 is a perfectly balanced dataset. For each combination of factor levels,
exactly one instance is collected. Hence, its size is 33 = 27. DS2 is a subset of
DS1 which missed instances for twelve combinations of factor levels. The size of
DS2 is 15. This dataset shows concealing impacts if FEM-based ANOVA is used.
DS3 is also a subset of DS1 which missed instances for twelve combinations of
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Table 2. Unbalanced dataset concealing effect of F2 (DS2)[1]

F1

F2 F3 L1 L2 L3

L1 8 13
L1 L2 8 13

L3 5 13
L1 7 10

L2 L2 7 10 15
L3 10 15
L1 11

L3 L2 11
L3

Table 3. Unbalanced dataset giving spurious for F3 (DS3)[1]

F1

F2 F3 L1 L2 L3

L1 5, 5
L1 L2 5 8

L3 8 13
L1 7, 7

L2 L2 7 10
L3 10 15
L1 11

L3 L2 11 14
L3 14 19

factor levels and duplicated instances for two combinations. The size of DS3 is
17. This dataset shows spurious impacts if FEM-based ANOVA is used.

One of the four datasets is the COCOMO dataset published in [7]. This dataset
consists of 21 factors of different scale types and its size is relatively small (n =
63). In this dataset, productivity was defined as follows:

productivity =
Adjusted KDSI(Kilo of Delivered Source Instructions)

Man-Months
(11)

Details of adjustment were shown in [7]. Table 4 shows factors and its types. It
is hard to use FEM-based ANOVA as is because the number of discrete factors
are large and they all have more than 2 levels.

The COCOMO dataset recorded numerical adjustments for each factor in-
stead of factor levels. We replaced numerical adjustments by their corresponding
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Table 4. Factors in COCOMO dataset

Name Type Description
(Discrete/Continuous)

Type D (6 lv.) Type of project
RELY D (6 lv.) Required software reliability
DATA D (5 lv.) Data base size
CPLX D (7 lv.) Product complexity
TIME D (5 lv.) Execution time constraint
STOR D (5 lv.) Main storage constraint
VIRT D (4 lv.) Virtual machine volatility
TURN D (5 lv.) Computer turnaround time
Platform D (4 lv.) Type of platform
ACAP D (7 lv.) Analyst capability
AEXP D (5 lv.) Applications experience
PCAP D (7 lv.) Programmer capability
VEXP D (4 lv.) Virtual machine experience
LEXP D (4 lv.) Programming language experience
MODP D (6 lv.) Modern programming practices
TOOL D (6 lv.) Use of software tools
SCED D (5 lv.) Required development schedule
RVOL D (6 lv.) Requirement Volatility
Mode D (3 lv.) Software development mode
Year C Year completed
ln(Duration) C Logarithm of duration

factor levels as same as [1]. For example, 1.0 of PCAP is to “Nominal”. In [1],
TIME was converted from 11 to 5 levels because it had many factor levels. This
study also followed this prepossessing procedure.

4.3 Experiment Procedure

We applied MEM-based ANOVA and ANCOVA for the four datasets. All dis-
crete factors were assumed to be group indicators. MEM-based ANOVA and
ANCOVA first try to include all indicators and all predictors in a model be-
cause the degrees-of-freedom remains more than 10 for all datasets. Then, one of
them having no significant effects on productivity is removed from a model. The
likelihood-ratio test was used for this decision with a significance level α = 0.01.
This backward elimination procedure is repeated until all insignificant factors
are removed.

To answer RQ1, we compared estimated effects from DS2 and DS3 by MEM-
based ANOVA with those from DS1 by FEM-based ANOVA. DS1 is perfectly
balanced datasets and we can assume estimates from DS1 to be true values.

To answer RQ2, a productivity model obtained from the COCOMO dataset by
MEM-based ANCOVA is compared with that by IPR. Here, understandability
and applicability in practice are evaluated.
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Table 5. Standard deviations of MEM-based ANOVA on DS2 and DS3

Factors DS2 DS3

F1 1.92 1.87
F2 1.91 1.67
F3 0.00 0.00
Residual 0.00 0.00

Table 6. Estimated effects(coefficients) of factor levels tfrom DS1, DS2, and DS3

Factor/ DS1 DS2 DS3
Level FEM FEM MEM FEM MEM

F1L1 −3.66 −2.2 −3.66 −2.69 −3.66
F1L2 0.66 −1.2 0.66 −0.71 0.66
F1L3 4.33 3.4 4.33 5.71 4.33
F2L1 −2.66 −0.4 −2.66 −2.61 −2.66
F2L2 −0.66 0.2 −0.66 −0.61 −0.66
F2L3 3.33 0.6 3.33 3.23 3.33
F3L1 0 −0.6 0 −2.94 0
F3L2 0 0.3 0 −0.77 0
F3L3 0 0.3 0 3.23 0

To answer RQ3, we included a group-level predictor in a model obtained
from the COCOMO dataset. Although the COCOMO dataset does not include
group-level predictors, we tried to include typical group predictors gained from
this dataset. This trial is to examine whether model extension by group-level
predictor is valuable for improvement of a model.

5 Results

5.1 Comparison of Estimates between FEM-Based and MEM-Based
ANOVA

Table 5 shows standard deviations of factors estimated from DS2 and DS3 by
MEM-based ANOVA. A factor with standard deviation near to 0 is insignificant
and a factor with large standard deviation is significant. MEM-based ANOVA
clearly identified significant factors F1 and F2 and an insignificant factor F3.
Thus, concealed and spurious impacts did not matter in case of straightforward
application of MEM-based ANOVA.

Table 6 shows estimated effects of factor levels. Results of ANOVA using fixed-
effects models were borrowed from [1]. ANOVA using fixed-effects models could
not estimate effects correctly for some factor levels because of concealed and
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spurious impacts. By contrast, MEM-based ANOVA could estimate all effects
exactly from DS2 and DS3 as same as fixed-effects ANOVA only did from DS1.

From these results, we concluded that MEM can tell importance of factors,
and can estimate effects of factor levels correctly from unbalanced datasets.

5.2 Comparison of MEM-Based ANCOVA and IPR

Table 7 shows estimated effects of remained factors by backward elimination
with MEM-based ANCOVA. Estimated effects of TIME, STOR, and SCED were
consistent with order of factor levels. Estimated effects of PCAP and RVOL were
not decreased or increased consistently with corresponding factor levels though
the trend of each factor from positive to negative was roughly consistent. IPR
also estimated inconsistent effects for PCAP and RVOL.

In case of PCAP and RVOL the difference among estimated effects was smaller
than their standard errors. Thus, this inconsistency did not matter statistically.
In the case that an consistent productivity model is required, IPR concatenated
some factor levels such that linear relationship is satisfied among estimated ef-
fects.

Table 8 shows results of MEM-based ANCOVA with concatenation approach.
Each factor was still significant after concatenation. In addition to PCAP and
RVOL, SCED also had fewer factor levels by concatenating Lax and Nominal.
As a result, each factor had consistent effects of its factor levels.

The study [1] used MMRE and PRED(20) as goodness of fit statistics.
Table 9 shows these statistics for MEM-based ANCOVA and IPR. MEM-based
ANCOVA clearly improved both statistics. Therefore, we concluded that MEM-
based ANCOVA could make a better productivity model regarding goodness
of fit.

MEM-based ANCOVA made a productivity model as follows:

ln(productivity) = ηTIME + ηPCAP + ηRV OL

+ηSTOR + ηSCED + α + β ln(Duration). (12)

Here, ηX corresponds to an effect of a factor level of X . All group-level intercepts
were united in α as shown by (10).

IPR made the following productivity model:

ln(productivity) = αTIME + αPCAP/TIME + αRV OL/TIMEandPCAP

+α + β ln(Duration). (13)

Here, for example, αPCAP/TIME indicates an effect of a factor level of PCAP
which was estimated after that for TIME.

Equation (12) included all factors in (13). It also included STOR and SCED.
SCED, STOR, and TIME were considered as confounded factors in [1]. It is
sufficient to include one of them in a model if they were confounded factors
because this means that they had the same effect on a response variable.

These contrast results, however, implicated that those factors were partially-
confounded. Partially-confounded factors are confounded factors each of which
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Table 7. Estimated effects of remained factors by MEM-based ANCOVA

Factor Levels Effects(coefficients)

Nominal 0.424
High 0.176

TIME Very High 0.088
Extra High -0.115
Super High -0.573
Super High 0.399
Very High 0.140
High 0.051

PCAP Nominal 0.095
Low 0.033
Very Low -0.438
Super Low -0.280
Low 0.431
Nominal 0.231

RVOL High 0.439
Very High -0.257
Extra High -0.607
Super High -0.237
Nominal 0.423
High 0.079

STOR Very High 0.026
Extra High -0.146
Super High -0.383
Lax 0.284

SCED Nominal 0.251
Compressed 0.034
Very Compressed -0.569

ln(Duration) -0.022
(Intercept) 5.130

has some of its own contribution to a response variable. Kitchenham said that
IPR involves a risk that a partially-confounded factor might be removed unnec-
essarily. SCED and STOR were still significant factors and improved goodness
of fit statistics even if TIME was included. We therefore concluded that they
were partially confounded factors.

The difference between MEM-based ANCOVA and IPR was also found in
interpretation of factor level effects. In case of IPR, we say that logarithm of
productivity increases 0.681 when PCAP is Super High and after allowing for
the effect of TIME. In case of MEM-based ANCOVA, we say that logarithm of
productivity increases 0.333 when PCAP is Super High regardless of levels of
other factors. Because IPR estimated factor level effects from residuals, inter-
pretation of these effects was not straightforward and not intuitive.
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Table 8. Estimated effects of remained factors by MEM-based ANCOVA(with con-
catenation approach)

Factor Levels Effects(coefficients)

Nominal 0.476
High 0.209

TIME Very High 0.098
Extra High -0.137
Super High -0.647
Super High 0.333
Very High and High 0.104

PCAP Nominal 0.00
Low and Very Low and Super Low -0.441
Low and Nominal and High 0.465

RVOL Very High -0.061
Extra High and Super High -0.404
Nominal 0.413
High 0.074

STOR Very High -0.026
Extra High -0.122
Super High -0.340
Lax and Nominal 0.309

SCED Compressed 0.163
Very Compressed -0.472

ln(Duration) -0.019
(Intercept) 4.864

From these results, we concluded that MEM-based ANCOVA can produce a
model better than IPR. It is easy to apply, easy to interpret, and can include
partially-confounded factors.

5.3 Examination of Usefulness of Group-Level Predictors

In the past research using FEM-based ANOVA, discrete factors of ordinal scale
have often converted to continuous factors. Here, factor levels are converted to
numeric values in consistent with their order.

This conversion is useful in two situations. First, a dataset includes many
discrete factors and they make a model complicated, though it did not matter

Table 9. Goodness of fit statistics

Statistic IPR MEM-based ANCOVA (concat.)

MMRE 0.36 0.20(0.21)
PRED(20) 0.49 0.60(0.57)
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Table 10. Effects of factor levels(with linear group-level predictor)

Factor Levels Effects(coefficients)

Nominal 0.000
High -0.240

TIME Very High -0.479
Extra High -0.719
Super High -0.958
Super High 0.508
Very High 0.290
High 0.162

PCAP Nominal 0.044
Low -0.157
Very Low -0.354
Super Low -0.494
Low 0.224
Nominal 0.000

RVOL High -0.224
Very High -0.448
Extra High -0.673
Super High -0.897
Nominal 0.039
High -0.281

STOR Very High -0.396
Extra High -0.484
Super High -0.841
Lax 0.171

SCED Nominal 0.084
Compressed -0.114
Very Compressed -0.708

ln(Duration) -0.018
(Intercept) 6.221

in case of IPR and MEM-based ANOVA. Second, effects of factor levels are
assumed to have linear relationship.

This conversion may be harmful in the case that effects of factor levels do not
have linear relationship. Linear assumption produces an inappropriate model. In
this case, it is preferable to use a discrete factor as is.

MEM can manage both possibilities using group-level predictors[6]. In the
case that a group-level predictor is included, Equation (10) is as follows:

yi = a0 + b0uj[i] + η1j[i] + βxi + εi. (14)

uj[i] is a group-level predictor and b0 is a coefficient of uj. Here, b0uj[i] + η1j[i]
corresponds to an effect of factor level j[i]. To assume linear relationship among
these effects, a continuous factor converted from a discrete factor is used to uj .
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Table 11. The difference of power between MEM-based ANCOVA and IPR and its
influence on productivity

Models min(Duration)p max(Duration)p

MEM-based ANCOVA(−0.018) 0.95 0.92
IPR(−0.177) 0.88 0.46

For example, PCAP has seven factor levels and therefore uj may take -3, -2, -1,
0, 1, 2, or 3 in accordance with its factor levels.

If estimated effects would have complete linear relationship, standard devia-
tion of η1j , σα, decreases to be 0. If not, uj is to be a insignificant factor. When
estimated effects would not have linear relationship but they would keep order
of factor levels, η1j and uj will contribute to effects.

Table 10 shows results of MEM-based ANCOVA with linear group-level pre-
dictors. Here, Nominal Level for each factor was converted to 0. In comparison
with Table 7, each factor had consistently ordered effects while the difference
between adjacent effects of each factor was not always equal. This modeling
keeps goodness of fit statistics MMRE = 0.21 and PRED(20) = 0.57. For
PRED(10), simple, concatenated, and linear MEM-based ANCOVA showed
0.35, 0.30, and 0.41, respectively. Thus, linear group-level predictors worked well.

This model also improved its understandability. Because Nominal Level of all
factors were near 0, it was easy to understand how logarithm of productivity
changes from Nominal level to other levels. Furthermore, we can easily obtain a
standard productivity model which assumes all factors are Nominal by adding
effects at Nominal Level and intercept. Here, standard productivity models from
MEM-based ANCOVA and IPR are as follows:

(productivity from MEM-based ANCOVA) = 594.1 · (Duration)−0.018 (15)

(productivity from IPR) = 625.2 · (Duration)−0.177 (16)

Baselines of these models were different by approximately 5% (625.2/594.1 �
1.05) and it did not matter here. The difference of their powers was critical.
Table 11 shows how the difference of powers influences on interpretations of
these productivity models. Here, a range of Duration in the COCOMO dataset
is from 2.0 to 72.0.

In case of MEM-based ANCOVA, productivity is assumed to be almost con-
stant between the shortest-term project and the longest-term project if they
are average projects regarding PCAP, RVOL, SCED, STOR, and TIME. By
contrast, a productivity model by IPR assumes that productivity of the longest-
term project is as half as that of the shortest-term project. This study preferred
MEM-based ANCOVA model to IPR model because of better goodness of fit.

From these results, we concluded that MEM can improve a productivity model
using group-level predictors.



290 S. Amasaki

6 Conclusion and Future Works

This study examined how mixed-effects models worked well for analyzing un-
balanced datasets. MEM-based ANOVA and ANCOVA could estimate all ef-
fects correctly from unbalanced datasets and they are easy to interpret. They
also could identify partially-confounded factors and could include them into a
productivity model simultaneously. As a result, MMRE and PRED(20) were
improved to 0.21 and 0.57. Furthermore, it was confirmed that group-level pre-
dictors were useful for improving understandability of a model.

Group-level predictors can be used for other purpose such as multilevel anal-
ysis. By using multilevel analysis, the difference among software development
organizations, teams, or countries may be explained by group-level characteris-
tics while considering individual-level characteristics. Examining mixed-effects
models for multilevel analysis is future work.

In terms of productivity analysis, other software data must be analyzed with
mixed-effects models. For example, public datasets on PROMISE repository[8]
such as cocomonasa datasets were easily obtained. We can expect new findings
from comparisons among results of these analyses.
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Abstract. GQM+Strategies is an approach designed to help the software indus-
try develop measurement programs that are aligned with business goals. The re-
sulting structure, which aligns metrics (GQM goals) and business goals, is called
a grid. Usefulness (quality) of the grids depends on how well the environment is
characterized by the grid elements. Our research objective was to construct a tool
which would support and improve the context/assumption definition and strat-
egy selection activities of the grid derivation process. The constructive research
work took place between two pilot applications of the GQM+Strategies approach.
The first one identified key requirements, while the second one was used to test
the tool. For the validation we used a questionnaire to assess practitioners’ feed-
back regarding usefulness of the tool. We augmented the GQM+Strategies tool-
box with the SAS tool. The principles used to design the tool complement the grid
derivation process and practices. Two industrial pilot applications of GQM+Strat-
egies demonstrated the usefulness of the SAS tool.

Keywords: GQM+Strategies, GQM, SAS, Strategies Abstraction Sheet.

1 Introduction

Software engineering (SE) researchers are confronted with the influence of the context
(environment) on empirical findings. The same influence is observable in the software
industry. A good solution for one company may not be so good for or can even be dis-
astrous for some other companies. Software metrics programs are especially vulnerable
to the influence of context [1]. Kautz [2] pointed out that decoding context is a key to
successful measurement programs; it is not a matter of following general principles and
guidelines, but of adjusting each to suit a specific company [2], [3]. Umarji and Seaman
[3] proposed contextual interviews to support metrics programs.

In the early 1990s, the GQM (Goal Question Metric) [4] approach was accompanied
by the Quality Improvement Paradigm (QIP) [5]. QIP is a set of heuristics that applies
iterative procedures to software quality improvement through systematic use of feed-
back information that is collected using goal-oriented measurements. The QIP cycle
includes the activity of characterizing the current project and its environment (con-
text). This provides a mechanism to deal with context when conducting GQM–based
measurement programs. In recent years, Basili et al. developed the GQM+Strategies1

1 GQM+S trategies R© is a registered mark of the Fraunhofer Institute for Experimental Software
Engineering, Germany and the Fraunhofer USA Center for Experimental Software Engineer-
ing, Maryland.

M. Ali Babar, M. Vierimaa, and M. Oivo (Eds.): PROFES 2010, LNCS 6156, pp. 291–305, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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approach [6] with the explicit purpose of bridging the gap between business goals and
measurement programs at the operational level. The resulting structure, which aligns
metrics (GQM goals) and business goals is called a grid. The second novelty of the new
approach was that it was the first time a measurement approach was explicitly taking
business environment into account. Environment related information is documented as
a grid element, and is retrieved when interpreting metrics data.

Research work with GQM+Strategies is in the early phase; there are no published
practical experiences yet with the use of this method. The first version of the method
was published in 2007 as a white paper [6]. A series of publications was published to
illustrate the method’s usefulness on hypothetical examples [7], [8].

As a part of our previous research, two pilot applications of the GQM+Strategies
method were carried out with Finnish ICT companies. These pilots provided us with
valuable feedback about how to improve the derivation of the GQM+Strategies grid.
After the first pilot, we recognized the necessity of having appropriate tools that would
accompany the GQM+Strategies method. Under “tools” we consider not only soft-
ware applications, but also some additional procedures and methods. For example,
the toolbox should contain tools for structuring discussions, for visualization of the
GQM+Strategies grid, for analyzing relevant context, and so on.

In virtue of those needs we specified the objective of our constructive research as
the development of a tool with the purpose of improving grid derivation activities, such
as context/assumption definition and strategy selection. Based on feedback from the
first pilot, we selected two of the most important requirements that such a tool should
meet: ability to document relevant contextual information, and ability to guide/structure
group-discussion sessions.

We designed a strategies abstraction sheet (SAS) tool for the second pilot. The pilot
was used as early empirical validation of the tool. For the validation we used a ques-
tionnaire to assess participants’ feedback regarding the usefulness of the tool.

The rest of the paper is structured as follows. Section 2 gives a short overview of
the GQM abstraction sheet, and explains GQM+Strategies’ concepts and grid deriva-
tion process. The motivation for our constructive research is elaborated in Section 3
with discussion of the importance of context for the grid derivation. The strategies ab-
straction sheet tool is explained in Section 4. Early validation results are presented and
discussed in Section 5. Section 6 concludes the paper and states our final remarks.

2 Background and Related Work

The foundation of the GQM paradigm was laid out at the Software Engineering Lab-
oratory (SEL) in the beginning of the 1980s. Even though the method was originally
developed for research purposes, in a relatively short period it was recognized by the
software industry as a viable solution for establishing measurement programs. The
method quickly evolved beyond its initial purpose. Almost 30 years after inception of
GQM, the method’s evolution culminated with recent development of GQM+

Strategies.
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2.1 GQM Paradigm and Abstraction Sheet

The main concepts of the GQM paradigm [4] are: goals, questions, and metrics. Goal
documents the objectives of measurements. Basili et al. [4] specified five dimensions of
a GQM goal as: object of study, purpose, quality focus, viewpoint, and context. Further
on, a set of questions operationally defines a GQM goal. Answers to the set of questions
should clearly indicate whether the goal is achieved or not. Finally, a set of measures is
associated with every question so as to answer it in a quantitative way.

The GQM paradigm advocates top-down metrics derivation, with the purpose of
ensuring a meaningful definition of metrics. The interpretation process goes bottom-up.
One of the benefits of the goal-driven measurement approach is the definition of what
data is really needed with the possibility to reuse metrics and questions for different
GQM goals.

The GQM approach package includes a GQM abstraction sheet [9], a tool for deriva-
tion of questions and metrics from GQM goals. The tool is used during interviewing
sessions or group discussions. One of the main advantages of the abstraction sheet tool
is its ability to expose implicit models and to formulate them into questions and met-
rics [10]. The structure of a GQM abstraction sheet is depicted by four quadrants and
a header. The header represents the GQM goal with five dimensions: object, purpose,
quality focus, viewpoint, and environment, while the quadrants [9] represent: (I) vari-
ation factors, (II) quality focus, (III) baseline hypothesis, and (IV) impact of variation
factors.

Interviewees are asked to propose relevant attributes to describe the goal’s quality
focus (second quadrant). Further on, the interviewees are expected to hypothesize val-
ues of the quality focus attributes (third quadrant). After that, a discussion of variation
factors and their impact on the baseline hypothesis takes place (first and fourth quad-
rants). If needed changes in quality focus and the baseline hypothesis can be made, the
entire process is iterative.

Because the interpretation process is seen as structured discussions and dialogs be-
tween the GQM measurement team and others (developers, managers, testers, analysts,
etc.), it is important to expose implicit models at the beginning when specifying the
data to be collected.

2.2 GQM+Strategies

GQM+Strategies [6], [8] is an extension of the GQM approach [4]. The GQM approach
provides a method for an organization or project to define goals, refine those goals down
to specifications of data to be collected, and then to analyze and interpret the resulting
data with respect to the original goals. However, it does not provide a mechanism for
linking high-level business goals to lower-level goals or supporting and integrating dif-
ferent goals at different levels of the organization, such mechanisms are provided by
GQM+Strategies.

GQM+Strategies introduced several new concepts: goals, strategies, context/assump-
tions, and interpretation model. Discernment is made between goal and GQM goal. The
goal is a business goal, and it can be very abstract and difficult to operationalize, while
GQM goals are also referred to as measurable goals. Business goals are further refined
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“Elicit General Context &
Assumptions”

1. Gather the general context for
your organization
2. Identify general underlying
assumptions

“Define Top-Level Goals”

1. Identify an initial set of potential
high-level goals*
2. Prioritize goals and select most
important ones*
3. Formalize selected goals using
the goal template*

“Make Strategy Decisions”

1. Brainstorm potential strategies
for each selected high-level goal*
2. Decide on a strategy*

“Define Goals”

1. Elicit the implications of the
chosen strategy with respect to
the next level*
2. Identify potential goals (for the
chosen strategy)*
3. Select the most promising
goals considering feasibility, cost,
and benefit*
4. Formalize selected goals using
the goal template*

“Define GQM Graphs”

1. Define GQM goals for each
selected GQM+Strategies goal on
the appropriate level*
2. Specify the GQM graph for
evaluating the achievement of the
goal*
3. Identify relationships between
the interpretation models on this
level and ones for the level
above, if existing*

Can one or
more strategy be

refined (by another
goal level)?

Are there
GQM+Strategies

goals defined on the
next lower level

in the grid?

[Top-level
GQM+Strategies
goal is defined]

[No]

[Yes][Yes]

[No]

* In addition document context and assumptions

Fig. 1. GQM+Strategies grid derivation process. Source: [7].

by strategies. The end result of applying strategies is more concrete goals. Using this
mechanism, abstract business goals are brought to the level where operationalization is
possible. Business goals are formalized by using the business goal template (Table 1).
The template documents the basic activity that should be performed in order to accom-
plish the goal, the main (quality) focus of the goal, the object under consideration, the
quantification of the goal specified by a magnitude, the timeframe in which the magni-
tude has to be achieved, the scope, and basic constraints that may limit accomplishing
the goal. Furthermore, potential relationships with other goals are listed.

The Goal+Strategies element represents a single goal and derived strategies, includ-
ing all context information and assumptions that explain the linkage between the goal
and the corresponding strategies. The GQM graph is a single GQM goal that measures

Table 1. GQM+Strategies goal formalization template with “Splash” product example [7]

Goal template Example

Activity Increase
Focus Customer satisfaction

Object “Splash” product
Magnitude 10% reduction in number of customer complains
Timeframe 12 weeks after release, beginning in one year

Scope (Context) Web products development division, Splash product manager
Constraints Splash price and functionality ability to sustain CMMI levels

Relations Can conflict with development cost goals, schedule goals, etc.



SAS: A Tool for the GQM+Strategies Grid Derivation Process 295

the element. The GQM+Strategies grid is an integrated collection of all GQM+Strate-
gies elements, GQM graphs, and all links.

GQM+Strategies also introduces the concept of levels. Top-level business goals exist
on strategic levels. Furthermore, the goal derivation process addresses lower levels (e.g.,
the operational level). The concept of levels is convenient for grouping and organizing
GQM+Strategies elements.

The entire process of deriving business goals and measurable goals is consolidated
through the interpretation model. During the interpretation process, measured GQM
goals and the status of the context/assumption variables influence assessment of busi-
ness goal realization.

The GQM+Strategies grid deviation process [7] is flexible and allows different ap-
proaches, starting from top-level business goals down to addressing lower-level goals
or vice versa. During the derivation process, two parallel threads are running (Figure 1):
(1) one is related to defining business goals, context/assumption elements, and strate-
gies for addressing goals, and (2) the other is related to defining measurable goals and
actually deriving the GQM graph.

In the following we give an overview of the grid derivation process [7].

Elicit General Context and Assumptions. The organizational (business) environment
is modeled by specifying context factors and assumptions.For example, corporate vision
and mission statement represent general context elements for top-level business goals.

Define Top-Level Goals. First, an initial set of high-level goals is identified. Second,
the goals have to be prioritized and analyzed for potential conflicts. Third, the selected
goals are formalized using the GQM+Strategies goal template (Table 1).

Make Strategy Decisions. First, a list of potential strategies for achieving the business
goals is identified. Second, the most promising strategy has to be selected, considering
the cost and benefit analysis.

Define Goals. If it is possible to refine strategy by another goal level, first the impli-
cations of the chosen upper-level strategies with respect to lower level goals have to
be determined. Second, potential lower-level goals are identified based on the analysis.
Third, the most promising goal with respect to feasibility, cost, and benefit is selected.
Fourth, the most promising goals are selected and formalized using the GQM+Strate-
gies goal template.

Creating the measurement branch of the grid for each goal and strategy level is not an
isolated task; that is, the metrics derived across different levels of the GQM+Strategies
model will usually overlap. Moreover, an interpretation model for a higher-level goal
may only be defined completely if the lower-level pieces have already been modeled.

Define GQM Graphs. The GQM Graph derivation process is well documented in the
literature2.

2 For example, see: van Solingen, R., Berghout, E.: The Goal/Question/Metric Method. The
McGraw-Hill Company, Maidenhead; England (1999).
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3 Importance of Context

In everyday life, the term context is often used, and its meaning is understandable.
According to Webster Dictionary3: context [noun] /Date: circa 1568/ (1): the parts of a
discourse that surround a word or passage and can throw light on its meaning (2): the
interrelated conditions in which something exists or occurs: environment, setting.

A more computer-science related formulation of the context is circumstances or sit-
uations in which a computing task takes place [11]. All these definitions refer to con-
text as surroundings or environment. GQM+Strategies specifies the concepts of context
and assumptions which differ slightly, but at same time are related to the general under-
standing of context as environment. Context/assumption elements are used to document
(model) environment. Facts about the environment are modeled with context variables,
while uncertainties are modeled as assumptions (predictions) [6].

We differentiate external from internal environment. The most natural way to define
external environment is as circumstances beyond corporate (organizational) boundaries
(e.g., the market, technology, etc.), while internal environment is a characterization of
the organization itself. This differentiation of environments is important, because often
internal environment is neglected and more attention is given to external environment.

Context (environment) has much deeper implications on a grid derivation process
than just documenting context/assumption elements. Any decision, especially a strate-
gic one, depends on numerous contextual conditions, and on an infinite number of com-
binations of those conditions. Therefore, decisions are based on a simplified view of the
context. Such simplification is possible because only the finite subset of context vari-
ables is relevant for a given situation and related decisions [12].

The decision about which business goals are selected/defined depends on the context.
The decision about which strategies will be defined/used to achieve those business goals
also depends on the context. Actually, the entire GQM+Strategies grid is shaped by
contextual information.

High-quality GQM+Strategies grids have an ability to guide an organization in
achieving their business goals and strategies. That ability depends on the methods ca-
pability to “capture” relevant context (internal and external environment). GQM+Strat-
egies adaptation can be successful only if it produces high-quality grids.

In the following section we will introduce the strategies abstraction sheet (SAS).
Our intention is to emphasize the importance of context when defining or selecting
strategies, and therefore we call it a strategies abstraction sheet.

4 Strategies Abstraction Sheet (SAS)

Our work extends the state of the art and practices by augmenting the GQM+Strate-
gies toolbox with the SAS tool. The tool is designed for use with the GQM+Strategies
approach, with the purpose of exposing relevant contextual information. The relevant
contextual information is of high significance for the context/assumption definition and
strategy selection activities of the grid derivation process. The principles used to design
the tool, such as variation factors analysis and context dynamics analysis, complement

3 Merriam-Webster Online Dictionary: http://www.merriam-webster.com
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the grid derivation process and practices. To the best of our knowledge, this is the first
such tool.

4.1 SAS Research Requirements

SAS is designed as an effective tool4 for the grid derivation process. We define ef-
fectiveness as the capability of the grid derivation process to maximize the impact
of context on the resulting GQM+Strategies grid by documenting the relevant subset
of contextual variables and assumptions. This we will consider as our main research
requirement (R1).

Requirement R1: Construct a tool which is able to elicit implicit knowledge about
contextual variables and assumptions for GQM+Strategies business goals.

Usually business related decisions are made in closed groups of people. Therefore,
we recognize the need for the tool to be able to manage group sessions by guiding
(focusing) and structuring discussions. This is the second research requirement (R2).

Requirement R2: Construct a tool which is able to facilitate sessions of experts’ group-
discussion during the GQM+Strategies grid derivation process.

An implicit requirement for a tool that aims to guide experts’ group-discussion
sessions is to address threats to the session results. The threats are conformity, bias,
and personality. Conformity manifests the tendency of individuals to self-correct theirs
opinion according to the group’s opinion. Also, some individuals can be biased if their
opinion is under the influence of seniors or executives. Naturally, different people have
different personalities, some of them “speak loudly” and try to impose their opinion,
while others are more closed and quiet.

Alike the GQM abstraction sheet, the structure of SAS is organized around four quad-
rants. Navigation through an abstraction sheet adds new principles to existing ones, and
we refer to them as the logic of SAS.

In parallel with the description of the logic of SAS, a hypothetical example will fol-
low. The purpose of the example is to illustrate steps and not to present a real-world
case example. Even with a real-world example, it is impossible for an outside reader to
determine the relevance of contextual elements. The example illustrates the hypothet-
ical use of the SAS tool for the business goal given in Table 1 (the “Splash” product
example), and it is not related to the pilot project used for validating the tool.

In the following sections we will present the structure, and explain the logic of SAS.

4.2 The Structure of SAS

The structure of SAS resembles GQM abstraction sheets, with four quadrants and a
header, but with the addition of a footer (Figure 2). Some principles from the abstraction
sheet were kept here, such as one sheet representing one business goal. The abstraction
sheet is used for exposing implicit models; now in our case, those models are contextual
variables and assumptions.

4 At this point our definition of the tool is as a concept and a set of procedures for how to use it,
not a software application.
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ACTIVITY FOCUS OBJECT SCOPE (CONTEXT)

CONSTRAINTS

MAGNITUDE

TIMEFRAME

STRATEGIES:

Context Focus

Variation Factors

Impact of Variation Factors

Baseline Hypotheses

Splash price and
functionality

Customer
Satisfaction

Product
“Splash”

Web products
development division,
Splash product manager

Increase

10% reduction in # of
customer complains

12 weeks after release, starting
in 1 year

H(2.) Non-
standardized
code testing
practices

1.) Process maturity  of web products
development division

2.) Testing practices  or software testing
process

H(1.) Ad-hoc
process (70%
projects on
CMMI level 1)

H(1.) All
project at
CMMI level 2

H(1.)
Transition to
CMMI level 2

H(2.) Proper
VAL and VER
practices
(CMMI)

V2.) Tool support for testing practices

V1.) Deviations from software process
improvement plan

I(V1):
* NOT having all projects at CMMI level 2
* decrease of customer satisfaction as effect
of implementing CMMI maturity level 2
practices

I(V2):
* in-house development of support tool
* development of product support library

S1. Build reliability in (e.g., implement fewer defects)
S2. Test reliability in (e.g., remove more defects)

NOW TIMEFRAME END

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.
Step 6.

Step 7.

Step 0.

Fig. 2. Strategies Abstraction Sheet (SAS). Illustrated on “Splash”example.

The four quadrants of the strategies abstraction sheet are: (I) variation factors, (II)
context focus, (III) baseline hypothesis, and (IV) impact of variation factors.

GQM+Strategies business goals are more complex than GQM goals. They are de-
fined by eight elements (goal formalization template Table 1); herein the SAS structure
is more complex. The header of a SAS presents four elements (dimensions) of a busi-
ness goal: activity, focus, object, and scope.

Constraints are presented as designated context focus elements in the second quad-
rant. They indeed represent the special context elements. They are special because we
take them for granted, usually because we do not have mechanisms to affect them or to
change them. It is possible that some context focus elements became constraints after
analyzing variation factors.
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The magnitude and timeframe of a business goal are depicted in the form of the third
quadrant’s header. The magnitude quantitatively characterizes the degree of change.
The nature of the change is specified by activity and focus goal elements. Timeframe
can be specified in a qualitative and/or quantitative manner, but in such a way that allows
calculation of absolute time (calendar time).

The entire baseline hypothesis quadrant (third quadrant) is divided into three
columns which represent a simplified time-line. The first column represents the cur-
rent moment (NOW column, Figure 2), while the third column (TIMEFRAME END
column) is reserved for the future moment when the achievement of the business goal
is expected.

The first and fourth quadrants are used for analysis of variation factors. After doc-
umenting relevant contextual information for why a business goal is or is not realistic,
strategy proposals are written down in the footer section.

4.3 The Logic of SAS

The business goals and strategies definition/selection is usually done by a group of peo-
ple. Therefore, the SAS tool will rarely be used in one-on-one interviewing sessions.
After having defined a business goal according to the GQM+Strategies goal formal-
ization template (Table 1), the initial step is to collect context focus proposals. This is
achieved by SAS scoring.

Step 0 and Step 1: SAS Scoring and definition of context focus elements. A con-
venient way to nominate relevant context focus elements is to use a simple scoring
mechanism —SAS scoring. Before the scoring, the business goal is depicted in the ab-
straction sheet as described in Section 4.2 (Step 0). Scores are obtained by probing the
question: Is the goal realistic (feasible)?

The four-point scoring scale is defined as follows: (1) The goal is extremely unreal-
istic, (2) The goal’s feasibility is questionable (uncertain), (3) The goal is feasible with
acceptable level of uncertainties, and (4) The goal is realistic.

The purpose of scoring is to initiate discussion about relevant context focus elements.
Accordingly, the scoring scale is designed in such way as to force opinion from partic-
ipants, negative opinion (presented with lower points, 1 and 2), or positive opinion (3
and 4); there is no mid-point for neutral answer. Scoring is very useful in guiding group
sessions; the extreme negative or positive opinions should be discussed first.

The initial definition of context focus elements (Step 1 in Figure 2) is done after
analyzing (discussing) why participants believe that goal is or is not feasible.

EXAMPLE. For the business goal given in Table 1, the participants responded with
negative opinions regarding goal feasibility. Their concerns were that a software devel-
opment process has chaotic behavior and that testing practices were not uniform across
the entire development process. As a result of discussion, an agreement was reached
for two context focus elements (Figure 2): 1.) Process maturity of the web products
development division, and 2.) Testing practices or a software testing process.

Step 2: Hypotheses setting. After defining relevant context focus elements, the next step
is to determine the current status of context elements. It is possible to set hypotheses in
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quantitative or in qualitative (descriptive) form. Quantification, if possible, is welcomed
because it can significantly increase understanding of context among participants.

The current status of context elements is documented in the first column of the base-
line hypotheses quadrant (Step 2 in Figure 2).

EXAMPLE. For the context focus elements defined in the previous step (Figure 2) the
baseline hypotheses were defined as: H(1.) Ad-hoc process with 70% (majority) projects
on CMMI level 1, and H(2.) Non-standardized code testing practices.

Regarding testing it was noted that testing efforts are more focused on code (unit
testing) than on other forms of testing.

Step 3: Analyzing the dynamics of context focus. Changes in environment are per-
ceived through the time component. The ability to define/make good strategy is depen-
dent on the ability to predict future changes or events in the environment (e.g., market
changes or a shift to the new paradigm or technology, etc.). Therefore, in this step
participants are asked to describe/predict how the baseline hypotheses will look in the
future when it is expected to reach a business goal (when the timeframe expires).

EXAMPLE. The timeframe for analyzing context dynamics was about 1.5 years, ac-
cording to the business goal timeframe: 12 weeks after release, starting after one year.
The important question was how the context elements would look in 1.5 years’ time.
The predicted future status of the context focus elements were: H(1.) All projects at
least at CMMI level 2, and H(2.) Proper VAL and VER practices (CMMI terminology)
implemented.

For the first context focus H(1.), it was known that it will be affected by software
process improvement plans and the transition to CMMI level 2, while for the testing
practices H(2.), there was an evident need to implement validation and verification prac-
tices in order to increase satisfaction of customer needs and requests. However, those
practices are CMMI level 3 practices, and participants were not specific as to when or
how the implementation could occur (mid-column was left blank in Figure 2).

Step 4: Defining variation factors. Variation factors analysis (Steps 4 and 5) is one of
the major benefits of using the SAS tool for grid derivation. Any strategic decision is
a consequence of environment (context); therefore it is important to document relevant
context information. However, we do not have the technology nor the capability to doc-
ument all of the numerous contextual facts and variables, but just a limited subset. The
objective is to ensure the presence of the most relevant contextual facts and variables
inside that limited subset. One important mechanism to achieve that is variation factors
analysis.

In Step 4 all related events that have or could have influence on context focus ele-
ments are discussed and the most significant ones are documented as variation factors.

EXAMPLE. The possible variation factors were specified as (Figure 2): V1.) Deviations
from the software process improvement plan, and V2.) Tool support for testing practices.

For the majority participants, the software process improvement plan was considered
ambitious. With a history of constant priority changes by managers, it is expected that
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some process improvement initiatives will be postponed. Secondly, the level of adopting
new testing practices depends on adequate tool support. Particularly, it was pointed out
that some changes in product architecture and design could enable efficient defects
detection and reporting even before a customer reports them as issues.

Step 5: Specifying impact of variation factors. In this step, the possible implications
of the variation factors are specified and documented.

EXAMPLE. For the identified variation factors (Figure 2), the impacts of variation
factors were perceived as: I(V1.) Not having all projects at CMMI level 2, and decrease
of customer satisfaction as effect of implementing CMMI maturity level 2 practices,
and I(V2.) The need for in-house development of a support tool, and development of a
product support library.

Step 6: Analysis of variation factors impact and documenting context/assumption
elements. After having done the variation factors analysis (previous two steps), we
analyzed the impact of variation factors on the baseline hypotheses. We see this step as
the point when it is possible to determine if relevant information regarding environment
(context) will be considered as a context or an assumption element of the GQM+Strate-
gies grid. Also, it is possible that the impact of variation factors is so large that it reveals
serious problems with the goal’s dimensions, such as magnitude and timeframe. In that
case, it is necessary to iterate the goal definition step and to change it.

Analysis of the impact of variation factors is crucial for shared understanding of
context (environment) among participants, and only after a common understanding is
reached it is possible to document the most relevant context and assumption elements.

EXAMPLE. For the example in Figure 2, the following context elements were
documented:

[C1] Web products’ development process is immature, with the majority of projects
at CMMI level 1

[C2] Testing procedures are not standardized and are focused on code (unit) testing
[C3] A CMMI-based software process improvement initiative is ongoing

Assumptions:

[A1] In time for the first release after one year, all projects will be at least at CMMI
ML2

[A2] Stabilizing the development process on ML2 will not have impact on customer
satisfaction

[A3] Implementing VAL and VER practices will contribute to increasing customer
satisfaction

[A4] In-house development of needed testing tool support and product support li-
braries is possible within given timeframe (1.5 years)

For example, without analysis of variation factors’ impact, the assumption [A1] would
be documented as a context element. Participants were so certain of the hypothesis
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H(1.): ”all projects at CMMI level 2” in Step 3 that they would took it as a context
element instead of an assumption.

To establish proper VAL and VER practices, an additional effort has to be invested
in establishing those practices and developing some custom-made in-house solutions.
The question of whether all that could be done in one and half years was answered by
assumption [A4], that such development is possible. The possible scenario might be
that, on the lower level (operational level), developers who were supposed to do the
actual work of development while at same time defining their goal, set an assumption
which would negate (contradict) assumption [A4]. Even if they have sufficient evidence,
they could set a context element which would negate assumption [A4]. Such a situation
has to be addressed during feedback sessions when the entire grid is presented and
discussed.

Step 7: Elicitation of strategy proposals. The result of the previous steps should be
a common understanding of the business goal’s context among participants and docu-
mented relevant context and assumption elements. The final step, Step 7, has an objec-
tive to elicit a set of strategy proposals. Those strategies are considered in the “Make
Strategy Decisions” activity of the grid derivation process (Figure 1).

EXAMPLE. Strategy proposals for the example case (Figure 2) were: S1. Build relia-
bility in (e.g., implement fewer defects), and S2. Test reliability in (e.g., remove more
defects)

In general, the strategy proposals are in the direction of avoiding (minimizing) ob-
stacles (problems) or in the direction of utilizing advantages, identified during context
analysis, or a combination of both.

The SAS tool provides useful mechanisms to address conformity, bias, and person-
ality threats. Those mechanisms are SAS scoring and variation factors analysis. Before
the scoring, there are no discussions which could affect individual opinions; the act of
scoring should be done simultaneously by all participants (we used printed cards with
numbers; scoring was done by raising cards). The act of scoring provides the starting
position, which is not affected by the threats. After collecting the initial context fo-
cus proposals, variation factors analysis is aimed at providing equal opportunity for all
participants to justify their evaluation (score) through an analytical process. The most
serious threat is personality; the moderator of the session should take care of different
existing personalities. The bias, especially between senior executives and lower levels,
can be significant. A good strategy to deal with it is to separate groups and to facilitate
multi-sessions during the grid derivation process.

5 Early Validation

In our previous research we did two pilot applications of the GQM+Strategies method
with two Finnish companies. The first pilot was done within an ICT company which
has been present in the market for more than 15 years. In that period it has grown from
a small company to a multinational organization, having operations in nine countries
worldwide. The main focus of the company is development of the tools for testing spe-
cific systems. The second pilot was carried out within a division of a large international
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ICT company with 24 branches on three continents (North America, Europe, and Asia)
and over 4.000 employees. The primary products of the company are the embedded
systems used in telecommunications. The software development unit where the pilot
was carried out is located in Finland, has about 20 software engineers, and the entire
site employs over 100 people.

During our first pilot, we recognized the requirements for a tool. Therefore, in the
preparation phase for our second pilot, we designed the first version of the tool. The
second pilot project consisted of two group sessions. At the end of the second pilot,
during the feedback session, we used a questionnaire to assess practitioners’ opinions
regarding the usefulness of the GQM+Strategies approach and the SAS tool.

5.1 Design of Questionnaire

The questionnaire contained multiple-choice questions regarding the GQM+Strategies
method and the SAS tool. We decided to validate the tool requirements (R1 and R2, Sec-
tion 4) with one question each. Here we will focus only on the SAS relevant
questions.

Question A addresses requirement R1, How well did the resulting grid represent and
document your context (external and internal environment)? The answers were given
on a scale from 1—context is poorly represented and documented—to 5—all contextual
elements are well represented and documented, or 0—do not know.

Question B addresses requirement R2, How much did the SAS tool help in focusing
and structuring brainstorming discussions? The answers were given on a scale from
1—did not help at all—to 5—it helped significantly, or 0—do not know.

5.2 Results and Discussion

Results of the questionnaire are given in Table 2. Overall, 12 people participated in the
study. Three (25%) were representatives of top-management, four (33%) were from mid-
level management, and five (42%) were developers representing the operational level.

The practitioners agreed that the resulting GQM+Strategies grid documented their
context adequately (Mode=3,4). While in the second question we identified one outlier,
after further data examination we concluded that this one participant was not present
in the sessions when the tool was presented and used. Therefore, we excluded that data
point and recalculated the descriptive statistics (Question B*). According to the results,
there was a consensus among practitioners that the SAS tool helped in structuring dis-
cussions during the GQM+Strategies grid derivation process (Q1 = Median = 3 and
Q3 = 4).

Table 2. Descriptive statistics for the questionnaire results for the questions A and B. Outliers
were identified as observation X for which: X < Q1 − 1.5 · IQR or X > Q3 + 1.5 · IQR is true.

Requirement N Min. Mode Max. Range Q1 Median Q3 IQR Outliers

Question A R1 12 2 3, 4 4 2 3 3 4 1 0
Question B R2 12 0 3 4 4 2.5 3 4 1.5 1
Question B* R2 11 2 3 4 2 3 3 4 1 0
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We refer to this study as an early validation because it is the very first application
of GQM+Strategies that used the SAS tool. In the case where participants have had no
prior experience with or knowledge about GQM and the GQM abstraction sheet, we see
these results as very encouraging.

To these results we will add our observations made during the pilot projects. Compar-
ing the first pilot, where we had no tool for guiding group discussions, with the second,
where we used the SAS tool, the result was documented, relevant contextual informa-
tion with much less effort. Top-management representatives, who had no prior expe-
rience with the GQM abstraction sheet, at first tried to compare SAS with the SWOT
(Strength, Weaknesses, Opportunities, Threats) tool. Therefore, a comparison of SAS
and SWOT tools should be included when presenting SAS to such an audience.

5.3 Validation Validity

The major threat to internal validity was the small subject-group, which was at the
same time one of the project constraints. For this type of project, it is very difficult to
obtain a larger group of participants with adequate representatives from all hierarchical
levels. One possibility to address small subject-groups is to ask more questions. We
decided to limit the length of the questionnaire as the only way to get commitment
from the top-level executives. Therefore, we find it important to replicate this study
and to increase the tool’s experience base. Further replications will also contribute to
addressing external validity. The subjective opinion of the participants is in favor of the
SAS tool helping them in their case, but still it is not a guarantee that it will be equally
successful in other cases.

In similar empirical studies, introducing a couple of new things at the same time
would be considered a threat to validity. In our case, introducing the concepts of the
GQM+Strategies method and the SAS tool had a positive-loop effect. The tool helped
in understanding the method’s concepts from a different angle, while the method helped
in explaining the structure of SAS. The only disadvantage is that the method evaluation
questions had priority over the tool evaluation questions when the limited space of the
questionnaire has been distributed.

6 Conclusions

Without a proper understanding of context information it is virtually impossible to de-
fine and especially interpret software metrics. Context information needs to be defined
in the early phases of measurement planning. GQM+Strategies enhances the GQM ap-
proach with explicit linking of metrics and measurement goals to strategy and busi-
ness goals. The definition of business context is required in GQM+Strategies planning
and interpretation activities. The main contribution of this paper is the introduction
and early validation of the SAS (Strategies Abstraction Sheet) tool which helps in the
GQM+Strategies grid derivation process. The logic of the tool is described and the de-
scription is supported with a practical example.

The SAS tool supports and improves the context definition and strategy selection
activities of the grid derivation process. The tool is based on a concept and set of
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procedures for how to use it. The SAS tool is not a traditional software application.
The requirements for the tool have been elicited during an industrial pilot application
of GQM+Strategies. The design principles include variation factors analysis and con-
text dynamics analysis, complemented by the grid derivation process and practices.
The validation of the tool has been carried out during the second pilot application of
GQM+Strategies. The two pilot applications demonstrate the usefulness of the tool. The
use of the tool helped structure discussions during the GQM+Strategies grid derivation
process. The resulting GQM+Strategies grid documented their context adequately with
much less effort by the tool users.

We recognize that the final validation of the tool requires further empirical research.
Replication of this kind of study is challenging, but this early validation is already very
encouraging.
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Abstract. A good understanding of the influential factors to software develop-
ment effort and further precise effort estimate are undoubtedly crucial to any 
cost-effective and controllable software development projects. In most effort es-
timation researches, a large dataset is always a necessary basis of estimation 
modeling, model calibration and method validation.  Among them, different at-
tributes and characteristics of project data will to a large extent affect the appli-
cable scope of particular research result. This research aims to identify the  
factors that significantly influence development effort, and to investigate how 
the influence works in Chinese software industry. In this study, six factors and 
their relationships to development effort are analyzed, prioritized and discussed 
based upon the dataset recording 999 projects from 140 software organizations 
in China. In terms of our analysis and findings, some suggestions for effort es-
timation and control are extracted to assist software practitioners in coping with 
various types of software projects. 

1   Introduction 

Software development is considered to be a human-intensive process, and its main 
cost is largely determined by the effort taken in it. Thereby, a good understanding of 
the influential factors to software development effort and further precise effort esti-
mate are undoubtedly crucial to any cost-effective and controllable software devel-
opment projects. Moreover, as software process improvement has been widely  
accepted and adopted in software industry, the organizations need more reliable and 
effective methods in predicting and quantitatively controlling project cost in order to 
improve their process management.   

In the research of software development effort estimation, various techniques, like 
expert judgment, algorithm-based models, analogy and machine learning, have been 
proposed and applied. However, it is difficult to get consensus on which model or 
method is better than the others [1], [2]. Furthermore, no matter what technique is 
used to estimate software development effort, it is always one of the key concerns of 
software practitioners: “What factors do influence software development effort and 
how they influence?” [1], [3].   
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In most effort estimation researches, a large dataset is always a necessary basis of 
estimation modeling, model calibration and method validation. Among them, differ-
ent attributes and characteristics of project data will to a large extent affect the appli-
cable scope of particular research result. For example, the accuracy of some model 
might be relatively high, but the difficulty in obtaining model inputs would be the 
holdback to its wide application.  

This paper aims to revisit the influence of the typical factors to software develop-
ment effort, but in the context of Chinese software industry. The large-scale dataset 
used in this research stores the project data of 999 projects from 140 software organi-
zations throughout China. It can be used to investigate the status quo of software 
development in China and to explore what factors affect development effort in these 
projects. Especially in this study, we attempt to identify the factors that significantly 
influence software development effort, and to investigate how they influence. Some 
suggestions for effort/cost estimation and control can be extracted to assist software 
practitioners in coping with different types of software project. 

This paper is structured as follows. Section 2 briefly introduces the dataset used in 
this study, enumerates the typical influential factors to effort and the associated re-
search questions. Next, modeling and analysis procedure and results are described in 
Section 3. Section 4 discusses the significance of the results for answering the re-
search questions with comments. Our conclusions are drawn in Section 5. 

2   Research Questions and Related Work 

This section introduces the dataset used in this study, discusses the possible influential 
factors with the related work, and proposes the corresponding research questions. 

2.1    CSBSG Dataset 

The dataset used in this paper is from China Software Benchmarking Standard Group 
(CSBSG). The CSBSG was established in 2006, and it aims to encourage and estab-
lish domestic benchmarking standards for system and software process improvement 
in Chinese software industry. The database was founded and is being maintained by a 
number of Chinese organizations within China Software Process Improvement Net-
work (CSPIN). The dataset used in our study is the latest version of CSBSG database, 
recording 999 software project data from 140 organizations located in 15 re-
gions/provinces across China.   

Although each project has many metrics recorded, this study only introduces those 
typical factors that possibly influence development effort and were relatively well 
recorded in the dataset. In fact, many of those factors have been discussed by other 
researchers, but there exist significantly different conclusions for each of them. For 
example, no agreement has been reached yet on whether new development costs more 
effort than enhancement. In this study, such influences with contradictious discussion 
are examined based on the analysis of our dataset. 
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2.2    Project Size 

Obviously, Project Size (PS) is an essential parameter for effort estimation that the 
majority of mainstream and classical effort estimation models all have used it as a key 
estimator. Particularly during the development of algorithm-based effort estimation 
models, a number of researchers have chosen the very similar formula in general like 
Effort=A+B*(Size)C, which explicates the close relationship between size and effort. 
For example, COCOMO, a well-known and widely adopted series of models for cost 
estimation, has continued to use the same form (as shown in Equation 1) for years.  

( ) ( )B
PM A Size EM∑= × ×∑ ∏  (1)

Hereby, in terms of our dataset, the first research question emerges as: 

RQ1: How does project size influence software development effort?  

2.3    Team Size 

Team Size (TS), in previous researches, has been identified as a variable influencing 
software productivity or effort [4], [5], [3], [6], and most of them agreed that increas-
ing team size will reduce productivity or increase effort. In [3], [6], both the average 
team size and peak team size had been observed and recorded. In this paper, TS is 
referred to the maximum number of members involved in the entire project life-cycle, 
as it is easier to measure than average team size over the project.  

RQ2: Will a larger team size cause extra expense in effort? 

2.4    Duration 

Duration (DUR) is measured with calendar days in this study, i.e. the number of days 
from the project commencement date to the end date (holidays inclusive). Some pre-
vious researches discussed the relation between productivity and duration. In [4], the 
authors found a seeming good regression model while adding duration, lines of code 
and team size together as independent variables, but they thought that is roughly the 
definition of lines-of-code (LOC) productivity and thus added nothing to their knowl-
edge. In terms of our project data, the recorded DUR is much longer than the expected 
schedule by experience; whereas, some projects even spent less than 3 man-hours a 
day. One possible explanation is that project members took part in multiple projects 
concurrently, and it could be another case that the schedule pressure was not much. 
Then another practical question comes out:  

RQ3: Will deadline extension cause additional waste of development effort? 

2.5    Development Type 

Development Type (DT) indicates whether a software project is new development, re-
development, or enhancement. Some researchers considered new development costs 
more effort than enhancement [3], and explained that while new development starts 
everything from scratch, software enhancement simply adds, changes, or deletes 
software functionality of legacy systems to adapt to changes in business requirements 
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[7]. On the other hand, some found no significant difference between them [8]. Some 
new development projects in ISBSG database also show higher productivity [9]. 
There is no consensus so far, and here we intend to revisit the influence in our dataset.  

RQ4: Does new development really cost more effort than enhancement? 

2.6    Business Area 

Business Area (BA) denotes the types of business within the organization or industry 
that the project/product will support. CSBSG dataset covers 13 business areas, i.e. 
Telecom, Transport, Finance, Retail & Inventory, Media, Energy, Generic, Health 
Care, Public Administration, Manufacturing, Construction, Education and Society 
Service. Nevertheless, the last three areas are not included in the later analysis due to 
the relatively small number of projects recoded in the dataset (less than 10).   

BA has been identified as one of the most significant factors influencing productiv-
ity for times [4], [10], [8], [9]. However, the most productive area is not consistent 
among the results by different researchers. For example, banking and assurance, 
which are classified as “finance” in CSBSG, are the most productive areas reported in 
[10] but the least in [9]. In practice, many factors, such as personnel application ex-
perience, software complexity, requirement volatility etc., would affect the software 
development for different areas [10], [9]. The state of software development for dif-
ferent business areas in China needs to be further studied.  

RQ5: Which business area is relatively more cost-effective?  

2.7    Programming Language 

The primary Programming Languages (PLs) in software project considered into this 
research are the ones with more than 10 observations in the dataset: ASP, C, C#, C++, 
COBOL, Java and VB. 

Some previous researches removed the language effect either by merely consider-
ing programs written in the same language or by converting all data into one language 
using conversion factors. Nonetheless, a number of researchers have found that pro-
ductivity varies with the level of the language [4]. As the language level increases, 
fewer lines of code are needed to deliver the same functionality. In [3], languages 
were classified by ‘generation’, and the analysis was seldom on the basis of specific 
language. In terms of CSBSG dataset, most frequently applied languages are the third 
generation languages (3GLs), and accordingly the analysis of language influence on 
productivity is based on the specific languages in this study. 

RQ6: Does programming language really matter in predicting effort? 

3   Analysis Procedure and Result 

3.1    Data Validation and Preliminary Analysis 

Project Size is recorded as “Size Total” in CSBSG dataset. For all the 999 projects, 
998 ones have their size measured by LOC, and only one exception of Project 8671 is 

                                                           
1 Each project was assigned an exclusive ID number from 1 to 999. 
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recorded in Function Points (FPs). Another 3 projects from the same organization (as 
Project 867) use the same primary language - Java, and have their sizes recorded in 
both FP and LOC. All ratios of LOCs per FP are 53, which is consistent with the 
transformation ratio reported in SPR documentation [11]. In that case, transforming 
the size of Project 867 into LOC metrics can be reasonable.  

The maximum Team Size were not given in these four projects, 3 values are filled 
up by comparing the phased team size records and selecting the maximum value, 
while the remainder has no phased team size recorded and is therefore excluded.  

In effort modeling, Actual Total Work Effort in man-hours is used as the depend-
ent variable, and the factors are intended to add as independent variables in the model. 
The modeling procedure and final result may reveal the possible relationships be-
tween factors and effort based upon CSBSG dataset. 

3.2    Model Development 

First, Table 1 lists the modeling variables, scales and descriptions for reference. 

Table 1. Summary of the variables considered in the modeling procedure 

Variable Scale Descriptions 
ln_effort Ratio Log-transformed Summary Work Effort 
ln_size Ratio Log-transformed Total lines of code 

ln_teamsize Ratio Log-transformed Maximum size of the development team 
ln_dur Ratio Log-transformed Total working days from Start to End Date 

DevType Nominal Development Type 
BusiArea Nominal Business area within the organization/industry that the  

project/application will be supporting 
Language Nominal Primary programming language 

Prior to model development, Effort, Project Size, Team Size and Duration are all 
taken natural log transformation to redress the skewness for these variables. Fig. 1 is 
the histograms of log transformed Effort, Project Size, Team Size and Duration, 
which show normal distribution well. 

 

Fig. 1. Distribution of log-transformed numerical variables 
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After that, the potential relationships between Effort and the factors (Project Size, 
Team Size and Duration) after log transformation are explored. The three graphs 
below (see Fig. 2) indicate that linear model can be used to approximate their rela-
tionships with effort. A multiple linear regression can be applied to develop our 
model. The linear model is supposed to be in form of: 

0 1 1 2 2 ... k kY X X Xβ β β β μ= + + + + +  (2)
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(c). log(Effort) against log(Duration) 

Fig. 2. Scatter plots of effort against factors 

Furthermore, the correlation analysis is employed to check whether the problem of 
multi-colliearity (strong correlations between independent variables) exists in the 
data. As recommended by Maxwell [12], Spearman’s correlation analysis is done to 
check the numerical variables’ independence; ANOVA (analysis of variance) is run to 
check the independence between the categorical variables and chi-square test for the 
relationship between the categorical and numerical variables. The result confirms that 
multi-colliearity within this data is not a problem. 

In the modeling procedure, three numerical variables, Project Size, Team Size and 
Duration, passed the check and can be added into one model; but there exist some 
correlations between any two of the categorical variables, i.e. DevType, BusiArea and 
Language. 

In addition, to explore the problem of missing values, the metrics with missing data 
are Duration (22), Development Type (13), and Team Size (1). According to the rule 
of thumb, a minimum sample size of 50+8k for multiple regression analysis is sug-
gested [13]. The valid sample size here is acceptable.  

Once the above issues are solved, the regression model can be developed by fol-
lowing the two steps recommended in [12]. At the same time, we also use the statisti-
cal tool (Stata [19]) to assist our analysis.  
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• Step 1: Stepwise regression analysis with numerical variables  

Performing stepwise regression procedure helps to determine the relative importance 
of each numerical independent variable’s relationship to the dependent variable. It 
only takes the variables available for nearly every project into consideration. In our 
dataset, missing value for the numerical variables, i.e. ln(size) (abbreviated as lsize), 
ln(duration) (as ldur), ln(TeamSize) (as lteam) in statistical analysis is very little as 
discussed above, and no problem to apply this procedure.   

.sw regress In_effort In_size In_dur In_teamsize pr(.05) 
                  Begin with full model 
P<0.0500            for all trems in model 

Number of obs = 992  F( 3, 988) = 797.17  Prob > F = 0.0000 
R-squared = 0.7076  Adj R-suqared = 0.7068 Root MSE = .61355               

In effort Coef.          Std. Err.        t        p > t   [95%  conf.   Interval] 

In_size 
In_dur 
In_teamsize 
    cons 

.2986532    .0238871    12.50    0.000       .2517778     .3455286 
 .535817    .0323085     16.58    0.000       .4724159     .5992181 
.6862529    .0338465    20.28    0.000       .6198336     .7526723 
 1.08979    .1897075     5.74      0.000       .7175139     1.462066 

Srouce ss df MS

Model  
Residual 

900.266105 
371.92449 

3
988

300.088702 
.376444787 

Total 1272.19355 991 1.28374728 

 

Fig. 3. Results for forward stepwise regression 

The result of running a forward stepwise regression procedure is shown in Fig. 3 (a 
screen shot from Stata’s running result). Given the criteria that if Prob>F is a number 
less than or equal to 0.05, the model can be accepted. In this case, the value of Prod>F is 
small enough, which means this model is significant. Thereafter, the result of running a 
backward stepwise regression procedure is also validated as a significant linear model. 

• Step 2: Building the multi-variable model with “stepwise ANOVA” [12]   

From this step, the best one-variable model, best two-variable model, best three-
variable model and so on, are obtained one by one.  

At first, to determine which variable (lsize, ldur, lteam, or devtype) explains the 
most variation in leffort, regression procedures are run for numerical variables, and 
ANOVA procedures for the categorical variables. As shown in Table 2, lsize explains 
the most variation in leffort. The result confirms the findings from many previous 
studies which make project size as the most important key variable for cost or effort 
estimation [14], [2], [1]. 

Then, lsize is added to the model in order to find the best two-variable model. As 
shown in Table 2, Devtype is then added to form the best two-variable model. Such 
procedure is repeated until there is no possible further improvement in the obtained 
model. All the outputs are recorded in Table 2. 
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Table 2. Statistical Output Summary Sheet 

Variables Num Obs Effect Adj R2 
1-variable models   
*ln_size 999 + 0.5180 
ln_duration 993 + 0.3847 
ln_teamsize 998 + 0.4454 
DevType   0.0419 
Language   0.0867 
BusiArea   0.2415 
2-variable models with lsize  
ln_duration 993 + 0.5860 
ln_teamsize 998 + 0.6256 
*DevType   0.6267 
Language   0.5779 
BusiArea   0.6041 

3-variable models with lsize, DevType  
*ln_duration   0.6820 
ln_teamsize   0.6772 
Language   0.6725 
BusiArea   0.6720 
4-variable models with lsize, DevType, ldur 
*ln_teamsize   0.7465 
Language   0.7330 
BusiArea   0.7429 
5-variable models with lsize, DevType, ldur, lteam 
Language   0.7778 
*BusiArea   0.7854 
6-variable models with lsize, DevType, ldur, lteam, 

BusiArea 
Language   0.8088 

Finally, the best model is a six-variable model: leffort as a function of all the  
variables listed in Table 3. To be noticed that the default Development Type is en-
hancement, default Programming Language is ‘Other’, and the default development 
Business Area is manufacturing. 

According to coefficients in Table 3, the model equation is extracted as: 

ln( ) 0.38 ln( ) 0.5 ln( )

0.55 ln( ) ( )

( ) ( ) 0.31
i i

j j k k

effort size teamsize

duration I DevType

I BusiArea I Language

α
β χ

= × + ×
+ × + ×
+ × + × +

 
(3)

where the function I is the indicator function with binary values of 1 or 0 (‘1’ means 
the project belongs to such type or uses such language, otherwise ‘0’); and the coeffi-

cients iα , jβ  and kχ  are corresponding to the values in Table 3. The default coeffi-
cients for the default types (that is enhancement, ‘Other’ language, and manufacturing 
business area) are all zero.  

The explanatory power of the fitted model is high at R2 = 80.9%, which indicates 
that 80.9% of the variance in the dependent variable can be explained by this model. 
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As shown in Fig. 4, the predicted values and observed values conform well to each 
other. 

However, we have to emphasize again, the motive of this paper is not to obtain  
another prediction model, but to revisit and validate the influencing relationship be-
tween development effort and these factors in the context of Chinese software indus-
try. In that case, further investigation on the prediction accuracy and comparison with 
other effort estimation models are not taken into account in this paper. 

Table 3. List of fitted coefficient in the final 6-variable model 

Regression terms Coef. Std. Err. p-value 
ln_size 0.38  0.03  0.000 
ln_teamsize 0.50  0.04  0.000 
ln_dur 0.55  0.03  0.000 
Re-Dev -0.16  0.10  0.092 
New Dev -0.46  0.05  0.000 
Telecom 0.32  0.09  0.000 
Transport -0.13  0.16  0.428 
Finance 0.48  0.09  0.000 
Retail 0.81  0.09  0.000 
Media 0.87  0.18  0.000 
Energy 0.120 0.09  0.183 
Other 0.28  0.10  0.006 
Generic 0.17  0.09  0.059 
Health care 0.38  0.13  0.004 
Public Admin. 0.123  0.08  0.113 
Asp -0.29  0.17  0.086 
C 0.23  0.12  0.058 
C# -0.06  0.11  0.554 
C++ 0.34  0.11  0.002 
Cobol -0.24  0.15  0.115 
Java 0.30  0.11  0.004 
VB 0.65  0.14  0.000 
_cons 0.31  0.26  0.228 
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Fig. 4. Scatter plot of observed values versus fitted values 
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3.3    Model Validation 

The model’s underlying assumptions need to be checked before the final model ob-
tained through the above steps.  

• Assumption 1: In a well-fitted model, there should be no pattern to the errors (re-
siduals) plotted against the fitted values. 

• Assumption 2: The errors in the model should be randomly and normally distrib-
uted with mean zero. 

In our model, “Fitted Value” here refers to the leffort predicted, and Fig. 5, where the 
residual versus fitted value graph is shown, indicates no obvious pattern. In addition, 
Fig. 6 shows the distribution of residuals which is normality with mean zero. There-
fore, the assumption of normality of the residuals can be checked and confirmed. 
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Fig. 5. Diagnostic plot of the residuals versus 
the fitted values 

Fig. 6. Histogram of the residuals to check 
its normal assumption  

4   Discussions 

As shown in Table 3, on the basis of p-value < 5%, the final sets of factors that are 
significant to software development effort can be identified: Project Size, Duration, 
(maximum) Team Size, Development Type, (primary) Programming Language and 
Business Area.  

Project Size (RQ1): The regression coefficient of effort on Project Size after log trans-
formation is 0.38. It illustrates that Project Size is positively related to effort. While 
productivity is defined as size over effort, it also shows that productivity will increase 
with increasing Project Size. The result confirms the finding in [15], which compared 
the median productivity of different project size groups. Interestingly, the phenomenon 
of Economies of Scale for our dataset is consistent to some others’ research [3], [6], but 
opposite to [14]. For the phenomenon of Economies of Scale, Agrawal et al. [6] ex-
plained that is due to the high maturity (CMM 5 level) for organizations in their study. 
However, this might be not the case in terms of our data due to the lack of supporting 
information. Another possible explanation is that small-sized projects came from low 
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productivity organizations and the large ones from high productivity ones, but these all 
need to be further investigated with more evidence in the future data collection and 
analysis. In addition, while adding size alone, the explanatory power of the fitted model 
is high at R2 = 51.8%, which indicates that project size is indeed an intrinsic driver of 
software development effort. This result is also in agreement with many classic effort 
estimation researches which identify software Project Size as a fundamental factor in 
dealing with software development effort or cost [14], [2], [16]. 

Team Size (RQ2): The regression coefficient of effort on Team Size after log trans-
formation is 0.50, which indicates more effort need to be spent for larger team size 
while other attributes’ values do not change. This result is consistent with the finding 
in [15]. It is quite frequent that some managers are used to adding new personnel for a 
challenging project. However, adding personnel is not always a wise decision since 
organizations have to pay more attention and effort to maintain their process control, 
personnel coordination and resource harmony for an increased team size. 

Duration (RQ3): The regression coefficient of effort on project Duration after log 
transformation is 0.55, the positive value implies that increasing project duration is 
very likely to lead to a decrease in productivity. In other words, to implement the 
same size of software, increasing project calendar time will increase total effort. 
Sometimes, due to the pressure from concurrently developed multiple projects, devel-
opment teams have to decrease their effort on every single project and postpone their 
schedule. The result here reminds managers to balance the additional effort caused by 
schedule slack.  

Development Type (RQ4): By modeling analysis, Development Type is confirmed to 
be another significant factor to influence effort. Table 3 shows that the regression 
coefficients of re-development and new development are -0.16 and -0.46 respectively, 
and these values are relative to the coefficient 0 of enhancement as the default devel-
opment type. This means that given the other attributes with the unchanged values, 
the enhancement projects may consume the most effort, while re-development may 
need less effort than enhancement, and new development may consume even less than 
re-development. In other words, new development projects in the CSBSG dataset 
show the highest productivity than the other two types, which also confirms the find-
ing in [15]. In contrast with the findings in some other research [3], [7], the possible 
reasons for the low productivity in enhancement are explored. If the manager often 
changes the development team or key personnel, it might add the effort in assimila-
tion process. At the same time, in new development, rush to get high productivity 
with the lack of disciplined documentation may also cause many problems for future 
maintenance or enhancement work. All of these give project managers a noticeable 
reminder.  

Business Area (RQ5): The diversity of Business Area within the organization or 
industry that the project/product will support is also confirmed to significantly influ-
ence software development effort. With reference to the default manufacturing area 
(Coef. 0), all the business areas can be ranged in descending order of the number of 
effort needed: Media (Coef. 0.87), Retail & Inventory (Coef. 0.81), Finance (Coef. 
0.48), Health Care (Coef. 0.38), Telecom (Coef. 0.32), Generic (Coef. 0.17), Public 
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Admin (Coef. 0.123), Energy (Coef. 0.120), Manufacturing (Coef. 0) and Transport 
(Coef. -0.13). By fixing the other attributes’ values, projects in such business areas 
like Media, Finance and Retail & Inventory may cost more effort, while other areas 
like Public Admin, Energy and Manufacturing may cost less, in other words, they are 
more productive. Compared to productivity ascending order shown in [15], the con-
sistency is that software development in Energy, Manufacturing and Public Admin 
was more productive, and the Finance and Retail & Inventory areas were less produc-
tive. There is an inconsistency for Telecom area, based on the modeling analysis, 
Telecom was not as inefficient as described in [15]. 

With interests in this inconsistency, 171 projects from Telecom area are further ex-
amined. From the aspect of Development Type, only 28% projects are new develop-
ment; from the Project Size, 87% of them are smaller than 64KLOC, and 57% are 
even smaller than 16KLOC. In addition, as shown in Fig. 7, C++ and Java are two 
languages dominated the Telecom projects, while they show relative low productivity 
as discussed later, that could be a possible reason for the low productivity in this 
Telecom subset from CSBSG. 
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Fig. 7. Language application state for Telecom projects  

Because of the diversity of Business Area, software development is affected by 
multiple aspects. As to Finance area, there exists some other research reporting its low 
productivity [17]. Since financial software requires real-time, excessive data ex-
change, vast data processing, high level security and other complex technologies, the 
productivity is easier to decrease than other business sectors. Meanwhile, due to con-
siderations on confidential information, some banks or investment companies insist 
implementing internal software development regardless the low productivity. 

On the other hand, for the cost-effective areas, such as Public Admin, Energy and 
Manufacturing, one possible explanation might be that most of the projects in these 
areas have comparatively less complexity and relatively stable requirements. Also, 
formal public bidding institutionalization in Chinese government contributes to guar-
antee for the quality and efficiency of the entrusted software development companies 
in the recent years [18]. Generally speaking, the market competition, requirement of 
functionality, evolution and complexity of techniques, integration extent of hardware, 
and other issues influence the software development in each business area. 
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Programming Language (RQ6): Programming Language is the last but not least 
influencing factor to development effort. By comparing the coefficients of each type 
of language, projects using ASP costed the least effort, and then followed by Cobol, 
C#, C, Java, C++, and Visual Basic. In contrast to the comparison result in [15], there 
exist inconsistencies for Cobol and VB. Among 24 projects using Cobol, 23 of them 
are enhancement and from Finance or Retail & Inventory areas with relatively com-
plex requirements. This might result in Cobol’s low productivity level when com-
pared in the whole dataset. On the contrary, for the 48 projects using VB, 87.5% are 
for Manufacturing area whose system functions were relatively stable, and they were 
all new development. Hence, the relatively high productivity could be explained by 
the factors other than language alone. In previous studies, specific language was sel-
dom used to discuss the influence of language on software development effort; in-
stead, language generations, called 2GL, 3GL, 4GL etc., have been considered by 
some researchers [9], [3]. However, almost all the languages presented in CSBSG are 
3GL, and it is difficult to compare our result with the others that classified languages 
by their generations. 

5   Conclusions and Future Work 

A better understanding the factors influencing development effort/cost can enable 
software project practitioners to achieve more reasonable and realistic resource  
estimation and allocation solutions. As a matter of fact, many researchers tried to 
contribute in this direction. However, due to the lack of support of relatively large 
datasets, in-depth studies on the basis of real projects in software industry, particu-
larly in China, were limited. This study analyzes the data of 999 projects from 140 
software organizations in China to revisit the factors that significantly influence soft-
ware development effort, and to figure out how they influence in this context.  

As a result, the set of factors that are significant to Chinese software development 
effort are prioritized: Project Size, Duration, (maximum) Team Size, Development 
Type, (primary) Programming Language, and Business Area. In terms of the analysis 
results, we can confirm some findings from the previous related researches, and also 
conclude the answers to the research questions (Section 2), some of which seem to be 
counter-intuitive somehow.  

1) The effort increased while software (project) size increased, and this dataset re-
veals the phenomenon of Economies of Scale.  

2) More effort were needed for larger team size while other factors maintained the 
same.  

3) Extending the deadline of projects might cause additional development effort.  
4) Given the other attributes with the same values, enhancement projects consumed 

the most effort, while re-development required less effort than enhancement, 
and new development took even less than re-development.  

5) Without changing the other attributes’ values, projects in the business areas like 
Media, Finance and Retail & Inventory costed more effort than in the other sec-
tors like Public Admin, Energy and Manufacturing, where projects were ob-
served more productive.  
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6) Projects using ASP costed the least effort, which was followed by Cobol, C#, C, 
Java, C++, and Visual Basic in ascending order. 

However, as the limitation of some missing or ignored information in the current 
dataset results in a difficulty in further examining the exact reasons, we only present 
some preliminary reason analysis at the current stage. These analyses can provide the 
project managers some empirical suggestions in real word project management.  

For the future work, we plan to add more factors while modeling cost estimation 
for some type of projects, for example, focusing on one specific business area. More-
over, to construct a cost prediction model for some type of projects is also an impor-
tant subject in the future research. 
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Abstract. The software industry is moving towards a software factory business 
model, usually involving several centres collaborating on company contracts. 
The expected benefits of using specialized teams at lower cost locations are in-
creased productivity and reduced costs. The tasks of project and process man-
agement have as a consequence become more complex. Managing such large 
structures requires more collaboration in development processes to enable rapid 
reaction to project needs, and support for the variety of technologies, methods, 
and levels of quality required by the different projects. This situation demands 
new practices and management support tools. This paper presents Zentipede, a 
tool for software process management. Its focus is on lightening, or even auto-
mating, management tasks by using Business Process Management (BPM) 
techniques. The tool does not force any particular practice on a company, but 
encourages it to model the practices which will finally be automated. Also, it 
supports process-to-product traceability.  

Keywords: Software Process and Project Management, Distributed Software 
Development, Software Process Quality, Process and Project KPI. 

1   Introduction 

In the last few years, software development companies have changed their busi-
ness strategies, objectives, and processes to adapt to new customer demands and 
market trends. 

One of the main changes has been the adoption of agile development processes. 
The essence of these processes is increased communication and collaboration among 
developers, fostering a self-organizing culture and encouraging development tailored 
to customer needs [1], [9]. 

Another change has been the evolution of these companies towards the software 
factory business model. They now site their development centres (factories) at lower 
cost locations near their zone of action (nearshore) or even far away (offshore) [10], 
[11]. These factories usually specialize in specific development activities or technolo-
gies, so that the implementation of a project is distributed among different factories 
according to their specialities and workload. Thus, although the software factory 
business model increases productivity and reduces development costs [12], it has a 
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negative impact on communication and task completion [19], [20]. So, its full benefits 
can only be obtained by deploying highly industrialized development processes and 
tools that stimulate collaboration, and by closely monitoring the workload on re-
sources to ensure their rapid reallocation [17]. 

Finally, since quality certification has become one of the most important assets 
contributing to software companies' competitiveness [30], they are adopting models to 
manage the quality of their software processes [2] and even the entire life-cycle of the 
services they provide [3], [4]. Customers of IT products and services no longer make 
their project investment decisions solely on the basis of development costs and time. 
Today, the final quality of the product or of the process followed to develop it is 
equally or even more important. This trend is another key factor contributing to the 
increasing effort companies are putting into the optimization of management tasks. 

Hence it is clear that companies' management practices need both to be streamlined 
and to increase in scope [8].  The use of software management tools can contribute to 
resolving this dilemma. Examples are the so-called software cockpits, also known as 
Software Project Control Centres (SPCC) [5] or Project Management Offices (PMO) 
[6]. They are specially designed to provide support for project managers' most impor-
tant activities.  

However, these tools usually do not cover all the areas and roles that are involved 
in a company's process management, resulting in managers using separate tools for 
different areas [14], [15]. This leads to duplication of effort and a loss of productivity 
because the same or similar data must be provided to each tool while guaranteeing the 
coherence of the overall system [13]. A further drawback is that these tools are not 
usually designed to be adapted to an organization's changing needs [7], and thus end 
up constituting a barrier to the evolution of its business strategies and the improve-
ment of its processes. 

Companies therefore require integrated tools which cover all the tasks and roles of 
the management of their software processes, projects, and factories [13], [14]. These 
tools should be capable of dealing with different processes and life-cycles, providing 
management with support for both software product development and IT services. 
They should also be able to adapt to any new strategies or processes that the com-
pany wants to implant. This paper presents Zentipede1, a suite of integrated tools 
developed with the objective of meeting the above needs – lightening or even auto-
mating the widest possible range of management activities. It does not force any 
particular practice on management. Instead, it allows them to model their practices 
using Business Process Management Notation (BPMN). These practices are then 
automated by a Business Process Management System (BPMS) which delivers or-
ders to the management tools. These tools support process, product, and process-to-
product traceability. 

The paper is organized as follows. Section 2 briefly describes some of the tools 
used to manage and control software development. Section 3 presents Zentipede, 
detailing its architecture and modules. Section 4 describes the results of using Zenti-
pede. Finally, Section 5 presents some conclusions and outlines future work. 

                                                           
1  Although the correct spelling is Centipede, a “Z” was substituted for the “C” when composing 

the image of the product to associate it with a sinuous centipede in the form of a Z. 
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2   Background and Related Work 

Since management is one of the keys to the success of a software project, its optimi-
zation has long attracted the attention of companies and researchers.  Some of these 
efforts have been devoted to producing configuration management [21] or documen-
tation tools [16], provide support to developers and improving their collaboration and 
coordination. 

Another trend has focused on the development of tools (SPCC [5] or PMO [6]) to 
provide greater control over software processes. Examples such as Rational Team 
Concert [23] or Artemis 7 [27] include features that facilitate the implementation of 
iterative and agile software processes. Other tools generate statistics about a project's 
status. An example is Specula [7] which includes a method to help project managers 
define metrics aligned with the project's objectives.  

Since dealing with process improvement involves a major investment in quality as-
surance activities [29], many tools (such as SIMPLe [22] or MKS [28]) have been 
developed to help reduce this effort. These tools facilitate the quality assurance man-
agers' tasks by implementing key good practices or generating the artefacts defined by 
their models.  

Table 1. Functionalities covered by some tools 
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SVN Yes  No No No No No No No No No 
TWiki No Yes NO No No No No No No No 
Rational 
Team C. 

Yes Yes Process 
Product

Yes Yes Yes No No No No 

Artemis 7 No No No Yes Yes Yes No No Yes Yes 
Specula No No No Yes Yes Yes Yes No Yes Yes 
SIMPLe No No  No Yes No No No No Yes NO 
MKS No No Process Yes Yes Yes No No Yes Yes 

Notwithstanding the utility of these tools in reducing the effort spent in each area, 
they still function independently, as is shown in Table 1. In particular, specific infor-
mation has to be provided to each of them separately. In many cases, this information 
is similar or even the same, so that the result is a duplication of effort and loss of 
productivity [13] that could be avoided by using integrated tools. In addition, some 
management activities such as task allocation, project monitoring, and resource man-
agement are highly repetitive. Tools to automate as many of these management activi-
ties as possible would therefore also be greatly welcomed. 

Finally, software companies and software processes are continuously evolving to 
cover new necessities, trends, and demands. Management tools should therefore also 
be capable of adapting to new strategies or processes [24]. Zentipede was born with 
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this motivation, as well as with the aim of providing centralized monitoring of process 
and project status. Also, it is an open-source tool. 

3   The Zentipede Approach 

This section introduces Zentipede. The origin of the suite was the perceived need for 
integrated management tools, capable of dealing with distributed factories and various 
process models, and of collecting and producing statistics about project status,  
factory workloads, resources productivity, the typical project Key Performance Indi-
cators (KPIs), etc. The suite was designed to adapt to any company, as well as to 
support any need for evolution that the company might have. Figure 1 shows the 
Zentipede architecture.   

 

Fig. 1. Zentipede architecture 

The Zentipede architecture is divided into three layers and four modules: 

• Process Layer. The layer in charge of managing the processes and projects deployed 
by the company. Two modules are responsible for covering all management activi-
ties, collecting data, monitoring projects, and lightening or automating management 
tasks. They also implement features that allow the information stored to be browsed. 
This information can be browsed starting from different points of view. 

• Modeling and development layer. The layer in charge of providing support for 
modeling and development tasks. The modules comprising this layer were specifi-
cally designed to provide support to distributed task groups. This layer also stores 
and synchronizes the company's knowledge databases. 

• Connection Layer. The layer in charge of connecting and integrating (by means of 
an Enterprise Service Bus) the modules of the other two layers. 

The main motivations and responsibilities of each module are the following: 

• Software processes management and monitoring is ever more complex, requiring 
more tasks and more experienced managers. Zentipede BPMS has been developed 
with the objective of lightening or even automate some of these tasks. It supports 
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the specification of the company's software processes using Software Process En-
gineering Metamodel (SPEM) and BPMN. These processes can differ depending 
on the applicable quality level, the management workload allocated to the project, 
the technology to be used, and the client's requirements. Once modeled, they are 
executed by a BPMS whose results are delivered as orders to the Zentipede Man-
agement Centre. 

• Project managers have to know the project status to make the right decisions. This 
requires keeping track of the tasks being undertaken, their data and results. Zenti-
pede Management Centre has been developed to facilitate this activity. For all 
practical purposes it behaves as a process management tool. However, tasks can be 
inserted manually by users, or automatically by Zentipede BPMS as a result of the 
execution of a software process. This module collects information on the tasks be-
ing undertaken in order to monitor the status of each project, and to link the data so 
as to maintain process traceability. These data are used to extract different KPIs. 
Also, since all the tools are integrated, they are capable of reusing this information, 
thus avoiding the duplication of effort. 

• Software development is more complex in distributed environments due to addi-
tional problems introduced by special communications and coordination needs. 
Zentipede Development Toolkit has been developed to minimize some of these 
problems. In addition to a BPMN Toolkit, to model business processes, and a UML 
Toolkit, to model software products, some Eclipse plug-ins have been developed 
for the support of distributed development. As does any configuration management 
tool, these plug-ins facilitate synchronization among developers. But they also 
store each change made to the source code, linking that change with the task caus-
ing it (which is registered in the Zentipede Management Centre). In this way, one 
has process-to-product traceability. 

• Create the projects and processes documentation is a highly collaborative activity. 
It requires developers working together to continuously update their status. In dis-
tributed environments, this activity is even more complex because of the coordina-
tion problems, as those stated in [19]. Zentipede Documentation Centre has been 
developed to facilitate this activity. It allows developers, regardless their location, 
to work together to register all the company's knowledge used by Zentipede.  
Examples are the processes Zentipede is following, the business processes of the 
systems developed, and the different artefacts generated. This data allows the com-
pany to manage all of its knowledge, facilitating evolution. 

In the following, each of Zentipede's modules will be described in detail, explaining 
its objectives, its functionalities, and the plug-ins or tools that it contains. In addition, 
an example will be presented of the integrated use of all these modules. 

3.1   Zentipede’s Main Workflow 

Figure 2 shows the usual workflow followed when these tools are used in an inte-
grated form. It needs to be borne in mind that, despite the simple way in which the 
steps are presented, Zentipede is a complex tool covering a wide range of tasks. Imag-
ine a company that wants to start developing a project with Zentipede. The steps that 
would normally be taken using Zentipede are the following:  
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1. The software processes to follow in developing the project have to be defined. To 
this end, the processes are modeled (if they have not already been modeled) with 
SPEM Toolkit. The information generated is stored in the Process Model Library 
to be reused in future projects. 

2. Once the software processes have been modeled, they are translated internally to 
BPMN using BPMN Toolkit. 

3. The new project has to be added to the Zentipede Management Centre. As part of 
this action, additional information is recorded, such as the project leader, the  
technology, etc. 

4. The project leader defines the development teams.  
5. An instance of the software process followed is deployed in Zentipede BPMS. As a 

result, the process begins scheduling the first tasks for the development teams to 
do. Associated with these tasks is an estimate of the effort required. The tasks are 
generated semi-automatically by Zentipede BPMS, but the effort estimate has to be 
provided by those responsible for each task. 

6. Each team leader reserves for each of his or her team's members the number of 
hours to be dedicated to the project (during the next iteration, sprint, week, or 
evaluable time period). Team leaders can divide the tasks into subtasks and allo-
cate them to resources through the Zentipede Management Centre.  

7. The developers perform their assigned tasks using the tools provided in Zentipede 
Development Centre, through which they can also report results to Zentipede Man-
agement Centre. 

8. Once results are obtained, they are interpreted by Zentipede BPMS so as to update 
the software process consistent with the project's status.  

 

Fig. 2. Basic business processes of Zentipede 

Throughout the project, Zentipede Management Centre generates metrics to evalu-
ate the status of the process, the project, and the company objectives. 

3.2   Zentipede BPMS 

Zentipede BPMS is the module that executes software processes, lightening or even 
automating a wide range of management activities. The specific objectives which 
guided its development were: 

• To supervise and advise on the work to be done to complete the software process 
being followed. 
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• To monitor the status of each process and project. 
• To automate as many management activities as possible. 

In order to fulfil these objectives, an engine, termed a BPMS, was needed to execute 
business processes. A BPMS is an engine that executes business processes, normally 
modeled with BPMN or BPEL, to orchestrate the tasks and interactions that are de-
fined in them. In this case, this engine had to execute the software process followed in 
each project. 

To develop this engine, we evaluated existing BPMSs (Apache ODE [25] and In-
talio BPMS [26]). We decided to develop the Zentipede BPMS by adding features to 
Apache ODE to support the characteristics of software process execution and soft-
ware development. Among these features, new attributes were added to the BPMN 
specification to include specific information on the software process, such as: 

• Artefacts or models that should be generated as a result of each task. 
• Modules of Zentipede that should be used to complete each task.  
• Automatic or manual activities. Automatic activities are those that can be com-

pleted by Zentipede without user intervention. Manual activities are those that at 
least one user has to work on. 

 

Fig. 3. BPMN elements and the attributes used in the BPMS 

Figure 3 shows some of the attributes added to the BPMN elements. Most were 
identified by observing the information already modeled with SPEM, and extracting 
those attributes that were useful for the execution of the software process. 

The following is a brief description of the main steps in the Zentipede BPMS 
workflow: 

• When a decision has to be made as to what software process to follow, the project 
leader either models a new one or chooses one from among those stored in Zenti-
pede Documentation Centre.  

• A new instance of the chosen process is deployed in the BPMS.  
• Using that instance, the project is monitored and, as it advances, the tasks defined 

in the process are scheduled.  
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─ Automatic tasks are completed by the BPMS, reusing previously stored infor-
mation (for example to update some part of the documentation, it can reuse 
the information already inserted in other tasks or in the artefacts that have 
been generated). 

─ Manual tasks are automatically added to Zentipede Management Centre, and 
the roles responsible for each task are notified that they have to be assigned to 
developers. 

However, although some projects may initially follow the same software process, as 
each project advances the processes will eventually evolve differently. Therefore, 
software processes must be flexible enough to adapt to the status of each project. 

To provide this flexibility, software processes can be modeled such that they com-
prise many sub-processes. Then Zentipede BPMS will execute each sub-process de-
pending on the artefacts generated and the status of the corresponding project. For 
example, how some sub-processes are executed will depend on the elements and in-
teractions between the product's business processes, the number of use cases defined 
in the use case diagram, or the packages and interactions between classes of the class 
diagram. Figure 4 shows a sub-process for a use-case driven development modeled by 
OpenUP, in which the number of instances created for this sub-process depends on 
the number of use cases modeled in the use case diagram. 

 

Fig. 4. A sub-process used for use-case driven development 

Thus the activities defined in a software process are monitored by executing the 
process, leading to automating, or at least lightening, many management activities 
such as task assignment or progress logging. Also, the process can be modeled and 
executed in a way that endows it with the flexibility needed for its continuing adapta-
tion to the progress of the project. 

3.3   Zentipede Management Centre 

Zentipede Management Centre is the most important module of Zentipede. It covers 
the basic functionality for the management of projects and processes. Its main charac-
teristics are: 
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• Supporting software development distributed among different software factories. 
• Providing support for the management activities of all of a software company's 

roles. 
• Collecting data on processes, projects, and factories while they are being managed, 

and enabling this information to be browsed from different points of view. 
• Generating statistics for project, process, and factory monitoring. 

To fulfil these objectives, Zentipede Management Centre was designed as a web ap-
plication with a three-tier architecture using the latest technologies. It can be deployed 
in the context of any organization, and accessed by any of the personnel, regardless of 
location. 

 

Fig. 5. Zentipede Management Centre: (a) Snapshot; (b) KPIs 

This module includes the definitions of the software company's principal roles, 
with each role assigned a series of responsibilities and obligations. The main func-
tionalities implemented to cover these obligations are detailed in the following para-
graphs (see also Figure 5a), but it should be borne in mind that the roles and their 
obligations are highly flexible, so that each company can define new roles, and assign 
obligations that are in accordance with the company's organizational structure. 

• Company managers. Their activities may include managing factories (adding new 
factories and updating their information), projects (adding projects and assigning 
project leaders), or the company overall (defining policies and rules). 

• Factory managers. They can control information on personnel, tasks performed 
within the factory, projects in which the factory is involved, etc.  

• Project leaders. They can decide which software process is to be followed, divide 
the project into iterations, and decide what requirement are to be addressed in each 
iteration. In addition, they can constitute and supervise development teams. 

• Team leaders. They control the developers comprising their team, detailing infor-
mation and reserving the number of hours that each developer is to dedicate to the 
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project during the next iteration. Unreserved hours denote the developer's availabil-
ity to collaborate in other teams or projects. Zentipede supports the possibility that 
a resource may have hours reserved that, for some reason or other, are eventually 
not used. Team leaders can also divide requirements into more specific tasks, esti-
mate the effort required to complete them, and assign tasks to developers. 

• Developers. They can see what tasks they have been assigned, and the details, esti-
mates, and documents to generate for each of those tasks. Additionally, they can re-
port the actual effort devoted to each task, and the documents that were generated.  

• Quality managers. They can automate the generation of reports on the status of 
each project or factory. 

Zentipede Management Centre continuously gathers large quantities of data – the 
phases or iterations of each project, the requirements covered in each iteration, the 
tasks into which the requirements were divided, the developers who worked on each 
task, the estimated effort for each task and the actual effort finally to it, the time re-
served for each resource and the actual time used, etc. The collection of this data is 
transparent to the users. The information is stored in Zentipede Documentation Centre 
for subsequent reuse by Zentipede Management Centre. This yields a twofold benefit 
– first, it reduces the new information required by other tasks, and second, it enables 
KPIs to be automatically generated to help users monitor and evaluate the areas they 
are responsible for (Figure 3b). 

• Company managers can see KPIs on costs, profits, company efficiency, and the 
average level of occupation of each factory.  

• Factory managers can evaluate the productivity of the factory overall or of each 
employee in particular, and view the contribution of each project to the factory's 
workload. 

• Project leaders can view statistics about the progress of a project, the averages of 
resources assigned and actually used, and gaps in the estimates. 

• Team leaders can view metrics about the tasks undertaken or the work done by 
each resource. 

• Quality managers can set up controls to evaluate the quality of processes, the effi-
ciency of developers, or bugs in the products.  

Each user can also adapt these indices to their own needs. To that end, the indices are 
parametrized, allowing such changes as the level of detail, the form in which the in-
formation is displayed, and the source of the data. Additionally, new indices can be 
inserted based on the data collected. 

Finally, as the data is collected, it is immediately linked to the previously stored 
data to provide process traceability, allowing users to browse through the information 
from different points of view. For example, starting with a given project, they can 
view its objectives and iterations, and inquire deeper into the requirements addressed 
in each iteration, the tasks proposed to satisfy those requirements, the resources dedi-
cated to each task, and the effort and dates spent on carrying it out. Starting with a 
given resource, they can view the projects on which they collaborated, the goals that 
were attained, the tasks carried out and the time spent on each, etc. Or, starting with a 
date, they can see the tasks and requirements carried out on or up to that date, the 
resources involved in them and their workload, or the status of each project. 
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3.4   Zentipede Development Toolkit 

Zentipede Development Toolkit is a suite of tools that facilitates the creation of arte-
facts with information about the company or project results. The specific objectives 
which guided its development were: 

• To provide tools to mitigate the handicaps of distributed software development. 
• To facilitate the creation of artefacts with information about the company or projects.  
• To collect information about the work done by each developer. 

 

Fig. 6. Zentipede Development Toolkit 

To fulfil these objectives, this module contains four subsets of tools: 

• SPEM Toolkit is an Eclipse plug-in that allows company managers or quality man-
agers to model the software processes that can be followed. Thus, the processes are 
defined and made accessible so that any user can see what they are to do in each 
task, why, and how to do it. 

• BPMN Toolkit is an Eclipse plug-in that allows users to model business processes 
with BPMN. This tool can be used to model the business processes of the products 
that are being developed (with these models then forming part of the project's 
documentation), or to translate the software processes defined with SPEM into 
BPMN (these processes can then be executed by Zentipede BPMS). 

• UML Toolkit. This subset includes Eclipse plug-in tools that facilitate the UML 
modeling of the artefacts required over a project's life-cycle. Developers can then 
access these plug-ins without having to change IDE. 

• Distributed Software Development Toolkit. First, this subset provides tools to help 
developers communicate with each other. These tools are Eclipse plug-ins that al-
low developers to describe the doubts or problems they encounter in their assigned 
tasks. These doubts are automatically notified to all the personnel subscribed to the 
task (project leader, team leaders, and other developers). For all practical purposes, 
these plug-ins behave as communication tools, but they also store the communica-
tions and link them to the tasks that gave rise to them. And second, this subset in-
cludes another plug-in which facilitates developers' management activities  
(Figure 6). This plug-in shows each developer the tasks assigned to them in their 
working environment, and allows them to specify further information on each task. 
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It also automatically collects such information as the time spent on each task and 
each change made to the source code (such as which packages, classes, or lines 
have been modified). As this information is captured, it is immediately linked to 
the task that gave rise to it. With the information collected with this subset's plug-
ins, the process traceability already supported by Zentipede Management Centre is 
enhanced with process-to-product traceability. This feature facilitates reverse engi-
neering, allowing users to browse the information by starting with a given project, 
requirement, task, or resource in order to view the corresponding changes made to 
the source code or the doubts and problems that were encountered, and vice versa. 
It also reduces the impact of resource mobility and task reassignment by providing 
information on the changes already implemented in completing each task. 

Finally, all the information captured or defined with these tools is stored in the mod-
ule Zentipede Documentation Centre for reuse by other tools. 

3.5   Zentipede Documentation Centre 

Zentipede Documentation Centre is the module responsible for storing and maintain-
ing the consistency of all the project and process data and company information. The 
specific objectives which guided its development were: 

• To maintain libraries in which to store all the information collected. 
• To manage all the software company's information and knowledge. 

To fulfil these objectives, six integrated repositories were set up. They were assigned 
the following responsibilities: 

• Process Model Library. This library stores the software processes that can be fol-
lowed by project leaders. When a new project is started, the project leader selects 
the process to follow according to the project's needs and objectives, and this is 
executed in Zentipede BPMS to guide the management activities. 

• System Business Process Library. This library stores the business processes of the 
products under development. When a new project is started, the processes can be 
modeled as part of the product's documentation, and as the first step to adapt the 
software process to the characteristics of the project. 

• Zentipede Business Process Specification. This repository stores business proc-
esses defining the interactions between the tools of Zentipede.  

• Project Documentation. This repository stores all the artefacts generated as a result 
of software process activities (use case diagram, class model, activity diagrams, 
etc.). 

• Process Documentation. This repository stores information on the instances of the 
software processes being followed in each project. The information is stored as 
phases or iterations of each process, the requirements covered, the developers who 
worked on each requirement or task, the estimated effort needed by each task and 
the actual effort devoted to it, etc. 

• Company Information. This repository stores information about the company's 
objectives and rules, such as business rules, objectives, or good practices. 
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These repositories store and maintain all the information on the processes, projects, 
and factories. Because all the modules are perfectly integrated, this information is 
used by the other modules to monitor each project or process's status, to generate 
indices, to lighten or automate certain tasks, and to maintain process and process-to-
product traceability. 

4   Validation and Evaluation of Zentipede 

This suite of tools has already been tested in use in some software companies. The 
testing period lasted more than seven months, in which time more than ten projects 
were managed. Most of them were distributed over various locations, including 
Cáceres, Madrid, and Barcelona. 

At the end of the testing period, members of those companies reported on its use-
fulness in managing their projects and factories. Some of the most interesting benefits 
that they indicated were: 

• The capacity to generate indices to evaluate compliance with the company's objec-
tives and rules. 

• Constant evaluation of projects and processes, with rapid reaction to any deviations 
detected. 

• Improvement of work coordination, including better coordination among factories 
and communication among distributed workers. 

• Better use of manpower and increased productivity (some reports described a 25% 
to 50% increase in the use of manpower) due to the facility of monitoring each de-
veloper's workload. In this sense, some of the managers pointed to the value of the 
feature of reserving the developers' hours, and the statistics comparing the reserved 
hours and the actual hours used, since they had detected that some team leaders 
were reserving more hours than necessary to simulate that their project was ad-
vancing faster than was really the case.  

• A reduction in the impact of incorporating new developers, of allocating tasks that 
had already started to developers, or of solving bugs, due to the use of process and 
process-to-product traceability. 

Although, these tests were very promising, this tool is not yet in the production use be-
cause we are adding new functionalities. Once these functionalities are finished, a more 
scientific evaluation of the tool will be done and, then, it will be used in production. 

5   Conclusions 

This paper has presented Zentipede, a tool designed to cover all areas of project, 
process, and software factory management. For the coverage of each area, four mod-
ules were developed comprising many perfectly integrated and coordinated tools. One 
of the benefits of this integration is that the information inserted in one module is 
reused by the others. For example, the information captured during the process man-
agement can be used to create the documentation or to automatically generate quality 
indices. This contrast with the tools listed in Table 1, in which the similar or even the 
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same information has to be provided to different tools for different purposes. There-
fore, this integration increases the effectiveness of each module and the data consis-
tency. In addition to this benefit, together with the process and product traceability, 
already provided by other tools, the modules integration allows information to be 
captured to achieve process-to-product traceability. 

As it has been seen throughout the paper, methods and tools facilitating the soft-
ware project management are required. Zentipede incorporates a module that executes 
software processes using BPM techniques to lighten or even automate a wide range of 
the management tasks. This feature has not yet been covered by the tools evaluated in 
Table 1. 

Finally, Zentipede was designed to be adaptable to the characteristics of any envi-
ronment or company, taking into account their present or planned future strategies and 
processes. 
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Abstract. Objective: Graphical requirements representation is often considered 
needed to advance model-driven development. Dedicated modelling languages 
include formalisms for graphically representing requirements, and together with 
new methods for structuring requirements, graphical modelling promises im-
provements such as more efficient change management. This paper examines 
whether the use of a graphical notation of a requirements affects the task of as-
sessing the impact of a proposed change to a requirements specification.  
Method: The efficiency of using a graphical requirements representation was 
examined through an experiment – using 18 student subjects. Time, perceived 
confidence and accuracy were measured as dependent variables.  
Result: The results showed that using a graphical representation decreased the 
time required and increased the perceived confidence, but the accuracy de-
creased. However, the statistical analysis of the results showed that only the dif-
ference in time was significant. Furthermore, there was a large difference in 
variance within the dependent variables between the groups. 

Keywords: Requirements Engineering, Visualization, Efficiency, Experiment. 

1   Introduction 

Model Driven Engineering (MDE) [1] is an established software analysis and design 
paradigm, bringing software engineering even closer to other engineering disciplines 
[2, 3]. Despite the numerous advantages of the state-of-the-art modelling techniques 
(e.g. UML [4], DSL1s [5], SysML [6]) engineers still struggle to efficiently link re-
quirements to design models for the purpose of documentation, traceability, or later 
change impact assessment. The traditional ‘use case driven’ approach rooted in Ob-
jectory [7] is well suited for capturing the functional, scenario-like requirements, 
whereas they are not suitable for other kinds of requirements (e.g. non-functional, 
pure text based). One of the domains where text-based requirements are common-
place is the automotive domain in which the requirement specifications are often used 

                                                           
1 Domain-specific Language. 
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when handshaking development between the car manufacturers and their subcontrac-
tors [8-11]. The complexity and volume of the requirement specifications are usually 
problematic for understanding of the specifications. The problems with understanding 
and incompleteness of the specification [12] may lead to quality problems with the 
final products or timeliness of development projects (when the quality has to be im-
proved before the release).  

In this paper, we evaluate whether using a graphical way of structuring require-
ments leads to improved quality of the design models during development projects. In 
particular, we address the following research question: 

Does using a graphical representation of requirements result in more correct 
and more efficient change impact assessments in model-driven design? 

In order to address this question we conducted an experiment with students as sub-
jects. The objects of the experiment were inspired by the research project that we 
conduct together with Volvo Car Corporation (VCC) [13]. In order to control the 
environment we created a dedicated domain specific modelling language [14] that 
was integrated with the existing requirement engineering practices and tools – e.g. 
IBM/Rational RequisitePro. The dedicated modelling language was also chosen as we 
in the future work intend to investigate whether adding more informal information 
about requirements (as advocated by [15]) lead to improved requirement specifica-
tion, thus making the requirements model as the core requirements artefact in model-
driven projects. The proprietary model for structuring textural requirements at VCC 
was replaced in the experiment with the Requirement Abstraction Model (RAM) [16] 
and our implementation of RAM as a graphical Domain-Specific Language (DSL) 
called gRAM [14], without the loss of generality of the results2.  

The results show – with statistical significance – that using a graphical representa-
tion of the requirements hierarchy decreased the time required to assess the impact of 
a proposed change – in our experiment it decreased with 37%. The results also indi-
cate, although without statistical significance, that the accuracy of the assessments 
may deteriorate with the use of a graphical representation. 

This paper is structured as follows; Section 2 presents work related to our research. 
Section 3 briefly outlines the requirements specification formats. Section 4 details the 
experiments we conducted as well as the results, section 5 contains discussions about 
the result and section 6 concludes the paper. 

2   Background and Related Work 

The intended main contribution of the experiment reported in this paper was to evaluate 
what effect a graphical representation of a model. In particular, the experiment focused 
on the representation of requirements specification and its effect on the efficiency of 
assessing the impact of a proposed change. Hence, the work related to this paper  
concerned the evaluation of different model notations and their effect on the efficiency 
of using the models. Additionally, as we chose to comply with the Requirements  

                                                           
2 The replacement was made in order to avoid biasing the generality of the study with the 

proprietary model for requirements structuring. RAM was found to be good enough to ap-
proximate the proprietary model.  
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Abstraction Model (RAM), its effectiveness was also of interest. Moreover, in the ex-
periment we evaluated the requirements’ representation by having the subjects perform 
tasks related to change impact assessment – as our industrial partner has expressed this 
as a significant challenge – work related to assessing the impact of a proposed change 
was also of interest.  

The work presented in this paper was part of our ongoing research (outlined in 
[17]) within the research project ASIS, done in cooperation with Volvo Car Corpora-
tion [13]. One part of the project aimed at improving the way requirements were 
specified, and in particular, the extent to which requirement specification can be re-
used with a minimum of effort. As part of this research, a model for the requirements 
specification process was developed (gRAM [14]) with the intention of finding areas 
where Model-Driven Engineering (MDE) approaches may improve efficiency. This 
paper contributes to that research by examining to what extent a graphical model of 
the requirements affect the efficiency of assessing the impact of a change request to a 
specified system. 

Much of the empirical studies done on modelling – in both system modelling and 
requirements engineering fields – have been with the focus on investigating and im-
proving aspects of specific approaches. Maiden et al.’s CREWS experiment [18] and 
its replications [19] proposed and evaluated whether templates and style guidelines 
improve the quality of use-case descriptions. Although the replications found some 
contradictions, both studies provided evidence of that the use of guidelines improved 
the quality of the use-case descriptions. Phalp et al. [20] extended the CREWS re-
search by comparing their approach with a leaner set of guidelines and found that it 
performed at least as well as the original approach. Gravino et al. [21] examined, 
through a controlled experiment, whether dynamic modelling and UML sequence 
diagrams provided an accurate account of stakeholder requirements, with the focus on 
evaluating whether a behavioural modelling approach improved the comprehension of 
software requirements. In their study, they found no evidence of any significant dif-
ferences in the comprehension of system requirements by using dynamic modelling, 
even though the subjects perceived the use of dynamic modelling as useful, thus 
showing a difference between the perceived usefulness of a given method and effec-
tive advantage of using it. Our study examined the use of a graphical representation of 
the RAM with the traditional text based one, isolating and exploring what effect a 
visual representation had on the comprehension of requirements as well as traceability 
to design and implementation. Thus, our study examined the effect of introducing a 
graphical representation in an earlier phase of the development cycle. 

In their paper [22] Lange and Chaudron performed a similar study to ours, in the 
sense that they measured correctness and the effort required to comprehend a software 
system. Lange and Chaudron compared four novel graphical views of a set of UML 
diagrams to the representation used by traditional UML modelling tools. The study 
found statistically significant improvements in both time and correctness (20% and 
4.5% respectively) when using the alternative representation. Our study compared a 
graphical and a textual representation of requirements – with linking to high-level 
design – in order to evaluate specifically what influences the graphical representation 
had on the comprehension of the specification in the context of assessing the impact 
of a proposed change to the requirements or to some underlying software component. 
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There have been numerous comparisons of the efficiency of different modelling 
approaches, e.g. De Lucia et.al [23] comparing the comprehension of a data model 
represented in ER and UML diagrams, in which they found that the use of UML sig-
nificantly improves comprehension. Otero and Dolado [24] examined the effect of 
different notation types with respect to comprehension of dynamic modelling, by 
comparing the use of UML and OML in a design document, and found evidence that 
the use of OML improved the semantic comprehension and required less time. In 
contrast, our study was intended not to be dependent on any particular modelling 
notation, but rather to evaluate the effect of graphical representation itself. 

Studies to validate the effectiveness of the RAM approach have been done in e.g. 
[16, 25, 26] and in our paper we intended to extend these studies by investigating 
change impact assessment and using graphical representation. In that context, we 
evaluated whether adding a graphical representation for a RAM-structured require-
ment specification can lead to further improvements. However, we also considered 
time as one of the factors, thus we focused on efficiency, not only effectiveness. 

In the light of the paper by Wong and Sun [27], where they examined how diagram 
layout affected the comprehension of the programs they represent, we have chosen to 
design the gRAM to as closely as possible resemble the original RAM, in order to 
assure that our results can be generalized to the same contexts as the RAM itself. 

Noppen et al. [12] showed that creating requirement specifications was an iterative 
process and subject to frequent changes. Therefore, it was important that the time 
required to identify what changes need to be made was short. Our experiment showed 
that by using a graphical language the time required to assess the impact of a pro-
posed change can be substantially reduced, which means that using the graphical 
language can lead to quite substantial improvements in iterative SRS development. 

Lindvall [28] examined the accuracy of predicting the impact of introducing or 
changing a requirement prior to design and implementation by examining real data in 
best-of-practice projects, and found an under-prediction factor of 3.1 showing evi-
dence of the need to improve change impact predictions. The study by Lindvall was 
done mainly to explore the accuracy of state-of-practice approaches to change impact 
assessment, and did not take the perspective of requirements representation, nor did it 
take traceability between requirements and high-level design into consideration, as 
done in our study. 

Arisholm et al. [29] examined the cost effectiveness of model-driven development 
with UML by studying – in two consecutive controlled experiments – what impact the 
presence of UML models in design and implementation documentation had on the 
task of system maintenance, in terms of effort and correctness of performing  
post-release changes. They concluded that when considering only the time required 
making code changes, the UML documentation did help save effort but when also 
considering the time required to change the UML documentation accordingly, no 
savings were visible. They also concluded, however, that in terms of functional cor-
rectness, the use of UML documentation had a positive effect on the most complex 
tasks. Our evaluation examined a similar research question, but from the perspective 
of a graphical requirements model, and what influence the graphical representation 
had on the correctness and effort required to assess the impact of a change.  

In the context of our research (i.e. product line oriented, large, complex embedded 
software systems), reuse was commonly achieved by modification of a requirements 
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specification of a similar existing system. Additionally, it was commonplace in many 
business areas to manage requirements using structured text documents, thus, the 
effect of the representation of requirements, and their linking to design artefacts, on 
change impact assessment were of interest to examine.  

3   Requirement Specification Format  

In this section, we briefly describe the requirement specification format that was used 
to create the domain specific graphical notation. The requirement specification format 
is an established one with published evidence that this specification format is indeed 
improving industrial requirements engineering practice [25].  

3.1   Requirements Abstraction Model 

The Requirement Abstraction Model (RAM) [16] has the goal of ensuring consistency 
and traceability among requirements in order to increase the overall quality of re-
quirement specifications. The RAM defines a number of abstraction levels to which 
each requirement is classified, and checklists to ensure that the requirements are as-
signed their proper level. In their original paper Gorschek and Wohlin [16] suggest, 
but do not limit their model to, four different abstraction levels: 

− Product: Product level requirements have a goal-like nature, very high-level de-
scriptions of the desired functionality of the product. 

− Feature: Feature level requirements describe the features that fulfil the product 
level goals. 

− Function: Function level requirements define which functions should be provided 
by the system in order to provide the features. 

− Component:  Component level requirements describe how something should be 
solved, i.e. bordering to design information. 

RAM ensures traceability between requirements through all levels of abstraction by 
enforcing that, with the exception of the product level, no requirement may exist 
without a link to a requirement one level of abstraction higher. The rationale for this 
rule is that no requirement may exist unless there is a clear and unambiguous reason 
for its existence motivated by higher-level requirements, and conversely, high-level 
requirements should be traceable to the lower-level requirements that satisfy them. 

3.2   gRAM – DSL for Modelling Requirements 

gRAM is a Model-Driven Engineering (MDE) language with the purpose of creating 
an easy to use requirements management environment for directly manipulating a 
requirements structure, from which other documents can be automatically generated 
through translational semantics. The gRAM is a formalized graphical Domain Spe-
cific Language3 (DSL) complying with the RAM, where validation rules (i.e. static 
semantics) built into the gRAM ensures that the model and the resulting requirement 
specification are syntactically correct and well formed according to the RAM.  

                                                           
3 “Domain specific” refers to the horizontal domain of requirements engineering. 
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In addition to the traceability link RAM defines between requirements at adjacent 
abstraction level – which gRAM represents with an Owns/Satisfies link – gRAM also 
adds the Depends-on traceability link, which indicates that there is a dependency 
between two requirements within the same abstraction level. 

In [14] we provide a more detailed description of gRAM, and the full set of ex-
periment material – including a textual and a gRAM requirements specification – is 
available from [30]. 

4   Experiment Design 

The experiment presented in this paper, was designed to compare the use of a require-
ments specification represented with the gRAM language, with a textual representation 
written according to RAM. The objective of the experiment was to examine whether a 
graphical representation of requirements (as advocated by MDE) increases the effi-
ciency and effectiveness of assessing the impact of a change to the requirements from 
the perspective of system designers. This section presents the design of the experiment, 
which was conducted as a standard two-group design – the control group (using the 
textual specification) and the test group (using the gRAM specification). 

4.1   Population and Sample 

The subjects in this experiment were students – i.e. convenience sampling. A total of 
18 subjects participated in the experiment, of which 14 were first and second year 
master students (i.e. in their 4th and 5th year of university studies) attending Software 
Engineering and Management programme, and 4 were 3rd year bachelor students 
(i.e. their 3rd year of education) from the same programme.  

Blocking – in order to assign subjects to experiment groups – was done based on 
the subjects prior knowledge of UML, requirements engineering, industrial experi-
ence and experience with projects. 

The population of this experiment is software designers working with implementa-
tion of software requirement specifications and systems analysts creating/maintaining 
these specifications. Most of the participating master students had over one year  
of industrial experience prior to their studies, which makes them representative for 
junior designers in industry. 

4.2   Instrumentation 

Objects 
The experiment objects shown to the subjects in both groups consisted of: 

• Generic description of a toy software system 
• Detailed design of the toy system (a class diagram) 
• Requirement specification for the toy system complying with the RAM: 

o For the control group: the textual requirements specification 
o For the test group: the graphical representation (gRAM) of the  

requirements 
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The toy system used in the experiment was a simulator of a power steering func-
tion in a car with customizable algorithm for automated power steering. The simulator 
was implemented in Java prior to the experiment and the requirements were traced 
(linked) to the software components of the simulator. The toy system was inspired  
by the real-world systems our partners work with, which could not be used due to 
confidentiality and the complexity of the systems.  

The requirements specification consisted of 56 requirements, out of which 29 were 
at the lowest level of abstraction. The high-level logical design view – represented by 
a class diagram of the implemented power steering simulator – consisted of 10 classes 
and 15 associations.  

The full set of experiment material is available from [30]. 

Data Collection 
Five tasks were prepared and used in the experiment, and were concerned with: 

• listing requirements related to some functionality or having some, by the  
      task, defined property 

• listing components in the logical view that implement a given requirement 
• listing components which may be affected by a given change request 

The instruments of data collection were (i) a form with the tasks and (ii) a question-
naire surveying the background of the subjects. We used a separate answer sheet for 
each task to collect the data, on which the subjects were asked to note the time when 
they began the task, write their answer and finally note the time the task was finished. 
We also asked the subject to note how confident they were in their answer; the 5-point 
Likert scale was used for that purpose. 

Additionally, we conducted informal, semi-structured interviews with subjects 
from both groups in order to acquire qualitative data about how they perceived the 
experiment. The interview questions were concerned with how the subject used the 
material and what they found difficult.  

Independent and Dependent Variables 
There was only one independent variable in the experiment: the type of the require-
ment specification with the values – graphical (gRAM) and textual (TEXT).  

The following direct dependent variables were used for each task and subject: 

− Tx_SCORE The percentage of correctly identified requirements/ compo-
nents (%) for task x 

− Tx_FP The absolute number of falsely identified requirements / com-
ponents for task x 

− Tx_TIME The time in seconds spent on task x 
− Tx_CONF The perceived confidence of the answer for task x (LIKERT 

scale 1-5) 

The following variables were derived from the collected variables for each subject: 

− AVG_SCORE The subject’s average score over all tasks (percentage) 
− TOT_FP The subject’s total number of false positives for all tasks 
− TOT_TIME The total amount of time the subject spent on the tasks 
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− TOT_CONF The sum of the subject’s confidence level over all tasks 
− EFF The efficiency of the change impact assessment process, calcu-

lated as AVG_SCORE / TOT_TIME 

In the Analysis, We Used the Derived Variables. Hypotheses 
The hypotheses posed in the study were tested at a 2-tailed confidence level of 95%  
(p <= 0.05). For each task, we posed the following null hypotheses4: 

− H-AS0: μAVG_SCORE_TEXT = μAVG_SCORE_gRAM    
− H-TF0: μTOT_FP_TEXT = μTOT_FP_gRAM   
− H-TT0: μTOT_TIME_TEXT = μTOT_TIME_gRAM  
− H-TC0: μTOT_CONF_TEXT = μTOT_CONF_gRAM     
− H-EF0: μEFF_TEXT = μEFF_gRAM     

Each null hypothesis had a corresponding two-sided alternative hypothesis.   

Analysis Methods 
The collected data was analysed using both descriptive and inferential statistical 
methods; box plots were used to identify outliers (complemented with Little’s MCAR 
test [31] for analysis of missing values) and extreme values, mean values and standard 
deviations were used to characterize the data set.  

For the inferential statistics, we used Shapiro-Wilk test [32] to check whether the 
variables fit the normally distribution, and Mann-Whitney U-test [33] for testing the 
hypotheses stated in the previous section. 

Validity Evaluation 
The main threats to the validity of the study – as described by Wohlin et al. [34] – are 
analysed below. 

Internal Validity – As blocking was made by us based on our experience of the sub-
jects – all subjects were at some point students in courses taught by us – we assessed 
the threat to internal validity by collecting background information using a survey. 
After analysis we found no significant difference between the groups. 

The introductory lecture was given to the two groups by different presenters, which 
might have affected the internal validity of the study. This threat was minimized by (i) 
having a common set of slides, which only differed in the presentation of the treat-
ment for each group, and (ii) supplying the same information presented at the lecture 
in written format, which the subjects were allowed to study for 15 minutes before the 
test started. 

External Validity – The main threat to the external validity is the use of student sub-
jects, which may limit the ability to generalize the result to an industrial situation. The 
study was mainly done to evaluate the format of the requirements specification, and 
we do not make any conclusions about its applicability in an industrial situation  
yet. Eventhough these subjects are not completely representative of this population 
we could consider them the worst-case scenario sample, in the light of our previous 
research [35, 36]. 

                                                           
4 μ denotes the mean value for all subjects in the group. 
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An industrial evaluation of gRAM is planned for the future in the same way as an 
industrial evaluation presented in [35]. 

Construct Validity – The following bullets state, in our opinion, the main threats to 
construct validity according to Wohlin et.al. [34] and how we have avoided those 
threats 

- Inadequate preoperational explication of constructs. All variables, as well  
as the correct answer to all experiment tasks, were clearly defined prior to the 
experiment.  

- Mono-method bias and Restricted generalizability across constructs. We col-
lected a number of different measurements; time, correctly given answers, 
false positives and the subjects perceived confidence of the given answer. By 
contrasting these to each other, we believe to have minimized this threat to the 
validity of the experiment. 

- Mono-operation bias. The experiment was conducted only once and with one 
set of instruments, which poses a threat to construct validity. In order to con-
firm the findings in this evaluation, replication experiments, using different in-
strumentation is planned for the future, after an industrial case study on the 
applicability of this method has been done.  

Conclusion Validity – The statistical power of the conclusions is quite low due to the 
small sample size. This threat to validity limits the strength of the conclusions drawn 
from the study. Rather than stating firm conclusion, we limit ourselves to indications 
and tendencies, and keep in mind that the results that showed no statistical signifi-
cance may be due to random variation in the sample (the ρ-value is also reported for 
each hypothesis test). As the post-experiment interviews were, few they are not used 
in the result analysis. Instead, they are only used in the discussion section as evidence 
to support findings from the statistical analyses. 

The original data set contained a number of missing data points (as reported in sec-
tion 4.3 below). Due to our low sample size, we chose to impute the missing data. The 
imputation of the missing values was done using the Estimation-Maximization 
method [31] that may inflate the correlation between variables, which however, does 
not influence the statistical tests used in our study. 

Testing of the collected data showed that several variables did not fit to the normal 
distribution – reported in section 4.3 below. For this reason, non-parametric tests were 
chosen for the inferential analyses, which further decrease the statistical power of the 
results but avoids the risk of violating assumptions and introducing further threats to 
the conclusion validity. 

4.3   Analysis of Results 

Normality Tests 
The second column in Table 1 (Norm.(ρ)) shows the ρ-value for the Shapiro-Wilk 
test – a value below 0.05 indicates that the variable fits the normal distribution. The 
results show that none of the variables fit the normal distribution. Thus, the less pow-
erful non-parametric Mann-Whitney U-test was used to analyse the posed hypotheses. 
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Missing Data and Extreme Values 
The following data points were missing in the collected data: (i) one subject omitted 
to note the finish time on task 3; (ii) two subjects omitted to note the confidence on 
task 4; (iii) one subject omitted to note the finish time on task 5; (iv) one subject  
omitted to note the confidence on task 5; and (v) one subject did not submit the  
background survey at all. 

Little’s MCAR test could not reject that the values are missing completely at ran-
dom, indicating that methods for data imputation may be used. All missing values 
were imputed using the Expectation-Maximization method [31].  

Two outliers were found and removed from the EFFgRAM variable. The removed 
values were excluded pair-wise in the subsequent analyses. 

Descriptive Statistics 
The descriptive statistics for the derived variables are shown in Table 1. The Diff-
column in Table 1 shows the difference between the text group and the gRAM group, 
using the text group as baseline. The descriptive statistics indicate that the gRAM 
group was 37% faster than the text group (TOT_TIME). On the other hand, the results 
also show that the text group scores 23% better (AVG_SCORE) and produce 26% less 
false positives (TOT_FP) than the gRAM group. There is also an indication of a 9% 
higher perceived confidence level of the answers (TOT_CONF) in the gRAM group. 

Table 1. Descriptive statistics 

Variable Norm. (ρ) Mean Std. Dev. Diff Better 
AVG_SCORETEXT 0.845 49.07 12.16 

AVG_SCOREgRAM 0.131 40.00 17.53 
-23% Text 

(higher score) 

TOT_FPTEXT 0.814 17.75 11.25 

TOT_FPgRAM 0.344 22.40 11.29 
26% Text 

(less false positives) 

TOT_TIMETEXT 0.335 3113.00 253.49 

TOT_TIMEgRAM 0.192 1965.50 741.65 
-37% gRAM 

(faster) 

TOT_CONFTEXT 0.369 14.13 1.64 

TOT_CONFgRAM 0.498 15.4 4.67 
9% gRAM 

(more confident) 

EFFTEXT 0.580 0.01572 0.0035 

EFFgRAM 0.153 0.01629 0.0047 
4% gRAM 

(more efficient) 

 
The results also show that the difference is time between the groups does not imply 

a higher efficiency, as the gRAM group has a lower score; the difference in the effi-
ciency variable (EFF) is only 4%. 

There is, furthermore, a large difference in the standard deviation between the 
groups for all variables except TOT_FP variable – Fig 1 and Fig 2 show boxplots for 
the TOT_TIME and EFF variables respectively. This variance within the  
gRAM group may indicate that the difference between the groups is not statistically 
significant.  
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Fig. 1. TOT_TIME variable 

 

Fig. 2. EFF variable 

Hypotheses Tests 
The result of the hypotheses tests (Table 2) using the Mann-Whitney U-test shows 
that only the hypothesis H-TT0 could be rejected. Fig 1 shows a box plot for the total 
amount of time spent on the tasks (the unit on the y-axis is seconds). The descriptive 
statistics show that the time required to perform a change impact assessment is in this 
experiment 37% shorter when using gRAM (see Table 1). 

Table 2. Hypotheses tests 

Hypothesis ρ-value MWW U H0 rejected 
H-AS0 0.264 27.50 No 
H-TF0 0.351 29.50 No 
H-TT0 0.002 5.00 Yes 
H-TC0 0.501 32.50 No 
H-EF0 0.834 30.00 No 
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Interviews 
When asked how the requirement specification was used, subjects in the groups with 
the textual specification stated that they constructed a hierarchical structure of re-
quirements similar to the gRAM, either mentally or on paper. Subjects from the text 
group stated that the model they drew was revised many times during the experi-
ments, making them doubt whether they answered earlier tasks correctly.  

Subjects in the gRAM group stated that they mainly used the graphical representa-
tion; in the interview one subject said: “When I read the task, I had an initial idea 
about what the answer would be, and a quick look at the diagram confirmed it. I felt 
no need to read the detailed description”.  

The interviews suggest that the text group, while constructing a visualization of the 
requirements themselves (either mentally or by drawing), read through the detailed 
description of the requirements more thoroughly than the gRAM group. The gRAM 
group seemed content with drawing their conclusions based on the graphical model, 
turning to the details only when in doubt. The large standard deviation in required 
time (TOT_TOME) and score (AVG_SCORE) within the gRAM group, however, might 
indicate that some subjects did read the detailed requirements description more thor-
oughly than others did. 

5   Discussion 

The results of our experiment show with statistical significance that the use of a 
graphical representation reduces the time required to perform the tasks. During the 
post-experiment interviews, subjects from the text group stated that they tried to con-
struct visualizations of the textual document themselves, and some even stated that 
the structure they created was similar to the representation used in the gRAM. This 
suggests that there is a justification for creating such structure as part of making the 
specification; if it is not done, it will result in redundant work each time the text speci-
fication is used. Moreover, statements from the text group suggest that they had 
doubts whether the structure they created was correct, resulting in revising it during 
the course of the experiment, which may contribute to the extra time spent by the 
textual group. 

On the other hand – although not statistically significant in our experiment – the 
textual group had higher score and fewer false positives (variables AVG_SCORE and 
TOT_FP in Table 1). This might be explained by interview statements from the group 
presented with the gRAM representation, which show that they had an initial idea of 
an answer and used the graphical structure to confirm it; they mainly used the detailed 
description when in doubt. This indicates that they put a lot of trust in the material 
provided, while the textual group – knowing that they created the graphical structure 
themselves – were more inclined to double-check their answer. This suggests that a 
graphical representation promotes quicker decisions, while the textual representation 
forces the subject to study the material more closely.  

Furthermore, the statements made by the gRAM group – saying that they mainly 
turned to the detailed requirement description when in doubt – suggest the importance 
of clearly defining what information is shown in the diagram. The graphical represen-
tation might end up being misleading if in fact the detailed description is needed in 
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order to fully understand the specification. This may explain the large variance in 
time (TOT_TIME) and score (AVG_SCORE) within the gRAM group – the subjects 
may have used the detailed requirement description to different degrees. 

It should be noted that the experiment was done using student subjects, and that in 
a real world situation the repercussions of making a mistake would be much more 
severe than in our superficial case. Furthermore, only one of our five hypotheses 
could be confirmed with statistical significance, possibly due to the large variation in 
the gRAM group – which is not adequately explained by the experiment. For these 
reasons, we plan to do a larger experiment and include subjects from the industry in 
order to verify our conclusions.  

6   Conclusions 

Graphical modelling of requirements has been considered in several modelling lan-
guages like SysML (the notion of requirement) or UML (the notion of use case). 
Nevertheless, not much empirical evidence is provided whether graphical modelling 
of requirements improves typical requirements engineering activities like elicitation, 
packaging, validation or change management. In this paper we present results from an 
experiment performed at academia with the objective to verify whether a graphical 
model of requirements is better than a textual one. As a basis for the experiment, a 
state-of-the-art method was used – Requirements Abstraction Model – to specify the 
requirements in a textual form, whereas a dedicated modelling language based on the 
Requirements Abstraction Model was used for the graphical specification.  

The results from the experiment show that the time required to assess impact of a 
change was substantially shorter for the graphical notation. Aspects such as accuracy 
of the assessment and the confidence in the result (as perceived by the subjects) were 
found to be within the limit of statistical error (i.e. statistically insignificant).  

In our future work, we plan to replicate the study in an industrial context and to 
further experiment with such aspects as time required to create the requirement speci-
fication and its correctness.  

Furthermore, we plan to examine the consistency among the different abstraction 
levels of gRAM as well as the effectiveness of mapping the requirements specifica-
tion to design model – i.e. traceability correctness. 
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Abstract. A definition of a project success includes at least three criteria: 1)
meeting planning goals, 2) customer benefits, and 3) supplier benefits. This study
aims to point out the importance of the definition of the project start, the project
start date, and what work should be included in the project effort in order to ensure
the supplier’s benefits. The ambiguity of the project start risks the profitability of
the project and therefore makes project success at least from supplier’s point of
view uncertain. Moreover, vague project start makes it more difficult to compare
project management metrics, such as duration and effort, between projects. There
is no clear definition for the project start either in literature or practice. Based on
interviews, the definitions are provided for project start, project start date, and
project start-up effort included in the project.

1 Introduction

An ever increasing part of the software development activities are bought from external
suppliers. In those cases both the customer and the supplier plan to do viable busi-
ness together in a way in which the supplier develops the software in a project and the
customer will get the desired outcome of the project. In order to have a prosperous rela-
tionship between the customer and the supplier the projects should be as successful as
possible. The definition of success includes at least three criteria: 1) meeting planning
goals, 2) end-user benefits1, and 3) contractor benefits2 (including at least two criteria:
commercial success of the project and potential for future revenues) [1]. Without un-
derstanding all three criteria of project success and their implications it is less likely to
achieve a common project success.

The first project success criterion, the ability of the project to meet the planning
goals, is closely related to the traditional measures of project success, namely cost,
time and quality [2]. In the case of software projects it is more common to speak about
scope instead of quality. The reason to adhere to time, cost and scope is understandable

1 In this article the end-user benefits are considered to be customer benefits.
2 In this article the term contractor is replaced with the term supplier because in software engi-

neering standards the used term is supplier.
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because for example ISO/IEC 12207 standard defines a project as an endeavor with
defined start and finish dates undertaken to create a product or service in accordance
with specified resources and requirements [3].

The second project success criterion, the customer benefits provided by the project,
can be defined by the project’s impact on general corporate strategy, business operations,
research and development, IS/IT development, and facilities provision and management
[4]. The impact on corporate strategy can lead directly to improvement competitiveness
and enhanced shareholder value. The impact of project success on IS/IT development
is improved financial benefits and reduced wastage on canceled projects. These bene-
fits cannot always be measured when the project ends because it may take some time
and sometimes it may take several years before the actual customer benefits can be
estimated.

The customer benefits are not the same as the project delivered in time, within the
budget and according to the scope [4]. There are several examples of projects that were
clearly over budget and over time, but which were clear successes. The final success of
the project is more likely to be influenced by the customer’s ability to select a project
that has potential to provide actual benefits to the customer than any other factor. Se-
lecting a fundamentally flawed project will ensure project failure even if the project has
been completed in time, scope and budget [5].

The third project success criterion, the supplier benefits, is necessary for good long-
time relationships between the supplier and the customer. It is necessary for the supplier
to run a profitable business, and therefore the overall project portfolio of the supplier
has to make profit. Without profitability the supplier will get out of the business and the
customer will lose the benefits of a mutually advantageous partnership. The potential for
the future revenues is also a very important aspect of project success from the supplier’s
point of view. This is emphasized by the study by Haried and Ranamurthy [6] in which
it is shown that one of the main aims of the supplier is to get additional business in the
future, and therefore one of the main criteria of the success of the current activities from
the supplier’s point of view is the outlook of future deals with the customer.

In order to gain benefits there should be a common understanding between the sup-
plier and the customer of the project, its scope, timetable, and costs. This understanding
should come into existence during negotiations between the supplier and the customer
before the project is allowed to start and this understanding is usually clarified in the
commercial and legally binding agreement and the project plan.

In order to gain its own benefits (commercial success of the project and potential for
future revenues) the supplier should fulfill contractual obligations with respect not only
to project scope but also anticipated effort and timetable. When the agreed outcome of
the project will be delivered to the customer in time and effort estimation is not overrun
the supplier may assume that the customer will not only gain its own benefits but also be
satisfied with supplier and its performance. Thereby the project has potential to become
profitable and the possibility for the future revenue will be ensured.

Especially for the supplier it is important not to overrun estimated effort and
timetable. The supplier has usually many projects going on at the same time. Con-
tinually supplying the pipeline with additional business in the form of project agree-
ments the supplier ensures its revenue stream [7]. However, the number of people, and
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facilities available for a project are always limited. To be able to allocate resources from
one project to another the supplier should know how many and what kind of resources
are needed in one project and when these resources will be relieved and be free to be
moved on to other projects. If there are delays on schedule, the supplier will have chal-
lenges not only with current project but also with the other projects waiting for the
same resources. Moreover, if the effort estimation will be overrun, depending on the
commercial agreement, the supplier has a risk to have a non-profitable project which
will engender a shadow over the whole project and it is more difficult to achieve project
success and a prosperous relationship between the supplier and the customer.

When doing software projects as a business, the supplier has a need to estimate effort
as realistically as possible and the conceivable delivery date is estimated using effort
estimation as a basis. The eventual effort and thus costs of the project and its end date
are formed under negotiations between the customer and the supplier. The project start
and the eventual start date of the project are more problematic. The author’s industrial
background3 and current industrial cooperation have left the definition of the project
start a confusing and unclear concept.

A project start is quite important point in time for the project. The project work
should start at that moment. Moreover, the project start should form the baseline for the
estimation of project duration. But according to the personal experience of the author it
is not clear when the actual project work has started, what is the project start, and what
is the start date of the project.

For a supplier company project start-up activities are commenced when the com-
pany has got the order from the customer or the customer has indicated some other
way that it will order software development project with agreed deliverables form the
supplier company. During start-up phase the supplier company starts project planning
using initial project plans made for a tender as a basis, forms the project team, assign
responsibilities, establish procedures, install tools and controls, set up communications
and makes initial contact between the team and customer [8], and [9].

When analyzing project start-up Turner has divided different projects into four types
and emphasizes that start-up activities may be considerable especially in the case of
software development [10]. However, in supplier companies it is common that in some
projects those activities has been counted as effort to be included in the project but in
other projects that work has been neglected and has been left almost totally out from the
project work, although for a given project there is a certain minimum effort the project
requires in the start-up phase [11].

Because practices vary from one project to another it is not so obvious and well-
defined what work is included in the project work both beforehand while making effort
estimation at negotiation phase and when the actual project is about to start. Without
proper resources planned and reserved for project start-up activities, there is a risk that
the design and plan stages are not carried out thoroughly enough which is, according to
Atkinson, a common source of difficulty in projects [12].

3 Author has worked as a Developer, Systems Analyst, and Project Manager in Tieto devel-
oping software for customers mainly in telecom and logistics sector. She has worked also in
GE Healthcare R&D unit developing software product for intensive care units in European
hospitals.
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While it is unclear, what activities should be and are included in the project work,
it is equally obscure how project start should be defined. Fangel gives two possibili-
ties: “The formal project start may be at the beginning of the start-up process, subject
to approval of the developed project plans. Alternatively, the start-up process may be
partly or fully carried out before the formal project start.” [13]. This means that project
start and therefore also project start date can be anchored to the beginning of the start-
up phase or somewhere during the start-up phase. However, an undefined project start
makes the timely and controlled execution the project start-up activities more challeng-
ing and may result in unnecessary risks.

In order to achieve all three criteria of project success, the supplier should be able to
provide accurate effort estimates. The creation of accurate estimates would require an
agreement on the types of work included into the project. Therefore the project start-up
work and the project start should be defined and agreed on by both the supplier and
the customer. Such clarification would benefit both parties by creating a more truthful
picture of the project and related activities and possible costs.

As long as both project start and what work is included in the project work are
unclear concepts it is difficult for the supplier to measure project profitability truthfully.
Moreover, basic project management metrics such effort, duration and timetable are
more unsteady than normally presumed. Therefore in this article the research question
is formulated as “What is ‘project start’ and how it is defined?”. The question stems
from the lack of clarity and the aim of this study is to help professionals to define
project start and related issues in a way that makes project success more likely.

A literature review is presented in Section 2. Since literature review was not able
contribute a definition to the project start the practitioners were interviewed to obtain a
practical definition for the project start. The performed interview is presented in Section
3. The results of the analysis of interviews are presented in Section 4. In Section 5 there
are a few definitions and the article is concluded in Section 6.

2 A Literature Review

Both the project start and the project start date as concepts may appear so obvious that
they do not seem to have a definition at all. An exact definition is, however, important on
order to achieve a common understanding. The literature review was split in three parts.
Those parts are a review of the standards, a brief search of definition from common
textbooks, and a search of relevant research from databases.

The first part, the analysis of standards, was restricted to the ISO and IEEE standards.
Later on the review of standards was backed up with an analysis of project management
standards. The first part of the search was by using the keywords “project”, and “start”,
and “date” in various combinations. No definition was found through database searches.

After the unsuccessful keyword search the standards ISO/IEC 12207, ISO/IEC
15288, ISO/IEC 15504, ISO/IEC 16085, and ISO/IEC 16326 [3], [14], [15], [16], and
[17] were analyzed. The analyzed standards do not provide a definition for project start
or project start date.

The analysis of standards was extended to the most common project management
standard, which is “A Guide to the Project Management Body of Knowledge” (PM-
BOK) and is often mentioned as “. . . the sum of knowledge within the profession of
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project management.” [18]. PMBOK describes activities to be done at the project start-
up phase but doesn’t describe when the project actually starts and therefore doesn’t
define either the project start or the project start date. PMBOK defines, however, a start
date as “A point in time associated with schedule activity’s start, usually qualified by
one of the following: actual, planned, estimated, scheduled, early, late, target, baseline,
or current.” Schedule activity means “A discrete scheduled component of work per-
formed during the course of a project.” Start date is thereby associated with an activity,
which is scheduled and performed during the course of the project. Therefore the defi-
nition of the start date doesn’t give definition for the project start, which is the starting
point for the whole project and its activities.

The most common standards related to software projects do not provide a useful
definition. Therefore the literature review was extended to the common software engi-
neering books like [19], [20], and [21]. Such books cover wide range of concepts and
methods for software development as well as short description of project management.
As their main purpose is to describe software engineering as a whole without concern-
ing details of software projects, they don’t give definitions for project start or project
start date. Moreover, they do not pay any attention to the supplier’s problem of resource
allocation and management in a multi-project environment.

The last part of the literature review was searches performed in the scientific
databases. The first database used was IEEE database. The search strings used
were ((project <and> start date) <in> metadata), ((project <and>

start time) <in> metadata), and ((’project start’) <in> metadata).
All those searches produced only one page of results. The abstracts of the result ar-
ticles were read and the most promising article found was [9].

Egginton concentrates on two things: the handover from the sales organization to the
project organization and how to achieve a rapid launch of the project [9]. For the former
he presents a handover workshop as a way to ensure a smooth and complete transition
of responsibility from the sales management to the project management. For the latter,
the rapid launch of the project, he suggests a project kick-off meeting with participants
from all major project partners. With the help of both handover workshop and kick-off
meeting it is possible without dispute to contribute to the successful start of the project.
It is, however, unclear if the kick-off meeting is intended to be the actual project start.

From the ACM portal the search strings were project "start date" (328),
project "start time" (1 777), project "start-date" (328), project

"starttime" (1 777), and "project start" (156). The number in parenthesis after
the search string denote the number of hits. With those cases in which the number of hits
was larger than 200 only the first five pages of results were subjected for closer scrutiny.
With the string "project start" the whole list was looked at, although only those
articles with a promising title and abstract were considered more closely. No definitions
were found.

The Elsevier ScienceDirect database was used with the search term "project

start". The search was limited to the journals International Journal of Project Man-
agement, European Journal of Operational Research, Journal of Systems and Software,
Information and Software Technology, Research Policy , Technovation, Information &
Management, and European Management Journal. The search produced 229 hits. The
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hits were looked at by the title and the abstract. Only those articles that seemed most
promising were looked at more closely.

Fangel discusses purpose of project start-up, planning of the project start-up, and
presents tools for the project start-up procedure [8], [13].He also describes differences
between project start and project start-up [13]:

. . . To me it is natural to distinguish between to start and to start-up. When
you are going to drive a car, you start by merely turning the key, releasing the
clutch, and simply drive away. You rarely give any thought to the matter of
performing the kick-off.

When you are going to run the diesel engine of a ship, you perform a start-
up which is a process involving several activities all needed before the marine
engineer can give the final ‘Go’. Examples of the activities are the manning of
the start-up, communication with the captain, fuel check, lubrication of bear-
ings, starting pumps, initiation of filters, and building up sufficient air pressure.

Such a professional start-up process is the basis for getting the engine go-
ing, but at the same time it gives an effective and economical operation of the
engine.

It seems to me that the difference between a project start and a project
start-up is just as obvious as the difference between starting a car and starting
up a ship’s diesel engine.

Using the example above he succeeds to clarify difference between project start and
project start-up, but, however, he gives incomplete definition for project start and project
start date, and these are already presented in Section 1.

In addition to Fangel, Turner and Cochrane [10] have analyzed the relationship be-
tween methods, goals, and start-ups. According to them, the start-up is important and
may require considerable amount of effort [10]. Two other studies concentrate on ef-
ficient project start-up [22] or evaluating effectiveness of project start-ups [23]. Both
studies emphasize the importance of the project start-up in order to ensure the success-
ful completion of a project. They do not, however, commit themselves on a definition
of the project start or the project start date.

In a fairly recent article it is noted that at present some projects may have unclear
boundaries, e.g. the start and end dates of the project are unclear [12]. The example of
a project type that has unclear boundaries is organizational change projects, which are
totally different from outsourced software projects, which are contract based and should
start and end sometime and provide a deliverable result. In that article the project start
was not defined at all, although it was mentioned to be sometimes a fuzzy concept.

Wiley InterScience database did not provide any interesting results. The search string
project NEAR/3 start for journals did produce 244 hits, but the results were not
promising. The titles of the articles and the names of the journals made it unlikely that
any of the articles would have provided the searched definition for the project start. Due
to the seeming inaccuracy of the Wiley’s search engine, Information Systems Journal,
Software Process Improvement, and Project Management Journal were looked at more
closely. No relevant articles were found.

SpringerLink database was searched with the string "project start". The search
produced 362 hits. The title of every hit was considered and the more interesting articles
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were opened for further analysis. If the abstract of the article did not include relevant
terms, then the article was not considered any further. There were only two articles [24],
and [11] that somewhat covered the project start. Neither of those articles defined the
project start, but Barry et al. [11] considered the start-up important in the beginning of
the project and after interruptions. This is because an organization needs time to set up
the project team, train them, and allow them to become familiar with the project [11].

The literature review made it clear that there exists no common definition of the
project start. A clear definition of the project start is, however, important because con-
fusion and delays make project success less likely. The lack of definition in the liter-
ature does not mean that companies that supply projects to customers do not have a
clear definition. The interview was performed in order to get a definition formulated by
practitioners and the analysis of the interview is presented in the following section.

3 The Interview

The interview described in this section is a part of a larger study which consisted of
two different interviews performed in four software engineering companies. The larger
study aims to gain better understanding of those activities which are performed in a
supplier company before the actual project has been started and which will affect the
project during its life-cycle. One part of interviews concentrated on activities performed
in tendering process and another part concentrated on initiation activities performed in
the project start-up phase. This study concentrates on the interviews on the project start-
up phase.

The project start-up phase is the phase that succeeds the sales process and precedes
the actual project. Project start-up phase starts when company has got the order from
the customer or the customer has indicated some other way that it will order software
development project with agreed deliverables from the supplier company. The project
start-up phase has been discussed in [8], [13], [10], [9], [23], and [24]. The project start-
up phase and its relationship with the sales process and the actual project are depicted
in Fig. 1.

Two software engineering companies where interviews were performed made soft-
ware development projects to various customers. Other two companies made embedded
software projects with close cooperation with industrial companies. The main char-
acteristic of all four companies was that they delivered unique product (software or

Fig. 1. The Start-up phase of a project
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embedded software, or in some cases specialized hardware with embedded software) to
their customers. For these companies projects are their main way of doing business.

The persons interviewed were selected by the higher management of the companies.
For the project start-up interview the management were asked to select project managers
or other people who are responsible for project management. The interviewed people
included eleven Project Managers, one Business Unit Manager, one Team Manager,
and one Engineering Manager, altogether 14 people. Summary of the project start-up
interviews is presented in Table 1.

Table 1. Summary of the project start-up interviews

Company Project focus Persons inter-
viewed

Position

Company A Software 3 Project Manager
Project Manager
Business Unit Manager

Company B Software 3 Project Manager
Project Manager
Team Manager

Company C Embedded Software 2 Project Manager
Engineering Manager

Company D Embedded Software 6 Project Manager
Project Manager
Project Manager
Project Manager
Project Manager
Project Manager

An interview instrument was developed for interviews and it consisted of main
themes and a form for background data. In addition, few questions were planned to
obtain definitions. The interview instrument was constructed by one researcher and val-
idated by two other researchers. The interviews were performed as semi-structured in-
terviews, more the forms of a discussion, using the interview instrument as a guide of
discussion. Every interview was recorded and the recordings were transcribed to text.
The analysis of the interviews was based on these transcribed texts.

One of the questions made for definition formulation was “When do you consider a
project started?”. The question and especially answers of this question turned out to be
not so straightforward than it could have been supposed to be. Analysis of the various
answers and results of the analysis are described in the next section.

4 Results of the Analysis

The first step of the analysis was to extract all answers of question “When do you
consider a project started?” from transcript files into one manageable file keeping data
traceable. Each answer was analyzed and a simplified individual definition for project
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Table 2. Individual definitions of the project start

Company Project focus Individual definitions

Company A Software - There has been a kick-off meeting with the customer.
- Work to achieve the goals of the project has been started.
- First hours have been registered to the project.

Company B Software - We got the deal.
- The project manager has taken over the project.
- There has been a kick-off meeting with the customer.

Company C Embedded Software - We have got the deal.
- A project number for the project has been opened.

Company D Embedded Software - The order has been got.
- The order has come.
- The project manager has been appointed.
- There has been an official kick-off meeting with the cus-

tomer.
- There has been an internal kick-off meeting.
- Someone is working on the project.

start was formulated for each interviewee. The result of this step is presented company
by company in Table 2.

It can be seen that there are many quite similar definitions as “The order has been
got.” and “The order has come.” These quite similar definitions were grouped together
and altogether five groups were comprised of individual definitions. After analysis of
each group one definition of project start was derived for each group. These definitions
and the number of different definitions in each group are presented in Table 3.

Table 3. Definition and the number of individual definitions

Definition Number of individual definitions

We got the order. 4
Project work has been started. 4
There has been a kick-off meeting with the customer. 3
The project manager has been appointed. 2
There has been an internal kick-off meeting. 1

The most common definitions were “We got the order” and “Project work has been
started” but only one interviewee defined the project start via internal kick-off meeting.
This may reflect that it is not very common to have internal kick-off meetings or that a
project is considered started before an internal kick-off meeting.

It is possible to place the definitions presented in Table 3 in a time-scale. The placing
represent the relative ordering of the definitions and reflects the opinion of the author
of this article. The ordering of the definitions is shown in Fig. 2.

After the supplier has got the deal, it takes some time to appoint the project manager.
When the project manager has been appointed, he/she will start getting familiar with the
project. That time can be considered to represent the first moments when some work



360 P. Savolainen

Fig. 2. The definitions of the project start in a timeline

has been done to the project. The project resources are selected by the project manager
or the resources are given to the project manager. In many cases the project manager
may have some influence on the decisions regarding the project team, but that influence
can be very limited. After the project team has been selected it is possible to have an
internal kick-off meeting. Before or after the internal kick-off meeting the members
of the project team have familiarized themselves with the project. The formal project
kick-off meeting requires that the supplier’s project team and the customer’s relevant
personnel are known. Both sides should have familiarized themselves with the project
and be ready for the meeting. It may, however, be the case that it will take some time
before the formal project kick-off meeting can be held.

The time between the order and the kick-off meeting with the customer may be
several weeks. During that time there may have been a considerable amount of effort
spent in addition to the effort directly related to start-up activities. Hence, it is not easy
to compare the effort, the duration, and the schedule of individual projects even inside
a single company. This problem is clearly seen in Table 4 where different definitions
are presented company by company. Each definition is presented once and number of
interviewed persons per company is also presented.

It is quite amazing how many different meanings project start can have amongst
professionals. There is no common understanding inside any company. If we look at
the Company B one of the interviewees define project start as “The order has been got.”
and another as “There has been a kick-off meeting with the customer.” If their process
follows author’s own experience there is a huge difference between project managers
how they manage project start and project timetable, and how they manage hours spent
for the project.

After collecting and analyzing the definitions the actual transcripted interviews were
re-read. That made the vagueness of the project start much easier to understand. The
ambiguity of the project start is described by one manager, who was not able to make
up his/her mind. He/she finally conceded that the project start is a fuzzy concept and
difficult to define.

Now, we usually have a kick-off meeting with a customer. It can be considered a
starting point of the project. . . But how it goes, when the project starts, anyway,
what is pre-planning of the project then. . . So, yes, the kick-off meeting can be
before the pre-planning, that we have agreed that we get our finger out. But
we, of course, discuss it with the customer as early as possible, what have
to be done, and so on. That it is a basis for the planning, case-specifically,
maybe. . . This is such a gray area.
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Table 4. Different definitions and the number of interviews for each company

Company Project fo-
cus

Definitions Number of
interviewed
persons

Company A Software - Project work has been started. 3
- There has been a kick-off meeting with the customer.

Company B Software - The order has been got 3
- The project manager has been appointed
- There has been a kick-off meeting with the customer

Company C Embedded - The order has been got 2
Software - Project work has been started

Company D Embedded - The order has been got 6
Software - The project manager has been appointed

- Project work has been started
- There has been an internal kick-off meeting
- There has been a kick-off meeting with the customer

All interviewed managers worked for companies which make various software projects
to different customers. The difficulties to manage project starts and how to define the
project start after delays is clearly seen from the quotation of one manager:

I don’t know. . . Well, I, for one, think it’s when someone has started to work
for the project. It’s common that we have some timetable. We have offered a
project, we made a tender today, the project will start 1st January 2009 and end
30th May 2009. Some time passes, we’ll get the order, perhaps in the mid Jan-
uary, we won’t update the schedule. We’ll start the ball rolling, we’ll get maybe
one guy for the project and another maybe in the mid February. Now, we’ve
failed the start and schedule, it doesn’t matter as such, but what is actually the
project start. In my opinion, it’s when there is someone working for the project.

His/her answer included some further insight in addition to the definition of the project
start. He/she illuminated one of the problems that are inherently present in contractual
software projects. The timetable, i.e. schedule, has been outlined in a binding tender,
but the order comes much later than expected. The project is already late, the schedule
is presumably not updated, the resources are not available at once (it has to be remem-
bered that the order comes much later than expected) and the project is delayed even
more. The actual project start and the start date defined in the original project plan have
nothing to do with each other anymore.

Ambiguity with a moving project start and the activities performed during start-up
create difficulties for the supplier because the supplier has to cope not only with the
already late project but with several other projects at the same time. It is likely that at
least some of the other projects use the same resources than the original project. The
other projects may be delayed or disrupted by the timetable changes of the original
project.

The fact that the managers interviewed work for companies which operate in project
business makes the managers to pay special attention to anything that incurs difficul-
ties to the supplier. Therefore some experienced managers may select a more or less
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arbitrary date and present it as the start date of the project. By using such a date he/she
strengthens his/her bargaining position with the customer because he/she can always re-
fer to that date and negotiate a new schedule. That is clearly expressed by one manager
who said:

I personally write it always in the project plan. I’ll try to keep it easy for me,
it’s quite difficult to define when the project has been started and therefore it’s
always written in my project plans. There can be delays for different reasons
but we have to have readiness to start the project. And when we are able to
show the project start date and the project has been started we are stronger to
negotiate with the customer for the changes of timetable.

Differences between various definitions for the project start can be interpreted to
mean that the concept of the project start was at least partly ambiguous in every com-
pany. The ambiguity is expressed in a clear way by one experienced manager who said:

My strong opinion is that it is when project manager is appointed. The order has
come, is forwarded to project manager, and that’s it.

The emphasis is used in the quotation in order to point out that the definition provided
by the interviewee is his/her personal opinion, not a fact nor a company level definition.

To summarize the results of the analysis of the interviews we can conclude that the
definition of the project start has obviously been accepted to be very difficult to create.
Moreover, it is an ambiguous issue and the definition of the project start date is at least
partly arbitrary and may have no real connection to the real start of the project. In the
world of contract based — or outsourced — software projects the relationship between
the project start and the project start date written into the schedule is not always a
reality. The ambiguity of the project start definition may make it difficult for software
companies to define and show if a project has been profitable or not. If a part of the
project work has been done without including that work in the official project, then
that work has been done outside the official agreement and the situation is not tenable
considering project success and a prosperous long-time partnership.

In order to make the situation clearer and both the customer benefits and the supplier
benefits easier to achieve the relationship between project start and the project start date
should be clarified and the term defined. In the following section such definitions are
proposed and the some impacts of the current ambiguous situation discussed.

5 Definitions

It seems to be the case that the state of the practice is as fuzzy as the almost non-
existent literature definition. The start date of the project has to be defined somehow,
but every project manager seems to have his/her own definition for the project start and
therefore he/she has his/her own definition also for the start date of the project. This
type of ambiguity may result in a situation in which the supplier performs work that is
necessary for the project but not included in the agreement.

This kind of situation is not beneficial for the supplier because there is a risk to lose
not only the profitability of one project but also the profitability of other projects if
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Fig. 3. The definitions of the project start and other relevant times

there are many project managers who may act alike. Therefore the project start, project
start date and the work included in a project work should be defined. These definitions
were made by the author, and the definitions and their relationships are presented in
the Fig. 3.

The most obvious moment for having the project start is the day when the supplier
and the customer have the project kick-off meeting. This moment is defined also as the
project start date. The customer may expect the supplier to have the project team up and
running immediately after that meeting. The project start-up activities that are required
should be performed before the project start.

For the supplier the project start-up activities are a necessary part of the project
[11][24][10] and actually a part of the project effort. The start-up activities should be
included in the project work from moment when the project work has been started
(internal project start / project start date) to moment when the kick-off meeting has
been performed with the customer. In that span a remarkable amount of work has been
done and that effort should be included into the project despite the fact that the work is
invisible to the customer.

6 Conclusion

When discussing successful software development project, we should consider all three
success criteria, which are: 1) time, cost, and scope, 2) customer benefits, and 3) sup-
plier benefits. In order to achieve those criteria and create a prosperous relationship
between the customer and the supplier there has to be a common understanding of sev-
eral issues. One of the issues is the definition of the project start and the role of project
start-up activities discussed in [10], and [24].

Although the amount of effort spent in the start-up activities may be remarkable —
at least there is a minimum amount of effort that a project start-up requires [11] — the
relationship between those activities and the project start has not been clearly defined
in literature. The relationship is vague in practice also and an interview of practition-
ers provided five different definitions, all of which have a clearly different meaning
considering the project start and the type of work that belongs to a project.
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Without proper understanding which start-up activities are needed, which start-up ac-
tivities are included in project work, when project starts, and what is actual start date of
the project, there is a risk that proper planning and design are not carried out thoroughly
enough, effort estimations made before and after project start are faulty, project planned
delivery date has been missed before project start, and overall resource usage planning
of the company becomes more challenging. All these difficulties minimize possibility to
achieve successful project from supplier’s point of view: to have commercial success of
the project and potential for future revenue. Moreover, basic project management met-
rics such effort, duration and timetable are misleading from the beginning the project
and comparing different projects is unreliable.

The understanding may be based on the definition proposed in this article. The def-
inition is that the project start and also the project start date is the moment when the
supplier and the customer have a kick-off meeting, but the internal project start / project
start date is the moment when the supplier performs the first project start-up efforts. The
project work that should be agreed includes the start-up effort required by the project.
The customer and the supplier should agree on the inclusion of the start-up effort to the
official agreement.

Although the reported study is based on a fairly limited number of interviews its
results can be considered valid because similar problematic have been reported earlier
[24]. The actual usability of the proposed definition in the business environment and the
detailed steps present in the start-up phase are left for further research.
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Abstract. In response to the lack of a business-focused approach to software 
process improvement (SPI), the Rosetta Stone objective-driven SPI Methodol-
ogy (RSM) has been developed which allows organizations to undertake SPI 
based on business-driven objectives using proven SPI methodologies. To dem-
onstrate usefulness and practicality, the Rosetta Stone IGSI-ISM to CMMI  
Instance mapping (RS-ICMMI) is developed using a generic set of business  
objectives which are mapped to the CMMI (Staged) model using a modified 
version of GQM. This methodology and the RS-ICMMI instance have been 
validated by experts. 

1   Introduction 

In companies, a significant amount of capital expenditure and operating expenses are 
spent on Information and Communications Technology (ICT). In fact, according to 
the Organization for Economic Co-Operation and Development (OECD) [1], total 
worldwide spending on ICT was expected to reach $2.964 trillion in 2005 (the most 
recent OECD estimates). Therefore, it is important that the ICT maturing process 
continues to evolve. From a Software Process Improvement (SPI) perspective, there 
are several competing and, in some cases, complementary standards such as the Soft-
ware Engineering Institute’s CMMI for Development version 1.2 [2]; the Interna-
tional Standards Organization’s (ISO) ISO15504 [3], formerly known as SPICE; the 
Trillium Model [4], developed originally in 1991 by Bell Canada; the ISO’s 9000-3 
standard [5] and the ISO 9001:2000 standard [6], a process-driven approach to define, 
establish and maintain software quality within an organization that will allow organi-
zations to meet their business objectives [7]. 

Quite a deal of literature supports the hypothesis that implementation of the various 
SPI methodologies will result in benefits to organizations. However, they do so from 
an IT perspective. There are few, if any, methodologies which approach systems im-
provement from a business goals and objectives perspective. Our research has demon-
strated that these benefits come about as a result of implementation of SPI which is 
IT-centric.  In other words, ICT drives the business benefits. The Rosetta Stone Meth-
odology1, developed and evaluated as part of our research and presented in this paper, 
                                                           
1  The Rosetta Stone is an Egyptian stele found by the French in 1799 with three translations of 

a single passage in Hieroglyphics, Demotic, and classical Greek. It allowed scholars to trans-
late between these three languages. The analogy is that the Rosetta Stone Methodology will 
allow the translation between business objectives and SPI methodologies. 
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consists of a methodology which allows businesses to undertake business- and organ-
izational-driven goals and objectives. 

Section 2 of this paper describes the reported benefits of implementing software 
process improvement, and our research method is described in section 3.  In section 4, 
we present the development of the Rosetta Stone Methodology, its constituent ele-
ments and a specific implementation.  This is followed by a discussion and conclusion 
in sections 5 and 6.  

2   Benefits of SPI 

Software and systems development methodologies have evolved to enable the devel-
opment of ever larger and more complex solutions to real-world problems. However, 
there are concerns and while advances have been made there are still quite a few hor-
ror stories reported [8]. To get to where we are now has resulted from the gradual 
evolution of development processes. This evolution includes, but is not limited to, 
solutions such as software inspections [9], structured programming [10], software 
process improvement techniques and project management methodologies. We are 
cognisant of the work of Solon and Statz [11] and Zahran [12] when they discuss the 
difficulties of using benchmark SPI benefits in making business cases for the imple-
mentation of SPI.  While at a high level benefits are categorized consistently in macro 
terms such as Return On Investment (ROI), Quality, Defect Density, and Reduced 
Cycle Times, upon more detailed review results are not normalized nor is there  
consistency in how benefits are defined.  An additional problem is that much of the 
literature deals with the results of SPI from individual organizations. Also, there are 
benefits which, while of interest to the community as a whole, are mentioned in only a 
small minority of research reports.  

We now present an overview of the reported benefits resulting from the implemen-
tation of SPI. Our intention here is not to provide an exhaustive review of all the re-
ported benefits of SPI but merely to demonstrate that there is considerable evidence to 
support the view that SPI is beneficial to organizations.  

2.1   Reported Benefits of SPI 

Return On Investment (ROI) reviews often feature large companies.  Humphrey et al. 
[13] described the Software Process Improvement initiative at Hughes Aircraft where, 
during a 4 year period (1987-1990) they progressed to CMM Level 3.  From an ROI 
perspective, the assessments cost Hughes Aircraft $45,000 and a further $400,000 
over the two-year program of improvements. Hughes estimated savings to be about $2 
million.   The effects of a CMM-based SPI program at Software Systems Laboratory 
(SSL) within Raytheon Inc. are described in [14], [15]. Over 5 years this program cost 
$5million, and the organisation progressed from Level 1 to Level 3, and was working 
towards a Level 4 assessment.  ROI had increased by a factor of 7.7 based on a sam-
ple of six projects.  Boeing STS, a division of Boeing Inc. that supports space trans-
portation programs for the Department of Defense and NASA, achieved a rating of 
CMM Level 5 in July 1996. Yamamura and Wigle [16] present an analysis of cost-to-
benefit ratios citing a reduction in rework effort by 31% due to formal inspection 
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alone - this translated into a 7.7:1 ROI.  In reporting on the progression of the Okla-
homa City Air Logistics Center (OC-ALC) from CMM Level 1 to CMM Level 4, 
Butler and Lipke [17] reported that, for an investment of $6 million, the OC-ALC 
calculated a reduction in cost of $50.5 million – an 8.4:1 ROI. To further support the 
argument that ROI increases as a result of implementation of CMMI, the SEI [18] 
reported an increased ROI of between 2:1 and 27.7:1%, with a median increase in 
ROI  of 4.7:1, based on 16 separate data points. In addition to the individual reports 
outlined above, both El Emam and Briand [19] and Krasner [20] report summary 
evidence of the benefits of SPI. 

There are many studies which demonstrate that productivity increases as a result of 
software process improvement.  Brodman and Johnson [21], [22], [23] investigated the 
effect of improving process capability in 33 companies who were at various levels of 
CMM maturity.  They demonstrate increases in productivity ranging from 6.4% to 
100%.  A study of four projects was undertaken by Software Productivity Research Inc. 
of the benefits of SPI within Oklahoma City Air Logistics Center (OC-ALC) [24]. This 
determined that there was a 10 times increase in productivity from the baseline project 
to their most recent project (while OC-ALC was at CMM Level 2, working its way to 
Level 4).  Dion [14], [15] also reported Productivity increases of a factor of 2.3 in a 5 
year time period as a result of implementing CMM. Also reporting productivity in-
creases as a result of implementation of CMM are Herbsleb et al.[25], [26]. Their report 
shows a productivity increase of between 9% and 67% over a wide range of maturity 
levels after implementing CMM, with the median increase being 35%.  

Goldenson and Gibson [27] detail some preliminary results from the application of 
CMMI process improvement. In particular, they quoted a 30% increase in Productiv-
ity as a result of implementation of CMMI. In a follow-up to the initial 2003 report, 
the SEI [28] attributed productivity increases as a result of implementation of CMMI 
of between 9% and 255%, with a median value of 62%.  Garmus and Iwanicki [29] 
report productivity increases of 132% (based on Function Point/Effort Month), and an 
effort reduction by 50%. NASA’s (National Aeronautics and Space Administration) 
SEL (Software Engineering Laboratory) spent 10 years undertaking an SPI initiative 
at their Goddard Space Flight Center.  Reporting on the SEL in 1994, Krasner, Pyles 
et al. [30] report that predicted costs were always within 10% of actual costs; only one 
deadline was missed in 10 years; maintenance cost of code was half that at other IBM 
software facilities; defects of 0.01 per thousand lines of source code (KSLOC); and an 
increased error detection rate of 95%.  Krasner [31] further reported a reduction in 
error rates of 75% between 1985 and 1993, a reduction of software development costs 
by 55%, and an increase of reuse by 300%.  He also notes that costs have become 
more predictable.  Yamamura and Wigle [16], in their report on their implementation 
of CMM Level 5, report that their processes were finding 89% of the defects – thus 
leaving 11% still baked in. After implementing SPI, virtually 100% of all defects are 
found.  Putnam and Myers [32] reported that quality improvements (by defect ratio) 
fell from just over 0.1 defects per 1 KSLOC to 0 defects per KSLOC.   

The SEI [18], based on 20 separate data points, has attributed quality increases of 
between 7 and 132%, with a median of 50% to the successful implementation of 
CMMI. From a defect perspective, McLoone and Rohde [33] found a significant 
reduction in the hours/KSLOC metric and another reduction in the dollars/KSLOC 
cost while Garmus and Iwanicki [29] report a reduction in defect density of 75%, all 
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through CMMI implementation.  Liu [34] reports significant improvements as a result 
of Motorola’s implementation of CMMI Level 5 in their sites in China.  Between 
2003 and 2006, Cost of Quality was reduced from approximately 35% to 25%, fewer 
defects were inserted into code and the faults per line of code was reduced by 13.01% 
from its pre-CMMI Level 5 level. Studies analysed demonstrate that as organizations 
implement more quality-oriented processes, the quality of code improves. Addition-
ally, quality increases as process capability maturity levels increase. We also note that 
it becomes more difficult, and therefore more costly, to increase quality between 
higher maturity levels. 

There is a note of caution, however, associated with these reported results. While 
there appears to be clear evidence of a correlation between increased ROI and imple-
mentation of various SPI initiatives, there also seems to be a trade-off between ROI 
and Quality, which would seem natural. In the case of SPI programs like CMM and 
CMMI, the higher an organization progresses up the maturity ladder, the more quality 
processes are put in place and therefore there is a tendency for quality to increase but, 
at the same time, ROI decreases [35]. As Fayad and Laitinen [36] note, “moving to 
levels 4 and 5 sounds worthwhile but there is little empirical evidence to support the 
move.” In addition, while there is consistent evidence of increases in productivity 
coinciding with the implementation of CMM/CMMI, there is also evidence to suggest 
that the rate of increase in productivity is not uniformly higher as successive 
CMM/CMMI levels are implemented. In addition, some research suggests that at least 
part of the productivity increases relates to technological innovation as a result of 
process improvement. 

2.2   SPI Challenges 

There are several challenges associated with the interpretation and use of the research 
we have reported in the previous sections. Firstly, there is a lack of uniformity in the 
definition and interpretation of the metrics/indicators used as evidence of the benefits 
of SPI. Different researchers and practitioners use the same metric to mean different 
things. Secondly, for various reasons, not all companies, even when using standard 
industry definitions for metrics, use the same metrics in their studies. The effect of 
this is that, while there may be quite a lot of research, it is sometimes difficult to find 
like-metrics upon which to base comparisons. Thirdly, companies may be reluctant to 
divulge information for commercial reasons, particularly if the results of their SPI 
effort paint them in a worse light than their peers. Therefore, it is difficult to find 
studies which report negatively on process improvements. 

However, to say that SPI in itself is the silver bullet for the software development 
process would be less than disingenuous. Nothing in life is free and SPI is no excep-
tion to this rule. Various criticisms such as high cost, rigidity in approach, and the 
increased administrative overhead associated with SPI have all been levelled at SPI – 
or more particularly at SPI models such as CMMI or ISO15504 [37], [38]. These have 
been legitimate criticisms.  However, it is up to individual organizations to balance 
the increased costs of assessment and accreditation, the increased size and overhead 
associated with the SPI model, and any issues arising from rigidity in application of 
the model with the benefits to the organization as a whole.  
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In summary, there is a lot of evidence in the literature to show that there are defi-
nite benefits to be realized from implementing SPI. However, we have noted little 
evidence to show that implementation of particular process improvements have a 
particular effect on the business requirement.   

2.3   Bridging the Gap between SPI and the Business 

As noted in section 1, there are several SPI methodologies currently available for 
organizations to use in order to improve their software processes. These methodolo-
gies are software centric and are often not tightly linked to an organization’s business 
goals and objectives. In fact, Debou and Kuntzmann-Combelles [39] contend that the 
major bottleneck to the success of SPI initiatives is the lack of business orientation in 
how the program is run. Specifically with regard to CMMI, Liu et al. [40] state that 
there exists a disconnect between business goals and maturity levels. The RSM 
bridges these gaps by adding two weapons to the practitioner’s arsenal. Firstly, it 
provides a generic methodology, based on a modified version of GQM [41], [42], 
which can be used to couple a generic benefits model to an arbitrary SPI. Secondly, 
and perhaps more importantly from a practitioner’s perspective, it provides an imple-
mentation of the RSM using a for-profit benefits model tied to an industry-standard 
SPI methodology which has been validated by industry peers and modified based on 
their feedback.  

3   Research Methodology 

The research commenced with a literature review and initial interviews with academ-
ics and industry personnel.  No approach was identified which supported businesses 
in deciding which software processes to improve to gain specific business benefits.  
Therefore, the purpose of our research is to create an objectives-driven approach 
whose use should allow this. It is expected to save organizations both time and re-
sources by allowing them to focus only on those process areas which have a direct 
bearing on the business objectives they are trying to achieve. 

The first step was to create a generic methodology, the Rosetta Stone Methodology 
(RSM). This was done by creating a meta-model of all the elements involved in an SPI 
implementation (see LHS of Fig. 1). After this, a step-by-step approach was developed 
which guides practitioners in using an SPI methodology and benefits model to define a 
mapping between business-focused benefits and individual SPI process areas. In es-
sence, this process allows practitioners to substitute the meta-model with a concrete 
implementation instance of the model (see RHS of Fig. 1). This mapping is then used 
as the basis to answer various questions regarding which process areas should be im-
plemented to achieve specific business benefits and in what particular order. 

To demonstrate the implementation of the RSM in a specific instance, we investi-
gated available return on investment models which did not deal exclusively with 
software process improvement, but with which existing SPI models could be com-
bined. We chose to work with the IGSI-ISM Benefits Model [43] and CMMI Version 
1.2 [2]. This is done as follows: 
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1. Determine which benefits model and which SPI model which is to be used; 
2. Define the mapping (relationships) between objectives/benefits and software  

processes; 
3. Answer the questions that are relevant to the individual organization. 

The initial methodology, meta-model and implementation instance were developed as 
described and were then reviewed by a small group of peers for validity. For triangu-
lation purposes, they were validated through a Delphi review of 17 people with an 
average work experience in the software industry of 19 years along with an average of 
11 years of SPI experience. Additionally, to validate the implementation instance, a 
group of experts was interviewed about each relationship within the RS-ICMMI 
model.  Out of a pool of ten experts, two experts were randomly selected to review a 
set of IGSI-ISM Benefit/CMMI Level 2 combinations. They discussed whether they 
agreed with the relationship presented and where they had seen these relationships 
work in practice. This process was repeated until all combinations had been reviewed.   
In some cases, the RS-ICMMI was modified as a result of these interviews. 

 

Fig. 1. Rosetta Stone objective-driven software process improvement Model (RSM) 

4   Rosetta Stone Methodology  

While there are many reported benefits from SPI projects, our observation is that the 
SPI agenda has been undertaken to improve particular processes for the process-sake, 
rather than organizational benefits as the primary objective. This is typically not the 
way the commercial world works. Therefore, to achieve a business-oriented focus, the 
outcome from our research will allow organizations to achieve organization-specific 
objectives through improving their software process.   

In the first instance we have developed the Rosetta Stone Meta Model.  The meta-
model is, in essence, an entity-relationship model which relates together all the major 
elements within any SPI initiative – business objectives desired, returns associated 
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with achieving the business benefits, process areas, costs of implementing the process 
areas, and the metrics/indicators to determine progress/regression towards the objec-
tives (see LHS of Fig. 1). The Rosetta Stone Methodology (RSM) consists of using 
the Rosetta Stone Meta Model to create a concrete instance of the meta model. The 
main benefits of using this methodology are that users are able to: 

• Achieve specific business objectives by targeting particular software proc-
esses to improve in order to achieve business benefits 

• Understand what benefits may be derived from the improvement of which 
particular software process 

• Given a set of existing metrics and values, determine what processes may be 
more readily and quickly implemented than others. 

4.1   Objectives, Process Areas, and Indicators 

The most important element in RSM is the set of business objectives or benefits which 
an organization wishes to achieve. If possible, these should be hierarchical so that the 
achievement of one should lead to the achievement of others. For example, if on-time 
delivery of projects is achieved (one possible business objective) then this should 
result in better customer satisfaction (another possible business objective). Each bene-
fit should have some form of return associated with it – some way of determining, 
frequently quantifiable but sometimes qualitative, the value of the benefit. Returns are 
meaningful to the business and, as such, are typically not SPI-type metrics such as 
defects/KSLOC or defects/function point – unless, of course, the business is primarily 
focused on software development. For example, if productivity were the objective, it 
might be possible to say that, for an x% increase in productivity, there should be an 
increase in profits of y%. For each objective, there is at least one indicator - a set of 
metric(s) that are an indication that a particular benefit has occurred. In other words, a 
set of indicators that can prove (or disprove) that progress is being made towards a 
specific benefit – a way to measure a benefit. Process areas are those processes which 
are being improved during the SPI program, and would include, for example require-
ments management, risk management and project planning. Each process area has a 
cost associated with it – costs associated with implementing the improvement. 

In order to make a concrete instance of the model, the practitioner must first 
choose which objectives are most relevant to their business and then choose which 
SPI model is most appropriate for their organization. These two entities then drive the 
choice of costs, returns, and indicators.  In addition, it is important to define the rela-
tionships between the objectives/benefits model and the software processes.  This can 
be done using specific instances of the model. 

4.2   Return, Costs and ROI 

For the majority of organizations, where profit is a primary goal, benefits should ulti-
mately lead to a monetary impact on the organization. One of the main advantages of 
RSM is that it is now possible to tie software process improvements to specific bene-
fits due to the fact that the benefits defined in RSM are very granular. It must be rec-
ognized, however, that in some cases it is difficult to measure the monetary value of a 
benefit – for example, how can a dollar value be put on increased team morale? In the 
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case of RSM, the return on the SPI is compared to the cost of improving the specific 
software process. Great care must be taken, therefore, to not only capture the mone-
tary equivalents that accrue from the benefits of process improvement but also the 
cost of implementation. 

5   Rosetta Stone Methodology: CMMI Implementation Instance 

We demonstrate the implementation of the RSM through mapping the CMMI (staged) 
model to a benefits model developed by IBM Global Services, the IGSI-ISM Benefits 
Model [43].  The implementation of this instance is illustrated in the RHS of Fig. 1 
and the final output is the RS-ICMMI. 

The IGSI-ISM model (see Fig. 2) shows the relationships between the various 
benefits which culminate in the ultimate benefit for the organisation – increased reve-
nues/profits.  This benefit can be achieved through relationships between 21 separate 
identifiable benefit areas.  These include benefits such as lower time-to-market, better 
risk management and competitive proposals. In addition, the model is a hierarchy of 
benefits – higher level benefits are derived from elements that are lower in the benefit 
tree. For example, better product quality leads to increased productivity.  Similarly, 
increasing the understanding of customer needs leads to setting right customer expec-
tations, thus to improved predictability and to more competitive proposals.  Both 
increased productivity and more competitive proposals lead to an improved image 
which feeds directly to increased revenues/profits. 

 

Fig. 2. IGSI-ISM Benefits Model 
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The RSM requires us to map the IGSI-ISM Benefits model to the software proc-
esses whose improvements will provide these benefits.  To do this, each the generic 
goal, specific goal and specific practice of each CMMI process area was reviewed, 
determining which ones have particular relevance to the IGSI-ISM benefit model. To 
define the mapping between objectives/benefits and software processes, a modified 
approach to Basili’s Goal-Question-Metric approach [41], [41] is used. A reverse 
mapping between process areas (Questions) and business objectives (Goals) is created 
by asking what process areas (Questions) impact what business objectives (Goal). In 
effect, the reverse lookup asks “What objectives does this process area fulfil?”  

We note here that not all benefits are equal and the RSM differentiates between 
primary and secondary benefits. A primary benefit of a process area is one that is 
brought about as a direct result of implementation of that process area where the 
cause and effect relationship between the process area implementation and the benefit 
is very strong. Secondary benefits are those benefits which are not primary benefits 
and include derived benefits. A derived benefit is a benefit which is a hierarchical 
ancestor of either a primary or secondary benefit.  As we shall see later, the benefit 
classification is used to determine the recommended order of process areas to be  
implemented. 

5.1   Examples of CMMI Level 2 Process Area to Benefit Mappings 

Requirements Management. The Requirements Management (REQM) process area 
contains 1 Specific Goal (SG) which in turn consists of 5 Specific Practices (SP). The 
goal is that “requirements are managed and inconsistencies with project plans and 
work products are indentified”, maintaining a current approved set of requirements 
over the life of the project.  REQM requires the implementation of the obtaining of an 
understanding of requirements (SP 1.1-1), the obtaining of a commitment to require-
ments (SP 1.2-2), the management of requirements (SP 1.3-1), and the identification 
of inconsistencies between project work and requirements.  

Based on the specifications of the REQM as defined by the SEI, the following are 
the expected primary benefits of implementing REQM: 

• Better Risk Management: By managing requirements and identifying inconsisten-
cies, we are better able to identify alternative strategies and avoid building soft-
ware that isn’t part of a customer’s requirements.  

• Understanding Customer Needs: Proper management of requirements forces us to 
consistently review those requirements and thus focus on understanding customer 
needs. By indentifying inconsistencies between requirements, plans, and work 
products we are constantly ensuring that the customer’s needs are always  
foremost. 

• Lower Time to Market: by identifying inconsistencies up front, we will spend less 
time working on items that are not required by customers or that are inconsistent 
with customers’ needs and expectations. As a result, less time will be spent on 
rework, thus saving resources and reducing time to market. 

 
Configuration Management. The purpose of Configuration Management (CM) is to 
establish and maintain the integrity of work products using configuration identifica-
tion, configuration control, configuration status accounting, and configuration audits 
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[44], [45]. CM consists of 3 SGs – SG1 (the establishment of baselines), SG2 (the 
tracking and control of changes), and SG3 (the establishment of integrity). In software 
projects it is absolutely essential that all artefacts are correctly baselined and tracked. 
Without this baselining and tracking, there is no guarantee that code, requirements or 
any other project artifact will be consistent with each other, thus increasing risk and 
reducing quality. In fact, the opposite is true, effective configuration management is 
essential for increasing quality and reducing risk. In addition, as [28] note, “configu-
ration management, and in particular version control, plays a role in supporting to 
work of teams” and that “software configuration management serves as a mechanism 
for communication, change management and reproducibility.”  

Configuration management allows projects to properly track the various parts that 
make up their products. By instituting CM, multiple teams will be able to edit/modify 
code without stepping over each others’ toes. In addition, CM allows project teams to 
map changes back to specific issues or requirements, this increasing product quality 
and managing risk.  Therefore in the RS-CMMI, CM results in the primary benefits: 
Better Quality Product, Better Risk Management, Teaming / Synergize. 

5.2   Achieving Specific Business Objectives 

In the exemplar we have demonstrated that organisations may (normally) require 
increased revenues/profits, and are not particularly interested in which software proc-
ess improvement methodology or software process area is used to deliver the business 
benefits.  The process to determine which process areas to execute in order to achieve 
specific business benefits is as follows: 

1. Determine which of the IGSI-ISM objectives that we wish to achieve.  This is 
normally determined from outside the software process improvement group, pos-
sibly from either external clients or senior management.  We will use lower time-
to-market as the objective in this example. 

2. Using the IGSI-ISM model (Fig. 2), determine which other objectives, if any, 
contribute to achieving our primary objective.  We observe that skill development 
facilitation by management, effective information management, team-
ing/synergize, improved institutionalization of tools/process/methods and busi-
ness focus all contribute to lower time-to-market.  

3. Using the implementation mapping developed during the creation of the imple-
mentation instance of the RSM methodology, establish which process areas con-
tribute to both the primary and secondary objectives of the selected business 
benefits. For illustrative purposes we will use lower time-to-market (node 5-2 in 
Fig. 2) as the example benefit we wish to achieve and have provided a reduced 
version of the RS-ICMMI mapping in Table 1 which contains only those process 
areas which have lower time-to-market as either a primary or secondary benefit. 

4. Rank the PAs in order of relevance and implementation. There are quite a few PAs 
which have an effect on lower time-to-market. Most organizations have finite re-
sources and therefore will need to prioritise their implementation. There are many  
different ways to rank them. More consideration should be given to those PAs that 
primarily satisfy a particularly objective. In the case of lower time-to-market, we 
would implement Process and Product Quality Assurance (PPQA) before implement-
ing Configuration Management (CM) as PPQA primarily satisfies lower time-to-
market while CM only secondarily satisfies lower time-to-market (see Table 1).  
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Additionally, we should observe the software process model we are using. Although 
within RS-ICMMI both Requirements Management (RM) and Requirements Devel-
opment (RD) directly satisfy lower time-to-market, as, within the CMMI staged 
model, RM is a Level 2 PA, it should be undertaken before RD. Using these princi-
ples, the first three process areas that we propose implementing to lower time-to-
market from the Level 2 Process Areas would be Requirements Management,  
Supplier Agreement Management, Measurement and Analysis and Process and Prod-
uct Quality Assurance. Configuration Management would not be implemented until 
later as lower-time-time market is only a secondary benefit. By ordering implementa-
tion based on relevance, as above, we ensure that those process areas are imple-
mented which have most impact on the business objective. As a result, we implement 
those process areas up front which provide biggest bang for the buck for the business 
objective desired. 

We must recognize, however, that this proposed methodology is not without its limi-
tations. From a practical perspective, while both the methodology and the RS-ICMMI 
implementation instance have been reviewed at length by practitioners, it has not yet 
 

Table 1. Example Objective - Lower Time to Market 
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been actually put into practice. Another challenge is that this research has taken place 
over several years and one of the challenges is to keep the RS-ICMMI model up to 
date with the latest version of CMMI. Finally, while the IGSI-ISM Benefits model is 
a good generic business objectives model there are many organizations out there 
which do not follow a for-profit business model such as represented by the IGSI-ISM 
model. Further research may be appropriate to bring in other types of benefits model. 

6   Conclusion 

The purpose of this research was to develop a generic methodology that allows or-
ganizations to achieve specific business-focused objectives by implementing various 
existing and proven SPIs. While a business-driven approach to SPI is research-worthy 
in itself, in order for such a model to be successful in the real world it should be flexi-
ble enough to be able to support the sometimes vastly different organizational objec-
tives of various types of business – government organizations, non-government  
organizations (NGOs), the military, and for-profit commercial companies to name but 
a few. Not only should it be flexible enough to support these various organization 
types, but it should also be customizable so that individual organizations are able to 
customize benefit models. In addition, as an enormous amount of effort has been 
spent on SPI and SPI research, any proposed model should leverage existing work as 
much as possible.  In order to meet these objectives the Rosetta Stone methodology 
was developed. It is a generic benefits-driven methodology which, in its essence, 
allows practitioners to map from a benefits model which is appropriate to an organiza-
tion to a proven SPI methodology. In addition, is it fully customizable and allows 
organizations to make adjustments to the model where they feel it appropriate.  

This research has brought together business focus and SPI.   Two business-focused 
SPI models are presented – the RSM meta-model which maps from arbitrary benefits 
models to arbitrary SPI models and the RS-CMMI model which maps from the IGSI-
ISM benefits model to the CMMI (Staged) model. We are currently evaluating both 
models through case study research with software process practitioners. 
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Abstract. Software engineers are always aiming at improving software proc-
esses and products. However, the adoption of these improvements on software 
organizations must be aligned to their strategic goals. Otherwise, these im-
provements may not improve the organization. However, to guarantee this 
alignment can be complex, since improvement initiatives would have to be 
planned and monitored considering aspects starting from strategic level and go-
ing all the way to the organization daily operations. Thus, this work presents an 
approach to define and monitor software improvement goals, which are decom-
positions of strategic goals and are related to software products or processes. 
Our approach comprises strategic, tactical and operational planning activities, 
always aiming at strategic alignment. As important tools to monitor the goals 
defined, software measurement and statistical process control are also consid-
ered. An infrastructure to monitor the goals is described, and also an experience 
of use of the approach at a Brazilian software development organization.  

Keywords: Software Improvement Goal, Strategic Planning, Software Process. 

1   Introduction 

The increase of demand for high quality software products has forced organizations to 
find out alternatives to improve their products, including the improvement of their 
software processes. However, the search for better software processes and products 
without aligning them to business goals can be insufficient. Software process im-
provement initiatives have to be consistent with business goals of an organization and 
also with its business strategy [1]. 

Although the literature highlights the need for strategic alignment in software 
process improvement [2], [3], [4], [5], [6], achieving this alignment may be difficult. 
Even existent software reference models, such as CMMI-DEV [5], do not provide 
proper guidance on how organizations should define their processes based on their 
strategic priorities. As a result, although the practices suggested by the models may be 
successfully deployed in an organization, there is no guarantee that they will satisfy 
business goals [2]. Moreover, translating business goals into actions and more specific 
plans that can be enacted in projects can be difficult, mainly when there is no specifi-
cation of the steps to be followed. 
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In this context, we define a software improvement goal as a decomposition of a 
business goal (i.e., it is strategically aligned) which is related to software products or 
processes and that can guide software process improvement. 

One of the ways an organization can control its processes is through the use of  
statistical process control – SPC. Applying SPC means using statistical methods to 
analyze processes and provide subsidies for its improvement [5]. Moreover, SPC 
practices are required by maturity models, like the CMMI-DEV, to achieve their 
higher maturity levels. Although SPC can be seen as a practice usually performed 
only by more mature organizations, it can be a powerful tool to determine whether 
goals are being achieved or not. However, if SPC is adopted in an organization with-
out taking business goals into account, it is possible that the initiative does not satisfy 
or even conflict with them. In this context, planning software process improvement 
initiatives that are strategically aligned can be even harder. 

Software improvement goals must be measurable, making it possible to frequently 
check their achievement. If monitoring is not continuous, even if goals are strategi-
cally aligned, the effort to define suitable goals can be less beneficial, since it will not 
be possible to determine if they tend to be achieved. Nowadays, organizations have 
realized that monitoring and continuously analyzing business performance is crucial 
to achieve operational excellence, and to better align daily operations with long-term 
business strategies [7]. 

In this context, we present an approach that aims to define and monitor software 
improvement goals promoting their alignment with business goals. Our approach 
defines a method to support strategic planning activities, tactical planning activities 
related to software, considering software improvement goals, SPC and software 
measurement planning, and also project planning activities related to the defined 
goals. Our approach also defines an infrastructure to monitor the defined goals. 

This paper is divided into six sections, including this introduction. Section 2 pre-
sents some background concepts and related work on strategic planning and software 
improvement goals. In Section 3 we present the proposed method to define software 
improvement goals and Section 4 describes the infrastructure to monitor the defined 
goals. Section 5 presents the experience of defining software improvement goals  
at a Brazilian software development organization. Finally, Section 6 presents some 
conclusions and future work. 

2   Strategic Planning and Software Improvement Goals 

According to Mintzberg et al. [8], strategic planning can be seen as the definition of 
goals, investments and plans based on the analysis of strengths, weaknesses, opportu-
nities and threats related to the organization. Each organization can be analyzed in 
three different levels [9]:  

• Strategic or Top level: the highest level of the organization, responsible for 
identifying the business goals and performing strategic planning. This level 
aims at long term goals. 
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• Tactical or Middle level: the intermediate level responsible for linking the 
strategic and operational levels, defining tactical goals and performing tacti-
cal planning. This level aims at medium term goals. 

• Operational or Low level: is the basis of the organization and is related to the 
actual accomplishment of tasks. In this level, operational planning is per-
formed to define the tasks to be done. This level aims at short term goals. 

To accomplish strategic planning, one of the possible approaches is to use BSC - 
Balanced Score Card [10], a framework for describing strategy and managing its 
execution, linking goals, actions and indicators. BSC recommends an analysis based 
on performance indicators using four perspectives: (i) Financial; (ii) Customer; (iii) 
Internal Business Process; and (iv) Learning and Growth. 

Aiming at aligning the efforts related to support business goals applied to the con-
text of information technology (IT), COBIT - Control Objectives for Information 
Technology [11] was proposed. COBIT describes a set of generic business goals and 
a set of generic IT goals linked to business goals. Although COBIT is a synthesis of 
good practices about management, measurement and control of business and IT goals, 
it does not address specifically the software improvement. 

Some researchers have investigated how to support and improve strategic planning. 
Huang [12] presents an integrated approach for the BSC and a knowledge-based  
system to support strategic planning. In [13] the MECIMPLAN is presented as a 
methodology to support strategic planning using agents to generate a list of the most 
possible scenarios, considering some events and their influence and probability. 

To achieve what was established by strategic planning we have to implement the 
strategies at lower levels of the organization. This requires breaking down strategic 
planning into tactical planning that can be understood and enacted by the middle level 
[9]. In software organizations, some tactical goals can be related to software while 
others can be related to other issues like marketing, training and so on. The tactical 
goals that are related to software usually indicate the organization desires to improve 
its software processes and products. Thus, in this work, we are considering the tactical 
goals related to software as the software improvement goals. 

Although tactical planning addresses strategic planning translation to the middle 
level, the actions defined on the tactical level aim at medium term goals. These ac-
tions still have to be more detailed to allow their execution on the operational level, 
which is the operational planning purpose. Sometimes, projects are utilized as a  
mean to achieve strategic plan of an organization [14]. Specifically in software or-
ganizations, operational level is frequently arranged in software projects. Therefore, 
operational planning usually becomes project planning. 

In project planning, one of the first steps is to define project goals.  Projects may 
have a wide variety of goals. They can also include cost, schedule, and quality re-
quirements [14]. Project goals, as operational goals, provide the basis for measuring 
the progress toward meeting strategic goals [15]. 

In addition to identify the strategic, tactical and operational goals, it is important to 
plan how to monitor and control the defined goals. The measurement of a goal is a 
way to check whether it has been achieved or not [15]. In software organizations, the 
control of the goals depends on software measures. Thus, these organizations also 
need to plan how to measure their software processes and products. 
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An approach for software measurement is Goal Question Metric – GQM [16], 
which proposes to plan the measurement based on measurement goals. A variant of 
GQM is the Goal-Question-(Indicator)-Measure - GQ(I)M [17], a measurement 
method to guide the identification and definition of software measures to support 
business goals of the organization. This method defines ten steps to explicitly align 
software measures to business goals. Another software measurement approach is the 
GQM+ Strategies that provides mechanisms for explicitly linking software measure-
ment goals, to higher-level goals for the software organization [18]. These software 
measurement approaches focus on measurement and they do not intend to guide the 
execution of strategic planning activities. 

Monitoring and controlling the processes is crucial. However it can be difficult to 
effectively monitor process data, analyze current status, detect and diagnose process 
anomalies, or take appropriate actions to control the processes [19]. As mentioned 
earlier, SPC can be used as a mean to monitor software processes. However, SPC may 
bring some extra complexity to the context of strategically aligned software im-
provements, since some extra steps need to be performed in this case. 

One of the possible ways to continuously monitor processes is to use agents. An 
agent is anything that can be viewed as perceiving its environment through sensors 
and acting upon that environment through effectors [20]. Huang et al. [7] propose an 
agent based system to support business performance monitoring and analysis. An 
agent based architecture to business performance monitoring is presented in [21].  

Although there are several works that deal with strategic planning, goals monitor-
ing, measurement planning and SPC, these works usually do not address these issues 
together. We believe that an integrated approach that deals with the definition of  
strategic, tactical and project goals, considering SPC and software measurement, also 
supporting the monitoring of the defined goals would be of great value for organiza-
tions aiming at addressing these questions. 

3   Defining Strategically Aligned Software Improvement Goals 

Before the definition of software improvement goals, an organization needs to per-
form its strategic planning, which will provide guidelines to define these goals in a 
way that they are aligned with business goals. Our approach defines a method that 
describes steps to plan and monitor the strategic, tactical and operational levels. The 
method starts on the strategic level, as shown in Fig. 1. 

The characterization of the organization is necessary as a guide for the beginning 
of strategic planning, outlining the expected time period to perceive planning results, 
and defining the perspectives of the organization to be considered. In this step, the 
scope of planning and the intervals of short, medium and long term adopted for the 
organization, considering its specific characteristics are specified. 

To make it easier to establish the right focus on critical areas of the organization, 
some perspectives which focus on specific issues and are interrelated can be defined, 
making it possible to address each critical area in a balanced way. In our method, the 
characterization of the organization includes the definition of important perspectives 
for the organization. As an example, organizations can use the perspectives suggested 
by BSC. 



384 A.O.S. Barreto and A.R. Rocha 

 

 

Fig. 1. Context of definition, monitoring and review strategic planning 

The next step is to perform strategic planning followed by tactical and operational 
planning. In the following sections we describe our method considering each level, 
i.e. strategic, tactical and operational (project). Throughout the description, some 
examples based on real situations are presented. 

3.1   Strategic Planning 

In our approach, strategic planning is performed by eight steps, as Fig. 2 illustrates. 
The first step is the definition of the mission and the vision of the organization, which 
will guide the definition of strategic goals. The mission of an organization represents 
its overall purpose and the vision describes what it would like to be, considering a 
determined time period [9]. After that, the strategic goals and their indicators must be 
defined. To make it possible to focus on critical areas of the organization, each strate-
gic goal must be related to one perspective, among those that were specifically de-
fined for the organization. To assure balanced perspectives, there must be at least one 
strategic goal for each perspective defined to the organization. 

The definition of a strategic goal must describe the following information: (i) Ac-
tion: desired action, such as: increase, decrease, improve, maintain; (ii) Action target: 
what must be affected by the action, for example: revenue, client satisfaction, quality; 
(iii) Perspective: perspective to analyze the goal, such as financial. Table 1 shows 
some examples of strategic goals.  

In addition to identify the strategic goals, it is important to plan how to continu-
ously monitor them. Therefore, indicators must be identified and related to each stra-
tegic goal defined. To promote pro-active monitoring, the description of the indicators 
specifies the target in three ranges of values: (i) Acceptable range: values are consid-
ered within the target and there is no risk of deviation around; (ii) Risk range: values 
are considered within the target, however, they indicate some risk of deviation around 
(potential deviation); and (iii) Unacceptable range: values are considered out of the 
target, pointing a real deviation. 
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Fig. 2. Strategic planning steps 

Depending on the defined indicator, it can be necessary to specify three targets 
considering the expected results in the short, medium and long term. These targets can 
be specified in an ad-hoc way, based on historical data or using simulation to identify 
possible values. A high maturity organization (i.e. the one that performs the practices 
required by higher levels of maturity models, like the CMMI-DEV) must specify 
these targets based on knowledge about its processes, acquired using SPC. 

Table 1. Examples of strategic goals 

Strategic Goals 
Action Action Target Perspective 

Increase Revenue Financial 

Increase Client satisfaction Client 

 
To facilitate the achievement of strategic goals, it is important to analyze the inter-

nal and the external environments of the organization, identifying forces that can 
contribute or threaten their achievement. The analysis of external environment in-
cludes identifying factors or tendencies which are external to the organization and 
could represent threats or opportunities. Moreover, it is necessary to analyze possible 
impacts related to each factor: an impact can be positive, identifying an opportunity, 
or negative, identifying a threat. The analysis of internal environment includes an 
evaluation of its strengths and weaknesses based on the defined strategic goals. 

Strategic goals aim at long term results. Thus it is necessary to decompose them 
into strategic actions that when executed, make it easier to achieve the strategic goals 
defined. Strategic actions must aim at achieving strategic goals increasing the oppor-
tunities and strengths identified and addressing the threats and weaknesses perceived 
in external and internal environments analysis. Potential strategic actions should be 
identified with the participation of professionals from the tactical level. The definition 
of a strategic action must describe the action, the expected value, the target of the 
action and the expected contribution for the related strategic goal. This definition 
must determine if the strategic action is related to software. Table 2 shows examples 
of these actions. 
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Table 2. Examples of strategic actions 

Strategic Goal: Improve client satisfaction 

Strategic Actions Contribution Software Related 
Decrease 20% Software products price 40% Yes 

Improve - Software products quality 30% Yes 

Decrease 15% Time to market 20% Yes 

Improve - Client attendance 10% No 

 
After the identification of the strategic actions, it is necessary to analyze their vi-

ability and select those that will be executed. For each strategic action selected, it 
must be defined: (i) Its priority; (ii) Responsible: responsible for executing the action 
(tactical level); (iii) Resources: financial resources available for executing the action; 
(iv) Indicator: indicator related to the action monitoring. 

To complete strategic planning, it is important to analyze the strategic goals de-
fined, the strategic actions and the indicators to identify and document possible inter-
actions among them. Each interaction among any goals defined in our method can be 
classified as a qualitative and direct interdependence, a qualitative and inverse inter-
dependence or a quantitative interdependence. 

3.2   Tactical Planning Aligned to Strategic Planning 

In strategic planning, strategic actions are planned and the responsibility for their 
implementation is assigned to some professionals. In tactical level, on the other hand, 
these professionals perform tactical planning to execute the assigned strategic actions. 
Tactical planning guides operational planning. It can be monitored through the use of 
operational level execution and monitoring data. If any deviation is detected, an 
analysis must be performed to determine if it is necessary to execute corrective ac-
tions or if tactical planning has to be revised. 

Tactical planning starts with the decomposition of the strategic actions into tactical 
goals. Fig. 3 shows the steps for tactical planning. Since the focus of this work is on 
software organizations, the method proposed by us details only the tactical goals that 
are related to software products or processes, what we name software improvement 
goals, as mentioned earlier. However, to allow adequate monitoring of strategic goals, 
it is also recommended to identify tactical goals not related to software and their 
monitoring indicators. A tactical goal not related to software is described as the ac-
tion, the action target, the expected value, the expected contribution to the related 
strategic action, and the interactions with other goals. 

Strategic actions related to software must be decomposed into software improve-
ment goals. To make it easier to monitor software improvement goals and to allow a 
better visibility of the results, we propose the definition of medium term software 
improvement goals (from now on, MTSIG) and short term software improvement 
goals (from now on, STSIG). Each MTSIG has to be decomposed into STSIGs, which 
indicate nearer milestones in the way to achieve the MTSIG. From time to time, tacti-
cal planning needs have to be updated, and in these occasions, MTSIG could become 
STSIG. To illustrate, an organization could have as a MTSIG to adopt CMMI Level 3 
practices, while adopting CMMI Level 2 practices could be one of its STSIG. 
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Fig. 3. Tactical planning steps 

The definition of software improvement goals describes: the action, the expected 
value, the action target, the expected contribution to the strategic action related (if it is 
a MTSIG) or to the MTSIG (if it is a STSIG). The interactions with other goals are 
also described. Table 3 exemplifies two MTSIG. To allow the monitoring of the de-
fined software improvement goals, indicators related to each goal are defined in the 
same way as the indicators related to strategic goals. 

Table 3. Examples of medium term software improvement goals 

Strategic Action: Improve software products quality 

Medium Term Software Improvement Goals 
Action Value Action Target Contribution 
Deploy - CMMI level 3 40% 

Decrease 10% Defect density 60% 

 
The definition of software improvement goals (considering MTSIG and STSIG) 

may involve important decisions to the organizations, which may need the approval 
from higher level management. Therefore, once the goals are defined it may be 
necessary to present them to higher level management to guarantee their approval and 
commitment. This step could be unnecessary, depending on the relationship among 
the different levels of the organizations, considering the autonomy of the tactical level 
and the participation of higher level management throughout the definition phase. 

Once their software improvement goals are defined, an organization needs to plan 
SPC of its processes (if it is a requirement) and also plan the measurement initiative 
of the organization. Our method applies to organizations that want to statistically 
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control its processes as well to the ones that want to use less formal ways of control, 
since it optionally supports software SPC planning as part of tactical planning. 

SPC requires time and adds costs to the organization and, therefore, does not need 
to be applied to all software processes of the organization. Thus, this step starts with 
the selection of the subprocesses that are going to be statistically controlled. This 
selection must be based on the software improvement goals defined. Based on the 
selected subprocesses, it is necessary to identify the quantitative quality and 
performance goals of the organization and analyze the behavior of these subprocesses, 
considering these goals and also measurement data from the enactment of the 
subprocesses. This knowledge must be stored through the establishment of process 
performance baselines, that characterize real results previously obtained through the 
enactment of the processes, describing their expected behavior. It is also possible to 
define process performance models, which relate statistically controlled process 
attributes to try to forecast the process behavior. 

Regardless of the adoption of SPC by the organization, the monitoring of each of 
the defined goals is strongly related to measurement data from projects and from the 
organization itself. However, if SPC is used, software measurement becomes even 
more critical. Therefore, organizational measurement planning is part of tactical 
planning, and is performed in parallel with SPC planning (if applicable). 

The measurement planning step consists of identifying measurement goals from 
the short term software improvement goals and from the quantitative quality and 
performance goals, if available. Afterwards, it is necessary to specify organizational 
measurement, identifying and describing measures from the goals. Literature presents 
some approaches to derive measures from goals, such as GQM [16]. 

The monitoring of software improvement goals is done through the analysis of the 
indicators related to these goals, as described earlier. However, the expected values 
for these indicators have to be defined or updated in the last step of tactical planning, 
since SPC and measurement on the organization could influence these values. Thus, 
to complete tactical planning related to software, it is necessary to establish expected 
values to the indicators related to the software improvement goals. 

3.3   Project Planning Aligned to Tactical Planning 

On the operational level of software organizations, tactical planning guides the plan-
ning and execution of each software project. Each project is monitored, and if any 
deviation is detected, an analysis is done to determine if it is necessary to run correc-
tive actions or if project planning has to be revised.  

Our approach to project planning focuses on project goals, SPC and measurement 
as shown in Fig. 4. Therefore, the several other steps usually required to plan a project 
are not considered. 

Each project has its unique characteristics that must be addressed. Thus, project 
planning begins characterizing the project. This step defines, among other kinds of 
information, the expected contribution of the project to the tactical goals, considering 
each project being run. This information is important to determine the achievement of 
tactical and strategic goals. 
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Fig. 4. Project planning steps 

Once the project is characterized, it is necessary to define its goals, which are ini-
tially selected from short term software improvement goals (STSIG) and from quanti-
tative quality and performance goals (if SPC was selected during tactical planning) 
that apply to the project. To assure project alignment to tactical planning, and there-
fore to strategic planning, it is common to consider all STSIG and quantitative quality 
and performance goals (if available) as project goals. If on very specific situations 
some of these goals do not apply to the project, it is necessary to document and justify 
this situation. An example of this situation is when the organization has some projects 
related to a specific software product and there is a STSIG which specifies the maxi-
mum response time for this product. This STSIG is not applicable to a project that is 
not related to this product. 

Project goals definition also considers the needs of projects, their characteristics 
and constraints, as well as customer requirements. Thus, the analysis of these project 
specific kinds of information can lead to new project goals, regardless of the software 
improvement goals. Therefore, it is possible to assure that projects are going to im-
plement the software improvement goals, but projects are not constrained by them. 
Each new project goal has to describe the action, the expected value, the action target, 
and the interactions with other project goals.  

If the organization has adopted SPC and planned it on the tactical level, each pro-
ject needs to plan how to statistically control processes throughout its enactment. SPC 
planning on a project consists of selecting subprocesses that will be statistically  
controlled on the project, based on quantitative quality and performance goals. This 
selection must be based on the subprocesses selected for SPC during tactical planning. 

Regardless of the adoption of SPC by the project, the monitoring of each project 
goal is performed through measurement. Therefore, measurement planning of the 
project is part of project planning, and is performed in parallel with SPC planning (if 
applicable). The measurement planning step consists of identifying measurement 
goals from the project goals, identifying measures related to measurement goals, 
planning how to collect and analyze each measure, based on the measurement plan-
ning performed on tactical level. 

To complete project planning, it is necessary to define or update the expected val-
ues for the indicators related to the project goals. At this point it is important to check 
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the consistency among these expected values and the quantitative quality and per-
formance goals considered on the project. 

4   An Infrastructure to Monitor Software Improvement Goals 

Throughout the enactment of projects, project goals must be continuously monitored 
aiming at detecting real or potential deviations. This information is also used to moni-
tor goals that were defined on tactical and strategic levels. However, to continuously 
monitor the three levels at the same time can be very hard. 

To support monitoring activities, our approach suggests an infrastructure to con-
tinuously and proactively monitor the defined goals. This infrastructure is based on 
agents and is capable of monitoring goals, searching for deviations and alerting when-
ever a real or potential deviation is detected. To do so, we have defined two agents: 
Indicators Update Agent and Deviation Detection and Notification Agent, as depicted 
in Fig. 5 and Fig. 6. 

 

Fig. 5. Steps of the Indicators Update Agent 

The monitoring of the goals defined on each level happens through the monitoring 
of the actual values of the indicators related to the goals. However, indicators are 
often measures derived from other ones. Thus, to be able to get an online updated 
monitoring of these indicators, it is necessary to continuously monitor the collection 
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of new measures, to analyze if any indicator has to be updated (recalculated), and 
update it, if necessary. Likewise, the analysis and detection of deviations are accom-
plished through the collection of measures that are part of indicators related to goals. 
Thus, goals’ monitoring begins by monitoring each measure collected. 

The Indicators Update Agent is responsible for assessing the need to update indica-
tors whenever new measurement data is collected, and then update them. Fig. 5 shows 
the steps performed by the Indicators Update Agent. The Deviation Detection and 
Notification Agent is responsible for analyzing each measure collection that affects 
indicators related to the defined goals, checking the occurrence of deviation and, 
whenever a deviation is detected, notifying the occurrence through an alert. The de-
viation checking consists of analyzing the data collected to compare it with the three 
ranges of values defined for the indicator (as defined in Section 3.1). If data is out of 
the acceptable range, a real or potential deviation occurred. The main steps performed 
by the Deviation Detection and Notification Agent are shown in Fig. 6. These agents 
and the related infrastructure are currently being implemented and will be fully func-
tional in the near future. Once implementation is complete, we will be able to use 
them in real situations and properly evaluate their behavior. 

 

Fig. 6. Steps of the Deviation Detection and Notification Agent 

5   Defining Software Improvement Goals at a Brazilian Software 
Development Organization 

COPPE/UFRJ is one of the most important Software Engineering research and con-
sulting centers in Brazil, located at Rio de Janeiro. Its Software Engineering initia-
tives are supported by the Software Engineering Laboratory – LENS (the acronym in 
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Portuguese), which develops software products aiming to aid these initiatives [22]. As 
a software organization, this laboratory was successfully appraised in accordance with 
the level E of MR-MPS model [3], a Brazilian reference model for software process 
improvement, compatible with CMMI-DEV [5]. Recently, our approach was used by 
LENS to accomplish its strategic and tactical planning. 

We believe this experience was a great opportunity to evaluate parts of our ap-
proach. Subjects were all master or PhD students or professionals, but all of them 
were also working on industry initiatives. The group of subjects consisted of fourteen 
people and involved professionals that had never took part on strategic planning ac-
tivities before as well as professionals that had already participated in different strate-
gic planning efforts. The strategic and tactical level professionals accomplished some 
meetings at which each strategic planning step proposed by our approach was en-
acted. During this planning, five strategic goals, eight external factors, three strengths 
and two weaknesses were identified. Based on the external and internal analysis, 
eighteen strategic actions were planned. One of the defined strategic goals was 
“Achieve the level A of MR-MPS” model and one related strategic action defined was 
“Deploy new software processes required by the level A”. 

After performing strategic planning, as suggested by our method, we have performed 
tactical planning activities. It is important to mention that strategic level professionals 
also participated in this planning. The strategic actions which were related to software 
were decomposed into software improvement goals. However, we have observed that 
before planning statistical process control, it was necessary to address some specific 
issues identified throughout the strategic and tactical planning. Thus, the tactical plan-
ning was temporarily suspended and some action plans were defined to address these 
issues. It was interesting to realize that throughout strategic planning it was possible to 
identify issues that could threaten the achievement of the defined goals. Thus, before 
finishing this planning, strategic level professionals took some important decisions in 
order to address these issues and notified them to all organization. 

To complete the study, a brief survey about the proposed approach was sent to all 
subjects of the study. We have reached 86% of answer rate. Subjects were asked 
about some aspects of our approach, such as: the expected benefits from the enact-
ment of the strategic planning performed, the adequacy of the method used and the 
adequacy of the sequence of steps. The survey showed that the professionals expected 
good benefits from the enactment of the strategic planning accomplished. In regard of 
the proposed method, considering the opinion of the subjects, there is some indication 
that the sequence of steps is adequate. According to the subjects, the use of a method 
that guides the steps that need to be followed and the information that has to be pro-
vided, considering the specific context of a software organization, made it easier to 
accomplish strategic and tactical planning and  guided the debate, avoiding waste of 
time. Some improvements to our approach were identified and they were already 
analyzed and deployed. 

6   Conclusions 

Software process improvement initiatives need to be aligned with the business goals of 
the organization. If these initiatives are performed in an organization without taking 
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business goals into account, it is possible that the initiatives do not satisfy or even  
conflict with them. 

In this paper we present an approach to define and monitor software improvement 
goals promoting strategic alignment. Our approach supports strategic, tactical and 
operational planning activities focusing on software processes and products. Meas-
urement planning and statistical process control are addressed too. A method for stra-
tegic, tactical and operational planning is described and an infrastructure to support 
the monitoring of the defined goals across the three levels is presented. 

Our method was partially used on a real context and brought several good results, 
guiding the strategic and tactical planning, promoting the software improvement 
alignment and avoiding waste of time. There is some expectative that the aspects 
addressed by our approach can help software organizations to achieve the expected 
software improvement benefits. 

We intend to use our approach on other real contexts soon. We are also developing 
the infrastructure to continuously monitor the goals defined in the strategic, tactical 
and operational levels. We also intend to develop a tool to support the use of the 
method to make it easier to use the approach in others situations. Currently, we are 
performing a survey to characterize similarities among software projects. We believe 
this characterization will make it possible to compare similar deviation scenarios. 
Based on previous deviations, our infrastructure can monitor the project goals, rec-
ommend adequate actions to address detected deviations and propagate it to the upper 
levels. 
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Abstract. Globalization, is pushing companies towards continuous improve-
ment. Quality frameworks addressing SPI practices are classifiable in ones de-
scribing: “what” should be done (ISO9001,CMMI); “how” it should be done 
(Six Sigma, GQM). When organizations adopt improvement initiatives, many 
models may be implied, each leveraging best practices for addressing improve-
ment challenges. This may generate confusion, extra effort and cost, as well as 
increase the risk of inefficiencies and redundancies. So, it is important to har-
monize quality frameworks, i.e. identify intersections and overlapping parts and 
create a multi-model improvement solution. Our aim is to propose a Harmoni-
zation Process supporting organizations interested in introducing/improving SPI 
practices. We present: a what/what combination of ISO9001 and CMMI-
DEVv.1.2 models in the direction from ISO-CMMI; and detail the what/how 
perspective by showing how GQM is used to define operational goals that ad-
dress ISO9001 statements, reusable in CMMI appraisals. The harmonization 
process has been applied to a SME certified ISO9001:2000. 

Keywords: Harmonization, Mapping, SPI, Multi-model Process Improvement, 
GQM, CMMI-DEV, ISO9001. 

1   Introduction 

The increasing rate of globalization, following to the competition of international 
markets, is pushing companies towards continuous innovation and improvement of 
processes and products. This asks for methods and approaches able to manage busi-
ness processes, as well as processes for measuring and controlling quality.  

As so, quality management and SPI in general become of strategic importance not 
only as internal factor for improvement, but also as success factor once a company 
decides to overlook the global market and interacts with contractors, suppliers and 
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customers. In this scenario, SPI efforts are motivated by the need for achieving  
competitiveness advantage related to aspects like customer satisfaction, business 
profitability, market share, product and service quality, cost reduction and so on. 
Furthermore, the need for standardized quality management systems is important in a 
market where, from a few years this way, a lot of attention is being paid to the quality 
of products and services offered.  

Literature offers numerous reference models, standards, best practices, technolo-
gies for addressing software process improvement practices. In general we can clas-
sify the frameworks into two groups: the ones that describe what should be done, like 
for example ISO 9001 [1] and CMMI [2], and the ones that describe how it should be 
done, just to cite a few: Six Sigma, Team Software Process [3], PMBOK [4], GQM 
[5], [6]. All offer unique features and address particular problems. In some cases they 
are discipline-oriented, others relate to the enterprise as a whole. When organizations 
decide to adopt improvement initiatives related to different organizational functions 
and different hierarchical levels, many models may be implied, each leveraging the 
best practices provided in order to address the improvement challenges in the best of 
ways. However, this may at the same time generate confusion and overlapping activi-
ties as well as extra effort and cost. This risks to generate a series of inefficiencies and 
redundancies that end up leading to losses rather than effective process improvement. 
Consequently, it is important to move towards a harmonization of quality frameworks 
in order to identify intersections and overlapping parts and create a multi model im-
provement solution.  

A recent study [10] has pointed out that more and more product development or-
ganizations are tending towards multi-certifications with specific attention to ISO 
9001, CMM and ITIL technology standards respectively. In Europe interest in multi-
certifications has increased especially because in some sectors and in calls for bids, on 
behalf of government institutions and public administrations, they are compulsory and 
are explicitly requested. Our work focuses on ISO and CMMI. Although the two 
constellations have been developed independently and have different purposes they 
have intersections and connections with each other. In this sense our contribution is 
twofold: 

- investigate to what extent the practices described in the CMMI-DEV and ISO 
9001 models are related (i.e. what/what relation);  

- how a certified organization implements its quality model by using a GQM-
based approach (i.e. what/how relation).  

Our Harmonization Process, presented in this work analyzes both these aspects, as 
well as applies them to real industrial data of an enterprise certified ISO 9001:2000.   

More precisely, our aim in this work is to propose a harmonization process that 
supports organizations interested in introducing or improving their practices for  
quality management and software development. In this sense and considering that 
mapping is one of the most widely used specific strategies for the harmonization of 
models [11], we present a what/what combination of ISO 9001 and CMMI-DEV v.1.2 
models, in the direction from ISO to CMMI, as well as an application of the compari-
son to an Italian SME providing detail on the what/how perspective by combining 
ISO 9001 & GQM, i.e. how measurement goals are defined to operationally address 
ISO statements in order to be possibly reused in a CMMI appraisal.  
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The rest of the paper is organized as follows: Section 2 provides a quick overview 
of the frameworks considered (ISO 9001:2000, CMMI DEV v.1.2, GQM) and then 
presents the related works from other research works. Section 3 outlines the Harmoni-
zation Process which is described with respect to the comparison and application sub-
processes. Each step of the process is described with respect to the outcomes of an 
application to a real case. Finally conclusions are drawn.   

2   Background 

In this section, we first of all outline a general view of ISO 9001:2000 and CMMI 
DEV v.1.2 and then we present the related works from other research. 

2.1   ISO 9001:2000 and CMMI v.1.2 Overview 

Next will provide some general and synthetic information to the reader on the three 
quality models that we have considered in our work.  

ISO 9001:2000 
ISO 9001:2000 is an international standard that gives requirements for an organiza-
tion’s Quality Management System (“QMS”). It is part of a family of standards pub-
lished by the International Organisation for Standardisation (“ISO”) often referred to 
collectively as the “ISO 9000 series”. A process model based on the QMS is shown in 
figure 1. The objective of ISO 9001:2000 is to provide a set of requirements that, if 
effectively implemented, will provide the organization with confidence that they can 
provide goods and services that: meet needs and expectations and comply with appli-
cable regulations. The requirements cover a wide range of topics, including supplier's 
top management commitment to quality, its customer focus, adequacy of its  
resources, employee competence, process management, quality planning, product 
design, review of incoming orders, purchasing, monitoring and measurement of its 
processes and products, calibration of measuring equipment, processes to resolve 
customer complaints, corrective/preventive actions and a requirement to drive contin-
ual improvement of the QMS.  

 

Fig. 1. Model of a process based QMS 
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CMMI 
Capability Maturity Model Integration (CMMI) is a process improvement approach 
that provides organizations with the essential elements of effective processes that 
ultimately improve their performance. Developed by a group of experts from industry, 
government, and the Software Engineering Institute (SEI) at Carnegie Mellon Univer-
sity, CMMI models provide guidance for developing or improving processes that 
meet the business goals of an organization. It can be used to guide process improve-
ment across a project, a division, or an entire organization [12]. An organization  
cannot be certified in CMMI; instead, an organization is appraised. Appraisals are 
typically conducted for one or more of the following reasons: to determine how well 
the organization’s processes compare to CMMI best practices, and to identify areas 
where improvement can be made; to inform external customers and suppliers of how 
well the organization’s processes compare to CMMI best practices; to meet the con-
tractual requirements of one or more customers. 

 

Fig. 2. Comparison of Continuous and Staged Representation Levels 

Depending on the type of appraisal, the organization can be awarded a maturity 
level (Staged Representation) rating (1-5) or a capability level achievement profile 
(Continuous Representation). Figure 2 summarizes both representations in levels.  

Goal Question Metrics (GQM) 
The main idea behind GQM is that measurement should be goal-oriented and based 
on context characterization. 

According to [5], [25], the measurement model has three levels (figure 3): 

- Conceptual Level (GOAL): a goal is defined for a specific purpose based on 
the needs of the organization, for a variety of reasons, with respect to various 
quality models, from various points of view, in a particular environment. 

- Operational Level (QUESTION): a set of questions is used to characterize the 
way the achievement of a specific goal is going to be performed. 

- Quantitative Level (METRIC): a set of collectable data is associated with 
every question in order to quantitatively answer them. 
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Fig. 3. Goal Question Metrics Structure 

In the interpretation phase, measurements are used to answer the questions and to 
conclude whether or not the goal is achieved. Thus, GQM uses a top-down approach 
to define metrics and a bottom-up approach for analysis and interpretation of meas-
urement data. GQM defines a dynamic quality model on which basing an effective 
measurement program. Quality goals reflect the business strategy and GQM is used to 
identify and refine goals based on the characteristics of software processes, products 
and quality perspectives of interest.  

2.2   Related Works 

Although the number of related works on the harmonization of multiple models is 
small, in the last 4 years there is within the software engineering community an ever-
increasing interest in defining solutions for this type of environments. This is evi-
denced by the initiatives and projects performed or being carried out, such as: PrIME 
project [16], ARMONÍAS project [17], Enterprise SPICE [18]. Furthermore, some 
experiences reported in literature involve comparisons and mapping between different 
versions of CMMI and other processes models, including ISO 9001. Among these, 
some relate to what/what combinations such as CMMI & ISO; more precisely: 

- A mapping between two models is described in [19]. 
- In [7] a proposal that integrates the content of these two models is introduced. 
- A proposal for transiting from ISO 9001 to SW-CMM is defined in [8] 
- In [9] a comparison and a correspondence between ISO 9001 and SW-CMM 

are shown. 
- In [20] an recent comparative analysis of the CMMI DEV v.1.2 and the ISO 

9000 family is discussed. 
- An ontology for the integration of these quality standards for collaborative 

projects is show in [21]. 
- Some works that involve relationships, comparisons and mapping between dif-

ferent versions of CMM(I) and SPICE (ISO/IEC 15504) can be found in [15], 
[22], [23], [24]. 
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However, in all these comparisons none of the studies refer to the latest versions of 
these models (with the exception of the work presented in [20]); none describe the 
specific process used to carry out the comparison and/or mapping. Consequently the 
approach is not replicable from others. They are all theoretical works and none have 
been applied to real enterprise data. Furthermore, no insight is given on the what/how 
perspective. None of the studies adopt or indicate a strategy used for defining  
the measurement goals with the aim of harmonizing the models. The contribution of 
the proposal described in this paper consists in taking into account and addressing the 
issues above in order to provide organizations a specific stepwise strategy for harmo-
nizing quality standards. 

3   Harmonization Process 

Any organization that have a software process improvement (SPI) strategy follow it 
as a means for assessing and assuring quality. They will most likely have their busi-
ness, organizational and production processes formalized in some way. The processes 
can be formally defined and conform to some kind of SPI framework (CMMI; ISO, 
TQM, SPIQ, etc.) [13], or can be informally defined based on the previous history 
and experience of the organization. Independently of the framework adopted, the 
description of the processes contain details on the: activities, procedures, products 
produced, relations with other activities, tools and technologies used to execute them; 
the quality model (i.e. goals, metrics and interpretations) defined to assess the 
achievement of desired quality levels. In this sense, the quality model must be struc-
tured so that its goals (Gi) relate to specific process model grains (Pj) specified by the 
SPI framework referred to (eg. Process areas for CMMI, statements for ISO 9001, 
etc.), forming a matrix [GxP] (Table 1) where each crossing (Gi, Pj) means that the 
goal Gi measures that process grain Pj.[5]. 

Table 1. Goal x Process Model matrix 

 

 

In this scenario it is reasonable that an organization with an organized SPI strategy 
may to want to or have to conform to other frameworks due to explicit requests on 
behalf of contractors, public administrations or restrictions in bids. For simplicity, let 
us define the process model of the current SPI framework PCurrent, and the process 
model of the new SPI framework the organization wants to conform to as PTarget. An 
interesting question is therefore: How can an organization painlessly shift from PCurrent 
to PTarget and reuse as much possible of the information produced in PCurrent? Given an 
SPI framework (eg. ISO or CMMI), how can an organization operationally define a 
quality model (i.e. measurement goals and interpretation models) for it? 
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Fig. 4. Harmonization Process 

To answer these two questions we have defined a Harmonization Process made up 
of two sub-processes: a comparison process and an application process. The process is 
general and can be instantiated to any couple of SPI frameworks (PCurrent, PTarget). In 
this specific work, we have considered PCurrent: ISO 9001:2000 and PTarget: CMMI-Dev 
A general representation is given in Figure 4. This section will primarily focus on the 
application sub-process, as the comparison one has been described more in detail in a 
previous work [14]. In the next two sections we will provide a description of the two 
processes, with more detail on the application process.  

3.1   Comparison Sub-Process 

The Comparison Sub-Process is the first part of the harmonization of any two SPI 
frameworks. This activity followed the process for mapping described in [15]. In this 
specific case, the comparison process considers the ISO 9001:2000 standard as start-
ing point, i.e. supposing that an enterprise is currently certified ISO 9001, and sees 
CMMI v1.2 as the target one. The outcome of this sub-process is a document that 
maps the two models and points out the relations between them, i.e. in this specific 
case, the extent to which ISO satisfies CMMI requirements and whether there are any 
overlapping areas that possibly allow to reuse information and data collected in the 
ISO certification to assess any of the CMMI levels, allowing for a quantitative analy-
sis (what/what comparison). The mapping is tracked on a spreadsheet having the ISO 
statements as rows and CMMI Process Areas with detailed Practices as columns. The 
overlapping areas are filled with colour. An extract related to the ISO statement “4. 
Quality Management System” and CMMI process area “Organizational Process  
Definition + IPPD” is shown in Figure 5. The mapping criteria was iterated for each 
statement, one at a time, with respect to every process area.  

This sub-process steps have been completely described in more detail in a previous 
work by the authors [14]. For completeness sake we have however provided a brief 
description to give the reader a general picture of the approach and better understand 
the application sub-process.  The approach is general and stepwise. So if the SPI stan-
dards change, the instantiations change, but the approach remains the same.  
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The outcome of the mapping is a document (Result of Comparison) that specifies 
the correlations between the two models traced on the spreadsheet, i.e. the intersec-
tions of the ISO 9001 statements with the specific practices of CMMI process areas 
together with their degree of relation. . The degree of relationship indicates the extent 
to which an ISO 9001 statement supports, or has any connection with, a Process area 
of CMMI. This expresses a one-to-one relationship. In order to express the degree of 
relationship between an ISO 9001 statement and a CMMI Process area, we have de-
fined a discrete scale (scale of comparison) when each of the elements of the scale has 
been associated with a set of numeric values which are described in terms of percent-
age. This scale is made up of the following elements: Strongly related (86% to 100%), 
Largely related (51% to 85%), Partially related (16% to 50%), Weakly related (1% to 
15%) and Non-related (0%). The numeric values can be found by dividing the number 
of specific practices (from a Process area of CMMI) that are related to shall state-
ments (from ISO 9001) by the total number of specific practices defined in that Proc-
ess area. For this work, it is important to highlight that this numeric value is only 
indicative of the extent to which a process area of CMMI is addressed by means of 
the statements of ISO 9001. The degree of relationship is hence expressed only 
through the discrete scale. So, the blue indicate correlations/intersections between the 
areas. For each area, a degree of relation is quantified.  

 

Fig. 5. Extract of results for the comparison sub-process 

3.2   Application Sub-Process    

If the comparison sub-process points out the overlapping common areas between the 
two SPI frameworks, and therefore provides a what/what perspective, instantiated in 
this case on ISO 9001 and CMMI, the application sub-process applies the comparison 
results to a specific organization’s Quality Management System (QMS).  
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Indeed, if an organization certified, lets say  ISO 9001 intends addressing CMMI, it 
would be worth investigating what part of the data and information collected with the 
ISO standard could be reused for a CMMI appraisal. This is done by formalizing a 
GQM-based quality model and then, according to the overlapping areas, reusing the 
data/information related to the intersections. More precisely, this part of the process 
defines how to structure a quality model, through operational goals, based on the 
mapping results and in accordance to the organization’s QMS, and provides a 
what/how perspective by tracing ISO 9001:2000 with GQM.  

The steps of the application sub-process are represented in figure 6.  

 

Fig. 6. Application Sub-Process 

In the following, we will describe each of the three steps that make up the sub-
process and provide evidence on their application to the data of an Italian SME. The 
company involved in the application operates in the ICT sector that for privacy reasons 
will be referred to as SME. It is certified ISO 9001:2000, other than having other certi-
fications of the ISO family. The company allowed us to access their entire QMS which 
is structured conformingly to the chapters of the standard. For the case study, we simu-
lated their intention to certify their processes according to CMMI levels. 

Map Company’s QMS 
This step starts from the outcome of the comparison sub-process, i.e. the theoretical 
mapping of the two frameworks. Moreover, it consists in extracting the relevant doc-
uments from the QMS, based on the relations pointed out in the general comparison, 
in order to identify the specific documents, procedures, guidelines, templates and 
operational instructions that can be used in the future CMMI-DEV quality model.  

The result of this step is an extension of the comparison (Extended Comparison), 
which not only contains the mapping of the two SPI frameworks, ISO 9001 and 
CMMI, but with respect to each relation identified, it also explicitly specifies the 
documents of the QMS. An example is shown in figure 7.  

The two columns added are: SME’s QMS, which contains the references to the pa-
ragraphs of the QMS, and SME’s Procedures, which refers to the procedures, through 
links. This was done for each ISO statement having relations with a CMMI process 
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area. This step is important because the references can be reused when the SME de-
cides to shift to the target SPI framework, i.e. CMMI, and must define the target qual-
ity model. The question this step answers is: “How are the ISO 9001 statements, 
which are mapped with CMMI specific practices, traced in the SME's Quality Manual 
and other procedures?” 

 

Fig. 7. Extended Comparison 

Define GQM-Based Quality Model 
The second step of the sub-process consists in defining a quality model. This is done 
by adopting a GQM-based approach [5], [25], according to the output of the previous 
step. Moreover, analyze the QMS documentation traced in the extended comparison, 
in depth, and define measurement goals based on the mapped areas. As so, the quality 
model produced allows to quantitatively measure the organization’s processes with 
respect to the mapped areas.  

This step provides insight on the what/how perspective mentioned in the previous 
sections, in that it shows how to operatively produce a quality model by instantiating 
ISO 9001 statements (what to do) through measurement goals (how to do it).    

The result of this step is a matrix like the one in table 1, where the process PCurrent is 
ISO 9001, and the process grains are the ISO statements, while the Goals are the 
GQM measurement goals related to each statement. In Table 2 we show an example 
of a measurement goal, with questions and metrics defined for the ISO Shall State-
ment n.4.1. In our real case study, the procedure was iterated for each statement of the 
framework to obtain a complete quality model for all the ISO statements. The ques-
tion this step answers is: “Given an ISO Statement, how can the related SME’s QMS 
and Procedures be measured through operational GQM goals?”  

This information is then used to evaluate the degree of coverage of the CMMI 
practices with respect to each “shall statement”. 
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Table 2. Goal for ISO Shall Statement 4.1 

Statement ISO 9000:2001 4.1 General requirements a) identify the processes needed for the quality 
management system and their application throughout the organization  

 Goal 1 

Object of study Management Manual (Quality management system) 
Purpose Evaluate 
Quality Focus defined processes' correctness 
Point of view Management 
Context  Italian SME 

Question Metric Description 
Q1.1 M1.1.1 List of processes expected for the quality management system 

Q1.2  M1.2.1 List of processes for the quality management system really runned 
Q1.3 M1.3.1 Level of adhesion of defined processes to the standard normative 
Q1.4 M1.4.1 Level of completeness of defined processes for the quality management system 

Q1.5 M1.5.1 Level expected of adhesion of defined processes to the standard normative 
Q1.6 M1.6.1 Level expected of defined processes for quality management system 

 

Tailoring Towards the Target Model 
The last step of the sub-process collects the results of the previous steps and organizes 
them according to the practices of CMMI-DEV. It consists in identifying to what 
extent the CMMI-DEV process areas are covered by the ISO statements, based on the 
measurement goals (GQM-Based QM) defined in the previous step and the mapping 
applied to the SME (Extended Comparison). Given a Process Area (eg. Organiza-
tional Process Definition + IPPD), the goals that relate to that process area are identi-
fied. These goals are extracted from the previous step based on the mapping results 
with the ISO Statements. Next, a similar activity is done with respect to the work 
products and sub-practices of the process area considered. In other words, for each 
work product and sub-practice, we evaluate their degree of coverage with respect to 
the SME’s QMS. Figure 8 reports the result of the step with respect to the Organiza-
tional Process Definition + IPPD process area. For each Specific Practice, the goals of 
the ISO quality model that can be reused in CMMI assessment are specified; for each 
work product and sub-practice the coverage is highlighted in color, together with a 
specification of the document in the SME’s QMS.   

In this way, we assure that the migration towards the target model (Ptarget), CMMI, 
reuses as much as possible of what is already defined in the current model (Pcurrent). 
This time the step produces a matrix like the one in table 1, where the process grains 
are the specific practices of the CMMI Process Areas and the goals are the GQM-
based measurement goals reused from the quality model defined in the previous step. 
The matrix of the target model is obtained as follows: [G x Ptarget] = [G x Pcurrent] X 
[Pcurrent x Ptarget], where [G x Pcurrent] is the set of goals for each ISO statement, and 
[Pcurrent x Ptarget] is the mapping between ISO and CMMI. In our application, the com-
pleteness of the target model matrix indicates the degree of coverage of the CMMI-
DEV with respect to ISO. Although, the matrix is not complete for the areas that are 
not mapped and for those that are not related, it assures that the existing quality model 
is reused as much as possible.  
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Fig. 8. Coverage of CMMI Process Area from ISO Statements 

 

Fig. 9. Degree of Coverage of CMMI Process Areas 

For space reasons we are not able to show the results of every single process area. 
We have provided a general picture, i.e. the overall results of the application process to 
the Italian SME, shown in Figure 9. The results are shown with respect to the compari-
son sub-process, which represents the theoretical mapping of the two SPI frameworks; 
and the application sub-process, where the comparison was applied to the QMS of a 
real enterprise.  

As it can be seen, the percentages related to the Process Areas in the application 
sub-process are lower than the ones defined in the comparison one. This was predict-
able because the application not only considers the theoretic comparison but also how 
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it is actually accomplished within the enterprise. These results relate to the QMS of 
the Italian SME considered, and therefore represent a first application of the harmoni-
zation process in the direction from ISO to CMMI. 

4   Conclusions 

In this paper we have presented a harmonization process of two SPI frameworks: ISO 
9001:2000 and CMMI-DEV v1.2, by mapping the models and identifying overlap-
ping areas in the direction from ISO to CMMI. Furthermore the general results of the 
mapping have been applied and instantiated to a real case, i.e. a QMS of an enterprise. 
This has also provided some insight on the differences between the theoretical  com-
parison, carried out based on the documentation available from the SPI institutions, 
and the application sub-process in which the instantiated documentation to the real 
QMS has been considered.  

Such harmonization can help an organization to: (i) understand both the differenti-
ating and the overlapping features of the improvement models, and (ii) determine and 
understand which of these improvement models can support the organization’s mis-
sion. Carry out cost/benefit analysis before transiting to a new quality standard.   

The application of the harmonization process to the QMS of an ISO 9001 certified 
company QMS represents a first validation. Indeed, the relations pointed out by the 
mapping of the two frameworks are the starting point for applying the harmonization 
and identify the existing data of the organization that can be reused for appraising 
CMMI levels.  

For what concerns the theoretical comparison, this work is limited to the viewpoint 
from ISO to CMMI, and therefore represents only half of the complete picture. More-
over, the application process data relates to a small enterprise so, this may also be the 
reason for such differences for the degree of coverage between the application and 
theoretical sub processes. As so, other applications will be necessary with refer to 
various types of certified organizations of various dimensions.  

Currently we have applied the application process to a large enterprise, we are ana-
lyzing the data. We expect, for example, that in the large enterprise the comparison 
and application sub-processes have similar coverage percentages.  
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