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Preface

The advancement of the software industry has had a substantial impact not only
on productivity and on GDP growth globally, but also on our daily work and life.
Software business refers to commercial activity of the software industry, aimed
at generating income from delivery of software products and software services.
Although software business shares common features with other international
knowledge-intensive businesses, it carries many inherent features making it an
intriguing and challenging domain for research. Until now, however, software
business has received little attention from the academic community.

The First International Conference on Software Business (ICSOB 2010) was
organized in Jyväskylä during June 21–23, 2010. This inaugural conference
brought together a strong Program Committee of 52 members with research
disciplines from various fields of business management and technology manage-
ment as well as international flavor with members coming from 17 countries from
South and North America to Europe, India and Australia.

We received 35 research paper submissions. The papers went through a double-
blind review process producing at least three reviews for each accepted paper.
The Program Committee accepted 13 submissions to be presented as full papers
in the conference, equaling 37% of the submissions. In addition, ten papers were
accepted as short papers. The accepted papers represent the wide variety of re-
search activity on software business. For the purposes of the conference program,
the papers were organized under eight themes: business models, business man-
agement, ecosystems, education and research, internationalization, open source
software and social media, product management, and software as a service.

In addition to the paper sessions, the conference program included three
keynote presentations and a Business Innovation Track containing best-practice
presentations from the software industry. The conference program also included
two workshops, three tutorials and an adjunct meeting of the Cloud Software
Consortia.

As Program Committee Chairs, we would like to thank the members of the
Program Committee for their very valuable effort in evaluating the received pa-
pers to ensure a high quality of the conference. The experience and efforts of the
Steering Committee and all the Chairs were valuable in building up this inaugu-
ral conference. Finally, it is our honor to mention the entities that supported the
conference: University of Jyväskylä, the Cloud Software Program organized by
Tivit Oy and funded by the Finnish Funding Agency for Technology and Inno-
vation, SAP AG, as well as all the collaborating institutions, including Utrecht
University, the Software Business Laboratory at Aalto University, VTT Research
Center, University of Helsinki, and Springer Science+Business Media.

June 2010 Pasi Tyrväinen
Slinger Jansen
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Balaji Parthasarathy, IIIT Bangalore, India
Oscar Pastor, Valencia University of Technology, Spain
Jan Pawlowski, University of Jyväskylä, Finland
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Diversity of Business Models in Software Industry 

Aku Valtakoski and Mikko Rönkkö 

Aalto University 
{aku.valtakoski,mikko.ronkko}@tkk.fi 

Abstract. In this paper, we measure the business models of Finnish software 
firms using survey data. To do this, we first conceptualize the business model 
based on extant management research, and allows for effective 
operationalization of the concept. Using our conceptual framework of business 
model, and data from the Finnish software industry, we find a taxonomy of 
eight business models. Analyzing the characteristics and performance of the 
firms using these models, we find that there are significant differences between 
firms using different business models. 

Keywords: Business models, taxonomy, software industry, Finland. 

1   Introduction 

The software industry is undergoing a significant change in its structure [1]. Caused 
by the introduction and maturation of Internet technologies, the traditional boundaries 
of software industry sectors are becoming increasingly blurry [2] In general, the 
industry seems to be moving from the sales of standalone software products towards 
provision of various types of services [3,4]. This change is making traditional 
categorizations of software firms increasingly invalid, as many new types of software 
businesses, such as Software as a Service and open source models do not fit into the 
traditional archetypes of packaged software, enterprise solutions, and professional 
services [5]. This change also creates a problem for empirical research, as it is no 
longer easy to identify and categorize firms that belong into a certain sector in the 
software industry. Controlling for the type of firm is thus increasingly difficult. 

To overcome these challenges caused by the evolution of the software industry, we 
use the concept of business model to provide a more detailed view of how software 
firms are actually conducting business. A business model is often conceptualized as a 
description of business logic of a firm, i.e. how the firm creates and appropriates 
value within its business network. Software business models have been studied 
actively in the information systems research community  [6]. However, the current 
theoretical development of the business model concept is still somewhat 
dissatisfactory: As noted by multiple authors, there is still a lack of a coherent 
definition for the concept [7-9]. Furthermore, the theoretical grounding of the concept 
and its relation to other management research have only been discussed in a handful 
of papers [10-12,6]. In addition, and most importantly to the current study, very little 
empirical research has been conducted using the concept. In particular, only few 
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authors have used quantitative methods in measuring business models. Consequently, 
only very few measurement instruments have been proposed in the literature [11,12].  

Therefore, due to the changes in the software industry and the relative immaturity 
on the scholarly discourse on business models, we chose to perform a quantitative 
analysis of business models using data from the Finnish software industry. The 
present paper is an extension to our previous business model papers  [e.g., 13,14] 
using a new set of data and new measurement approach. 

2   Literature Review 

2.1   History of the Business Model Concept 

The origins of the business model concept can be linked to Normann [15], who 
described the concept of a ‘business idea’, distinguishing between the external 
environment (i.e., customer needs and value appropriation), the company’s products 
and services, and internal factors (e.g., values, organization structure, resources and 
capabilities). However, the concept of business model significantly increased in 
popularity during the 1990s when it was widely used to describe the business logic of 
start-up firms during the dot-com boom [16,17]. Since then the business model concept 
has increasingly been used in mainstream management research on innovation [18], 
entrepreneurship [19], information systems [6],and strategic management [20,11,12].  

However, so far, business model is rarely mentioned in the top-tier management 
journals. The concept of business model has also been avoided in this literature. For 
example, Porter has criticized the concept, calling it a part of “internet’s destructive 
lexicon” [21]. This critique is understandable given the lack of theoretical 
development behind business models, as well as the general vagueness of the concept.  

There is indeed considerable variation in the definitions of the business model 
concept in the extant literature in terms of content and level of detail. While some 
authors give a full and explicit definition [10,19], others define business model 
through defining its constituent elements [22,7,17,18]. However, despite this 
confusion, there are some common themes: First, many definitions of the business 
model include the idea of a business logic, i.e. an abstract description of how the firm 
works and how it plans to make money. Second, most definitions include some notion 
of value - the concept is used to describe how the firm creates and appropriates value.  

For example, in two of the rare papers about business models in top-tier 
management journals, Zott and Amit define business model as design of organization’s 
boundary spanning transactions [11], or “the content, structure, and governance of 
transactions designed to create value through exploitation of business opportunities” 
[10] and that “the design elements of a business model are the content, structure, and 
governance of activities”. The focus is clearly on value creation and the activities of 
the firm, yet the relation of business model to other concepts in this area, such as 
strategy and resources, remains unclear. 

Many authors consider the business model to belong to the domain of strategic 
management [20,10-12]. This is particularly apparent when we consider the number 
of studies attempting to explain firm performance by its business model [12]. Yet, as 
indicated by Zott and Amit [12] and others [20,19], the two concepts strategy and 
business model can and perhaps should be seen as distinct concepts.  
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Within the strategic management field, we may differentiate between two 
complementary key problems: the cross-sectional, static problem of logic of advantage 
against competition and the longitudinal, dynamic problem of creating and maintaining 
a competitive advantage [23]. While the purpose of strategy is to describe what the 
competitive advantage is and how it is pursued, most definitions of business models 
only describe how the firm creates and captures value. In other words, business model 
does not address external competition or the attainment of long-term goals of a firm, 
which are important issues particularly when considering the longitudinal problem of 
strategy. A business model addresses the configuration of a business at a specific point 
in time, and thus a part of the static problem of strategy. 

The static problem of strategy is related to how a firm positions itself relative to its 
customers, competition, and partners. On the firm level, a firm can pursue competitive 
advantage through three generic strategies: cost leadership, differentiation, or focus 
[24]. However, these generic strategies only describe the high-level business approach 
of the firm, and do not describe how the firm actually configures its resources to 
attain competitive advantage. The analysis of this problem thus requires the analysis 
of firm’s activities. In Porter’s words, “A firm is a collection of discrete, but 
interrelated economic activities [...] A firm’s strategy defines its configuration of 
activities and how they interrelate” [23]. When linked, these discrete activities form a 
value chain within the focal firm, and a value system when connected to other firms’ 
value chains [23,24]. To attain competitive advantage, a firm must configure its value 
chain in a way that exploits its strengths in capabilities and competitive position. 

Another view of strategy considers analyzes the effect of resources on the 
performance of a firm. This resource-based view (RBV) sees that the source of 
competitive advantage is the valuable resources a firm possesses [25]. Resources can 
be seen as complementary to the activities of a firm, as resources are only valuable if 
they enable the firm to perform activities that create advantages [23]. Correspondingly, 
activities are only valuable if required resources exist to carry them out. Resources and 
activities, i.e. business model can be seen as complementary to each other. 

Combining these two aspects of strategic management of a firm to the competitive 
strategy of the firm, as well as the competition environment, including competition, 
customers, and partners, we have four complementary concepts that describe the 
strategy of a firm: competitive strategy, competitive environment, resources, and 
business model. The overarching idea is that these four elements, taken together, 
affect the firm’s success. All elements are under firm’s management’s control to some 
degree: it can change its strategy, or market, or acquire new resources. Furthermore, 
these elements interact; for example, pursuing a certain competitive strategy requires 
a specific business model and specific complementary resources, and is only effective 
in certain competitive environment. Porter [23] describes this: “The required mix and 
configuration of activities, in turn, is altered by competitive scope”. Yet there is 
specific direction of causality between the elements, i.e. one element affecting 
directly another element. 

This conception of business strategy is similar to the research on configurations 
[26-29]. This perspective suggests that business is seen as a complex configuration of 
highly interdependent organizational factors, and a holistic, gestalt type of fit must 
exist between these factors to ensure organizational performance [26,30] . 
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After narrowing down the scope of the concept, we still need to delineate the 
elements of business model. Nearly all papers on business models list constituent 
elements of a business model; Common elements that are often found include 
strategic factors (competition, strategy), customers and target market (including 
distribution), offering (including value proposition, products and services provided), 
resources, key activities, revenue logic (including pricing and costs), and value 
chain/network (relationship and alliances) [7,9,6]. 

From the discussion on the relationship between strategy, business model, and 
other concepts and assuming conceptual parsimony as desirable, it follows that some 
elements of all the potential business model elements found in the papers that we 
reviewed must clearly be excluded. In our conceptualization, competitive strategy, 
resources, and market are complementary concepts to business model and cannot 
therefore be included as components of the business model. What is then left of the 
potential components are offering, activities, revenue logic, and value network. In 
summary, based on the literature review of both business model and general 
management literature, we may now define business model as a configuration of the 
firm’s offering, activities, value network, and revenue logic, given its competitive 
strategy, resources, and competitive environment. 

3   Empirical Study 

A common assumption about the configuration approach to management research is 
that despite the large number of variables, only a limited number of configurations are 
likely to be present in practice. This is due to factors that reinforce both internal and 
external coherence of a configuration [27]. Hence, we should see only a limited 
number of feasible configurations. Clearly, business models, when considered on a 
high level, should be measured as classifications. 

Constructing classifications is the domain of the family of statistical methods 
known as cluster analysis. These methods divide the data into distinct groups based 
on a measure of similarity of dissimilarity between observations; observations that are 
only slightly dissimilar belong to the same cluster [31]. However, the cluster analysis 
methods have their weaknesses. As reported by Ketchen and Shook [32], the method 
relies heavily on subjective researcher judgment. Furthermore, there is no statistic for 
assessing the fit of clustering results. However, they also conclude that with proper 
attention to details when specifying the analysis and post-analysis checks of validity, 
cluster analysis can yield valuable results. 

To collect the data required for cluster analysis, we performed a survey of the 
Finnish software industry. 

3.1   Measures 

To operationalize our business model concept, we again relied on the coherence 
assumption of the configuration approach. Instead of measuring all four elements of a 
business model, we suggest that measuring the revenue shares of various revenue 
sources would give enough information to conduct a cluster analysis. First of all, 
where a firm finds its revenue is related to the firm’s offering, activities it performs, 
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as well as its revenue model. Revenue shares thus cover three of these business model 
components. Second, the importance of revenue sources is likely to improve the 
validity of the measurement, as firms are likely to give more accurate information. In 
addition, revenue shares measures what a firm has actually done. 

To create a list of revenue sources, we used our own expertise, as well as several 
practitioners within the industry. Included revenue sources covered sources related to 
both product and service income, as well as less familiar sources, such as content and 
ads, and non-software sources. In the survey form we instructed the informant to 
divide one hundred percentage points between these alternatives. 

3.2   Sample and Data Collection 

Our data are a subset of a larger data set that was collected as a part of a research 
project called the Finnish Software Industry Survey  [1]. No lists that would cover the 
entire industry are available, and so we gathered our data for the sampling frame from 
multiple sources. However, a large majority of the firms were obtained from the trade 
register with NACE codes 72.21. (“Publication of software”) and 7222 (“Other 
software consultancy and supply”). Altogether, this resulted in a sampling frame of 
4544 firms. We estimated that a third of these firms were not active or not in the 
software industry. 

The survey was implemented following a modified version of the tailored survey 
design method [33]. The mailing begun with a pre-notice letter, followed by the main 
survey package using postal mail. A printed questionnaire and a web form were 
offered as alternative options for the informants. Data collection lasted from June to 
August 2009, and produced 612 usable responses presenting roughly a response rate 
of 20%. However, since most of the non-responding firms were very small (one man 
companies and part-time entrepreneurs) the representativeness of the data of the 
software industry proper is higher, although an exact figure is virtually impossible to 
estimate. 

3.3   Data Analysis 

Our main data analysis method is cluster analysis using with Stata 10.1. Prior to 
running cluster analyses, we inspected the data and found that the variables were 
right-skewed. Due to this feature, we chose that distance based similarity measures 
were inappropriate for the data and instead used the angular similarity measure. 

We started the cluster analysis by running a hierarchical average linkage cluster 
analysis. After this, we analyzed the dendrogram and chose the best solution as a 
starting point for confirmatory cluster analysis with K-medians clustering. This 
algorithm was again chosen because of the skewness of the data. 

As a standard procedure, this two-step clustering was repeated several times with 
different similarity measures and agglomeration algorithms to ensure that the final 
cluster solution was indeed the most appropriate. 

The robustness of the final results was checked by repeating the analysis over 50 
bootstrap samples. We tested the robustness of the solution by comparing the cluster 
memberships in each boot strap sample to those calculated based on the full data. The 
mean of Cramer’s V over 50 bootstrap samples was 0.899 for the hierarchical 
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clustering and 0.965 for the K-median clustering indicating that the final cluster 
solution was robust. 

4   Results 

Figure 1 displays the categorization found in the cluster analysis, and what the 
revenue structure of each business models is. Our analysis indicates that Finnish 
software firms can be divided into eight categories: 

Software product firms. This cluster consists of firms who offer their own software 
products using the traditional licensing model. The firms in this cluster can be roughly 
divided into two subgroups: firms who generate most of their revenue from license 
sales, and firms who offer also an extensive array of services, including maintenance, 
customization and deployment services.  

ASP and SaaS firms. Firms in this cluster are in many ways similar to the software 
product firm cluster. However, instead of offering their software products as licenses, 
firms in this cluster instead offer their software over the internet using either an 
Application Service Provision or Software-as-a-Service arrangement. Income based 
on these software service fees forms the major share of their revenue. In addition, 
they draw secondary revenue from software customization and deployment projects.  

Development service firms. This cluster consists of firms that provide software 
development services. This can take two forms: either these firms provide 
subcontracting services (i.e. developer rental), or they do custom development 
projects for customers. In addition to development services, these firms also offer 
additional services, such as system maintenance and deployment services.  

 

Fig. 1. Revenue sources of identified business models 
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Deployment project firms. These firms specialize in deployment projects. In other 
words, the group includes firms who provide installation, customization, and 
parametrization services mainly for ready software products. Some of these firms may 
also develop a limited amount of custom-made software for customers, and maintain 
the systems they have deployed. They also receive some revenue from the sales of 
software licenses. 

Software consulting firms. Firms in this cluster earn most of their revenue from 
various software-related services, such as consulting and testing. In addition, they also 
often offer some development and deployment services. 

Hardware firms. This cluster generates majority of its revenue from the sales of 
hardware products in which software is embedded. In other words, they are more 
manufacturing than software firms.  

Content and ads firms. This cluster differs from most other clusters: instead of 
generating revenue directly from software IPR or from software-related services, this 
cluster earns majority of its revenue from the development or provisioning of content 
or advertising. In addition, these firms also generate revenues from non-software 
sources, software customization and from offering software over the internet. 

Non-software firms. This cluster consists of firms receive most of their revenue from 
non- software sources. These sources include general organizational consulting and 
provision of IT support services. 

Table 1 shows a cross tabulation of the business model classification with the self-
reported firm type by the respondent, elicited by asking the firms to select a best 
fitting description for their main activity on the first page of the survey. Firms 
considering themselves software product firms naturally fall into the software product 
business model. As can be expected, most firms in the SaaS and ASP business model 
category also consider themselves to be software product firms. However, what is 
surprising is the large share of firms who consider to be product firms but actually 
have a business model that belongs to the development service category. This can be 
explained by the fact that young product firms often earn most of their revenue from a 
small number of customers, and usually do a lot of custom development for these 
customers while trying to increase the degree of productization. Majority of the firms 
 

Table 1. Comparison between identified business models and self-reported firm types 
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that considered themselves device manufacturers seem to use the hardware firm 
business model. Furthermore, a significant share of these companies seem to use the 
non-software business model. In summary, we may infer that the hardware firm 
business model applies to firms for which software products and software 
development are peripheral activities. 

Software project contractor firms are naturally most often associated with the 
development service business model. The second most relevant business model for 
these firms is the non-software business model. This indicates that these firms often 
also engage in business consulting and this can sometimes dominate as a revenue 
source for the project contractor. 

Firms who consider themselves consulting firms are not associated very strongly 
with any specific business model. On the contrary, these firms can actually employ a 
wide range of business models, of which development project firm, deployment 
project firm, non-software, and software consulting business models are the most 
common. Finally, the few resellers firms in the sample were classified using the 
software product business model, since most of their revenue comes from selling 
software licenses. 

In summary, the comparison between self-reported firm type and business model 
categorization provides a fairly consistent picture of the classification of software 
firms. This consistency is most apparent for firms who reported to be device 
manufacturers and software project contractors. The discrepancies between the two 
categorizations can be attributed to the often large differences between the self-
projected image of the firm and what the firm actually does. In addition, they 
demonstrate the difficulties of measuring exactly how a firm actually conducts its 
business, i.e. what is its business model. 

Next we analyze in detail how the firms in each business model differ from each 
other with some other key variables collected in the survey. Table 2 compares the 
means of these variables. Exact definitions of variables and comparisons of medians 
are excluded from this paper due to space constraints, but are available elsewhere [1]. 
Analysis of medians was required due to skewness of the data. Particularly the 
negative change in revenue of -32.8% for the year 2008 for hardware firms seems a too 
large. The medians did support the interpretation that for the average hardware firm in 
the sample, a third of the revenue did disappear during 2008. However, considering 
that the data was collected during the bottom of the recession and the fact that 
hardware firms were hit the hardest during the recession, this drop is actually credible. 

Comparing the mean and median age of software firms by business model, we see 
that the differences in firm age are quite small. Software product firms stand out as 
the most mature firm with the average age of 11 years, followed by deployment 
project and not software firms. While there are no great differences between the other 
business models, it seems that development project, content and ads, and software 
consulting firms seem to be the youngest. 

Concerning the total revenue of the firms by business model, we may immediately 
conclude that for most business models, there is a significant difference between the 
mean and median revenue. This is an example of a skewed distribution of a variable, 
and implies that there are large firms in each business model that skew the 
distribution towards larger values. In this case the median value gives a more reliable 
approximation of the typical revenue of a firm in each category. 
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Table 2. Mean values of business model characteristics and performance 

 

Using the median values of revenue to compare firms in different business model 
categories, we may conclude that software product, ASP and SaaS, hardware, and 
deployment project firms seem to be larger than the median for all firms. Comparing 
these median values to means, we see that there are large differences between these 
two statistics in software product, non-software, and hardware firm categories. This 
implies that there are several large firms in these business models. In comparison, the 
difference between mean and median is very small in content and ads and software 
consulting firms. This indicates that the firms using these two business models are 
small and that there are no large exceptions in either category. 

Since the most important resource for all types of software firms is the human 
capital, the mean and median personnel counts provide a similar story as the 
comparison of revenue. Judging by the mean number of personnel, the largest Finnish 
software firms seem to use one of the development service, non-software, hardware, 
or software product business models. 

The revenue growth in 2008 and over the period 2006–2008 seem to present a 
consistent story since there is less discrepancy between the mean and median values. 
This is due to the fact that revenue growth is a relative figure and does not depend on 
the size distribution of the firms. Using the revenue growth in 2008 figure, we may 
conclude that, with the exception of hardware and software product firms, software 
firms in each business model maintained their growth through the economic downturn 
of 2008. As suggested by Cusumano [3], service firms seem to have withstood the 
pressures of the recession best. Product-oriented firms seem to have suffered clear 
slowing down in their revenue growth. This is most dramatic for hardware firms, 
whose revenue actually dropped by nearly a third in 2008, in comparison to the 
approximately average growth of 20% in the last three years. 

Comparing revenue growth figures with willingness to grow provides interesting 
insights. A larger figure in the willingness to grow indicates that the firm’s 
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management most important financial target is revenue growth over profitability. 
Comparing these two figures indicates that the business models hit by the recession - 
product-oriented firms - are actually the ones who are more willing to grow. By 
comparison, firms less willing to grow, such as development service, deployment 
project, and content and ads firms were actually the ones who grew the most in 2008. 
Hence, despite a high willingness to grow, product-oriented firms were not able to 
increase their revenues in 2008. This suggests that the recession in 2008 had a 
significant impact on the business of these product-oriented firms. 

The problems with revenue growth are also reflected in the profitability figures of 
product-oriented firms. As these growth-oriented firms have made investments in new 
human resources, their cost levels might have increased. Since they were unable to 
reach the targeted revenue level, this meant a significant drop in profitability as well. 
By comparison, service-oriented firms who get their revenues from selling the 
working time of their employees did not experience such drop. Deployment project, 
Software consulting and development service firms were thus the most profitable 
business models in 2008. In contrast, software product, ASP and SaaS, and hardware 
firms struggled to remain profitable. Comparing productivity figures between 
business models provides another indication of the impact of slow revenue growth. 
Even though a product-oriented business model should enable the easy replication of 
business and hence improve the productivity of business per employee, the 
productivity figures indicate that there are only small differences in productivity 
between business models. This implies that product-oriented firms were not able to 
reach the level of revenue per employee as expected from their business model. The 
results also show that low productivity does not necessarily imply low profitability. 
Inspecting the figures of revenue share from abroad, plans to internationalize and 
indicator of having revenue from abroad, we may conclude that hardware firms are 
the most internationalized software firms, followed by software product and content 
and ads firms. Deployment project, development service, software consulting and 
non-software firms are least interested in internationalization and have the least 
revenue from abroad. These findings support the common view that product-oriented 
firms are more interested in international markets. By comparison, service-oriented 
firms provide services that are always local to some degree, implying the necessity of 
remaining close to the customer. 

Somewhat surprisingly, ASP and SaaS firms, who are the most willing to grow, do 
not stand out in the internationalization characteristics. It may be that the firms are 
still too young or small to consider internationalization. This is a bit alarming since 
these business models are by definition global; in other words, there are no local 
markets for SaaS offerings. Quick internationalization would thus seem to be the most 
obvious growth strategy for these firms. 

5   Discussion and Conclusions 

In this paper, we have sought to measure the business models employed by Finnish 
software firms. Such action is necessary since the evolution of the software industry 
caused by Internet technologies is quickly dissolving the traditional sectors of the 
industry. Basing our conceptualization of business model on the configuration 
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approach to management, and ideas stemming from Porterian value chains, we argue 
that a business model can be understood as a configuration of a firm’s offering, 
activities, revenue logic, and value network, given the competitive strategy, resources, 
and competitive environment of the firm.  

With cluster analysis of revenue sources, we found that there are eight different 
main business models in the Finnish software industry. Our results indicate that clear 
majority of the firms employ a development project model, followed by the traditional 
software product model. Furthermore, we found that there are differences between 
firms employing different business models in terms of their characteristics and 
performance. More specifically, we found statistically significant differences in firm 
size, willingness to grow, and both revenue growth and profitability. These 
differences indicate that business models matter – firms using different business 
models are likely to experience differences in their performance.  

Our results contribute to the evolving literature on business models. In particular, 
we have explicitly related the concept to existing management theory, providing a 
much stronger theoretical grounding than previous studies. Furthermore, we have 
provided a framework for operationalizing the business model concept, and 
demonstrated its usefulness in the context of Finnish software industry. 
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Abstract. While the pure-form open source model has been in the focus of 
much information systems research recently, research is lacking on truly hybrid 
software licensing models that combine limited openness of source code with 
traditional value appropriation logic. Yet such boundedly open models are im-
plied by open innovation literature and by the recent emphasis on client in-
volvement therein. The further amalgamation of traditional proprietary software 
licensing with open source licensing can be rationalised through commodifica-
tion of software, shift from products to services, the viability of the pure-form 
open source model, and the continuing need for better operational efficiency. 
After reviewing other hybrid-OSS models, a very practical hybrid licensing 
model is presented that responds to the need of software vendors in various ver-
tical domains. Its benefits and limitations are discussed, and it is positioned 
relative to the value co-production (co-creation) literature. A set of research 
questions are raised to the information systems research agenda. 

Keywords: client-shared source, shared source, gated source, open source, hy-
brid OSS, OSS 2.0, software licensing, client innovation, client co-production, 
distributed development, inner source, corporate source, software business 
model, software commodification, software commoditization. 

1   Introduction 

Traditionally, software vendors have guarded their source code rather jealously. Re-
cently, the open source alternative has evolved into something that has also business 
credibility and a big impact on the software market. However, success stories of com-
panies who had managed to turn around their business from traditional closed source 
to an open source business remain scarce. At the same time, crowd-sourcing or user 
contribution systems are becoming viewed as obvious, yet underexploited ways of 
benefiting from user innovation [1].  

We can expect that in commodified software markets access to source code be-
comes more and more common, but without the software necessarily being released 
as OSS. Companies are becoming more and more comfortable working with open-
source software (OSS) and adopting OSS-like processes. These factors would seem to 
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prepare the ground for client-shared source as a hybrid in between the traditional and 
OSS business logic. 

This article takes the viewpoint of a business-to-business (B2B) software vendor, 
whose clients have—at least to some degree—the willingness and ability to modify 
source code. The client-shared source model is particularly applicable in cases where 
the software product needs to be customised or extended for many clients e.g. in dif-
ferent regions or industry sectors, which means the customisations or extensions are 
many and varied, yet potentially reusable by other clients, but it is by no means a 
solution to every vendor’s needs. 

This article presents the client-shared source model as a forward-looking licensing 
and business model that deductively follows from the results of earlier work, based on 
a rather extensive two-level backward literature survey. I aim to demonstrate how it 
and its adoption by certain kinds of software vendors lies on a solid theoretical foun-
dation and how it is therefore to be expected to be seen much more in the future. Sec-
ondly, I aim to give very practical guidelines for vendors wishing to implement the 
model. For practitioners, the impact is potentially very high: the client-shared source 
model could be implemented not only by vendors of less-differentiating products, but 
also by consultancies and integrators who find themselves doing similar projects to 
different clients, the results of which have been traditionally maintained as separate 
quasi-products. 

Section 2 presents the environmental and other factors that then logically lead to 
client-shared source, which is presented in Section 3 together with its promises as 
well as challenges to overcome. Section 4 is devoted to discussion, Section 5 outlines 
certain relevant research questions and Section 6 concludes. 

2   The Changing Software Market Environment 

Value co-production (or co-creation) refers to two or more economic actors working 
in co-operation for producing a service or a product for either party, or for a third 
party, across organisational boundaries. The formal study of value co-production 
started already in the early 18th century [2]. Here the central thoughts are applied to 
information systems science. Cook has recently popularised many of the same 
thoughts using the term “user contribution systems” [1], while the Nambisans urge us 
to profit from “virtual customer environments” (VCEs) in product idea generation, 
development, testing and support [3][4]. Both aim at engaging one’s clients in the 
product or service development and delivery process. 

In innovation literature, services co-production has been researched especially in 
knowledge-intensive business services (KIBS) [5][6][7]. 

2.1   Methodology 

The literature study was conducted in 2007-2009 as a combined keyword search, two-
level backward search on references and forward references search [8] mostly in the 
following databases: Ebsco Business Source Complete, ACM, ProQuest Direct, and 
the ISI Web of Knowledge Social Sciences Citation Index.  
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Below I examine the changing software marketplace from a software vendor’s per-
spective. Subsections 2.2–2.4 assume that the vendor keeps its market offering un-
changed, i.e. as a traditional closed source offering. Subsection 2.5 opens the door to 
the new offering that is then introduced in Section 3. 

2.2   From Commodified Products to Services 

The holy grail of software business has been to come up with an innovative software 
product that can be sold to the masses at very low marginal cost. However, it is a very 
elusive goal. In reality, most software vendors find themselves customizing their 
offering to different client groups or even individual clients, which significantly in-
creases the marginal sales and delivery costs. These software vendors thus find their 
businesses becoming more and more service businesses as opposed to product busi-
nesses without them necessarily being prepared for it [9][10]. 

The same shift from products to services can in part be explained by commodifica-
tion and Teece’s appropriability regimes [11]. 

In the early stage of a high-tech industry, market success depends on product inno-
vation based on proprietary technology. Once a dominant design emerges, commodi-
fication begins and companies need to innovate with complementary assets such as 
marketing, efficient operations, after-sales support etc. in order to be competitive. 
Focus moves from product innovation to business innovation. [12] 

Rather than entering the otherwise topical software products vs. services debate, 
we can adopt the notion of “offering” comprising both products and services. In co-
production it is co-produced offerings, not the ‘business unit’ actors, which become 
the central unit of (competitive) analysis [2]. 

2.3   Continued Competitive Threat from Open Source as an External Factor 

There is a consensus in the academic literature about the long-term viability of OSS. 
Motivational factors that explain the emergence of OSS as a non-revenue generat-

ing activity have been widely researched (see e.g. the references in [13] and  
[14]). Nambisan and Baron explained why and how people participate in VCEs more 
generally [4].  

Technology maturity models can also be used to explain how the exploration phase 
preceding the era of a dominant design is conducive to open sharing of information 
[15]. Even a special “private-collective” innovation model [16], as opposed to a ge-
neric collective model [17], has been proposed to better explain OSS as a phenomenon.  

Various different business models have emerged and have also been researched in 
and around OSS [18][19][20][21][22][23][24]. One is that based on services (e.g. 
support and maintenance, or customisations). Another is dual licensing, in which the 
same software is made available both under a viral license such as the GNU Public 
License (GPL), for free, and at the same time under a non-viral license sold for a fee.  

Apart from the obvious considerations of cost, control and accessibility, end-user 
innovation is a distinct benefit of OSS and is also a widely addressed topic in aca-
demic literature [25][26][27][28]. Users are often the best experts in determining how 
a product should be improved. Knowledgeable and motivated users can even be the 
best people to determine how to change the source code. They are also often “lead 
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users”, i.e. on the leading edge of technology development [27]. They are, however, 
far from being in the best position to market the software, especially when their own 
contribution remains relatively small. The transaction cost for user innovators to li-
cense their innovations is thus prohibitively high [28]. An individual user innovator is 
willing to give away his incremental developments often for free, hoping that others 
would also incorporate his changes before developing the product further and would 
thus keep the future improved product versions compatible with his own needs.  

A software vendor participating in an OSS project thus often wants to contribute 
their incremental developments to be maintained by the project community, driven by 
commercial self-interest as opposed to purely intrinsic motives [29][30][31]. 

2.4   Ever-Increasing Pressure for Internal Efficiency: Inner Source as an 
Emergent Internal Factor 

Inner source refers to a company promoting reuse and OSS-like development proc-
esses internally, supported by tools and practices familiar from the OSS setting 
[32][33]. The term “corporate source” has been used in very much the same meaning 
[34]. “Hybrid-OSS” by Sharma et al. [35] is first and foremost about inner source. 
Elements of inner source can also be seen in [19][29][36][37]. 

Fig. 1 demonstrates how the typical technology life cycle overweighs innovation 
with value appropriation and results in commoditised technology. The development of 
commodity software in-house as well as releasing differentiating software too openly 
are both to be avoided (the lower left-hand and upper right-hand corners of Fig. 1). 
 

1

Intra-
Company
Closed

Fully 
Open
Open

cooperation

commodity

differentiating

Inter-
Company
Shared

basic for the business 

wasting valuable
engineering 

resources

open source

losing

intellectual

property
nature of 
technology

Inter-company 
collaboration: 
client-shared 
source;  gated 
communities, 
outsourced 

development…

source code

inner source

 

Fig. 1. Shift from differentiating software to commodity over time, with the two corners to 
avoid (adapted from [33]) 
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For our purposes, we can regard the horizontal axis as a question of code ownership 
and availability of source code more than as a question of technology sourcing. In 
Fig. 1, inner source falls in the dashed-line oval. However, internal sharing is  
still very different from involving one’s clients (the solid-line circle in the middle of 
Fig. 1), which is what will be discussed in Section 3. 

2.5   Hybrid Models in the OSS Context 

In the OSS context, the term “hybrid” is used in various different ways to refer to 
related, yet different, constructs. 

Bonaccorsi et al. [18] used the term “hybrid business model” to describe a model, 
where a firm’s revenues only partly come from a pure OSS offering. Today this is 
taken for granted. Their unit of analysis is thus the firm, not the offering. 

Fitzgerald foresees more “pragmatic hybrids” of older OSS business models under 
the term “OSS 2.0”, a more purposive and business-oriented mode of OSS develop-
ment where strategic planning becomes key [19]. Yet the base models are the same 
old widely known OSS business models, with new OSS (even if not OSI-approved) 
license variants. 

Regarding Fitzgerald’s “corporate” and “non-approved” licenses [19], Matusow 
[38] has elaborated on the rationale behind Microsoft’s shared source initiative (not to 
be confused with the term client-shared source in this article). 

“Hybrid-OSS” by Sharma et al. [35] is first and foremost about inner source—it 
does not particularly focus on the client interface or on the ensuing licensing issues. 

Fox et al. [39] talk about “hybrid (technology) ecosystems” and present a model 
where value creation processes occur on the “periphery”. Creation and control incen-
tives as well as infrastructure are all needed for such a hybrid ecosystem to work. 
While their explicit unit of analysis is such an ecosystem, implicitly they also address 
the offering made by the firm in the core (as opposed to the partners in the periphery). 
The focus of their model is on partners, not clients.  

Schultze et al. [40] distinguish between “hybrid co-production” and “hybrid peer 
production” within OSS: the former would be the case with dual licensing or when 
stripped-down products are offered as OSS; the latter is the case in the traditional, 
straightforward services sale as an OSS business model. Their unit of analysis is the 
offering. 

O’Mahony [41] seeks to provide a clearer distinction between “true” community-
managed OSS projects and those that merely adhere to an OSI-approved license. By 
“hybrid (governance) models”, she refers mainly to corporate-sponsored OSS  
projects, e.g. a firm giving its earlier proprietary code to the open domain and/or fi-
nancing ongoing development of an OSS project. Yet these are OSS in the OSI sense. 
Her unit of analysis is the project or its development community. Participation in 
corporate-sponsored OSS communities has further been elaborated in [42]. 

Shah [14] studied certain “hybrid strategies” and “hybrid forms in OSS develop-
ment” called gated communities. Her unit of analysis was the individual software 
developer. In gated communities the code is available at no cost to anyone willing to 
agree to the terms of use, but the sponsor is entitled to royalties for any commercial 
use. Her findings included:  
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− Participants in the gated source community were clearly driven by need as opposed 
to fun and enjoyment, which were the prime drivers behind participation in the 
pure OSS project Shah studied in parallel. 

− The primary reasons cited by need-based participants for contributing code in-
cluded reciprocity (obligation or desire to conform to the norms of the commu-
nity), future improvements (to get feedback from others, benefit from discussions), 
and source code commits (future compatibility, see [30][31]).  

All the above models fit under some definition of OSS. The next section describes a 
hybrid model that is neither traditional closed source, nor OSS.  

3   Client-Shared Source as the Next Step 

From involving partners in an inner source arrangement, it is a seemingly short step to 
including those clients who are capable of collaborative software development into 
the development community. This however has immediate implications on licensing 
structures and the vendor’s role in the value network. Even if business models in and 
around OSS have been widely researched (see e.g. [18][19][20][21][22][23][24]), yet 
none of them caters for the kind of model that client-shared source represents.  

3.1   Definition of Client-Shared Source 

Here the term client-shared source refers to the following kind of arrangement. 

− Access to source code becomes part of the object of trade at a price that is typically 
higher than the price of a run-time license. The client hence pays to participate in a 
restricted client/developer community. The original vendor most probably contin-
ues to also sell regular run-time licenses to its product.  

− Suppliers (employees and outsourcing partners) provide their work input as non-
client participants in the community using OSS-like processes and tools, as in inner 
source. 

− The software vendor not only retains all rights to its own original IPR but also 
requires, or at least expects, that participants assign the copyright to all incremental 
developments back to the vendor. (A similar situation would exist in an OSS dual 
licensing scheme and in gated source.) 

− The participants are not allowed to further license the source code to third parties. 
− The software vendor itself acts as a contributing participant to the extent it sees 

necessary or advantageous.  

No other criteria on the license agreement as to appropriation of value are implied by 
this definition. The license agreement may be limited to client’s own internal use or to 
providing services (SaaS) to third parties, or it can even allow sublicensing or transfer 
of run-time licenses to third parties, whether under the original vendor’s or the resel-
ler’s brand. Thus resellers and integrators can similarly act as participants. 

A client-shared source arrangement can be seen as a special case of a “user contri-
bution system” [1], or of a VCE [3][4]. 
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It may be difficult to distinguish whether a participant is a client or a supplier in the 
traditional sense: a motivated client who is able to substantially contribute to the 
product development may even be paid by the vendor. This is not uncommon in  
the value co-production view [2]. However, the client’s access to the platform should 
be charged a positive fee, whether fixed, recurrent or in proportion to its own usage  
of the product—the price can no longer be tied to a specific software version. The 
contributions by the same client should be then rewarded on a per-task basis, if at all.  

The software vendor will thus be supported in its development activities by its cli-
ents while being able to extract more license revenue thanks to the higher value asso-
ciated with a source code offering. The higher value to the client follows the same 
logic as presented in Subsection 2.3 above: cf. end-user innovation and participants’ 
self-interest to contribute; lower maintenance and support cost etc. It can also be seen 
as a tool to instill client’s trust on the vendor [38], and it naturally does away with the 
need to negotiate separate, potentially costly, source code escrow arrangements.  

The basic model can be extended to cover e.g. joint requirements analysis and test-
ing, which would be good examples of customer-supplier relational processes [47] 
(see Discussion in Section 4). This is in line with Nambisan and Baron’s concept of 
an overarching VCE [4]. They also found out empirically that clients’ interactions in 
value co-creation can by themselves be an important source of value and can shape 
the clients’ future participation in such value co-creation [4].  

3.2   Similarities with and Differences to Other Models 

The recent focus of academic interest has shifted from value appropriation via pro-
prietary models to pure forms of OSS. (By “pure forms” I mean the already quite 
heterogeneous group of OSI-approved licenses.) While OSS is often cited as a perfect 
example of open innovation, innovation research and information systems research 
have joined surprisingly little to study open client innovation, or client coproduction, 
in a proprietary software setting. What is new about client-shared source as defined 
above is that it melds proprietary and open approaches in a very pragmatic way at a 
time when open collaboration practices are beginning to be well known and suffi-
ciently supported by technical collaboration infrastructure.  

Similar tendencies have already been brought up under the term “OSS 2.0” [19]. 
Yet OSS 2.0 mainly envisions source code that is available to all under different kinds 
of licenses. Platform licensing [43] deals with the same themes but at a very different 
level and in a context where a platform can be separated from applications running on 
it. Fink [29] writes about “gated communities” but mainly sees them as a technical 
issue of access control and network infrastructure. Shah [14] acknowledges the possi-
bility of making licensees who use the code for commercial purposes to pay for the 
license, but describes essentially a dual licensing scheme. 

Neither should client-shared source be confused with corporate-sponsored open 
source projects, which fit the established OSS definition but happen to originate, and 
perhaps receive some support, from a commercial vendor [41][42]. 

Many commercial vendors also offer source code even for free in the form of soft-
ware development kits (SDKs) or, particularly operating system vendors, driver de-
velopment kits (DDKs). Like in the above cases, the extent of source code provided is 
without exception very limited and the modification and redistribution rights allowed 
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to third parties are granted by the original vendor solely in order to boost its own sales 
of the base product, or platform, to which these third parties develop modular exten-
sions [38].  

The closest equivalents to client-shared source in the current industry practice are 
those development licenses that software vendors grant their close partners, e.g. inte-
grators. Unfortunately, these license agreements are usually negotiated case by case, 
are not based on a formalised offering against a price, and most importantly, do not 
capitalise on concurrent distributed development or user innovation the same way 
client-shared source does, even if they allowed for some user, or client, innovation. 

3.3   Challenges and Limitations 

Client-shared source can only be envisaged in a B2B setting where the clients have 
the willingness to work with the source code, either with in-house or outsourced de-
velopment resources. They may have vested interests in e.g. critical operational sup-
port systems over which they need great control or, say, in resales opportunities, 
which again may or may not enable selling support and maintenance contracts.  

While the benefits of client innovation are obvious, vendors should not expect that 
all the motivational factors that have led to many successful OSS projects are auto-
matically present in the client-shared source setting [14]. For example, clients may 
well expect “the mundane but necessary” support tasks [44] to be provided by the 
original vendor. 

For those clients not used to working with OSS projects, it may take a while before 
they realise that it is in fact in their own best interests to contribute code back to the 
project. In the beginning, many clients can be expected to jealousy hide their new 
developments. Therefore I’d suggest the vendor not require further developments to 
be contributed back, but rather facilitate them, since as a requirement it may come 
across as arrogant and yet enforcing it is very difficult. 

The software vendor probably needs to take on an active role in quality assurance 
and resolving conflicts between participants’ incompatible developments. There is a 
definite need for finding the right balance in the way the community is handled by the 
vendor [4], as participants’ sense of fairness may even supersede their economic self-
interest [45], as was vividly demonstrated in the classic ultimatum bargaining experi-
ment [46]. 

Many of the same, today somewhat obvious, practical challenges relate to client-
shared source as to releasing code as open source [30][38]. However today, the neces-
sary infrastructure for collaborative work over the Internet, such as distributed version 
and configuration management tools, are no longer a technical issue. 

4   Discussion 

Tuli et al. [47] have examined what exactly “a solution” means to both vendors and 
clients. They challenge the predominant view in which a solution is a customised and 
integrated combination of goods and services for meeting a customer’s business 
needs, and demonstrate how typically suppliers’ and customers’ views of solutions 
differ. According to their empirical study, customers tend to view a solution more 
broadly as a set of customer-supplier relational processes.  
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Interestingly, in Tuli et al.’s research “a supplier had noted importance of flexible 
source-code software as an enabler of effective solutions” [47]. Perhaps we should not 
view client-shared source as a potential end solution to the problem of declining prof-
its or resource-consuming maintenance, but rather as an enabler of and means for 
truly client-serving solutions. 

Client-shared source could also be a way for IT consultancies (typical examples of 
knowledge-intensive business services, or KIBS, firms) to capitalise on their client-
specific projects and quasi-products. Whereas above we have taken the viewpoint of a 
software product vendor, the same change factors (see Section 2 above) are at play for 
the service houses in the same industry. Thus KIBS firms’ clients may no longer re-
quire such strict confidentiality and the sole ownership of their bespoke information 
systems—especially when the systems in question are not differentiating for the  
clients’ core business strategy.  

5   Further Research on and around Client-Shared Source  

The academic research on OSS so far has been preoccupied with explaining the emer-
gence of OSS and developer motivation in particular, studying its acceptance in firms 
or drilling down into the OSS communities as loosely governed organisations. Lately 
efforts have also been made to build comprehensive taxonomies of business models 
around the commercial use of OSS, but what is of current interest to us is the ongoing 
fusion of traditional licensing of proprietary technology and pure OSS in a highly 
commercial setting. Matusow [38] talks about “a move to the middle” and Fitzgerald 
[19] has coined the term “OSS 2.0” to refer to largely the same shift. The interesting 
questions in information systems research are no longer within OSS but around it.  

A number of research questions merit further attention:  

− To what extent are companies already practicing client-shared source, without 
necessarily calling it that way or having formalised their strategy in these same 
terms? Do software companies not practicing source code licensing find the ideas 
interesting or applicable to their business? Are there common factors preventing 
companies from benefiting from client-shared source? 

− Will price discrimination become more difficult when clients are openly communi-
cating with each other and jointly developing the product? 

− How are the development processes and tools affected, when clients are brought 
into the process and the process and tools themselves—and the whole development 
community—become part of the offering the clients are buying? 

− Is it possible to devise such a cost-effective financial incentive and rewards 
mechanism that the clients would be better motivated to contribute? Such a mecha-
nism or policy could prove valuable in the context of inner source as well. 

− Is the project success related to the extent the vendor itself sets the product  
roadmap as opposed to letting its clients drive the product requirements? What 
kinds of approaches do/should vendors take to address feature prioritization  
and conflict resolution when faced with the question of allocating resources,  
many of which are not their own, to developing future features or fixing existing 
bugs? 
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− How could the vendor better quantify the efforts its clients are performing in test-
ing and maturing the product both in their own test environments and production 
environments? 

Bettencourt et al. [5] give a set of diagnostic questions that could be used to assess co-
production readiness in KIBS. An empirical study in the context of software product 
offerings should also be conducted to find out how well their co-production model 
applies in more product-oriented client-vendor relationships. In any case, the extant 
literature on client co-production and value co-creation can be used by information 
systems researchers to explain and predict new phenomena beyond the current OSS 
paradigm. 

In vertical domains business requirements are more complex and demand more 
specialized knowledge. A significant challenge is to stimulate open source develop-
ment in these domains [19]. If in vertical domains OSS—even OSS 2.0—is less likely 
to succeed, or at least significantly lags behind when compared to the general-
purpose, or horizontal, software domain, then this may imply that particularly in ver-
tical domains we are going to see more client-shared source and other hybrid models 
still leaning strongly towards the traditional, closed value appropriation models. 

6   Summary and Conclusions 

Despite the recent focus on purely free open models, client innovation and user partici-
pation are not a priori incompatible with premium licensing schemes. Market pres-
sures may well make the client-shared source model more popular among vendors 
whose products are suitable for this kind of collaborative development with clients and 
even among KIBS companies, who could thus better leverage their quasi-products. 

After describing software commodification and amalgamation of products and  
services, the OSS offerings were discussed first as an external threat to traditional 
software vendors and then also as an opportunity for them to organise their internal 
processes (inner source), without vendors releasing their code as open source. 

Over the past years user contribution, client co-production and value co-creation 
have been gaining momentum both in academia and manifested in practical offerings 
by various firms—not only software companies. A brief outlook of the different 
viewpoints that can also be applied in information systems science was given. 

After reviewing the many ways in which “hybrid models” have been understood in 
the OSS context, I introduced a very concrete and practical client-shared source li-
censing and business model and spelled out its consequences at a level of detail and 
specificity that has not yet been done in the information systems literature.  

This article has tried to predict the limitations of the client-shared source code 
model in terms of product type and company and market attributes. The challenges in 
the software business as outlined above are not insurmountable to many innovative 
companies. Most successful companies should not open up their source code even as 
widely as suggested by client-shared source. Client-shared source is a mid-tier solu-
tion for the “me too” companies, particularly in vertical domains, who do not have or 
foresee significant differentiators, to survive and develop a new profitable business 
model by incremental improvements. Client-shared source does not represent such a 
radical leap of faith as would be required in a transition to a pure OSS model. In the 
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other extreme, given enough commodification and depending on the type of product, 
one of the pure OSS business models or the gated source hybrid model might be a 
better alternative even if there was only a slim chance of success—but that is what 
commodification in the extreme implies. 

This article contributes to academic and industry knowledge and discussion in 
three ways. First, it sheds light on the hybrid forms, clarifying the concepts and termi-
nology still in flux. Second, a practical client-shared source licensing and business 
model was outlined. Third, directions were given for future research. 
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Abstract. Notwithstanding the importance of small software firms, research fo-
cusing on understanding the growth challenges faced by their management is 
close to non-existent. By taking a life-cycle approach and focusing on manage-
rial challenges, the aim of this paper is to analyze the growth process of small 
software firms. After forming a synthesis of possible growth challenges from 
relevant literature, the results are reflected upon case software firms using the-
matic interviews and questionnaires. According to the analysis of four software 
firms, managing human resources represents the greatest challenge for software 
services firms. Additionally, other challenges stem from competition and sales-
related activities. Comparative analysis of the literature and the cases leads to-
ward a theoretical conceptualization of growth challenges from small software 
firm’s perspective. 

Keywords: small firms, software business, growth of a firm, life-cycle model, 
growth challenges. 

1   Introduction 

In addition to the increasing impact on job and wealth creation in economies around 
the world, small software firms provide products and services that enable growth of 
other industries [1]. The majority of firms will never find any significant growth path, 
though, but instead live and eventually cease to exist as small businesses [2, 3], and 
software firms are not an exception. The firms that have achieved high growth rates, 
however, are increasingly more often IT or software companies [4]. 

Software is developed both in the primary and the secondary software industry [5]. 
The primary software industry, constituting of the actual software firms, can be di-
vided into two business segments: software services and software products [1, 6]. 
Besides, a significant amount of software is developed in the secondary software 
industry, i.e., in vertical industry enterprises such as telecom operators and banks [5]. 

As Birley & Westhead [7] suggest, research should focus on specific firm seg-
ments, rather than trying to find a general theory to explain the growth of all firms. 
Although the growth and related managerial challenges of small and medium-sized 
firms have been researched intensively during the past decades [2, 3, 7-13], similar 
research focusing on small software firms—especially in the services business seg-
ment—has been close to nonexistent in the scholarship. Additionally, small firms are 
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often not differentiated from medium-sized enterprises in studies, even though they 
do not share all the same characteristics [14]. Furthermore, many studies have focused 
on growth of young technology-intensive firms [15-20]. Even though the software 
industry can be seen as a subset of the technology industry, there are specific charac-
teristics that make it unique [21], and hence, should be studied in separation. Specifi-
cally, as opposed to the technology industry in general, the core products and services 
of software industry are intangible. In all, we argue that none of the existing growth 
models and theories fully describe the management challenges small software ser-
vices firms are facing during their life cycles, and that more research is required to 
better understand the specific managerial challenges they are confronted with. 

Thus, the aim of this paper is to analyze the growth of small software firms, focus-
ing especially on managerial challenges. The aim is pursued by forming a synthesis of 
possible growth challenges from relevant literature and by reflecting the results of the 
literature review upon case software firms. This reflection is based on thematic inter-
views and questionnaires conducted in four growth-oriented Finnish software firms. 
According to the analysis of the cases, managing human resources represents the 
greatest challenge for software services firms. Additionally, other challenges stem 
from competition and sales-related activities. Comparative analysis of the literature 
and the cases leads toward a new theoretical conceptualization of growth challenges 
especially from small software firm’s perspective, whereby these challenges are pro-
jected on different life-cycle stages of the firms. 

The paper proceeds as follows. The next section gives an overview of the literature 
concerning software business, and firm growth research. Additionally, some previous 
growth models relating either to small firms or software firms are introduced, which 
is followed by a synthesis of growth challenges identified in the literature. Next, a 
short introduction of the case firms and the results of the case analysis are presented. 
Finally, in the conclusions, the implications of the study are discussed. 

2   Growth of a Software Firm and Related Challenges 

Growth of a firm is a multidimensional concept [22], combining economical, social 
and cultural factors [23]. Further, the economic factors include various views to the 
research of growth, such as entrepreneurship, finance, and management. Davidsson & 
Wiklund describe entrepreneurial research as a multiple-level analysis, as entrepre-
neurship occurs and has effect on different societal levels [24]. Some scholars have 
searched for a universal explanatory model to explain firm growth. This kind of a 
model has not been found though, and Autio et al. [23] argue, one can never be found. 
One probable reason is that “[t]here is no such thing as a typical growth firm. Rather, 
there are many different types of growth firms with different growth patterns“ [22]. 
The lack of a universal model causes great diverseness among research methods and 
settings used by researchers [25]. Thus, researchers have to be able to analyze new 
research data by combining different kinds of research methods [23]. Altogether, the 
diverseness and multitudes of research levels cause challenges in forming a coherent 
view of firm growth by reviewing existing literature and studies on the subject [2]. 

Anyhow, the growth of a firm can be observed from the growth process  
view, which indicates growth to progress through different stages separated by  
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organizational crises and changes [2], and from the determinants of growth view, 
which is based on identifying factors affecting the growth including motivation, strat-
egy, resources, firm external opportunities, characteristics, the educational back-
ground and business experience of firm founders, social capital, and financing [26]. 
Furthermore, according to O’Farrell & Hitchens [27], four different paradigms of firm 
growth research are evident in the scholarship: (1) the stage model or the life-cycle 
model, (2) the strategic management approach, (3) the stochastic model, and (4) the 
industrial economics approach. The former two address the factors that affect firm 
growth internally, while the latter two approach firm growth mainly through external 
factors such as the market and the industry. 

Life-cycle models generally describe a firm's growth as a predictable progress 
through certain evolutionary stages on which varying crises and management chal-
lenges are expected [27]. Life-cycle models serve in understanding and conceptualiz-
ing the complexity of a firm growth process. The criticism toward this approach rises 
from inflexibilities and unidimensionality: all the firms are usually expected to go 
through the same stages in certain order [28], although there are exceptions. Many 
life-cycle models from small firm [8, 9], technology-intensive firm [15, 17, 29], and 
even software firm [21, 30] perspectives have been suggested, but none focuses on 
small software firms, not to mention the software services segment. 

Strategic management approach has focus on business strategies needed by the en-
trepreneurs and managers in order to maintain continuous growth [21]. Another ap-
proach to firm growth is the resource-based view. According to Penrose [31], one 
important reason for growth of a firm is its underutilized resources. Firms have a 
natural need to eliminate idle workforce by engaging in large operations, and at the 
same time, “to use the most valuable specialized services of its resources as fully as 
possible” [31]. Thus, firms need to grow and elevate their operations in order to take 
full advantage of their highly specialized workforce. The latter is especially true in 
case of small software firms, wherein highly specialized employees cannot necessar-
ily utilize all their know-how efficiently because the output of the firm is too small. 
Penrose was also the originator of the knowledge-based theory of the firm [31], which 
states that knowledge is strategically the most important resource for a firm. 

Eventually, these paradigms are purely theoretical classifications of types of firm 
growth studies, and hence many approaches like internationalization are likely to 
overlap. In the context of this paper, the objective is to focus both on the growth proc-
ess by taking the life-cycle approach, and on the determining factors that internally 
affect the growth of small software firms through the strategic management approach. 
Internationalization is not taken into consideration due to the fact that it is usually 
relevant only for larger firms or on the later stages of the firm evolutionary cycle. 

Delmar et al. [22] believe, that conflicting theories on the causes of firm growth 
are born, when an explanation for why firms grow is searched without actual knowl-
edge of how firms grow. It is important to understand, that firms can grow in multiple 
ways: organically, through acquisitions (or mergers), or as in many cases, by a com-
bination of both. At societal level, organic growth creates new jobs, in contrast to 
acquisitions, where existing jobs are transferred to another organization [22]. Small 
and young firms in emerging industries are more likely to grow organically due to 
their lack of resources for acquisitions [22]. Therefore, as opposed to growth of large, 
established firms, small firm growth creates more new jobs. 
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Although a multitude of ways to measure firm growth is present in the scholarship, 
most commonly used are sales, employment, and market share [32]. Sales growth and 
employment growth are used in the present study as a combination, because, although 
sales is a good indicator of how customers are increasingly accepting the firm’s prod-
ucts or services [32], it does not always lead the growth process [22]: In the beginning 
of a software firm life cycle there might not exist ready product or service, yet [32]. 

2.1   Software Business 

The importance of knowledge as a resource, as Penrose already suggested in 1959 
[31], has become clear in today’s world as many industries are becoming increasingly 
more dependent on and driven by it. Therefore, management challenges faced in other 
industries are becoming similar to the software industry [1]. Hence, the value of soft-
ware industry for firm growth research is exceptional since the findings are likely to 
be applicable to other knowledge-intensive industries as well [21]. 

Software is developed both in the primary and the secondary software industry [5]. 
The primary software industry can be divided into two main business segments: soft-
ware services and software products [1]. However, the distinction between software 
services and product businesses is not always clear, and there is evidence of more and 
more software firms, especially on the later stages of their life cycles, straddling both 
sectors [6, 33], which could also lead to many managerial challenges. According to 
Hoch et al. [1], the dynamics of software product and services businesses differ in 
many aspects. One of the differentiating factors between the two is the effects of  
marginal costs: for services firms they are almost constant while in case of product 
businesses the marginal costs approach zero. Furthermore, the market structure is in 
general more fragmented in the services segment. Pure software product business is 
additionally characterized by low variable costs, meaning virtually all the cost of 
developing software is fixed in the design and implementation of it; many copies need 
to be sold in order to cover the fixed costs. With regards to the growth strategies and 
the required management mindset, firms offering mostly services are likely more 
interested in their capacity utilization rate than market share, which is more important 
for product firms. Human resources, software development, strategy, and marketing 
and sales are all important management areas for both, but the level of relevance var-
ies.  [1]. According to Cusumano [6], a pure software product business is analogous to 
book publishing and selling sequels of bestsellers, whereas for services business, like 
in banking, the importance is in long-term customer relationships and recurring fees. 
Software products firms seek to take advantage of possible economies of scale, 
whereas economies of scope are more important for services businesses. [6]. Compet-
ing with either software product or software services thus requires managerial skills in 
marketing and sales to adopt divergent business logics. 

One of the major barriers to growth in the labor-intensive software industry is the 
low number of available professionals, which in turn makes software managers' work 
more challenging [1]. The effect of this barrier varies, of course, depending on the 
country, area, industry sector, etc. At least major software countries such as USA and 
India have been long suffering severely from workforce shortages [1]. According to 
the authors, the reasons for the lack of talent range from increasing demand, i.e. fast 
growth of the industry, and competition between firms. 
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2.2   Growth Challenges in Finnish Software Firms 

Software industry can be considered both on a regional and a global scale. Although 
there were seven Finnish software firms among the top 100 European software ven-
dors in 2008 [34], Finnish software firms are very small on the average; 45 % of them 
have fewer than 5 employees [35]. Varying approximations of the number of software 
firms in Finland exists, due to the Statistics Finland’s way of categorizing firms inside 
the IT sector. According to Ali-Yrkkö and Martikainen, software firms represent 
around two thirds of the IT industry in Finland, which results in around 33,000  
employees altogether [36]. 

As a result of workgroup efforts by Growth Forum 08 several software firm growth 
challenges were identified and prioritized in the context of Finnish software industry 
[35]. The challenges are grouped to industrial, national and global challenges. The 
most important industrial challenges include sales and marketing, small firm size, low 
knowledge level of the market and customers, and difficulty of forming a growth 
strategy. The most important national challenges are non-supportive climate towards 
entrepreneurship, small size of capital market, low level of willingness to take risks, 
and low ability to take risks. 

According to research conducted by Harju [37] there are four challenges for small 
Finnish software companies that rise above the others: (1) Funding, (2) how to get the 
right people to the company, (3) competition, and (4) rapidly changing technologies. 
“How to get the right people to the company” is related to the topic of “low number of 
available professionals” discussed earlier. High knowledge intensity and labor-
intensity of the industry cause individuals to become the most important assets for a 
software firm, and one of the most important challenges for managers at the same 
time. Harju’s notion of competition being one of the biggest challenges is also sup-
ported by the earlier discussions of the characteristics of the industry. Alajoutsijärvi, 
Mannermaa & Tikkanen attempt to identify the most important marketing challenges 
 

Table 1. Synthesis of possible software firm growth challenges identified in the literature 

Area Growth challenges References 
Environment Non-supportive climate towards entrepreneurship [35] 

Human resource management [1] Human 
resources Workforce shortages / labor supply / recruiting [1, 27, 37] 

Knowledge of the market and customers [35] 
Managing different business logics [38] 

Marketing 
and sales 

Sales and marketing skills [35] 
Networking Small firm size [35] 

(Growth) motivation [27, 39] Personal 
Risk taking willingness / ability [35] 
Competition [21, 37] 
Funding / financing [35, 37] 
Forming a growth strategy [35] 

Strategy 

Simultaneous management of product and services businesses [1, 6, 38] 
Rapidly changing technologies [21, 37] Software 

development Software development [1] 
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for small software firms. The authors argue that the most critical challenge for the 
management is in balancing between entering new business domains, which require 
differing business logic (e.g. moving from services business towards product busi-
ness) and maintaining the traditional business operations [38]. 

As a summary, the most important possible challenges for small Finnish software 
firms found in the literature are synthesized in Table 1. These challenges are grouped 
into 7 management areas, partially according to Hoch et al. [1] (adding environment, 
networking, and personal). The table is in alphabetical order (no prioritization). 

3   Empirical Research 

The challenges in Table 1 have been empirically tested, and a synthesizing model is 
built based on the literature research and interviews. The objectives of the empirical 
research were set to list growth challenges small Finnish software firms are facing, to 
determine which challenges are typical or dominant on certain growth stages, and to 
learn from entrepreneurs' and executives' attitudes, opinions, and views to growth. 

The present study combines both quantitative and qualitative research methods. 
The qualitative part consists of four thematic interviews and their analyses, as well as 
of some information collected from the case firm web sites. Thematic interview is 
conducted as a semi-structured discussion with no detailed questions; the interview is 
guided only by pre-defined themes [40]. The quantitative data comes from the ques-
tionnaire conducted for the interviewees. Its purpose was to collect data prior to inter-
views that do not necessarily require interview as a method. The quantitative data is 
used to compare facts and figures of the case firms as can be seen from Table 2. The 
main business model is based on a classification by Rönkkö & Mutanen [26]. Sales 
and profit growth refer to relative growth compared to the previous year.  

Table 2. Facts and figures of the case firms from year 2008 (β’s sales and profit from 2007) 

 Alpha (α) Beta (β) Gamma (γ) Delta (δ) 
Year of foundation 1995 1997 1987 2005 

Employees [growth in 1 year] 13 [+2] 69 [+10] 53 [+5] 26 [+5] 
Sales (M€€ ) [growth/decline] 1,4 [+10 %] 4,2 [-20%] 8,7 [+16,8 %] 2,07 [+44 %] 

Profit (M€€ ) [growth] 0,4 [+55 %] 1,0 [-] 2,4 [+30 %] 0,15 [+50 %] 
Customers [growth in 1 year] ~2000 [+150] dozens [some] 16 [-] 35 [+10] 

Software business segment  Products Services Services Services 
Main business model Standardized 

product 
SW devel. 
services 

SW devel. 
services 

SW devel. 
services 

 
The case firms were selected by randomly contacting small (or medium) –sized 

and growing Finnish software business organizations. To determine whether a spe-
cific firm had been growing constantly, using publicly available online information 
sources, the sales growth rates of the firms were studied. The case firms represent 
rather a heterogeneous sample of small Finnish software firms, as both younger and 
more experienced firms, smaller and medium-sized firms, and software product and 
services firms are present. This can been seen mainly as an advantage for the study 
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because of a better coverage of the industry. The firms that have recently passed the 
50-person milestone and become medium-sized (β, γ) are important for the study due 
to their experience of the small-firm life cycle as a whole. All the case firms are pri-
vate companies (limited by shares) and have achieved good growth rates either in 
employment or in sales at least during the past three years. One interview of 42-76 
minutes was conducted per case firm. All the interviewees are executives with signifi-
cant ownership over the firm. The interviewees have been with the respective case 
firms from the beginning, excluding Interviewee α who joined in 2001. The citations 
have been translated to English from the Finnish transcript. 

3.1   Interview Analysis 

The interviews were analyzed by utilizing thematic analysis principles [41]. Table 3 
summarizes the interview analysis results. The table includes only those challenges 
identified and discussed during the interviews. Hence, some of the possible challenges 
introduced earlier are absent. For each challenge, its importance, as perceived by the 
interviewee, is indicated. A “-” denotes negative support, “0” means there was no 
opinion or discussion, or that the challenge does not relate to the case firm, and a “+” 
is a sign of the interviewee agreeing that the challenge has been essential considering 
the case firm’s growth. 

Table 3. Summary of the case firm challenge analysis 

Managerial growth challenge α β γ δ 
Competition + + 0 + 
Education - - - - 
Evolving organization 0 + + + 
Funding and financing - - - - 
Human resource acquisition and management + + + + 
Motivation + + + + 
Networking 0 0 0 0 
Risk taking willingness / capability + + + + 
Sales and marketing + + + + 
Taxation / legislation - - - - 

 
As could be seen from the table, the most relevant growth challenges for the case 

firms were related to competition, evolving organization, human resources, motiva-
tion, risk taking, and sales and marketing. Neither education, nor taxation and legisla-
tion issues were seen as relevant challenges. As opposed to Harju [37], funding and 
financing received only negative support, meaning the case firms reported not having 
had any related significant problems. By education, it was discussed whether the 
national education system produces sufficiently knowledgeable human resources. 

Among the interviewees, high motivation is seen as a necessity for growth. Being 
very small in size is in itself a great motivation to grow bigger, because cooperation, 
e.g. with potential customers, is expected to become less challenging, and because 
being bigger reduces the risk of total failure. In addition to money and success,  
entrepreneur-managers are driven by new challenges and possibilities for personal 
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development. Thus, the growth becomes a self-feeding process, as Interviewee δ 
summarizes: “The bigger the firm, tougher the challenges, higher the motivation.” 

As discussed earlier, software industry operations are very labor-intensive; costs 
come mainly from labor. Therefore, it is not surprising all the interviewees see per-
sonnel as the most important resource for a software firm. According to Hoch et al., 
the most important managerial challenges for software service firms stem from human 
resources. The data gathered support this observation, as all the interviewees see both 
managing and acquiring human resources as major challenges for growth. 

Sales and marketing was an interview theme resulting in a wide range of views and 
opinions. Both Interviewee α and δ mentioned the difficulty of recruiting able sales-
persons. Additionally, selling something intangible is a challenge for firms offering 
software developmental services. As a small business, it is difficult to sell ideas when 
there are no references or successful customer cases to tell about (β, δ). According to 
Alpha, “sales is just sales after all... no matter whether copy paper or Internet-
applications are sold”, although it is agreed—also by Interviewee β and γ—that tech-
nically oriented personnel usually lack sales and marketing skills. 

Although all the case firms have had a history of constant growth, a consensus 
seems to exist among the interviewees of the fact that it would have been possible to 
grow faster if more aggressive growth strategy would have been utilized. Some of the 
interviewees thought they have probably been even too cautious and unwilling to take 
unnecessarily high risks. Interviewee δ summarizes the most important reason for 
keeping the risk level as low as possible: “We don’t want to cause this highly profes-
sional team to lose their jobs by taking too high risks.” This is in line with the results 
from the study by Wiklund et al., wherein well being of employees was listed as a 
primary reason for small business managers to avoid taking too high risks and even 
affecting their willingness to grow the firm [39]. 

3.2   Mapping Growth Challenges on Life-Cycle Stages of Software Firms 

Based on the available literature and conducted empirical study, the most important 
managerial growth challenges for small software firms have been synthesized and 
mapped to a theoretical life cycle of small software firms (Fig. 1). The conceptualiza-
tion includes five life cycle stages each corresponding to a firm of different size 
(number of employees): seed, start-up, growth I, growth II, and growth III. Both 
managerial challenges specific only to software firms as well as general managerial 
challenges related to virtually all start-ups are considered. 

The seed stage starts before the firm is founded. Challenges related to this stage in-
clude refining the business concept, finding a suitable team, and gathering capital. 
Especially service business firms might find it challenging to acquire the first cus-
tomer without any references or history of previous projects. Indeed, finding the first 
customer is such a growth boundary that the firm will probably never move to the 
next stage if one is not found. Software product firms might move to the next stage 
and start the business without a ready product, and thus without customers. 

For software firms, the start-up stage will still most likely evolve around acquiring 
or dealing with the first project or product. Sales for software product firms and cus-
tomer acquisition for services firms are vital in order to start covering sunk costs and 
make the business operations profitable. Software product companies might still rely 
on developing their product(s), and hence might not have acquired any customers, yet. 
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Fig. 1. Managerial growth challenge conceptualization for small software firms 

The growth I stage for software product firms means ready product(s) and some 
materialized sales for the most of firms. The biggest challenges for them are likely 
related to sales, software development, and human resource acquisition and manage-
ment. Firms offering software services are likely to struggle with acquiring new cus-
tomers and/or projects after the initial one(s). A lot is depending on the success of the 
first project; the future of the company lies in closing new deals. Human resources are 
vital for software services firms, and thus, one of the major challenges for them is 
acquiring skilled personnel and keeping the existing ones as well. This stage often 
marks a point where a software firm needs to start making decisions about a growth 
strategy to be utilized. Whether aggressive or moderate growth is sought depends on 
the market situation but also on the willingness of the owners to take risks. 

The growth II stage is a big milestone for a software firm as it has managed to 
grow beyond 10 employees. The organizational structure starts to take new forms and 
it might be challenging for the owners to share responsibility. Human resources re-
main most likely as the major challenges for software companies, and recruiting 
might become even more challenging because more specialized workforce such as 
project managers and sales representatives are needed. Competition might become a 
new big challenge for a software firm, if it is competing on a narrow market segment. 

Challenges in the final growth III stage, are similar to the previous stage, but they 
can become more intense. Although it is true that acquiring new customers and em-
ployees might be easier than before, because of the references and experience the firm 
has touted, organizational changes and increasing need for specialized workforce pose 
new challenges. The growing number of employees makes managing personnel and 
their skills even more challenging than before. On this stage, competition might be-
come more severe; again, depending on the market segment or the industry sector the 
firm is operating in. Coming up with new innovations and products might prove chal-
lenging, and some setbacks are most likely to occur. 
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4   Conclusions 

One important theoretical finding of this paper is that the theory on managing human 
resources being the most important managerial challenge for software firms especially 
in services business receives strong empirical support. This finding is not surprising, 
however, as some of the major differentiating characteristics of the software industry 
are its high level of knowledge- and labor-intensity. This finding implicates the cur-
rent theories on software firm growth challenges seem to be mainly in line with the 
actual managerial challenges in the Finnish software industry. 

Another interesting finding is that financing or acquiring capital has never really 
been a significant challenge for the case firms, even though they all have grown rea-
sonably fast. All the case firms have been able to sustain their growth through internal 
financing, and thus, there are no external investors involved. It should be noted, how-
ever, this does not necessarily implicate that small software firms in Finland would 
not have problems with acquiring growth financing. In fact, unchallenging financing 
might be one of the possible reasons for the firms’ success in the first place. 

The findings from the interview analysis further implicate a tendency of competi-
tion becoming tougher in the Finnish software industry. The current situation of the 
economy is likely to be one of the causes for this development. It is not clear, how-
ever, whether the finding is due to competition actually becoming more radical, or 
due to the growth the case firms have achieved and thus found themselves fighting for 
a bigger market share than before. Anyhow, depending on the market positioning of a 
firm, competition—especially for younger software firms—is a significant challenge. 

Sales, especially for younger software firms, cause many challenges. For software 
services firms, this is mainly due to the tangible nature of the offered services. Selling 
ideas is extremely difficult without any references to previous success stories. Addi-
tionally, software firms are often founded by technically oriented teams, which lack 
experience in sales and marketing. Hence, if the founding team of a software firm has 
both technical and business oriented people the future growth of the firm looks more 
promising, when compared to a software firm managed only by one type of the two. 

Risk taking is often a popular topic when discussing firm growth. Although un-
doubtedly any entrepreneur establishing a new firm has to take personal financial 
risks to some extent, it seems this fact is too often overemphasized. The findings from 
the interviews implicate that businesses can be lead to steady growth without taking 
significant financial risks or outside funding. Further, the theory of low willingness to 
take risks is also empirically supported by this study to a large extent; entrepreneur-
managers are very concerned of the well being of their employees and do not thus 
want to risk it all. Whether or not this is typical behavior for Finnish software entre-
preneurs would require a study of its own. All in all, the analysis implicates that even 
the most successful Finnish software entrepreneurs are not adept risk-takers. 
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Abstract. This paper presents the results of a large sample survey of interna-
tionalizing firms in the Finnish software industry. We analyze the data descrip-
tively with plots and tabulations and as more analytically with regression  
analyses. The results support the conclusion that internationalization can be 
considered as a natural stage in the firm life-cycle, but patterns of internation-
alization differ across firms. Considering the current theorizing of software 
firms as prototypical international new ventures, we find it surprising that many 
firms seem to choose to internationalize only a little and gradually. 

Keywords: Software firm, internationalization. 

1   Introduction 

For a country with small home markets for software, internationalization is often 
considered to be a natural step in the lifecycle of a software firm. Since internationali-
zation is considered particularly important for software firms operating in small home 
markets [cf., 1], it has received a fair share of attention in the academic circles [2-9]. 
Moreover, software firms are often used as a source for empirical data in more gen-
eral internationalization studies [10-13], and as a source of inspiration for some of the 
most notable non-empirical theorizing in international business [14,15]. 

Software industry is in many ways an atypical industry considering international 
expansion. First, companies using the Internet as the main distribution channel can 
have an instant access to global markets. A similar channel cannot be easily utilized in 
many other industries. Second, many software companies get their first international 
sales before domestic sales. This is particularly the case with providers of specialized 
systems and applications operating in business to business markets. Hence it is no 
surprise that software firms are seen as intriguing cases and good sources for theoreti-
cal sampling [16] of extreme cases. 

Nonetheless, a large share of the current internationalization studies are qualitative 
and thus limit the maturing of the area of inquiry if we assume that it should increas-
ingly follow the prevalent paradigm in management where larger samples are used to 
test theories developed with case study research [17]. Due to this we decided to con-
tribute to this stream of research by quantitative analysis of the Finnish software  
industry focusing on patterns and determinants of internationalization. 

One of the key critiques of current mainstream management papers is lack of prac-
tical relevance. The reason for this is two-fold. First, as more and more studies are 
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conducted around similar topics, the focus of an individual study necessarily becomes 
narrower. Second, the advances in statistical methods enable researchers to tackle 
even more subtle issues in the data. This conflict between rigor and relevance is pre-
sent in both the information systems [18] and more general management research 
[19,20]. Due to the multidisciplinary nature of the software business researcher com-
munity, we decided to adopt a more general approach on the phenomenon rather than 
focusing on one of the leading edge niches in internationalization theories. 

Due to our broad approach on internationalization, we use somewhat unconven-
tional approach for the structure of this paper: Instead of focusing on theories first and 
pointing out gaps and filling them with hypotheses that we test, we instead first de-
scribe our data and methods. Then, we continue the paper by presenting the results 
and comparing these to the existing studies. 

2   Research Design and Sample 

The present paper uses empirical data collected from the Finnish software industry 
over the years 2001-2009 [21]. The data is analyzed with descriptive graphs and cross 
tabulations as well as more analytical statistics to uncover how the firms in this mar-
ket expand internationally. 

The details of the sampling frame have evolved over the years to match the chang-
ing needs of the survey. NACE code 72.21. (“Publication of software”) and 7222 
(“Other software consultancy and supply”) have typically been included. To cover the 
entire software industry, also including firms officially registered under other industry 
codes, we included member lists of several industry organizations. This approach was 
adopted because the Finnish trade register covers the software industry only partially, 
as some companies have software as a secondary industry. In addition, the survey 
project during which the data were collected required that the entire industry is cov-
ered [21]. Typically the sampling frame covered all firms with five or more people 
using the trade register data and smaller enterprises only if they were members of 
some industry association or had registered on any of the lists covering the software 
industry. These are e.g. lists of software companies that had applied for product de-
velopment subsidies from public organizations. However, the coverage of smallest 
firms varies between years. Moreover, missing revenue data was obtained later from 
Asiakastieto Ltd., which collects and organizes information from the publicly acces-
sible Finnish trade register.  

2.1   Data Collection and Analysis 

Data collection for the survey takes place during the late spring and summer using 
paper and web-based questionnaire loosely following the tailored design approach 
[22]. For the year 2009 the invitation to participate was sent to 4544 mainly small and 
medium-sized companies. Since one of the goals of the larger project was to cover the 
entire industry, this figure represents a significant amount of oversampling to ensure 
inclusion of all relevant firms. In all, we estimated that the figure contains approxi-
mately 30% of firms that are either not active or do not operate in the software indus-
try. We obtained a total of 584 complete responses using this approach representing a 
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response rate of approximately 20%, which is typical for this survey. Micro-
enterprises produced the most non-response, so the effective response rate for the 
firms that have any meaningful international activities was greater. 

The paper and web-based survey forms included questions about internationaliza-
tion status, revenue, share of international revenue of total revenue, target markets, 
and business models. The exact variables are presented later when we discuss the 
study results. 

Data analysis was carried out using Intercooled Stata, version 10.1. After data 
preparation calculating the values for study variables based on the survey responses 
the data were analyzed using OLS regression analysis.  

3   Results 

Our results from the internationalization analyses are divided under three sub sec-
tions. In the first section we will discuss the prevalence of firm internationalization 
and the degree of internationalization. The second section focuses on the key markets 
where the companies go and reflects this to earlier results. Finally, we conclude by 
presenting and analysis of the determinants of internationalization intentions and the 
actual internationalization actions. 

3.1   Internationalization Patterns 

In total, approximately 40% of the firms responding to the latest survey firms reported 
generating at least part of their revenue from abroad. Also, what is worth noting is 
that approximately 60% of firms that do not have international operations reported 
that they were planning on internationalizing underlining the fact that internationali-
zation is seen often as a natural stage in software firm evolution [23,24]. 
After calculating the simple frequencies from the internationalization statistics, we 
analyzed how large amounts of international revenues the firms generate. The current 
theories in internationalization predict increased growth [25] particularly if interna-
tionalization takes place at young age [26]. We analyzed this data with kernel density 
plots. To identify potential time trends, we divided the internationalization data into 
four classes based on year. The reason for uneven distribution is that the survey, 
which acts as the source of data, has received substantially more responses during the 
last three years. The distribution of foreign revenue share in the sample of interna-
tionalized firms is shown in Figure 1. Considering that the firms that internationalize 
should experience growth, the fact that the distribution is right-skewed is a surprising 
finding. This can mean that there are a large number of firms taking only initial inter-
nationalization steps. Reflecting this on prior internationalization research, this can be 
an indication of sampling bias towards positive cases in the current literature [27]. Or 
that for some reason this particular sample does not behave similarly to other samples. 
Clearly more larger samples studies are required to identify the true nature of the 
phenomenon apparent in the figure.  

The smaller peak at the end of the plot can mean that a large share of firms that in-
ternationalize successfully gain substantial growth which results in the international 
revenues surpassing domestic revenues by several orders of magnitude, indicating that 
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some firms indeed manage to realize substantial growth by internationalizing. The 
variations across time periods are probably random noise, although we did not do any 
formal statistical tests to verify this assumption.  

 

Fig. 1. Revenue shares from abroad by year 

After analyzing the distribution of foreign revenue share, we turned our attention 
on the question of what types of firms internationalize. For this analysis, we grouped 
the firms into seven classes based on internationalization intensity and plotted the data 
by business model. Since business model is a problematic construct for research con-
ceptually and difficult to measure [28], we used a simple self-selection. In the survey 
form the firms were asked to choose the option that best matched their main business 
from the following alternatives: software product firm, device manufacturer, project 
contractor, consulting firm, reseller, and not associated with software industry. The 
last class was excluded due to lack of relevance for this study. 

After the total volume of international business, the second most interesting thing 
is what kinds of firms generate this revenue. Figure 2 shows the distribution of inter-
national revenue by these five firm types. Not surprisingly, service businesses are 
largely local, although some of these firms have generated substantial amounts of 
international revenue. More interestingly, the most international companies seem to 
be ones that categorized their main business as device manufacturer having software 
business. One possible explanation for the international focus of device manufactures 
is that these companies are probably larger than for example software product firms. 
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Fig. 2. International revenue shares over firm type 

3.2   Target Markets 

Figure 3 shows the geographical areas and the frequencies of firms reporting revenue 
from each of these areas. The figure clearly shows that while Scandinavia indeed is 
important, as shown in the previous reports in this series, the entire Western Europe is 
almost equally well present in the graph with more than half of the firms with interna-
tional operations having revenue from these markets. North America, the largest soft-
ware market in the world, is the third most targeted geographical market after Western 
Europe. On the fourth position close behind the North American market come the 
geographically proximate Eastern Europe including Russia. The different areas of Asia 
follow North America and Eastern Europe being roughly half as common as the former 
markets. Finally, South Pacific, Middle East, and Africa conclude the list.  

The frequency of firm presence in a particular market, however, does not tell the 
full story about the importance of each particular market. To understand how impor-
tant each of these areas are, Figure 4 shows the share of foreign revenue that each of 
these markets produce. The figure is produced by first calculating how much revenue 
each responding firm produces from each area and then summing these figures. Since 
this is figure is based on a sample of 228 firms, the results cannot be completely gen-
eralized to the entire population. Regardless, the percentages in this figure are inter-
esting. They follow to a degree the frequencies in Figure 4, which on the  
surface seems expected. However, due to the very large differences in the market size, 
we would have expected that firms targeting larger markets would generate more 
revenue. If the frequency of firms targeting North America is 40% of the firms target-
ing Nordic countries and the amount of revenue from the American markets is 
roughly half of what is generated in Scandinavia, this means that for a typical  
firm, the North American market is only a little more penetrated than the closest  
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Fig. 3. Number of firms operating in different markets 

 

Fig. 4. Share of foreign revenue from different areas 

possible international market. While the American market has great potential due to 
its size, for some reason the Finnish companies in this sample are not able to seize this 
opportunity. 

Finally, Figure 5 shows a histogram of the number of countries targeted. The first 
thing to notice is that most commonly firms target only one or two areas. Although 
this was not analyzed, we believe that this is largely explained by service firms oper-
ating only regionally in Scandinavia or firms that are taking their initial steps in inter-
nationalization path. Overall, the data suggest that software firms internationalize 
gradually in a stage-based manner instead of following a born-global model [15]. 
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Fig. 5. Number of areas where a firm operates 

4   Determinants of Internationalization 

The regression analyses in Table 1 show what kind of firms have international reve-
nue or are planning internationalization and if there is a trend over time. The last two 
models show how these two variables change over time on the firm level. As already 
covered in the previous section, the first model shows that firm size is strongly related 
to international revenue. This is due to the fact that in software business, the largest 
growth options are virtually always outside Finland. Project houses are the least inter-
national and according to model 2 also among the least willing to internationalize. 
This is probably due to the facts that most project services require some kind of local 
presence while devices or software licenses can be sold through channels. Also the 
labor costs in Finland do not favor competing internationally, as although the salary 
levels in IT are not very high compared internationally, the total labor costs are still 
close to OECD average [21].  

The second model also shows that the propensity of those firms who do not have 
revenue from abroad to plan for international expansion increases with the size of the 
firm but decreases with the firm age. Although the effect is not strong, we can con-
clude that if a firm in the software industry does not enter international markets at a 
young age, it is not likely to do that later either. This is further supported by model 
three that shows that the likelihood for a firm that on one year reports not having 
international revenue and the second year as receiving part of the revenue abroad, 
decreases as the firm size increases. 

After comparing which firms are more likely to expand internationally, we will 
now focus on the differences between firms that are generating revenue from abroad 
in 2008 and those that are not. Table 2 shows that there is a significant difference in 
total revenue between internationalized and domestic firms both in terms of mean and 
median values. Judging by the medians, a typical internationally operating firm had  
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Table 1. Determinants of international revenue 

 

approximately three to five times the revenue of the average domestic software firm. 
The year before the average of total revenue for an internationally operating firm was 
22.5 M€€ . Although this was not explicitly tested, there is no reason to believe that the 
difference in means of revenue would have statistical significance and hence should 
not be interpreted as a true trend. The same applies to all other comparisons of these 
descriptive statistics between this year and the previous year. 

The comparison of firms that do not yet have international revenues but are plan-
ning on internationalizing to those that are neither have international revenue nor plan 
to expand inter- nationally provides some interesting results. First, we can see that the 
firms who are planning on internationalizing typically expect to grow twice as fast 
than other firms including those that are not planning on going international but also 
those that already do have international revenues. We offer two interpretations for this 
difference: It is possible that high-growth firms see internationalization as a natural 
next step or alternatively firms are expecting rapid growth as a consequence of the 
plans for internationalizing. The lower profitability, higher product development in-
vestment, and lower age than in the comparison groups leads us to believe that these 
firms are typically young software product firms.  
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Table 2. Descriptive statistics by internationalization 

 

Also when looking at the firms that do not plan to internationalize and comparing 
these to the others, we can see that these firms are typically smaller, less product- 
oriented, and more profitable than the other groups. One possible explanation is that 
these firms are mainly small service firms that seek neither fast growth nor interna-
tional expansion. For these firms it probably makes sense not to internationalize, since 
service businesses lack some of the economies of scale present in product business 
and hence the possible gains from internationalizing the business are probably not 
worth the risks and cost associated. 

5   Conclusions 

In this paper, we presented the results of a large sample survey of internationalizing 
firms in the Finnish software industry. Our descriptive analyses revealed that 41% of 
the companies have some degree of international operations. Regression analyses 
further revealed that device manufacturers and software product companies are most 
likely to expand internationally whereas software service and consulting firms tend  
to more often remain in the home markets. Firms are also less likely to be interna-
tional if they are older and more likely to expand internationally if they have higher 
revenues. 

The results support the conclusion that internationalization can be considered as a 
natural stage in the firm life-cycle, but the patterns of internationalization differ across 
firms. Considering the current theorizing of software firms as prototypical interna-
tional new ventures, we find it surprising that many firms seem to choose to interna-
tionalize only little and gradually. 
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Abstract. Recent studies have indicated that the internationalization process of 
software SMEs is somewhat independent on the effect of psychic or geographic 
distance. However, these studies have analyzed the general pattern of entries 
where software SMEs not commonly follow a step-wise entry route from 
nearby countries to distant ones. Thus, it remains unknown what the effect of 
psychic and geographical distance is when these firms enter a distant foreign 
market. The findings in this case study reveal that psychic and geographic dis-
tance inhibited the foreign market entry of software SMEs. However, the distant 
foreign market entry of these firms was facilitated by distance-bridging and dis-
tance-compressing factors enabling foreign business operations despite the sig-
nificant distance between the home and target country.  

Keywords: Psychic distance, geographic distance, SMEs, software firms. 

1   Introduction 

The impact of geographical and psychic distance on firm internationalization has a 
long tradition in international business and marketing literature. Already in 1950s, 
Beckerman [1] proposed that, if transportation costs are equal, entrepreneurs favor 
psychically close markets. The concept became well known in the 1970s after the 
studies by Johanson and Wiedersheim-Paul [2] and Johanson and Vahlne [3] known 
as the Uppsala model. In their study, Johanson and Wiedersheim-Paul [2] define psy-
chic distance as a sum of factors that constrict the flow of information between the 
firm and the market. Thus, in the model, large psychic distance between countries 
inhibits the foreign market entry of the firm. In addition to psychic distance, large 
geographical distance has been indicated having the same effect [4], [5].  

In the Uppsala model, firms are expected to enter first into nearby markets  
which share a similar language, culture, political system, level of education, level of 
industrial development etc. Thereafter, when a firm’s knowledge to operate interna-
tionally increases, it gradually starts to develop activities in psychically more distant 
countries [3]. However, empirical studies related to internationalization of software 
small and medium-sized enterprises (SMEs) have argued that these SMEs do not 
follow any particular stages in their internationalization process (see e.g., [6], [7], 
[8]). For instance, Bell [6, 64-65] announces that “...the data also revealed the some 
30-50 per cent of firms had initiated exports with sales to countries which could not 
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be considered either psychologically or geographically proximate” and 
“…’establishment chain’ theories proposed by the Uppsala School authors do not 
adequately reflect the understanding factors which influence the internationalization 
patterns of small software firms” [6, 71]. Based on these studies, it seems to be evi-
dent that rapidly internationalizing software SMEs do not generally follow the gradual 
internationalization process from psychically or geographically nearby markets to 
more distant ones as proposed in the Uppsala model. This conclusion has evoked 
discussion that psychic and geographical distance have a less important role in the 
foreign market entry of firms operating in knowledge-intensive sectors [9]. However, 
the focus of these studies has been on networks [7], entry mode and market selection 
[8], and internationalization process [6], but the actual effect of psychic or geographic 
distance on the foreign market entry has been ignored. That is, earlier studies have 
investigated the general pattern of internationalization but we do not know whether 
psychic and geographical distance impact on the foreign market entry when firms 
enter a certain foreign country. In this article, we argue that although these distance 
factors do not impact on general internationalization process, they still have a remark-
able role in the foreign market entry. In addition, we show how these firms are able to 
tackle the effect of psychic and geographical distance by using proper market entry 
strategies.   

Based on the above discussion, the following three questions are of particular in-
terest in this study: 1) What are the distance-creating factors in the distant foreign 
market entry encountered by software SMEs? 2) What are the distance-bridging fac-
tors that software SMEs use to facilitate their distant foreign market entry? 3) What 
are the distance-compressing factors facilitating the distant foreign market entry of 
software SMEs? By investigating to these questions, we use the theoretical frame-
work of Child et al. [10] that divide the components of psychic distance into distance-
creating, distance-bridging, and distance-compressing factors.  

2   Literature Review 

2.1   Distance-Creating Factors 

In literature, psychic distance, cultural distance, and geographical distance have been 
commonly cited as distance-creating factors. In their model, Johanson and Wieder-
sheim-Paul [2, 308] define psychic distance as “…factors preventing or disturbing the 
flow of information between firm and market”. Thus, the model indicates that psychic 
distance consists of factors creating distances, such as language, culture, political 
system, level of education, and level of industrial development. Because of these 
distance-creating factors, firms are expected to enter first nearby markets where the 
business environment is similar to the home market. Thereafter, when a firm’s knowl-
edge to operate internationally increases, it gradually starts to develop activities in 
psychically more distant countries. The study of Nordström and Vahlne [11, 42] de-
fines psychic distance as “factors preventing or disturbing firms’ learning about and 
understanding of a foreign environment”. This definition refers to the fact that firms 
have to learn about the environment of the target country and understand the local 
culture. In their framework, Child et al. [10, 49] argue that “Distance-creating factors 
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are those responsible for dissimilarity in business environments between the home 
country and the host countries for investment”. They found that culture (including 
language) was the most important element that created distances and difficulties in the 
foreign market entry and operations of Hong-Kong family firms.  

Cultural distance between countries is also seen as a factor creating difficulties in 
the foreign market entry. Sousa and Bradley [12, 63] define the difference between 
cultural and psychic distance as follows: “Cultural distance reflects a difference in 
cultural values among countries” and “Psychic distance is based on the individual’s 
perception”. Cultural differences between countries have commonly been measured 
by using Hofstede’s [13] cultural dimensions and the composite index of Kogut and 
Singh [14]. These studies (see [15] for further review) have been motivated by the 
assumption that cultural differences between countries inhibit market entry to cultur-
ally distant countries. However, in many cases, the results have been conflicting and 
there has been a growing amount of criticism toward the usage of Hofstede’s [13] 
cultural dimensions as single determinant for the foreign market entry decision (see 
e.g., [4], [15]). For instance, the study of Dow and Karunaratna [4] proposes that 
cultural distance is only one dimension of the larger concept of psychic distance.  

The third commonly cited distance-creating factor is geographical distance. 
Srivastava and Green [5] found that geographical distance has the most significant 
impact on the trade intensity between countries. This is also line with findings of Dow 
and Karunaratna [4] indicating that geographic distance is the most influential inhibi-
tor of international trade. In addition, Leamer and Storper [16] indicate that geo-
graphical distance is still a valid inhibitor despite improvements of transportation 
systems and communication technologies. Ojala and Tyrväinen [17], [18] suggest that 
geographic distance even impacts on the initial market selection of software SMEs. 

Altogether, the current literature indicates that psychic and geographical distances 
are major distance-creating factors whereas the role of cultural distance is more com-
plex and the results have been contradicting. In addition, psychic distance is multidi-
mensional including several factors (see e.g., [4]) and its impact depends on entrepre-
neur’s perceptions about differences between countries [19], [12]. Thus, this study 
takes a wider perspective to distance-creating factors than the study of Child et al. 
[10]. In addition, similarly to Sousa and Bradley [12], distance-creating factors are 
conceptualized here as individual-level perceptions of firm’s decision makers. Thus, 
this study defines distance-creating factors as a sum of factors, based on the percep-
tions of an entrepreneur or a manager, inhibiting or restricting firm’s entry into a new 
foreign market.  

2.2   Distance-Bridging Factors 

In their study, Child et al. [10, 50] define distance-bridging factors as “…factors, 
which are open to the initiatives of firms themselves”. These factors consist of strate-
gic and operational activities where strategic decisions are related to locations choice 
for foreign markets and operational activities are related to the managerial operations 
in the target country. In line, Nordström and Vahlne [11, 46] indicate the role of dis-
tance-bridging factors by arguing that “…distance can be bridged by factors such as 
knowledge dissemination…or trial and error processes”. Thus, distance-bridging 
factors are largely under the control of an individual firm or an entrepreneur. This is 
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well present in the international entrepreneurship literature revealing the important 
role of entrepreneurial activities in the foreign market entry. Scholars [20], [21], [22] 
have indentified positive relationships between managers’ opportunity seeking behav-
ior in the early internationalization. In addition, managers’ earlier experiences can 
facilitate the market entry [20], [21], [23]. Coviello and Martin [24] found that psy-
chic distance can be overcome by recruiting experienced personnel with knowledge of 
the distant country. Furthermore, the distance-bridging role of network relationships 
for early internationalization is acknowledged in several studies [25], [24], [26]. For 
instance, Coviello and Martin [24] argue that the usage of network relationships sig-
nificantly reduced perceived psychic distance.   

Summarizing, there seems to be several distance-bridging factors which facilitate 
and enable a firm’s entry to a distant market despite distance-creating factors. Thus, 
distance-bridging factors are defined here as any action taken by an entrepreneur or a 
manager to decrease the impact of distance-creating factors in the foreign market 
entry.  

2.3   Distance-Compressing Factors 

According to the definition by Child et al. [10], distance-compressing factors refer to 
macroeconomic changes, such as social movements, institutional changes, globaliza-
tion, and technological development. For instance, Oviatt and McDougall [22], [23] 
indicate the distance-compressing role of the worldwide development of information 
and communications technologies that facilitate the foreign market entry of new ven-
tures. In addition, some studies reveal the distance-compressing effect of increasing 
international traveling and mass-media. This has been labeled as global cultures 
where people share similar values and behavior regardless of their original cultural 
background or geographic location [27], [28]. This has made foreign markets easier 
for firms to enter [10] and some products less culturally sensitive. Other examples of 
distance-compressing factors are the free trade areas and the trade agreements be-
tween nations such as the General Agreement on Tariffs and Trade (GATT),  
European Union (EU), and the North American Free Trade Agreement (NAFTA). In 
addition, the establishment of organizations like World Trade Organization (WTO) 
facilitates business between countries. The aim of these agreements and areas is to 
decrease trade barriers between countries and, consequently, facilitate the foreign 
market entries of SMEs (see e.g., [29], [30]). All together, these activities or macro-
economic changes are largely out of the individual entrepreneur’s or manager’s  
control. Thus, distance-compressing factors are defined here as a sum of factors facili-
tating firm’s foreign market entry that are not under a control of an entrepreneur or a 
manager.   

3   Research Method 

This study employs a qualitative case study method [31] including eight Finnish soft-
ware firms entering the Japanese market. The case study approach was selected be-
cause of the need to analyze the firm level and the individual level behavior in  
detail to come to an understanding about the behavior of the firms in the foreign  
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market entry process. This enables explaining the significance and cause-and-effect  
relationships of the phenomena under investigation [31]. In addition, Eisenhardt [32] 
suggests that the multiple case study method allows studying patterns that are com-
mon to the cases and theory under investigation.  

Finnish software SMEs operating in the Japanese market were selected as the tar-
get group of this study. The selection of the host and target countries is based on  
several methodological and theoretical reasoning. Firstly, Finland and Japan are cul-
turally and geographically very distant from each others. This helps to find out poten-
tial impact of psychic or geographical distance in the market entry that would not be 
observable if two countries selected are very close to each others. Secondly, both 
countries have their own languages; Finnish is spoken only in Finland and Japanese in 
Japan. In addition, both languages differ greatly from other major languages such as 
English that is commonly used in international business. Thirdly, both countries are 
culturally very homogenous, and, accordingly, there are no large cultural differences 
within the countries. This helps us to overcome the criticism of Shenkar [33] related 
to ‘the assumption of spatial homogeneity’.  

All eight case firms selected for this study fulfilled the definition by the Finnish 
government and European Union [34] for SMEs having fewer than 250 employees at 
the time of their market entry to the Japanese market. The case firms were from soft-
ware industry, and even if it might be seen as a limitation, several studies analyzing 
internationalization of knowledge-intensive firms have used software industry as a 
target group in their studies (see e.g., [6], [25]). Despite the fact that software industry 
differs somewhat from other industries due to the intangible nature of its products, 
etc. it still shares common characteristics with other knowledge-intensive industries 
[35] and the service sector [36].  

The interviews for this study were conducted in the headquarters of the firms in 
Finland and in their units in Japan covering altogether 16 interviews from the eight 
firms. The main criterion for interviewed persons was that they were actively in-
volved in their firm’s entry process to the Japanese market. By selecting the most 
knowledgeable persons, and by using two informants from each firm, we aimed to get 
the most relevant knowledge, and to counteract the biases of individual opinions [37]. 
In addition, having two interviews from each case firm also made it possible to ask 
more detailed questions of the second interviewee, following on from the first inter-
view. Working in this way improved the validity of the data collected. The interviews 
were rather conversational and focused mainly on open-ended questions related to the 
firms’ market entry into the Japanese market and its operations there. All these ques-
tions were developed according to the guidelines issued by Yin [31], with the aim of 
making the questions as non-leading as possible. This encouraged the interviewees to 
give authentic answers to the interview questions. Because the interviews focused on 
the managers’ past experiences, we followed the guidelines for retrospective studies 
issued by Miller et al. [38] and by Huber and Power [37].    

Each interview took approximately 60-90 minutes and was digitally recorded, care-
fully listened to, and transcribed verbatim with the help of a word processor. A sec-
ond listening took place to ensure the correspondence between the recorded and the 
transcribed data. Thereafter, the complete case reports were sent back to the persons 
interviewed to ensure the validity and the authenticity of the collected data. Whenever 
the interviewees found some inaccuracies in the text, these were corrected based on 
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their comments. In addition, e-mail communication was used to collect further  
information and to clarify any inconsistent issues. To improve the validity of the 
study we collected and analyzed many types of secondary information (such as web-
sites and annual reports). By comparing the interview data with other documents from 
the case firms, we carried out triangulation on the information [39], [40]. This also 
provided a more complete picture of the case firms under study [39]. 

In the data analysis, we arrived at a detailed case history of each firm based on the 
interviews and written documents in line with Pettigrew [41], who suggests that orga-
nizing incoherent aspects in chronological order is an important step in understanding 
the causal links between events. Thereafter, on the basis of the interviews, we identi-
fied the unique patterns of each case and categorized the patterns observed under the 
sub-topics derived from the three research questions we had set for the study. These 
sub-topics included distance-creating factors, distance-bridging factors, and distance-
compressing factors. In addition, analytical tools were applied within and across the 
cases as proposed by Miles and Huberman [40].  

4   Research Findings 

This section presents the empirical findings by categorizing them into distance-
creating, distance-bridging, and distance-compressing factors. The average number of 
employees in the case firms at the time of the interviews was 127. All the case firms 
were established between 1990 and 2000, except from Firm C that was established 
already in 1966. The firms had operated in the Japanese market from three to seven  
 

Table 1. Key information on the case firms 

 Number of 
employees 

Year of  
establishment 

Foreign direct business 
operations 

Entry modes in Japan 

Firm A 30 1998 USA 1998 
Hungary 2000 
Japan 2002 

Representative 2002 

Firm B 90 1992 USA 2000 
Japan 2002 

Representative office 2002 

Firm C 300 1966 Sweden 1995 
USA 1999 
Malaysia 1999 
Germany 1999 
UK 1999 
Japan 2000 

Distributors 1999 
Representative office 2000  
Subsidiary 2001 

Firm D 240 1990 USA 1998 
Japan 1999 

Representative office 1999 
Subsidiary 2000 

Firm E 100 1995 USA 1998 
Japan 2000 

Direct sales 1999 
Subsidiary 2000 

Firm F 210 1991 Sweden 1999 
Hong Kong 2000 
Japan 2001 

Distributor 1997 
Joint Venture 2001 
Subsidiary 2005 

Firm G 12 1998 Japan 1999 Joint venture 1999 
Firm H 35 2000 UK 2000 

Japan 2003 
Corporate 2003 
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years. Table 1 summarizes the key information of the case firms and demonstrates 
their foreign direct investments before the market entry to Japan. Entry modes used 
by each case firm in Japan are presented in a chronological order.  

4.1   Distance-Creating Factors Encountered by the Case Firms 

All the case firms experienced Japan as a difficult country to enter. The main factors 
that can be conceptualized as distance-creating factors in the market entry were re-
lated to differences in language, business culture, and geographic distance between 
Finland and Japan.  

Language was seen as a distance-creating factor in all firms. Although English was 
used as an official language in all case firms, the low English proficiency of Japanese 
customers and partners created problems. The language related problems consisted of 
networking with potential customers, misunderstandings with customers, and local-
ization of products. For instance, Firm H was searching for a Japanese partner in the 
Internet. However, language difficulties created remarkable problems. One informant 
from Firm H explained this as follows: 

“Finding a partner in Japan via Internet was difficult, because they have their web-
sites only in Japanese and only few firms have English versions. Of course large mul-
tinational firms have their websites in English, but those firms that are of equal size 
with us, they usually do not.”   

Language difficulties also increased the need for local presence in Japan because of 
the needs for local staff that can handle the business negotiations and give after-sales 
support in Japanese. For instance, one informant from Firm E mentioned that in other 
countries they have been able to handle their business by using English, but when 
dealing with Japanese customers, they needed to have employees with very good 
Japanese skills and cultural knowledge. Firm C also noted that after the market entry 
and the establishment of their unit in Japan they have not been able to give support for 
their unit in Japan in the same scale as for other units because of language problems. 
For instance, they cannot help with market data collection from the Japanese market 
because no one in the headquarters has Japanese skills needed. 

All case firms also confirmed that the way of doing business in Japan differs 
greatly from other Western and Asian countries. Differences in business culture were 
related to working times, the hierarchical management style of Japanese customers 
and partners, slow decision making process, demanding customers, and time needed 
for building trustful relationships with customers. For instance, Firms A, B, C, E, and 
G disclosed the slow decision making process of Japanese customers and partners that 
delayed the sales process and the launching of new products in the market. Firms A, 
B, and C also highlighted that building trustful relationships with customers was time 
consuming but needed before the business progressed. Japanese customers were 
characterized very demanding what comes to products. One informant from Firm E 
explained the slowness of the decision making and demanding customers in the 
following way: 
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“Japanese do not buy anything that is not perfect. When they are 100 percent sure 
that the product works then they will buy it. For Japanese, it is also important to 
know who the original developer of the product is and where it is developed.”  

The hierarchical management style of Japanese customers and partners was also 
experienced very different compared to other countries. As an example, Firms A, B, 
and C had difficulties with finding the right contact persons from the customer’s side. 
Their customers were large multinationals and it was hard to get to know who was 
responsible for technology purchasing. The management style was also closely related 
to working times that differed greatly from those that the firms were used to. The 
manager from Firm F explained the differences of the working times as follows:   

“When we are busy in Finland, we still commonly go back home when the working 
time is over, around four p.m. or at least half past four. However, here the customer 
trusts that if we are busy, we are still working as long as it takes to get everything 
done. Going back home earlier…they just do not understand it. They do not under-
stand five weeks’ vacations -vacation is not a reason for delays.” 

The geographical distance and the time difference between Finland and Japan were 
experienced to hinder the business. This was despite the fact that all the firms were 
able to deliver their products electronically via Internet. Geographical distance was 
seen as a disadvantage because the Japanese as well as other competitors from 
geographically nearby countries were able to give support for customers much faster. 
Appointments and business negations with customers also required lot of traveling 
and increased costs of doing business. One informant from Firm B expressed this as 
follows: 

“If we have to send employees [to Japan], it easily takes two or three days before they 
are in our customer’s office [in Japan]. Whereas a local competitor can put their 
whole product development team to a train and they all are there within two hours…it 
is an obvious advantage for our competitors in Japan.” 

4.2   Distance-Bridging Factors Used by Case Firms 

Despite distance-creating factors discussed above, all the firms were able to use  
distance-bridging factors to enable their operations in the Japanese market. The dis-
tance-bridging factors can be divided into opportunity seeking behavior, recruitment 
of capable employees, choice of the proper entry mode, networking, and earlier  
experiences. 

All the case firms regarded Japan as a very interesting country for their products al-
ready before they started to actively prepare their market entry to Japan. This was 
mainly related to the large market size and the sophisticated industry structure for the 
products of the firms. In addition, the domestic markets of the case firms were men-
tioned to be relatively small and saturated for their niche products. Thus, opportuni-
ties motivated managers to enter the Japanese market despite risks and entry barriers. 
Firms A, C, D, E, and F mentioned that the main reason for the market entry was the 
large market size and the business opportunities in Japan. In addition, firms G and H 
mentioned the sophisticated industry structure for their products, such as high capac-
ity of broadband and mobile networks. Firm B got an important customer from Japan 
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that motivated to enter the market and search for more business potential there. One 
informant at Firm A explained their reasons for the market entry as follows:  

“The target customers of our product are mobile industry, mobile phone manufactur-
ers, mobile operators, and related electronic industry. This is very strong in Japan. 
Another thing is that Japan is a very difficult market, if we can succeed there, so we 
can succeed in other markets as well. Thus, the main reason for the market entry was 
the huge market potential there.” 

All the managers in the case firms understood that they do not have the required 
knowledge to handle business activities in the Japanese market because of significant 
differences in language, culture, and business practices. For this reason, firms C, D, 
and E acquired the relevant knowledge by recruiting international experienced man-
agers who had sensitivity to psychic distance between Finland and Japan to handle 
their operations in Japan. It was also important that the selected manager was aware 
of the business environment, culture, language, etc. in both countries, not only what 
comes to the target country.  

In addition, these firms recruited local employees for marketing and other tasks re-
quiring close cooperation with Japanese customers. Firm F used also this kind of 
recruitment strategy when they changed their joint venture to a wholly owned sub-
sidiary. Firms A and B were able to handle their customers in Japan by using their 
current employees as expatriates because of English proficiency of their customers in 
Japan. Firms G and H did not recruit employees for their units because of their differ-
ent entry mode strategy discussed below. 

The selection of the proper entry mode for the Japanese market was also seen as a 
very important distance-bridging factor. In all the cases, the reason for the direct entry 
modes in the market was based on the complexity of the firms’ products that required 
close cooperation with the customers and distributors during the sales process. An 
own unit in the market enabled the after-sales services nearby the customers, the lo-
calization and customization work together with customers, and the recruitment of 
local employees. In addition, the own unit in the market reduced traveling needs be-
tween Finland and Japan and facilitated networking with customers and distributors. 
Although firms C, E, and F started their operations by using indirect entry modes, 
such as exporting and foreign distributors, they very soon established direct entry 
modes in the market. Firms F, G, and H used cooperative entry modes with Japanese 
firms, although Firm F changed their entry mode into a wholly owned subsidiary later 
on. This kind of partnering strategy enabled the usage of local knowledge and the 
decrease of difficulties related to the Japanese language and culture, remarkably in the 
market entry phase.  

Network relationships had also an important distance-bridging role in the market 
entry phase and later on in networking with customers and distributors. In the market 
entry, the firms used formal networks with their current business partners (firms D 
and H), informal networks with friends (firms B and G), and mediated relationships 
with export promotion organizations (firms A, C, E, and F). The importance of net-
work relationships with the export promotion organizations were highlighted espe-
cially among those firms who established wholly owned operations in the market. 
One of the informants at Firm B highlighted this as the following manner: 
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“In networking, one good example is Finpro [export promotion organization  
in Finland], we have used them…they have introduced us to potential customers in 
Japan. Finpro is good for opening doors to new firms because they have a local au-
thority and a long experience in the field…they know lot of persons.” 

Firms G and H who used cooperative entry modes were able to benefit from networks 
of their Japanese employees. The manager at Firm G explained the benefit of the joint 
venture in networking as follows: 

“In Japan, it is a substantial benefit that we have local employees. Taking care of the 
relationships with customers and distributors is much easier. Networking happens 
through them…In that way, our unit in Japan has a crucial role because they have 
very good relationships with the actors in the market.” 

Earlier experiences from other markets also had an important distance-bridging  
role for all the firms. This was the case although all the firms had a very limited 
knowledge from other markets before they established their operations in Japan. 
These earlier experiences facilitated mainly in operational level activities such as cost 
estimations, location and entry mode choice, taxation, business models, etc. However, 
all the firms announced that such experiences are always very personalized. This was 
the reason why earlier experiences helped only in operational level activities and not 
with activities where knowledge of local culture was important.     

4.3   Distance-Compressing Factors Facilitating the Market Entry of the Case 
Firms 

Distance-compressing factors indicated by the case firms were the technologically 
advanced industry structure, low governmental entry barriers, and the good image of 
Finland in Japan. The advanced industry structure in Japan facilitated firms’ market-
ing activities, the distribution of products via Internet, and the delivery of product 
updates. Entry barriers set by the Japanese government were also experienced to be 
fairly low. Although some of the problems encountered by the firms were related to 
industry regulations and intellectual property protection, they were actually due to 
normal practices faced in all the markets. One of the informants at Firm B expressed 
this as follows: 

“Although Japan is a very bureaucratic country…we have not experienced any prob-
lems related to legal issues. The problems are more related to business culture and 
how to do business…maybe it takes a bit more time, paper work and translation.”  

Firms B, C, D, E, and F disclosed that the good image of Finland acted as a distance-
compressing factor. Japanese customers saw Finland as a very advanced country in 
technology, mainly because of the mobile phone manufacturer Nokia and Linux oper-
ating system that are both Finnish. Although none of these firms could estimate how 
much it actually influenced their business, it was mentioned to be like an “extra” 
benefit. One manager at Firm D explained this as follows: 

“We profiled as a Finnish firm very clearly, because I and my colleague who was 
also establishing this firm [the subsidiary in Japan] were from Finland…In Japan, 
Finland has a very good reputation. It was like an extra benefit for our customers that 
we were from the same country as Linux.”    
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5   Discussion of Research Results 

As the case findings reveal, the main distance-creating factors in the market entry 
were language, business culture, and geographic distance. These findings indicate that 
when software firms enter a distant foreign market, psychic and geographical distance 
impact on the market entry of these firms. Thus, although these firms do not tend to 
follow a step-wise internationalization process from nearby to distance countries [6], 
[42], [9], [22], [23], psychic and geographical distance are still important factors  
inhibiting the foreign market entry.  

The actions taken by the case firms to decrease the impact of distance-creating fac-
tors were opportunity seeking behavior, recruitment of capable employees, choice of 
the proper entry mode, networking, and earlier experiences. The findings here reveal 
that all the distance-bridging factors are not directly related to the psychic distance [2] 
or environmental differences between the home and the host countries [10]. For in-
stance, the opportunity seeking behavior has very little to do with psychic distance or 
environmental differences because it is more related to the entrepreneurial behavior of 
managers. Thus, distance-bridging factors are not solely those that improve the infor-
mation flow (as opposite for the definition for psychic distance by Johanson and 
Wiedersheim-Paul [2]). The findings related to distance-bridging factors found here 
were mainly inline with earlier studies. These studies have revealed that managers’ 
opportunity seeking behavior, [20], [21], [22], earlier experiences [20], [21], [23], 
recruitment of knowledgeable employees [24], and network relationships [25], [24] 
facilitate and accelerate the foreign market entry of software SMEs. However, none of 
these factors alone helped to overcome distance-creating factors in the foreign market 
entry. Thus, these factors should be studied as a sum of actions taken by a firm or an 
entrepreneur to overcome distance-creating factors.   

Distance-compressing factors, referring to the macroeconomic conditions which 
are not under a control of an individual firm or an entrepreneur were the technologi-
cally advanced industry structure in Japan, low governmental entry barriers, and the 
good image of Finland in Japan. Thus, as distinct from distance-bridging factors, there 
were also factors which were not under the control of a firm or an entrepreneur but 
those facilitated the market entry and decreased the impact of distance-creating fac-
tors. For instance, it is very difficult for an individual firm to change these factors, 
like image of the home country, although it is very important for a firm’s survival in 
the target country (see [43], for further review). The findings in this category also 
revealed the fact that macroeconomic changes and trade agreements such as GATT 
and WTO had an impact on the market entry and reduced or eliminated government 
based entry barriers in Japan. In earlier studies, the Japanese market has been reported 
to be difficult to enter (see for e.g. [44]), mainly due to the entry barriers set by the 
Japanese government.  

6   Conclusions 

This paper contributes to the literature by recognizing the impact of distance-creating 
factors in the foreign market entry of software SMEs. In addition, it recognizes how 
distance bridging and compressing factors moderate and facilitate the distant foreign 
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market entry. Although earlier studies have focused on some of these factors, such as 
opportunity seeking behavior or network relationships, this study gives a wider per-
spective covering all the distance-bridging and distance-compressing factors used by 
the case firms to facilitate their distant foreign market entry. These all are very impor-
tant concerns for managerial practice as software firms are increasingly investing and 
operating on distant foreign markets. For the theory development in the field of inter-
national entrepreneurship, the findings here indicate that although psychic and geo-
graphical distance have only a minor impact on the general pattern of internationaliza-
tion, the role of these factors have to be considered when a firm enters a distant for-
eign market. In addition, this paper further develops the analytical framework of 
Child et al. [10]. The original framework by Child et al. [10] is developed by using 
large multinationals from Hong-Kong. Findings here reveal that the framework can be 
also used to analyze the foreign market entry of software SMEs. In addition, this 
study gives more detailed definitions of the three components (distance-creating, 
distance-bridging, and distance-compressing) used in the framework.  
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Abstract. This paper describes a contingency framework for analysis of partner-
ing strategies in software business, a context where international entrepreneur-
ship is highly manifest. The framework (rooted in the literature on international 
alliances and partnering) consists of three-by-three matrix with the following 
dimensions: The product strategy of the firm (product, project or hybrid) and the 
value chain activities (inward, outward or both) that are coordinated through 
partners. The paper discusses the crucial elements of partnering in each of the re-
sulting nine windows, and make suggestions on software company strategy. 

Keywords: partnering strategy, partnering capabilities, management, global 
software business, product strategy, internationalization of SMEs. 

1   Introduction 

Partnering with other organizations is a significant mode of international expansion. 
In the face of intensified globalization CEOs are putting inter-firm collaboration 
higher on their agendas and partnering has emerged as a compelling strategic alterna-
tive for internationalizing firms. Defined in this study as “…on-going relationships 
between two firms that involves a commitment over an extended time period, and a 
mutual sharing of information and the risks and rewards of the relationship” [1], these 
inter-firm and often cross-national partnerships have grown to be “a powerful force 
shaping firms’ global strategies.” [2] However, regardless of the increasing popularity 
of partnering as a growth and internationalization strategy for SMEs, the effectiveness 
of this strategy has been under-explored in the literature. 

In this study, we develop a contingency framework for analysis of partnering 
strategies in software business, a context where international entrepreneurship is 
highly manifest. The well-known definition by McDougall and Oviatt [3] identifies 
international entrepreneurship as “a combination of innovative, proactive, and risk-
seeking behavior that crosses or is compared across national borders and is intended 
to create value in business organizations”. Our focus is to explore how this “behavior” 
and “crossing of borders” unfolds through inter-firm collaboration and partnering.  
                                                           
* Corresponding author. 
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Inter-organizational cooperation, especially when crossing borders is problematic 
field in which to do research as these relationships encompass several contractual 
modes and there are wide range of strategic motivations for formation of them. [4] 
What is more, the inherently complex nature of partnerships over the time calls for 
process oriented research in this area, but the majority of the studies still adopt cross-
sectional, structural research approach and are driven by secondary data. [5]   

In this paper we describe a new model of partnering strategies, which is applicable 
to international entrepreneurs within the software domain and perhaps also other fast 
changing knowledge-intensive businesses. The main dimensions of the model are the 
product strategy or the firm (product, project or hybrid) and the value chain activities 
(inward, outward or both) that are coordinated through partners. In the next section 
we outline the conceptual foundation for the study. Then, we explain our methodol-
ogy that we use to illustrate the partnering process in the chosen context. Finally,  
we report the results of the case analyses, discuss the findings, and summarize their 
implications. 

2   Conceptual Foundation 

2.1   Partnering in the Internationalization of SMEs 

Partnering and strategic alliances are important means of international expansion and 
a growing number of SMEs have applied this mode in their expansion. However, as 
Welch et al. [6] note, there seems to be a high drop-out rate from partnerships, and 
that, despite the many observable appeals of using partners in foreign operations, it is 
difficult to make international partnerships work in practice. By definition, SMEs 
have more constraints in resources and capabilities [7] as compared to large MNCs 
and are subject to the several liabilities such as newness [8], smallness and foreign-
ness. [9] SMEs are also exposed to high rate of uncertainty regarding e.g. potential 
clients and their needs. [10] They do not possess enough resources at the start-up 
phase to tolerate any serious business mistakes. [11] Establishing international part-
nerships and thereby leveraging others’ resources is a potential way to overcome the 
mentioned liabilities. Despite the increasing popularity of international partnering and 
strategic alliances, the underlying process of partnering remains under-explored as the 
literature continues to be dominated by cross-sectional studies. The prior research has 
tackled the partnering strategies and processes but very often partially, i.e. focusing 
merely on certain (early) phases such as partner selection. There is a need to under-
stand the strategy and process as a whole however, as a large percentage of interna-
tional partnerships fail because senior management at domestic firms takes a casual or 
careless approach to foreign involvement. [12]  

Processes have been studied in strategy research and process has been conceptual-
ized in different ways. Also partnering or alliance process has been described in sev-
eral other publications and various other models have been presented. [13] [14] [15] 
[16] If we see the process as a sequence of events that describe how things change in 
time, it is also good ground to use explorative methods and case studies. Salk [5] 
review descriptions of the alliance processes of earlier studies and described put them 
into three stage model: 1) Formation (including selection of mode of entry, partner 
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selection, negotiation, structuring), 2) Operating (day-to-day operations and activities 
including learning), and 3) a Change or Discontinuation, which include instability and 
failure. The early stages of partnering process has gained the most of the focus, but 
we see that the management and the later stages at the process deserve increased at-
tention as it has a major role in making the relationship work. The Figure 1 illustrates 
the partnering process model. The model is agglomerated view of the total partnering 
process. Each stage has its own sub processes that have been described in the litera-
ture. For example, the formation stage the partner selection process has been exam-
ined recently by e.g. Holmberg and Cummings. [17] 

 

Fig. 1. Partnering process in global software business 

2.2   Role of Product Strategy in Partnering 

Software companies rely on a variety of product strategies. In principle, however, the 
companies fall into the categories of either standardized product or tailor-made “soft-
ware project business”, which are the polar opposites in the global software business. 
[18] [19] 

Only few companies fall perfectly into either of the polar opposites because their 
solutions include both tangible and intangible parts [18] [19] It is also typical for 
software companies to shift their focus from tailor-made offerings towards more stan-
dardized products, and vice versa, especially during their first years of development. 
However, it is proposed that a product strategy of the firm has a significant impact on 
the partnering process. Depending on the type of the product (i.e. whether if it is e.g. a 
software service or packaged software), the need for a partner may increase and the 
available internationalization options differ. Hoch et al. [20] also look at the differ-
ences between the two extremes in the software industry, i.e. differences between 
professional services (projects) and the product business. Some of the differences in 
their survey are presented in Table 1. Professional services in the IT or software sec-
tor are normally provided by specific IT consultants (either small firms or firms like 
Accenture and Gap Gemini) or other software firms operating in the field of project 
business. The industry characteristics in this segment are closely related to that of 

Partnership 
Formation 

Operating 

Partnership Change or 
discontinuation 

selection of mode of entry, partner  
selection, negotiation, structuring 

day-to-day operations and activities  
including learning structuring 

(instability and failure) 
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management consultants. The business is built around people, relationships and trust 
with the customers. The other extreme, the software product business is more “tangi-
ble business” and its products are more “physical” and exportable.  

Table 1. Dynamics of professional service business vs. software product business (Partly based 
on Hoch et al, p. 46. [20]). 

 PROFESSIONAL 
SERVICES (“PROJECTS”) 

PRODUCT BUSINESS 

Marginal costs Almost constant (service based 
on people, small economies of 
scale effect) 

Almost zero (but high first 
copy costs). 

Market  
structure 

Highly fragmented, many actors 
with similar services. 

Drive towards high  
concentration. 

Regional  
appearance 

Mainly regional, with increasing 
tendency to globalisation 
(through partnerships and  
networks) 

Highly globalised  

Customer  
relationship 

One to one (service based on 
good customer relationships, 
trust etc.) 

One to few, one to many 
(tailor-made software  
products vs. packaged  
products) 

Need for  
support 

Solutions often based on other 
actors’ products: applications, 
platforms etc. 

Mass-market software  
products stand normally 
alone. Enterprise solutions 
need installation,  
customisation, training etc. 
(often provided by  
professional service firms). 

Most important 
number to 
watch 

Capacity utilization rate Market share (installed 
base) (“winner-takes-all-
economy”) 

Examples of 
firms 

Accenture, Gap Gemini, many 
small local players 

Microsoft, Lotus, Corel in 
the mass-market segment. 
SAP and Baan in the  
enterprise solution segment. 

 
Similar results were also got in the research conducted by the Telecom Business Re-

search Center (TBRC) [21] in 1999-2000. In a survey consisting of 171 Finnish small 
and medium sized enterprises (SMEs) operating in the ICT domain packaged software 
producers proved to be the most international. They also had more customers and more 
target markets than the firms producing more tailor-made products (see e.g. 
Kuivalainen). [22] However, there were a lot of similarities in their goals as well: almost 
all the firms were willing to increase their internationalization and partnering efforts.  

Many firms also aim towards rapid internationalization because of the quest for the 
market leadership in their new developing market segments. This phenomenon is 
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closely related to the concept of the “law of increasing returns” and to the concept of 
“killer application”. Software business is said to be run by this “returns law”; this is 
especially important to the packaged software producers who are more able to gain 
economies of scale and enjoy low marginal costs. 

The nature of the software business drives companies towards co-operation. Co-
operation may offer one solution to respond to the changing challenges of this turbulent 
environment. The software market is a high-technology market and it is characterised by 
high levels of market and technological uncertainty. [23] Partnerships can help the firm 
to access new markets. [24] Smaller companies may get access to international distribu-
tion channels through partnerships with larger companies in the field.  

2.3   Value Chain and Partnering Strategy 

Oviatt and McDougall [25] state that (in addition to the number of countries entered) 
international new ventures may be distinguished by the number of value chain activi-
ties that are coordinated internationally. The literature has mostly emphasized the 
“outward” or “downstream” activities, i.e. marketing and selling of companies’ prod-
ucts in export markets. For example, Varis et al. [15] also focused on “outward” end 
of value chain in their study on how new ventures select and use partners in their 
international marketing and distribution. 

However, until recently the “inward” activities such as R&D and international 
sourcing have been left to a lesser attention within the international entrepreneurship 
literature. In the current “flattening world” it needs to be understood that internation-
alization of the firm is a comprehensive process that involves the whole value chain. 
[26] There is some available evidence, however, that partnering is already a reality 
among entrepreneurial growth-oriented SMEs. For example, according to the TBRC 
survey mentioned above, [21] 49% of the SMEs in Finnish ICT-sector had partnering 
relations and 53% of the partnerships were related to sales activities. 47% of the re-
spondents considered that the partnerships were strategically very important for  
their companies, and also three fourths of the companies saw that they would need 
partnerships in the future. Moreover, 43% of the companies seek partnerships for 
internationalization. The companies seeking new partnerships agreed more with the 
argument that growth is only possible by internationalization, and these companies 
were generally more growth oriented. These companies also shared the opinion that 
there is not enough growth potential in the home market, that to succeed in the future 
it is essential to internationalize, and that they need a partner for internationalization. 
Consequently, prior research has found evidence that in a global business such as 
software the international partnering takes place throughout the value chain.  

2.4   Proposed Contingency Framework 

With the aim to ‘unpack’ the partnering strategy we utilize contingency approach to 
study partnering. The contingency approach intends to identify common settings and 
observe how different structures, strategies and behavioural processes suit each set-
ting. [27] It stresses the importance of situational factors in company management and 
emphasizes the fact that solutions are situational rather than absolute and may become 
inappropriate under different environmental conditions. [28] However, in certain 
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contexts it should be possible to identify particular strategic actions which could be 
more beneficial than some others. [29] Companies are seen as problem solving enti-
ties, where decision makers undertake rational decision processes designed to cope 
with the complexity and uncertainty of the environment. As an example, Robertson 
and Chetty [30] saw that according to the contingency theory the export performance 
of the firm is determined by the extent to which its behaviour fits into its internal 
and/or external context. 

The contingency approach suggests that variations in effectiveness are not random, 
but depend on the appropriate matching of contingency factors with internal organiza-
tional designs. [27] Companies have different features and environmental situations 
(resources, capabilities, markets) and there is probably no single best way to manage 
or organize in these different situations. This means also that different strategies 
should be designed for different environmental contexts. [31]  

In this paper, as noted before, we analyze the partnering strategies of the interna-
tionalizing software SMEs based on two contingencies, i.e. product strategy of the 
firm and value chain activities that are coordinated through partners. It can be as-
sumed that there are differences in the partnering activities (e.g. how systematic part-
nering is) based on the location of the firms in the contingency table presented in 
Figure 2. Consequently Figure 2 illustrates our contingency framework for analysis of 
partnering process in global software business.  

 

Fig. 2. A proposed contingency framework of the effect of product strategy and value chain 
activities on partnering process 

Our proposition or a working hypothesis is that if a firm has a complex hybrid 
product strategy and it utilizes partners in all kinds of value chain activities, it should 
have clear-formulated partnering strategy to be able to be successful in its operations. 
In practice this would mean e.g. that there are tools for various partnering phases 
available and in use for partnering managers and partnering would be systematic and 
part of the organization culture. This is especially an important determinant of success 
whilst the internationalization process is ongoing, the challenge the focal software 
SMEs are facing in our empirical sample described in the next section of the paper.  
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3   Research Design 

Research in the area of partnering strategy in internationalizing SMEs is still in its 
formative stages. Thus, in order to get an insight into this contemporary phenomenon 
within its real-life context [32] we adopted a multiple case-study approach in our 
exploration. We followed the principles of data collection set up by Eisenhardt [33] 
and [32], and used multiple sources of evidence in gathering our data. The primary 
data collection method used in this study was a series of in-depth interviews with the 
key informants in the companies (managing directors, marketing directors etc). In-
depth interviewing is a time-consuming, costly data-collection technique relative to 
some other types of data collection such as mail or telephone surveying. However, for 
the purposes of this study, in-depth interviewing offered an opportunity to gather a 
rich database of open-ended responses to crucial questions about partnering strategy. 
The technique is also well grounded as “case studies might be the best means to  
understand how event unfold over time”. [5] 

Case selection is key decision in research process and should thus be made after 
consideration and critical assessment of alternatives. Random selection is neither 
necessary nor desirable, and theoretical sampling is recommended. Theoretical sam-
pling is carried out with a view to choosing cases that are likely to replicate or extend 
the emergent theory. [ 33] The theoretical criteria also have to be considered, e.g. how 
well they fit the conceptual categories and what their explanatory power is (see e.g. 
Eisenhardt). [33] We wanted to study companies that would be comparable with the 
following characteristics:  

• Are seen as entrepreneurial SMEs 
• Have international activities in inward (R&D, production), outward (marketing, 

sales) activities, or both.  
• Produce software offering either as standardized products or customer tailored 

services.  

The data was collected in Finland between 2004 and 2006 by interviewing at least one 
key informant in each of the chosen 21 companies. The interviews lasted an hour and 
a half on average and were tape recorded. After transcribing the interview tapes each 
researcher became familiar with the data by reading through all the transcripts care-
fully and independently. The emerging partnering strategies and positioning of the 
companies in “nine windows” were identified from transcripts, and all the three re-
searchers broadly agreed on them.  

4   Findings 

Our contingency framework divides different partnering strategies in nine strategic 
windows (see Table 2). Framework can be utilized in describing how the contingen-
cies of software industry affect the partnering strategy. We present here, based on our 
empirical research, how the partnering strategies of companies vary depending on 
their product strategy. 
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Table 2. Case companies 

 Project Hybrid Product 
Inward partnering 1 1  
Both 1 9 3 
Outward partnering  4 2 

Window 1 (Project-Inward, 1 company): 

In the first window of our framework, companies are concentrating almost merely to 
project type of selling and they are using mostly inward partnering. Partnering is 
outsourcing, technology development or other inward partnering activities. This is 
probably quite natural behavior of companies who are mainly active in project busi-
ness. We found one case company to this window. 

The case company in window 1, named W1a, is a smaller software producer sell-
ing complete software solutions for the financial and insurance industry, i.e. their 
customers are mainly large companies. They have used outsourcing in their software 
development as a mean to gain cost benefits. This has been done internationally from 
the quite beginning. This has lead to sales in the same target countries or they have 
followed their domestic customers to foreign markets. 

Basically, case company W1a is a quite representative case of this kind of a prod-
uct strategy which has lead to partnering strategy with inward partnering as supposed. 

Window 2 (Hybrid-Inward, 1 company): 

In this window, the companies are having a “hybrid” product strategy, i.e. selling both 
ready made, “packaged” products and also projects to their customers. Partnering 
strategy is more inward type relations. 

The case company, named W2a, is already quite well established and international-
ized company using partner network in product development. Actually, the case com-
pany base their products on open source and has a distributed, virtual organisational 
structure. Thus partnering has a crucial role in their operations, but has a bit different 
starting point. 

Window 3 (Product-Inward, 0 companies): 

This window 3 is representing companies who have software products and inward 
partnering. We did not find any case companies in our sample this window, which is 
also quite natural as companies who have productized their software do probably not 
need that much inward partners, but are maybe more interested in finding suitable 
distribution and marketing channels, and using partnering potentially for these pur-
poses. Inward partnering is probably not an acute issue for these companies. 

Window 4 (Project - Both inward and outward, 1 company): 

This window is representing project business companies who have both inward and 
outward partnering relations.  

The only case company in this window, W4a, has a software platform which is tai-
lored for each customer. The company has international partners both in technology 
development and on the distribution side. 



 Partnering Strategies in Global Software Business – A Contingency Perspective 71 

 

Window 5 (Hybrid - Both inward and outward, 9 companies): 

Companies in this window are supposed to have a hybrid offering on product side and 
also both kinds of partnering relations. This window has the biggest group of compa-
nies which can be also understood as the companies in the sample are relatively 
young and they may not have yet reached maturity in their focus and strategy. Also 
the business area is still developing and it is not so easy to classify companies. Actu-
ally, in one interview a company manager was referring to this complexity as follows: 
“When the product has been designed as glue into this heterogenic mess, so the exper-
tise in clueing. These are very difficult issues and we our selves are trying to figure 
out this year what we really are. Customers know from their own point of view what 
it is all about. As we are a solution provider who is making a product. And we are a 
company with products that produces components. We talk about a mystic niche 
which does not exist yet.” 

All in all, this window presents a strategic window which in probably most com-
mon for young software firms as they are still in the middle of developing their prod-
ucts and offerings, and also their business is in early stages of development. 

Window 6 (product - Both inward and outward, 3 companies): 

In the sixth window companies have a product to offer and are using both inward and 
outward partnerships. There are three companies in the sample representing this kind 
of position. The first case company, W6a, is a smaller firm, but describes itself as 
global company (they have activities in 54 countries), and they have used both out-
sourcing partnerships and marketing partnerships. The other two case companies have 
already grown and have quite established positions in the market. They also have 
clear product offerings and are actively using partnering (technology partners, partner 
programs and value-adding resellers). 

Window 7 (Project - Outward, 0 companies): 

As well as Window 3, this window is empty, i.e. has no case companies. This can be 
explained theoretically as companies seemingly have project type of offering and 
probably need to keep the customer contacts in their own hands. The strategic  
position that this window is representing is probably not so common in the software 
business. 

Window 8 (Hybrid - Outward, 4 companies): 

Window 8 has companies with both project and product offerings but concentrating in 
outward partnering. In this window case companies vary in size and style, i.e. they are 
actively selling to quite different fields (e.g. mobile technology, building industry, 
security applications). Companies clearly have both project type business (tailoring) 
and product sales. 

The first case company in this window (W8a) have partners that act as consultants 
and technology developers. The second company (W8b) has outward partnering con-
tracts with several large companies. Case company W8c has sales partners in seven 
countries, and they are waiting for strong growth through one major player in the 
software field. Last case company W8d has grown very fast during the last years and 
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it has widely spread international activities. They describe their offering as a mass-
tailored product. All the case companies in this window are using partners in interna-
tional sales. 

Window 9 (Product - Outward, 2 companies): 

The window 9 was supposed to represent one quite natural strategic window for soft-
ware companies. Companies in this window have packaged products (as one inter-
viewee referred “a cellophane product”) and are organizing their sales with partners. 
The small number of case companies in this window can probably be explained by the 
difficulty to develop this kind of standardised software products. The relative small-
ness and young age of the companies can be one explaining factor. 

Cross-case analysis 

We can sum up that the heterogeneity of the software business and the complexity of 
the offerings are making the classification of companies into the different windows 
quite demanding task. On the other hand, we could find representative case compa-
nies to most windows and we can illustrate the changes in partnering strategies ac-
cording to product strategies. The case companies could be analyzed in more detail to 
get more thorough analyse, but clearly we can point out certain empirical evidence to 
our theoretical assumptions and our framework gives a starting point for further stud-
ies about partnering strategies, processes and partner management. 

5   Discussion and Conclusions 

Our aim was to unpack the partnering strategy of software SMEs which are interna-
tionalizing and utilizing partners in this endeavour. Although there is an abundance of 
literature on international partnerships and alliances the alternative strategies in man-
aging the process of partnering is perhaps under-researched and poorly documented 
compared to other areas of inter-firm collaboration and especially in the context of 
SMEs. In this paper we have developed a contingency framework for analysis of 
partnering strategies in software business, a context where international entrepreneur-
ship is highly manifest. Our framework consists of three-by-three matrix with the 
following dimensions: The product strategy of the firm (product, project or hybrid) 
and the value chain activities (inward, outward or both) that are coordinated through 
partners. 

Our empirical analysis was based on a multiple case study of 21 companies. Our 
preliminary results show that there are differences in partnering strategies based on 
the contingencies utilized in the study. While some of our results are consistent with 
earlier research on partnering, many of our findings extend previous research and 
offer some counterintuitive insights. The first major observation about our results is 
that most of firms (nine firms) actually were operating in the window number 5 in  
the middle, i.e. they had both hybrid products and were utilizing both inward and 
outward partners. This type of position is naturally challenging for a SME as it has to 
be able to handle ‘almost everything’. If we reflect this result to e.g. the classic Oviatt 
and McDougall [25] typology of international new ventures, it is clear that when 
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internationalizing this position is the most challenging. Why then are many firms 
utilizing or aiming for this type of position? One reason for this result can be seen to 
stem from another contextual factor, i.e. the software industry. The complex and 
global nature of the software industry leads firms to internationalize and product de-
velopment towards complete packaged product is not easy. Partners (e.g. in open 
software development) are often sourced globally by necessity, for example. In addi-
tion it can be seen that the offerings of the software companies actually change and 
develop over the time and in some phases the service element is more important than 
in others (cf. [19], for example). 

Second observation relates to the companies which were most international. The 
companies which had standardized products seem to be more international than their 
service/project based counterparts. This result is not surprising and supports earlier 
findings related to internationalization of services or software services in general (see 
e.g [34], [22]). However, further studies should dig deeper regarding partnering strat-
egy and process in this development. Both preliminary findings are relevant, or in 
other words, have useful implications for managers. First, partnering strategy should 
be planned to fit to the product development strategy and second, internationalization 
process. Based on the several interviews we came across to the phases in partnering in 
the companies. In most of the cases the process was more evolving and ad hoc –type 
of partnering: the challenge lays in the more systematic development of the partnering 
process. This comes through the experience but for practicing managers and public 
policy makers/support service providers the key would be to make this process speed-
ier; how to enhance the learning before doing is the challenge in this. 

This study needs to taken further in the future. The two key areas for further re-
search are a) the more thorough analysis of the partnering process and b) partnering 
performance. Cavusgil [12] has emphasized the performance outcomes in various 
publications but e.g. Contactor (2005) notes that the measures of partnership or alli-
ance performance are still underdeveloped. For us one of the key tasks in the future is 
to study in in-depth manner how the international partnering performance differs in 
different contingency windows presented in this study. To conclude, we hope that this 
study will spur future researchers within the international entrepreneurship domain  
to explore further the partnering strategies that the entrepreneurial firms use in their 
efforts to achieve success in international business. 
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Abstract. The quality of processes in Software Product Management (SPM) 
has a high impact on the success of a software product, as it improves product 
quality and prevents release delays. To improve the SPM practice, we propose 
the maturity matrix for SPM, a focus area oriented maturity model concentrat-
ing on the SPM functions Requirements Management, Release Planning, Prod-
uct Roadmapping, and Portfolio Management. In this paper, we describe the 
development of the SPM maturity matrix, consisting of (a) identification and 
description of capabilities, (b) positioning the capabilities at the right levels in 
the maturity matrix and (c) validating the maturity matrix with expert validation 
and a survey among 45 product managers and product management experts. 
The result is a validated maturity matrix that will guide further development of 
methodical support in SPM. 

Keywords: software product management, maturity, requirements management. 

1   Maturity in Software Product Management 

Software product management (SPM) is a crucial area within many software compa-
nies. Good product management has a high impact on the success of a software prod-
uct [1]. This requires a combination of technological, managerial and business skills, 
such as calculating optimal releases, setting out roadmaps, managing risks, and inter-
acting with many internal and external stakeholders. If these activities do not get 
enough attention, the quality of a product decreases, release dates are not met, and 
managing customers’ expectations become a large problem.  

Although the product manager’s function is highly important in the product soft-
ware industry, little education exists in this area [2]. Almost no education on SPM is 
being offered, except in the area of marketing and sales. Based on our experience in 
the market, especially in The Netherlands, Germany and Switzerland, we observe that 
most software product managers were earlier employed in functions such as develop-
ment manager, project manager or sales manager. This causes a gap of knowledge 
that the product manager has to solve by getting experienced in the area. Hence, lift-
ing the quality of the product by improving the SPM processes is often difficult. Most 
existing software process improvement (SPI) models aim at a broad spectrum of SPI 
and the area of SPM is usually not the main area of attention.  
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In this research, we propose a maturity matrix for SPM that can be used to assess 
an organization’s current SPM capabilities and offer local, incremental improvements 
to the product manager. 

In earlier research, we developed the Reference Framework for Software Product 
Management [2]. Since its publication, various studies have been done to test the 
reference framework in product software companies (cf. [3] and [4]). In this research, 
we use the reference framework as a foundation for our maturity matrix. Therefore, 
we will provide a brief explanation of the framework. 

In Figure 1, the reference framework for software product management is depicted. 
The framework consists of internal stakeholders (product management, company 
board, sales & marketing, services, support, development and research & innovation) 
and external stakeholders (the market, partners and customers). 

 

Fig. 1. Reference framework for Software Product Management 

The most important internal stakeholder, Product management, consists of four 
business functions: (1) Portfolio management concerns managing the different prod-
ucts that a company owns. Partnering, product lifecycle management and product line 
identification are part of this function. (2) Product roadmapping handles with the 
development of the product roadmap, in which future releases are planned based on 
themes and core assets. (3) Requirements management contains the activities of re-
quirements gathering, identification and organizing; all ongoing activities within  
the product management domain. (4) Release planning deals with prioritizing  
and selecting requirements in order to define the new release. Also the activities  
release validation, launch preparation, and scope change management are part of this 
function. 
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2   Research Design 

This study follows the design science methodology, in which research is done through 
the processes of building and evaluating artifacts [5]. The artifact in this research is 
the maturity matrix for SPM. During our research, we follow the 5 process steps  
of the design cycle [6]. This design cycle consists of several steps that follow an itera-
tive process; knowledge produced in the process by constructing and evaluating the 
artifact is used as an input for a better awareness of the problem. The 5 process steps 
are: (1) Awareness of the problem. In Section 1, we described the problem and its 
context. (2) Suggestion. The suggestion for a solution to the problem identified in step 
1 is developed in this step. In Section 2, we describe our approach in tackling the 
problem and the research methods that we use. (3) Development. The development of 
the artifact, in this case the maturity matrix is described in Section 3. (4) Evaluation. 
This step comprises the evaluation of the method. We used a survey to validate the 
method, as is described in Section 4. The results of this survey lead to a higher level 
of problem awareness and suggestions for solutions. (5) Conclusion. Finally, in Sec-
tion 5, conclusions and areas for further research are covered. 

In Fig. 2, we depict the structures of the two artifacts in this research. The REFER-

ENCE FRAMEWORK consists of KEY PROCESSES that are grouped into BUSINESS FUNCTIONS. 
Secondly, the MATURITY MATRIX consists of KEY PROCESSES and SPM CAPABILITIES. Each 
SPM CAPABILITY contributes to a KEY PROCESSES and it indicates which MATUIRTY LEVEL 
this process has. 

In addition to the artifact structure, the research methods used during the develop-
ment of both artifacts are provided. At the left, the research methods that were used 
for developing the Reference framework are listed and at the right the method for 
developing the Maturity matrix are listed. 

 

Fig. 2. Research methods and artifacts 

As shown in Fig. 2, this research was conducted with the following data collection 
methods: 

Literature study. One of the sources for the capabilities, which are defined for each of 
the processes in the reference framework for SPM, is a literature study.  

Brainstorm session. A brainstorm session was conducted with experts from the scien-
tific community to create the model. The session consists of two parts: 1) the capabili-
ties themselves were determined; 2) the positions of the capabilities in the SPM  
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maturity matrix were determined. The literature study was used as a basis for the 
brainstorm session. 

Expert validation. An expert from practice validated the results of the brainstorm 
session: the capabilities themselves and their position within the SPM Maturity  
Matrix. 

Survey. A final validation was conducted based on a survey with SPM experts from 
practice from all over the world. The goal of this survey was to validate the order of 
the capabilities relative to each other in the SPM Maturity Matrix. 

3   Developing a Maturity Matrix 

In this section, we first describe our choice for the type of maturity matrix we use, and 
then we describe its structure and the development process. 

3.1   Variance of Maturity Models 

Van Steenbergen et al. [10] recognize three variants of maturity models:  (1) staged 5-
level models, which distinguish five levels of maturity, which in turn have a number 
of focus areas that are defined specific to that level; (2) continuous 5-level models, 
which contain a number of focus areas, in each area the 5 levels are distinguished; and 
(3) focus area oriented models, in which each focus area has its own number of spe-
cific maturity level. 

Most well-known maturity models are staged or continuous 5-level models, such as 
the Capability Maturity Model (CMM) [11], and its follow-up CMMI [12]. Earlier 
research into the improvement of SPM shows some shortcomings in these methods. 
CMMI for example, has been found too heavy to use by several organizations [13]. 
And there are others who say that extensive software process improvement (SPI) 
frameworks, such as CMMI and ISO/IEC 15504 (SPICE) [14] are too large to imple-
ment, or even comprehend [15] [16]. For example, a typical CMM SPI cycle can take 
between one and a half and two years to complete. It also requires large resources and 
long term commitment [17], which can be a problem for small and medium compa-
nies. Another problem is that small and medium software companies often not only 
lack the funds required to implement many of the practices from CMM but also have 
to base their SPI initiatives on practices that do not apply to them [18]. 

For the reasons above, we choose to develop a focus area oriented model, in order 
to make local analysis and incremental improvement possible. Similar model have 
been used for the testing domain [19] and the architecture domain [10]. 

3.2   Structure of the Maturity Matrix 

In Table 1, the SPM maturity matrix is depicted. The matrix consists of columns and 
rows, which represent the two dimensions of the model. The columns 0 to 12 repre-
sent the different maturity levels for the model, where 0 is the lowest level of matur-
ity, and 12 the highest. The SPM processes, or focus areas as they are called in the 
matrix, are represented by the rows and are divided into four groups (the business 
functions; ‘Requirements management’, ‘Release planning’, ‘Product roadmapping’, 
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‘Portfolio management’). When a focus area is carried out at a certain maturity level it 
is called a capability. In Table 1, we can for example identify four capabilities: A, B, 
C and D. Capability A, located on level 1, is coded as RM1A and described as: “Ad 
hoc requirements gathering. Requirements are being gathered and registered.”  

Two more concepts need to be introduced: 

Intra-process capability dependency. This is the dependency of one capability within 
a certain key process to another capability in the same key process. In Table 1 this 
type of dependency is depicted with an arrow between RM1B and RM1C. 

Inter-process capability dependency. Intra-process refers to the dependency of a ca-
pability in a certain key process to a capability in another key process. In Table 1 this 
is depicted with an arrow between RM1D and RM3C. 

A more detailed explanation on the structure of the matrix can be found in [7]. 

Table 1. Maturity Matrix Structure 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
 RM1. Requirements gathering A B C D    
 RM2. Requirements identification A B C    
 RM3. Requirements organizing A B C   
 RP1. Requirements prioritization A B C D    
 RP2. Requirements selection A B C D   
 RP3. Release definition A B C    
 RP4. Release validation A B C  D  
 RP5. Launch preparation A B C   
 RP6. Scope change management A B C    
 PR1. Theme identification A B C    
 PR2. Core asset identification A B   C 
 PR3. Roadmap construction A B C    
 PM1. Market trend identification A B C    
 PM2. Partnering & contracting A B C    
 PM3. Product lifecycle management A B C    
 PM4. Product line identification A B C    

3.3   Developing a Maturity Matrix for Software Product Management 

We followed three main steps during the development of the maturity matrix: 

1. Identification and description of capabilities 
First, a literature study was carried out. This literature study was based on a multi-

tude of papers describing specific processes within the field of SPM, e.g. [8] and [9]. 
Then, a brainstorm session with four SPM experts was held to identify the capabili-
ties. Two of them had extensive professional experience in SPM and the other two 
were researchers to SPM.  
2. Positioning the capabilities in the maturity matrix 

The next step concerned positioning the capabilities in the matrix. By analyzing 
the inter- and intra-process capability dependencies, we decided the order of the  
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capabilities in the matrix. For example, for the first capability in the process in Re-
quirements identification (RM2A), it makes sense to have gathered and registered 
requirements, which is capability RM1A. Therefore, RM2A must be placed at least 1 
level after RM1A. This activity resulted in a matrix of 13 levels (0-12). During the 
validation, we will find out whether this is the right size. 
3. Validating the maturity matrix 

The third and last step is the empirical validation of the matrix. In Section 4, we 
describe how we use a survey to validate the positions of the capabilities. 

4   Survey 

Our survey consists of three parts: Introduction questions, general questions and ca-
pability questions. It starts with two introduction questions: “Which SPM areas are 
you familiar with?” and “How are you related to SPM?” The answers to these two 
questions determine which questions will be presented in the remainder of the survey. 
First, the respondent can choose which of the four SPM areas will be included in the 
survey. Only SPM-areas of which the checkboxes are ticked will be included in the 
survey. The second question is used to find out whether the respondent is a software 
product manager or another SPM professional. After the introduction question, some 
general questions are posed concerning company size, experience, etc. 

The main structure of our survey is based on the four business functions that are 
defined in the reference framework for SPM: requirements management, release 
planning, product roadmapping, and portfolio management. For each function, we 
asked how our identified capabilities should be implemented in an organization. If we 
would ask to fill in a whole matrix per area, we would get very large matrices. For 
example, the release planning area has 21 capabilities and 12 rows. During the first 
pilots it appeared this would cause a cognitive workload that was too high. Therefore, 
we decided to use another approach and divided the matrix in three sub matrices. In 
the first matrix, ranging from 1 to 6, capabilities A and B are covered. In the second 
matrix, ranging from 4 to 9, capabilities B and C are covered. Finally, if necessary, a 
third matrix is used to cover capabilities C and D.  In Table 2, part of the matrix is 
depicted, showing the division in three separate matrices.  

Table 2. Matrix Division 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
 RM1. Requirements gathering        
 RM2. Requirements identification       
 RM3. Requirements organizing      

 
In Figure 3, we depict part of the survey in which all capabilities A and B of the 

Requirements Management process area are listed. The capabilities are listed on the 
left and the levels (1-6) in the middle. The last columns can be used to indicate 
whether the respondent has implemented the capability. The N/A option is for non-
product managers that execute the survey. 
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          Maturity levels         Implemented? 

 

Fig. 3. Survey Questions Requirements Management 

4.1   Data Collection 

In order to find respondents to the survey, we posted a message to several mailing 
lists. Below, you can find an overview of the members of these mailing lists: 

 Netherlands product software mailing list: 175  
 Netherlands SPM community: 68  
 International SPM community: 176  

In addition, during a national meeting among 20 Dutch product management profes-
sionals, the survey was promoted. Finally, the URL of the survey was posted on the 
SPM community website [20]. Please note that the members of the different mailing 
lists, visitors to the meeting, and visitors of the website overlap. 

The number of respondent to the survey is 84. Of these 84 only 45 were useful, i.e. 
they did not quit the survey after the first two pages. Not all questions have the same 
amount of responses. The respondents can make a choice in the beginning of the sur-
vey, for which they can indicate on which SPM area they can answer questions. Per 
SPM area, we have the following amounts of respondents: 

 Requirements management: 42 
 Release planning: 27 
 Product roadmapping: 25 
 Portfolio management: 19 

The respondents originate mostly from the Netherlands (36). Other individuals  
originate from Germany, Canada, USA, India, South Africa, Sweden, Switzerland  
and Spain. 13 of the respondents followed a course or study in SPM and three  
are certified in SPM. In Table 3, some characteristics concerning the respondents’ 
function, company size (only product managers included) and experience are  
provided. 
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Table 3. Respondents’ Characteristics 

Function  Company size Experience 
 Product manager  30  Less than 50  12  0-2 years  13 
 Researcher  5  50 - 250  7  3-5 years  12 
 Consultant  3  More than 250  11  6-10 years  13 
 Other  7   More than 10 years  7 

4.2   Data Analysis 

In this section, we will analyze the results from the survey. For each business func-
tion, we describe the results of the survey and compare this with our initial maturity 
matrix. In principle, we use the survey results to update our maturity matrix. How-
ever, we make one exception. Dependencies between capabilities in the different 
business functions were not part of the survey. Therefore, in case a capability is 
placed on a certain maturity level because of a dependency to a capability in another 
business function, we keep to the original sequence.  

We use box plots to give a graphical overview of the distribution of each capabil-
ity, as is illustrated in Figure 4.  

smallest observation highest observationmedian

25% 25% 25%25%  

Fig. 4. Box plot 

The box plots show the median, smallest and highest observations and the distribu-
tion over the quartiles. In addition, the outliers (if present) are shown. We use the 
medians as an indication of the maturity level of a capability, because we want to 
know which level was chosen most for a certain capability. 

We list all capabilities within one business function in a box plot. At the Y-axis, 
the different capabilities are listed and at the X-axis, the maturity levels are indicated. 
Please note that some medians are not integers, but rational numbers. E.g. RM1C has 
a median of 5.5. The reason for this is that the respondents had to enter these maturity 
levels twice (cf. Section 4.1). Sometimes this resulted in two different answers, of 
which we calculated the mean. In such cases, we look at the distribution of the box 
plot to identify at which level the capability should be placed (in RM1C that means 
that the capability is placed on maturity level 6). 

4.2.1   Requirements Management 
In Fig. 5, the results of the Requirements management survey part are depicted in a 
box plot. In Table 4, the matrix is illustrated with the original results, and the devia-
tions that were found when comparing it with the box plot. We also indicate the status  
 



84 I. van de Weerd, W. Bekkers, and S. Brinkkemper 

of a capability. “A” means that the result of the survey was the same as the original 
position, “A” indicates the result of the survey that was different from the original 
capability, and “A” shows the old position of the capability.  

Several issues are noteworthy. Firstly, the intra-process capability dependencies 
are the same; all capabilities are positioned in the sequence A, B, C, (D). For the in-
ter-process capability dependencies we see some differences that we will implement 
in the final matrix.  

 

Fig. 5. Box plot Requirements Management 

Table 4. Requirements management matrix 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
RM1  A  B   C   D    
RM2   A  B B   C     
RM3   A A  B B  C  C    

4.2.2   Release Planning 
In Fig. 6 and Table 5, the results of the Release planning part of the survey are illus-
trated and compared with the original matrix. Again, the intra-process capability de-
pendencies are the same. However, in the inter-process capability dependencies we 
see many small deviations. All of which have been incorporated into the matrix. One 
issue stands out: The prioritizing and selection capabilities (RP1A and RP2A) are 

 

Fig. 6. Box plot release planning 

Table 5. Release planning matrix 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
RP1 A A B B C D 
RP2 A A B B C D D 
RP3 A A B B C C 
RP4 A B B C D D 
RP5 A A B C 
RP6 A B C  
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implemented earlier than all other capabilities. Apparently, the respondents consider 
these activities as the minimum that a product manager should implement.  

4.2.3   Product Roadmapping 
The results of the Product roadmapping part of the survey are illustrated in Fig. 7 and 
compared with the original matrix in Table 6. Also for Product roadmapping, the 
intra-process capability dependencies are analogous to the original matrix. In the 
inter-process capability dependencies we see some deviations that will be included in 
the matrix. 

 

Fig. 7. Box plot product roadmapping 

Table 6. Product roadmapping matrix 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
PR1 A B C
PR2 A B B C C 
PR3 A A B C C  

4.2.4   Portfolio Management 
Finally, in Fig. 8 and Table 7, the results of the Portfolio management part of the survey 
are illustrated and compared with the original matrix. Again, the intra-process capability 
dependencies are the same as in the original matrix. In the inter-process capability de-
pendencies we see a few small deviations, which we will include in the matrix.  
 

Fig. 8. Box plot portfolio management 

Table 7. Portfolio management matrix 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
PM1 A B C C 
PM2 A B C C 
PM3 A B C C 
PM4 A A B C C  
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4.3   Results 

In Table 8, the final maturity matrix for SPM is presented. We made some adaptations 
compared to the survey results. First, all capabilities of the Product roadmapping 
business function have all been shifted one level to the right. The dependencies be-
tween business functions were subject to the survey and we believe that the product 
roadmapping capabilities should be on a higher level. Finally, several capabilities that 
are placed on the highest maturity level of a certain area have been shifted to the right, 
namely RP2D, RP4D, PR2C and PR3C and all the C-capabilities of the Portfolio 
Management function. Reason for this is that we do not only want to incorporate the 
fastest way to implement the capabilities in our matrix, but we also would like to 
provide a balanced way to improvement. 

In Table 8, we also show the score for one of the respondents in the benchmark 
questions. This respondent works for a company with less than 50 employees from 
the Netherlands. He did not have any education or certification in SPM. The overall 
SPM maturity level is determined by checking for which maturity level all capabili-
ties (and the preceding capabilities) are implemented. As can be seen in the table, the 
maturity level in this case is 3. To advance to a higher maturity level, say level 4, 
work needs to be done in RM2, RP3, PM1 and PM2. 

Table 8. Maturity matrix for Software Product Management 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
RM1. Requirements gathering A B C D    
RM2. Requirements identification A B C    
RM3. Requirements organizing A B C    
RP1. Requirements prioritization A B C D    
RP2. Requirements selection A B C D   
RP3. Release definition A B C    
RP4. Release validation A B C  D  
RP5. Launch preparation A B C    
RP6. Scope change management A B C    
PR1. Theme identification A B C    
PR2. Core asset identification A B   C 
PR3. Roadmap construction A B C   
PM1. Market trend identification A B C    
PM2. Partnering & contracting A B C    
PM3. Product lifecycle management A B C    
PM4. Product line identification A B C    

4.4   Threats to Validity 

Validity refers to the degree to which a response measures what we intend for it to 
measure [21]. We identified three types of validity threats that are important to dis-
cuss, namely threats to conclusion validity, construct validity, and external validity. 
Internal validity is less important since this study is not about establishing a causal 
relationship. It is a descriptive study, in which we describe the mostly used implemen-
tation sequence of SPM capabilities. 
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Firstly, conclusion validity is the degree to which conclusions we reach about rela-
tionships in the data are reasonable. Important is the composition of participants and 
the statistical analysis. At the beginning of the survey, respondents were asked to 
indicate with which of the SPM areas they were familiar. The respondents only got to 
answer questions about these areas. Therefore, we believe that the respondents were 
experienced enough to answer the questions they selected. Most of the respondents 
are not anonymously, since an email address is needed to send them the benchmark 
report. However, there is no reason to believe that they have not answered according 
to their best knowledge, since there is no social pressure to answer in a particular way. 
Therefore, we consider the conclusion validity not to be critical. 

Construct validity concerns whether we measure the construct that we believe we 
measure. On the introduction page of the survey, we have provided all definitions on 
all important concepts used in the questionnaire. Hence, we minimized the threat that 
participants interpret concepts differently. However, it is not possible to completely 
eliminate this threat. 

External validity concerns generalization of the results to other groups and contexts 
than the one studied. The survey was sent to different groups of SPM professionals, as 
is described in Section 4.2. The respondents are mainly product managers with vary-
ing experience, working for companies of varying sizes. Most of the respondents are 
from the Netherlands. A drawback is that only 46 respondents filled out the survey. 
However, given the diverse background of the respondents concerning company size 
and experience, we believe that the validity is high within the product manager popu-
lation in the Netherlands. Since we believe SPM is not particularly influenced by 
culture, we believe that we can also generalize the results to other countries. To be 
sure, more research is needed. 

5   Conclusions and Future Research 

In this paper, we described the development of a maturity framework for SPM that 
can be used to assess an organization’s current SPM capabilities and offer local, in-
cremental improvements to the product manager. After developing the matrix, we 
used a survey in which 45 SPM professionals reported by indicating the right order in 
which SPM capabilities should be implemented in an organization. The results of this 
survey supported our initial positioning of the SPM capabilities, at least, when look-
ing at the inter-process capability dependencies. Concerning the intra-process capabil-
ity dependencies, several deviations were found, of which most of them have been 
used to improve the matrix. Currently, we are carrying out multiple case studies to 
refine the capabilities. 

We believe that the maturity matrix for SPM is a valuable tool for process assess-
ment in SPM. In addition, the matrix can also be used as a means to achieve process 
improvement, for example by using it in the Product Software Knowledge Infrastruc-
ture (PSKI) [22], which creates a process advice for product software companies by 
taking its situational factors into account [23]. In future research, we will carry out 
case studies at different product software companies to further validate and refine the 
matrix in SPM capability improvement. 
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Abstract. Developing product software is getting increasing attention from 
both academics and practitioners. Organizations are recognizing the benefits 
and importance of developing a product for a market. Also, several software 
companies that develop customer-specific software have identified a need to 
change to developing and selling product software. Since few studies are avail-
able in this domain, it is difficult for organizations to handle such a transforma-
tion. In this research, we introduce the productization process that describes the 
transformation from developing customer-specific software to product software.  

Keywords: productization, software product management, customer-specific 
software, product software. 

1   Introduction 

Custom information systems are made-to-order systems and are typically built for 
specific users [1]. Nowadays, inspired by the success of large software vendors, such 
as Microsoft and SAP, an increasing number of companies that develop this customer-
specific software have a desire to transform to developing product software. Product 
software is defined as “a packaged configuration of software components or a soft-
ware-based service, with auxiliary materials, which is released for and traded in a spe-
cific market” [2]. Both situations differ in many respects [3], for example where for 
customer-specific software development usually one release is delivered, the product 
software development consist of recurrent releases. Consequently, this involves proper 
requirements management and release planning. Therefore, organizations that make a 
shift to developing product software need to change their internal processes.  

An approach that can be used to structure the internal processes of a product soft-
ware company is the reference framework for Software Product Management (SPM) 
[4], which gives product managers and organizations more insight information about 
the product management processes and involved stakeholders. In the reference 
framework, key process areas, stakeholders and their relations are modeled. The four 
main product management functions are Portfolio management, Product roadmap-
ping, Requirements management, and Release planning. Additionally, the interaction 
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of product management with internal stakeholders (company board, research & inno-
vation, development, support, services, and sales & marketing) and external stake-
holders (market, partner companies, and customers) are also included.  

Currently there is barely any scientific literature available on the explicit transfor-
mation from developing customer-specific software to developing product software, 
which we coin as productization:  the transformation process from customer-specific 
software development to a standard software product [5]. As a result, the main re-
search question of this study is:  

How can organizations transform from developing customer-specific software to 
product software? 

In this research, we focus on the software product management domain. Evidently, 
there are more processes that change during a productization process, such as services 
and sales, but these are not in the scope of this research.  

In the following section we first describe the research approach that was followed. 
Section 3 presents our main result: the productization process. Subsequently, in  
section 4, this result is evaluated. In section 5, we present the discussion. The final 
section consists of the conclusions and suggestions for future research. 

2   Research Approach 

The research described in this paper is a design science research. In order to answer 
our main research question, we apply the design-science research guidelines proposed 
by Hevner et al. to describe the problem solving process of understanding, executing, 
and evaluating research [6]. The design-science guidelines “seek to extend the 
boundaries of human and organizational capabilities by developing new innovative 
artifacts”. The artifact that we develop in this research is the Productization process, 
which describes the transformation process that companies typically experience when 
shifting from developing customer-specific software to product software. We com-
bined the five process steps of Vaishnavi and Kuechler [7] with the guidelines from 
Hevner et al. [6] to give our approach more structure: 

1. Awareness of the problem. The initial step consists of all activities in order to under-
stand the problem. The main technique we applied in this step is an extensive litera-
ture study on several research areas. As a result of that, we defined the problem 
definition and we determined the contribution of this study. Two guidelines which 
are covered within this step are ‘problem relevance’ and ‘research contributions’. 

2. Suggestion. The second step proposes a solution from the existing knowledge and 
theory base for the problem area. By carrying out a literature study, we identify the 
differences between developing customer-specific software and developing prod-
uct software. In addition, we study various methods and approaches that can be 
used to change the internal processes of an organization. Consequently, this step 
covers the guideline: ‘design as a search process’.  

3. Development. Based on the suggestions from the previous step, we develop a first 
version of the artifact, which is, in this case, the productization process.. We use 
two data collection techniques in order to gain additional knowledge. Firstly, we 
carry out exploratory interviews among software product managers and software 
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product management experts, to gain more insight on how organizations evolve 
over time. Secondly, a literature study is used to obtain more information on the 
transformation process. The result of this step was the productization process as 
proposed in Section 3. This third step covers the guidelines ‘design as an artifact’ 
and ‘research rigor’. 

4. Evaluation. The fourth step consists of the evaluation of the designed artifacts. We 
interview several SPM experts, create a survey for software product managers, and 
carry out a business case. The evaluation is described in Section 4. Accordingly, 
this step covers the guidelines ‘design evaluation’ and ‘research rigor’.  

5. Conclusion. Finally, the last step analyzes the results of the study. We use them to 
deduce the answer towards our research question and provide a discussion of the 
results. As a result, this step covers the guideline ‘communication of the research’. 
The discussion and conclusion are described in sections 5 and 6. 

3   Productization 

Two major differences exist between customer-specific software development and 
product software development: the difference between stakeholders and a major pres-
sure on time to market [1]. The main stakeholder involved for customer-specific soft-
ware development is the external stakeholder. They specify which requirements need 
to be implemented and are more involved during the development. Consequently, the 
main pressures for such organizations are the costs and the customer satisfaction. On 
the other hand, within a product software company, the developer decides about the 
requirements and selects the stakeholder representatives. The main pressure for these 
companies is the time to market, which is covered by regularly releasing new releases. 
Therefore, it requires a careful release planning and requirements prioritization [3].  

In order to evolve customer-specific software into product software, we propose 
the productization process, consisting of different stages in which the transformation 
process is depicted (Fig. 1). This process assumes an internal drive to change from 
developing customer-specific software to a standard software product. The external 
triggers that can lead to transformation, such as customer and market dynamics, are 
not taken into account.   

 

Fig. 1. Productization process 

Organizations are able to enter at each stage of the process and continue until one 
of the two end stages is reached. The two possible end stages of the productization 
process are: customizable software product (stage 6a) and standard software product 
(stage 6b). According to Hietala et al. [8], this “degree of productization”, is influ-
enced by product market, concepts, benefits, positioning, requirements, features, 
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specifications, delivery channel, marketing, selling, and packaging. We applied two 
end stages for the productization process because often there is a need for some cus-
tomization in order to integrate software in a customer-specific situation. It can take 
substantial time and effort to get enterprise product software up and running and 
therefore pieces need to be customized [9]. Also [10] recognized the intension of 
selling software products and of providing support services. They identify this ap-
proach as a “hybrid approach” and consist of a customer-specific part so that the 
product is better applicable within current infrastructures.  

In the following sections we depict and describe each productization stage. We use 
a red color for the customer-specific parts and blue for the shared parts. 

3.1   Stage 1 – Independent Projects 

This first stage of the productization process represents a portfolio of projects that are 
executed independently. A company is carrying out projects that have barely any 
standard common functions or features. The software applications that are delivered 
differ considerably in size, budget, technology, and functionality. These differences 
are represented in the figure by using different sizes for the software blocks.  

 

Fig. 2. Independent projects 

The projects are especially driven by the customers and therefore they are the main 
stakeholders within this phase. The success of the projects is measured by customer 
satisfaction and acceptance. Consequently, there is usually a small physical distance 
between customers and the developers [11]. Keeping the customers involved is essen-
tial in order to satisfy them and therefore all customers’ requirements must be ob-
tained. Based on the fixed number of requirements, the delivery date and the required 
resources can be determined [12]. After the software is developed, it is validated to-
gether with the customer and after acceptance it is implemented. 

3.2   Stage 2 – Reuse across Projects 

The second stage of the productization process is identified as Project Feature Reuse: 
Projects are executed differently and features or functionalities are reused across  
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Fig. 3. Reuse across projects 

projects. In contrast to stage 1, there is the possibility of reusing specific, already 
developed, features, functions, components or modules from previous projects. 
Hence, this stage represents a company that starts to develop projects by reusing ele-
ments from other projects. An advantage of reusing functionalities from finished 
projects is that the overall quality and reliability of the software can increase because 
specific parts have already been tested within previous projects. This pattern of reus-
ing features from previous projects continues throughout the upcoming projects re-
sulting in a basic set of standardized features or core functionalities. However, at this 
stage, the amount of customized features developed is still considerably larger than 
the standardized features.  

3.3   Stage 3 – Product Recognition 

Compared to stage 2, in stage 3 the standardized part of the projects is larger than the 
customized parts. We therefore call this stage as Product Recognition: Large parts of 
projects are reused and a product scope starts to emerge from the reused functional-
ities. Basically, a company is able to identify the similarities of customers’ wishes, 
which results into a more generic basis for / recognition of a product. Important in this 
stage is that an organization should evaluate the potential to become market-driven. 
When it is decided to start transforming to product software, stage 3 is the first step of 
creating a product. During this stage, the main boundaries of the product emerge and 
based on that a company can define a product for a specific market or purpose.  

Within each of the flowing stages, the maturity of the product management  
functions should increase until at the end all functions are fully in place. We do not 
provide a specific adoption approach because there is no given hierarchy of imple-
menting the product management functions. In the figure, we indicate this growth in 
maturity with the gray block on the right-hand side of the figure. The further in the 
productization process, the higher the product management maturity and the larger the 
dark segments of the different SPM blocks. 

Central in stage 3 is the requirements management function. All new emerging 
customers’ requirements should be stored and managed in one central place. Manag-
ing the requirements is necessary because when a company starts to recognize a  
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Fig. 4. Product recognition 

specific product there is still a need to satisfy the customers. The main focus of this 
stage is still based on satisfying the customers. Therefore, we cannot speak of a  
standardized product designed for an entire market. Each project still has its own 
customized part merged into the main structure of the software in order to satisfy the 
customer.  

3.4   Stage 4 – Product Platform 

One of the major differences between developing customer-specific software and 
product software is the change in the lifecycle of a product. In order to determine the 
future of a product, a company should start focusing on future releases in order to 
gain bigger market share. Based on the definition of [13], we define this stage as 
Product Platform: a set of features that form a common structure, from which a 
stream of derivative products can be efficiently customized, developed and produced. 
As in the previous stage, many features are reused across projects. What is more,  
the product is recognized and a clearly defined product platform is used as a  
basis.  

 

Fig. 5. Product platform 
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Due to the introduction of the roadmapping function, a company can generate a 
long-term plan. This means that the main focus on satisfying the customer is decreas-
ing and the focus of gaining more market share should increase. The requirements 
management functions should also gather market requirements instead of only the 
customer requirements. These market requirements are needed in order to determine 
the content of the future software product releases because eventually the customized 
part should be as small as possible.  

At this stage, we still are not able to speak of a first release of a software product; 
the amount of customized features within the projects is at this point still too large. 
The standardized part of this stage can be seen as the initial start of creating the prod-
uct by generating its main core. This core can also be identified as a generic product 
platform which is extended by a large customer-specific layer.  

3.5   Stage 5 – Standardizing Product Platform 

The main focus of this stage is still the customer-orientation, but compared to stage 4, 
it starts to change towards a market orientation and bringing the emerging product to 
the market. Therefore, the company should create a more standardized product which 
is applicable for more customers in the market. The definition of this stage originates 
from the definition of [13]. We define it as Standardizing Product Platform: increas-
ing the set of features that form a common structure and introduce releases, from 
which still a stream of derivative products can be efficiently customized, developed 
and produced.   

 

Fig. 6. Standardizing product platform 

If necessary, the organization can still create for each customer its own customized 
part. The result of this approach is a standardized main product with additional event-
based (customizable) releases. Due to the introduction of the releases, the lifecycle of 
the product increases and current customers get acquainted with these releases.  

3.6   Stage 6a – Customizable Software Product 

Stage 6a is one of the end stages of the productization process. By adapting the defini-
tion of [2], we define this stage as Customizable Software Product: a packaged  
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configuration of a software-based service, with auxiliary materials, which is released 
for and traded in a specific market and customized for a specific customer.  In con-
trast to the previous stage, in stage 6, releases are the same for each customer. 

 

Fig. 7. Customizable software product 

For some companies, there is still a need to be able to customize the software 
product so that it can be integrated within specific situations. This product type is 
characterized by software that is too complex to be sold ‘off-the-shelf’ and that re-
quires customization or special integration and installation work [10]. Therefore, there 
is the need for a customized layer on top of the product so that the required function-
alities can be added. The size of the functionality and code of is customization is, in 
general, small in comparison to the standard product. 

Also [14] identified the essence of still having a customizable part in order to be 
able to apply the product to different situations. Additionally, [9] identified this type 
of product software as “enterprise solution systems” because usually this type of 
product software is developed for other enterprises.  

3.7   Stage 6b – Standard Software Product 

As described in Section 3, the productization process has two end stages. Stage 6b is 
the other end stage of the productization process. Inspired by [2], we define this stage 
as Standard Software Product: a packaged configuration of software components, 
which is released for and traded in a specific market.  

After several stages still focusing on the customers, this stage focuses on a market 
in general. By performing active marketing and sales activities, the company should 
start to sell the product to a mass-market and start looking at the wishes of that mar-
ket. In order to bring the product to the market, it is required that there are no custom-
ized features included within the product and the product is completely configurable. 
Furthermore, the main measurement in order to determine success is mainly based on 
getting a bigger market share and having a shorter time-to-market. An advantage of 
selling product software is that no additional development is required in order to be 
able to sell the product to new customers. This results in a much bigger potential 
market and more customers [8].  
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Fig. 8. Standard software product 

4   Evaluation 

The methods we used for the evaluation of the artifacts are expert validation (consist-
ing of interviews and a survey), and a business case. In this section, we describe both 
types of validation and the related validity threats. 

4.1   Expert Validation 

For our expert validation of the productization process, we used an expert panel of 
five experts, because the interviewed experts provide an informed, objective, and 
unbiased opinion as well as suggestions about the developed artifact [16]. The focus 
of the interviews was to evaluate the acceptance and recognition of the productization 
process in the past of organizations. Key questions were related to how Dutch compa-
nies actually transformed in order to become a product software company. Addition-
ally, we evaluated whether the productization process is technically sound in relation 
with the viewpoints of the SPM experts.  

Secondly, we created a survey in order to get the opinions of eight product manag-
ers from a wide range of companies which participated on an SPM course. The survey 
was designed in such a way, that we were able to examine the structure of artifact for 
static qualities (e.g. complexity or readability) [6]. We wanted to find out whether the 
participants were able to recognize such process and the possibility to select a stage 
which is applicable for their product(s). As a result, several suggestions emerged and 
all participants were able to select an applicable stage. More details on the expert 
validation can be found in [5]. 

4.2   Productization in Practice: A Case Study 

In addition to the expert validation, we also carried out a case study at MP Objects to 
validate the applicability of the productization process in a business environment. By 
performing a case study, the validation process provides an in depth evaluation in a 
business environment [17]. MP Objects is a small sized software vendor which is a 
specialist in providing ICT solutions for the logistic sector. The software is a unique 
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IT solution for Supply Chain Management within and across organizations and they 
support companies with the integration across the supply chain, the collaboration 
between people in the order cycle, and the optimization of processes in the supply 
chain.  

In order to apply the productization process, we designed a specific approach that 
consists of three steps. The first step determines the initial position by carrying out an 
assessment. The assessment uses the maturity matrix for determining the maturity of 
the (present) SPM processes [19], situational factors for the determination of the best 
suitable maturity levels [18], and the process deliverable diagram for the visualization 
of the organizational structure of the initial situation [20]. Secondly, a gap analysis 
must identify the distance from the initial position until being fully Software Product 
Management oriented. We used situational factors [18] to determine the best suitable 
maturity levels for the product management functions. Consequently, with the initial 
maturity levels we determine which processes need to be implemented or improved. 
Finally, based on the gap analysis, recommendations can be identified, which an or-
ganization can use when they continue in transforming to become market-driven. An 
elaborate case study description can be found in [5]. 

4.3   Validity Threats 

In conducting our case study, we considered the three validity threats as described by 
[21]. Firstly, construct validity is covered by using multiple sources of evidence for 
the data collection of specific information. While gathering the required data for the 
productization approach, we applied the viewpoints of consultants and developers in 
order to get a better and representative result. Secondly, external validity refers to the 
approximate truth of conclusions that involve generalizations. As for the exploratory 
interviews and validation interviews, we combined the gathered results of the scien-
tific field with the gathered results of the business field. Also, for the survey we in-
volved organizations that differ in several areas (by using the situational factors). 
Finally, we also tried to verify the results of the validation process with references 
from the literature before we applied them. The last threat, reliability concerns the 
demonstration that the results of the study can be replicated. For the business case, we 
covered this by creating an approach for the implementation of the productization 
process. Additionally, all other relevant information and conclusions are documented 
so that the results can be replicated.  

5   Discussion 

Based on the evaluation described in section 4, we feel that more validation is re-
quired to prove the added value of the productization process and to determine the 
validity and applicability of the identified stages. For example, there still exists some 
discussion on the identified stages of the productization process. Some members of 
the expert panel proposed to merge two stages and others commented on the fact that 
the end stages of the productization process are limited to customizable software 
products and standard software products (stage 6a and 6b). Furthermore, some experts 
mentioned that it could well be possible to use one of the other stages as end stage. In 
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addition, some suggested that there should be a possibility to move backwards in the 
productization process, since there is always a possibility that an organization decides 
to change back to a customer specific focus. Additional case studies in different types 
of software companies should be carried out to validate the productization process in 
an organization that is transforming. 

Another issue that needs to be discussed is the parallels that can be drawn between 
the productization approach and the evolution of product lines as described in, for 
example, [22]. In this article, Bosch describes the evolution of a product line through 
different maturity levels, ranging from independent products, via a shared product 
platform, to a configurable product base. Similarities with the productization process, 
of which the stages range from independent projects, via a shared product platform, to 
a standard software product, are easy to recognize. However, there are some impor-
tant differences. The aim of software product line evolution is to transform the way in 
which products are being built. By using a configurable product base to develop a 
variety of products, the cost of development and the time to market can be decreased 
[22], compared to developing products from scratch. In the productization process, 
the aim is not directly to decrease costs and time to market, but to change the whole 
business model. Instead of carrying out customer-specific software projects, a shift is 
made to developing a standard software product for a market, hence serving a much 
larger array of customers. Nevertheless, the analogy with product line evolution is 
present. 

6   Conclusions and Further Research 

The research question, as we stated in Section 1, is: 

How can organizations transform from developing customer-specific software to 
product software? 

To answer this question, we proposed the productization process that describes the 
transformation from developing customer-specific software to product software and 
that can assist organizations in becoming a product software business. The entire 
productization process is supported by the implementation of the product manage-
ment functions of the reference framework for SPM. Additionally, per stage a brief 
description is presented which explains in more detail the characteristics of that par-
ticular stage. The stages represent the different phases that can occur during such a 
transformation. Eventually, when an organization has reached its desired end stage, 
all product management functions should be in place.  

We believe the productization process is a valuable contribution in the research 
domain of software business. However, this research also identifies the need for more 
research on the transformation from customer-specific software development to prod-
uct software development.  

Future research and more expert interviews or case studies are required in order to 
be able to provide a valid answer. Finally, research carried out by [2] also identified 
the overlap of Open Source software. Further research should look deeper into the 
integration of Open Source software in the productization process.  
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Abstract. Open Source is giving rise to new methodologies, compe-
tences and processes that organizations have to investigate both from
the technical and the managerial point of view. Many organizations are
studying the possibility to adopt open source products or migrate their
systems to open frameworks, even for mission-critical application. In this
paper we discuss a roadmap for organizations that want to establish a for-
malized governance methodology for the management of the open source
products, taking into consideration issues such as software quality and
community reliability. The governance framework is designed to be in-
cluded in a more complete software assurance system for open source
software.

Keywords: Software Assurance, Open Source, Governance.

1 Introduction

The concept of Software Assurance (SwA) [4] involves a number of different
phases of software process and varies depending on the specific context where it
is applied. For instance, the implementation of SwA actions can be targeted to
the reaching of specific software quality, security or dependability requirements.

Generally speaking, the term assurance has been associated to the task of re-
ducing general information risks while improving, at the same time, the overall
quality of data reported to management and decision makers. In fact, the assur-
ance concept is associated to different tasks, such as risk assessment, information
systems security, internal audit, and customer satisfaction surveys, focused on
specific aspects of the environment they are applied to [1].

As far as software engineering is concerned, the assurance process includes all
the activities that an organization deems necessary to provide a correct level of
confidence that a software effectively will satisfy the functional and non-functional
requirements requested by its users. As depicted in Fig. 1, assurance activities, in a
traditional waterfall-based development process, are process-oriented. Each phase
of software lifecycle is coveredby specific assurance activities, starting from the Re-
quirements and Use Cases definition, where specific tests analyze the fulfillment
of security requirements and the presence of possible abuse cases [13], and exam-
ining, for instance, the Code phase, where specific tools are exploited to calculate
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the sets of product metrics that are able to assess code quality, dependability, per-
formance, and the like.

Of course, in the case of cooperative development processes, like the ones used
for Open Source (OS) development, is not possible to identify a complete and
rigorous development process and, consequently, associate all assurance tasks
showed in Fig. 1. In this scenario, the definition of assurance mechanisms for OS
solutions is a difficult task.

Fig. 1. Assurance tasks in a traditional, lifecycle-based development process

The problem of defining an assurance methodology for OS projects has been
studied by Damiani et al. in [3], where the problem of establishing assurance
policies and methodologies for OS software has been addressed, focusing on the
specific security requirements of critical telco environments. In this paper we try
to extend the concepts described in [3] focusing on issues related to OS software
governance, providing a guide and a roadmap for managers and decision makers
for driving them through the decision of adopting OS frameworks in their critical
applications.

The paper is organized as follows. Section 2 gives an introduction of open
source governance. Then, Section 3 describes OS governance methodology, in-
troducing a new vision for the OS management, and Section 4 an outlook of the
future work to implement the model. Finally, Section 5 gives our conclusions.

2 Open Source Governance

In the literature, the concept of “governance” has been mostly associated to the
creation and the management of the community of users and developers that
characterizes an OS product [12]. As for instance O’Mahony and Ferraro [14]
define a model for OS community governance, while in [11] the author gives
insights how the lessons learned from OS communities could be applied to other
productive environments.

The concept of governance has to be extended in order to consider OS envi-
ronments not only from the point of view of an inside-analyzer, but taking into
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consideration the needs of an organization or a group which wants to integrate
OS products following precise and reliable adoption policies.

The common policies used in the case of adoption of commercial products
could not be applied, since they are mostly focused on the purchase cost variable
that could not be directly applied to OS products. Otherwise, such OS gover-
nance should take into account aspects that are typical of OS development, like
community management, the number of developers, the quality of the available
source code, the type of license, and so forth. If not managed, the “free” world of
OS software can rapidly lead to inconsistent situations from both technical and
licensing perspectives. Therefore, governance policies are becoming increasingly
important as a means of ensuring the long-term viability and acceptability of
OS projects inside and across enterprises.

The problem has been debated from many point of view, trying to give high-
level recommendations on how to implement an existing governance framework
to drive specific education and enforcement actions [7], or how to define a gov-
ernance structure suited to the symbiotic relationship of actors involved in the
OS process [10].

An enforceable program of OS governance is of paramount importance for
gaining more value from OS products, protecting, at the same time, the interest
and assets of organizations. In this paper we describe the governance model that
an important telco player (Telecom Italia) studied and developed by exploiting
researches on OS environments undertaken by the academic research group at
Università degli Studi di Milano. The model is aimed at understanding the con-
text in which the software will be adopted and having a full knowledge of the
impact that the adoption will have in organization common activities. In fact,
in the telco context the exploiting of OS can range from simple deployment of
selected applications, to the embedding of OS packages in the development of
critical systems. The model provides a set of metrics, recommendations, and
procedures to analyze the OS software to be embedded in legacy solutions.

The implementation of a reliable governance framework will be integrated in
the overall SwA strategy that could be implemented by organizations to raise
their awareness and control of the adopted software packages.

3 Open Source Governance Model

The OS governance methodology implemented by TelecomItalia is composed of
two distinct phases: i) the selection of the suitable OS tool and ii) the manage-
ment of the OS environment.

3.1 Open Source Tools Selection Methodology

The need for TelecomItalia of having a model for OS governance comes from the
results of an analysis of installed OS packages across all the company’s business
areas. The results was reported in [3] and shows that, while OSS adoption was
pervasive, it was carried out without any kind of adoption strategy: a number
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of different applications were installed to perform the same activity, resulting in
multiple outcomes when performing the same action.

The typical business process for telco companies is based on eTOM model
(enhanced Telecom Operations Map) [19], released by the TeleManagement Fo-
rum. The model includes a hierarchy of process definitions, offering a structure
to represent and develop areas of the process. Furthermore, it is important in
the management of licenses and Intellectual Properties Rights (IPRs). In fact,
different process areas imply different levels of visibility and customization of the
adopted OS package. This issue leads to a careful analysis of the license types
and the area where they are going to be integrated, ensuring that the license of
the adopted package is consistent with its specific license and business area. Ac-
cording to the specific service in which the OSS component is embedded, special
care has to be taken in verifying the suitable licenses.

The methodology answers three specific questions: i) Identify reliable com-
munities, identifying a set of parameters to be collected and evaluated period-
ically to rate the communities themselves, ii) Verify the type of licenses
used, comparing them with the business area they are going to be included,
and iii) Verify the quality of the adopted solution, evaluating it in terms
of adherence to coding and security standards.

Community Reliability Metrics. The evaluation of the reliability of an OS
community requires the definition and evaluation of a set of metrics that have to
be applied to public data released by the communities themselves, or extracted
analyzing forums, download logs, and releases frequency. Currently, there is any
standard framework of metrics, but a number of independent projects (e.g., as
described in [16]) provide their own metrics, each one focused on specific aspects.

Even though well-known portals like SourceForge, Freshmeat, and the OW2
consortium, release information about the projects they host and distribute,
those data are semantically heterogeneous and do not allow cross-portal evalu-
ations. For instance, the management of issue tracking system is handled very
differently at different portals, and the definition of “closed” for an issue is sub-
ject to different interpretations. Also, the importance given to the number of
downloads varies when the community considers more valuable the quality of a
product rather than its diffusion.

Currently, the most-established assessment frameworks are the BRR Model
[15], which provides a complete set of metrics to evaluate if a project is enough
mature to be adopted but does not define rules on collecting data, and FLOSS-
mole [9], that collects and distributes data from several communities. However,
these two sets of metrics are not homogeneous and are difficult to compare.

In order to fulfill the task of evaluating more the community aspect than
the software itself, evaluating at the same time the reliability and the reac-
tivity of the community to newly discovered bugs and vulnerabilities, we con-
sider FOCSE (Framework for OS Critical Systems Evaluation) [5], a framework,
developed by the Università degli Studi di Milano, based on a set of general
purpose security-related metrics that perfectly fit the needs of the analysis.
In fact, FOCSE includes some specific metrics expressing the capability of the
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Table 1. First level metrics

Metric Description

Date of Search Date when current data were collected

First Release Date Date of the first documented
stable release of the product

Last Stable Release Date Date of the last product stable release

#ofBugsDetected No. bugs detected from bug reports

#ofBugsFixed No. bugs fixed from bug reports

#ofForumReplies No. community answers to forum messages

#ofForumThreads No. groups of specific user questions

#ofReleases No. releases since project start up

#ofPatches No. patches since project start up

#ofDownloads No. downloads since project start up

Project Core Group existence Evaluate the existence of a group
of core developers (1 if exist, 0 if do not exist)

Number of core Developers No. core developers contributing the project

Forum and Mailing List Support Check forum and mailing list availability
(0 if no mail no forum, 1 if mail but no forum,

2 both mail and forum)

RSS Support Check RSS availability (0 no, 1 yes)

Documentation fulfillment 1 to 5 check for the presence of the following type
of documents: admin, user, config,

release delta notes,white paper guides

community to adapt to continuous changes in security threats and vulnerabili-
ties. It provides a set of metrics focused on multiple areas: i) Generic Application,
ii) Developers Community, iii) Users Community, iv) Software Quality, v) Doc-
umentation and Interaction support, and vi) Integration and Adaptability with
new and existing technologies.

The original formalization of FOCSE provides two different sets of metrics:
the first one includes all metrics that can be readily computed from available
information on the OSS projects, while the second one requires parameters whose
measures involve privileged access to the developers’ community. Such metrics
has been improved and adapted for the particular needs of the Telco context
where they are going to be applied to; Tab. 1 and Tab. 2 summarize the metrics,
giving a short description of them.

To generate a single estimate, it is necessary to aggregate the value of met-
rics in Tab. 2. This way, two or more projects, each one described by its set
of attributes, can be ranked. To this aim, an aggregation algorithm has to be
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Table 2. Second level metrics

Metric Description

Age Age of the project calculated
from first stable release to Date of Search
Date of Search - First Release Date

Last Update Age Age of the last stable project
update to Date of Search

Date of Search - Last Stable Release Date

Project Core Group Evaluate the existence of a group
of core developers

[1 exist 0 do not exist]

Number of core Number of core developers
developers contributing the project

Replies/Threads Vitality of the community in terms of
(Community Vitality) no. answers in response to specific user questions

(#ofForumReplies/#ofForumThreads)

Number of Releases Number of releases since project start up

Update Average Time Vitality of developers group,i.e. mean number
(time/release) of days to wait for a new update

Age/(#ofPatches+#ofReleases)

Average of downloads #ofDownloads/#ofRelease rate
per release

Bug Fixing Rate Rate of bugs fixed, weighted over
the total number of bugs detected

(#ofBugsFixed+1/#ofBugsDetected+1)*
(1-exp(-#ofBugsDetected))

Problems per release (#ofBugsDetected - #ofBugsFixed)
/#ofReleases

Mean Time Between (#ofBugsDetected - #ofBugsFixed)/Age
Failures (MTBF)

Forum and Mailing Check forum and mailing list availability
List Support (0 no mail no forum, 1 mail no forum,

2 mail e forum)

RSS Support Check RSS availability [1 exists, 0 do not exist]

Documentation Check for the presence of the
Fulfillment following type of documents: admin, user, config,

release delta notes, white paper guides [1..5]
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provided to compute a weighted sum of all metrics value that will return an
indicator to establish if a product is acceptable or not.

A solution of this problem has been found in [5] using the Ordered Weighted
Average (OWA) operator. Introduced by Ronald Yager in [20], the OWA opera-
tor provides a parameterized aggregation method, characterized by a reordering
step that makes it a nonlinear operator. The OWA operator is different from the
classical weighted average in that coefficients are not associated directly with a
particular attribute but rather to an ordered position. The operator is defined
as follows:1

Definition 1. Let w = [ω1, ω2, . . . , ωn] a weight vector of dimension n, such
that ω1 ∈ [0, 1] and

∑
i ωi = 1. A mapping fOWA : Rn → R is an OWA operator

of dimension n if

fOWA(a1, a2, . . . , an) =
∑

i ωiaσ(i)

where {σ(1), σ(2), . . . , σ(n)} is a permutation of {1, . . . , n} such that
aσ(i) ≤ aσ(i − 1) for i = 2, . . . , n

All decision processes that involve multiple selection criteria (i.e. metrics), like
OS selection methodology described in the article, require some compensatory
trade-offs. They occurs in the presence of conflicting goals, when compensation
between the corresponding compatibilities is allowed. The OWA operator can
realize trade-offs between objectives, by allowing a positive compensation be-
tween ratings, i.e. a higher degree of satisfaction of one of the listed metric will
compensate for a lower degree of satisfaction of other criteria to a certain extent.

The metrics framework has been tested on a number of open source products
to show its potential and effectiveness. Tab. 3 compare three open source SSH
clients using FOSLET metrics: PuTTy, WinSCP, and ClusterSSH. Finally, Tab.
4 shows the aggregated values for the three applications, calculated using the
OWA operator. A precise and suitable calibration of OWA weights, and the
application of the aggregation operator, will lead to the creation of ranking of
the examined OS products, allowing to choose for the best one with respect to
organization policy.

License Type Evaluation. The intersection between the requirements of each
business area defined in the eTOM model (i.e. visibility of the services to common
users, customizations of existing code), and the specific characteristics of the
different types of available OS licenses, make their analysis an important issue
of the overall governance framework.

The definition of a standard procedure for license analysis starts from the re-
view of the literature in terms of OS licensing. The great success of OS paradigm
has lead to the proliferation of a great number of OS license types. Every license
shares the principle that everyone should be able to use, copy, modify, and dis-
tribute the code, but each one has particular ways to manage such actions.
1 A more complete formalization of the OWA operator is out of the scope of this paper.

A more detailed explanation could be found in [5][20].
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Table 3. Comparison of proposed SSH implementations [5]

Metrics Putty WinSCP ClusterSSH

Age 2911 days 1470 days 1582 days

Last Update Age 636 days 238 days 159 days

Project Core Group Yes Yes Yes

Number of Core Developers 4 2 2

Number of Releases 15 32 15

Bug Fixing Rate 0.67 N/A 0.85

Update Average Time 194 days 46 days 105 days

Forum and Mailing List Support N/A Forum Only Yes

RSS Support Check No Yes Yes

Reply/Threads(Community Vitality) N/A 3.73 5.72

Table 4. OWA-based SSH applications comparison [5]

Putty WinSCP ClusterSSH

fOWA 0.23 0.51 0.47

Several works categorize OS license in term of Intellectual Property Rights [17]
and try to track the transformation of the OS licensing with respect to the con-
tinuous changes of OS environment [8]. A complete listing of available license
has been published by the Open Source Initiative (OSI, www.opensource.org)
and by the Free Software Foundation (FSF, www.fsf.org), reporting more than
one hundred license types that differs in some parts and that could affect the
adoption and use in production environments.

Discussing how to manage all these license types is outside the scope of our
work. Instead, we categorize licenses in three overall categories. An understand-
ing of these licensing categories lays the groundwork over which the approach
of making decisions about OS licensing is based. In our three-category model,
licenses are categorized basing on the extent to which it requires a derivative
work to share same license in the produced code [18].

Category A: Unrestricted Licenses. The licenses in that category are
wholly unrestricted with regard to the scope of license use in derivative
works. A developer operating under a Cat. A licenses may therefore use the
commons to create virtually any work, in any way, and then use any kind
of licensing he or she desires for the derivative work. The developer may,
for example, use a free or OS license for the derivative work, or even use a
commercial closed license for the work. Examples are the BSD-style licenses.

Category B: File-based Community-fostering Licenses. Like Cat. A, in-
cludes licenses that allow developers to use the open code to create virtually
any work, in any way. They assume, however, that these derivative works
will be made up of source files that will ultimately become a single binary
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file, and that any source file that contains such code must be licensed with
the same license. They do not, however, impose this requirement on files that
do not contain code from the original code base; those files can be licensed
in any way the developer wishes. Examples are Mozilla-style licenses and the
Sun’s Common Development and Distribution License.

Category C: Strong Copyleft Licenses. Like Cat. A and B, it contains li-
censes that allow developers to use the open code in any way. Like Cat. B
licenses, they require any file that contains derived code derived to be li-
censed under the original license. Furthermore, they also require that any
file, regardless of code origin, which is combined under certain circumstances
with the common files must be licensed under the original license. Examples
are the GNU General Public License.

This classification has been used to create a check list table to help decision
makers on deciding how to behave in front of the different tools according to
their usage within an organization. Together with such categorization, that will
help to restrict the number of open tools we can include in our products, a
deeper check could be executed exploiting free products, like the Koders tool
(www.koders.com), that will examine the product code base ensuring that it is
developed free of concerns raised by OS licenses, known security vulnerabilities
or corporate policies regarding OS code usage.

Software Quality. The quality of OS software is expected to be good enough.
Anyway, some quality metrics, taken by literature, are applied to deeply eval-
uate it checking its intrinsic quality, the accordance to coding standards, and
the solution of known security issues. In particular, software quality is evaluated
using the well-established metrics for Coupling, Cohesion, Cyclomatic complex-
ity, and the Change Risk Analysis and Prediction (CRAP) metrics. At the same
time, the accordance to specific coding standards is assessed using free verifier
tools specific of the programming language used for the implementation, such as
the J2EE Verifier Tool (java.sun.com/j2ee/avk/), the High Integrity C++ Con-
formity (www.codingstandard.com), or the MISRA-C and MISRA-C++ tools
(www.misra-cpp.org).

Finally, security is taken into account. Security aspects are usually handled by
OS developers by exploiting community feedbacks and issues tracking environ-
ments. The need of some form of security certification based on a rigorous and
in-depth analysis has been raised, and the formalization of a certification frame-
work that will allow, on the one side, suppliers to certify the security properties
of their software and, on the other side, users to evaluate the level of suitability
of different OS security solutions, is strongly required [1].

3.2 Open Source Environment Management

The final, and may be the most critical, aspect of the OS governance is the
definition of the correct way the adoption has to be managed. The investment in
OS is also an investment in the IT department, since the adoption of established,
good-quality products will increase the internal skill level and know-how.
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Starting from this point, it is possible to operate in five distinct ways, differ-
entiated by the approach of the organization versus the OS environment.

Train people on the product. Developers are trained about the product,
giving them the knowledge for critical bug-fixing or possible customizations.

Train people to community work. Developers are trained to work in com-
munity, with a win-win approach, taking into consideration also the needs
and requirements of other members.

Ignite the community with developers. In case the OS product is consid-
ered important enough to be able to operate on the product, it can be wise
to exploit internal developers to contribute to the community either for small
enhancements or for bug-fixing. This allows to acquire competence on the
code, but understanding the behaviour and feelings of the community, on
how the community operates and on the timing it can react to requests.

Join the community board. If the organization wants to have the highest
Return of Investment, once ensured that problems with the licenses and
internal skills are overcome, the choice will be of operating directly on the
OS community board in implementing the necessary functionality, driving
it, and defining future tasks and functionalities. The result is approaching
the OS as a resource, where developers are either internal and external,
with savings not just on the maintenance of the component, but also in its
development.

Create a community. If a suitable community does not exist, it can result
profitable to share and open an internally developed solution to extend the
test and code base. Such an approach has been followed by TelecomItalia for
WADE, where a community has been created and driven to extend the OS
platform JADE [6]. A Support Group, that clearly owns the major skills on
the solution and will represent the core developers group, and a Technical
Manager, responsible for deciding on the roadmap of the product within the
arising community, have to be identified.

To protect the investment, where possible, the organization has to negotiate
privileges with the community, such as implementing certain features in a pro-
tected development environment, where the commit control is delegated to the
organization itself. Furthermore, a major involvement of organization in the com-
munities core group, will ensure a major stability of project requirements and
achievements.

Such a vision, applied to the last two scenarios, paves the way for a new per-
spective within the OS paradigm. The strict collaboration with OS communities
gives to commercial organization the opportunity of consistent savings since they
can enter and work in a working environment complete with all the communi-
cation, bug tracking, and versioning tools typical of OS projects. In addition to
that, the possibility to negotiate privileges with the board of the community,
gives the opportunity to work in a protected context.

For instance, organizations can ask to the board to open a new development
branch exploring solutions that are of interest for them; at the end of the imple-
mentation, such code will be released, as usual, under the adopted OS license,



Implementing Open Source Software Governance 113

but, at the same time, organizations will see their investment in OS protected
and profitable.

4 Future Work

At present, a major problem of OS adoption is the complete lack of standards
that force to normalize available data on the quality/confidence of the commu-
nities. This often results in a huge analysis effort that, due to the continuous
evolution of OS communities, has to be periodically repeated. The adoption rate
of OS components by large companies suffers from the lack of standards. Further-
more, the FOCSE framework, which has been used as the basis for the metrics
framework, has to be improved to include more sophisticated and community-
based concepts, like for instance the alignment between project strategy and
development objectives.

TelecomItalia, is trying to create consensus on some sort of standards - the
Open Source Governance Model as described in Section 3 - by operating within
TeleManagement Forum: the world’s leading industry association focused on im-
proving business effectiveness for service providers and their suppliers. The idea
is to export the work performed in collaboration with Università degli Studi di
Milano and integrate it with the experiences of the largest telco service providers
in the world to define de-facto standards to be proposed to interested OS service
supplier companies and indirectly to communities.

5 Conclusions

In that paper we analyzed the state of the art in OS governance, highlight-
ing known issues and proposing a new model for OS governance that could be
included in a overall OS software assurance strategy. Our model takes into con-
sideration the evaluation of communities reliability, the type of used license,
and the quality of the released software. Furthermore, we give a schema for OS
environment management, introducing a new vision for the OS paradigm that
considers commercial organizations as active elements of the OS communities,
reserving to them some sort of privileges that can protect their investment.
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Abstract. Software-as-a-Service (SaaS) is a relatively new and much hyped 
model of software delivery where the software is procured as a service over the 
Internet. We found that there were several different definitions of SaaS. Based 
on these definitions, we distilled a list of five characteristics that are required 
for a firm to be considered a SaaS provider. Using survey data from the Finnish 
software industry, we tested the proposed criteria. Closer examination of the 
survey indicated the criteria were necessary but not sufficient. Therefore, we 
extended the criteria to better grasp the phenomenon and tested the changes 
through a qualitative validation. Also, we found that while a large number of 
firms are producing software that is technically SaaS, pure SaaS-based business 
models are much more rare in Finland. 

Keywords: Software as a service, survey, qualitative study. 

1   Introduction 

Software industry is increasingly moving to services, and turning products into tools 
for vendors to sell services [1]. Software-as-a-Service (SaaS) is a concept that is often 
mentioned in this context. In general, SaaS refers to a software deployment model, 
where the software is provisioned over the Internet as a service. A key difference 
between SaaS and other new “on demand” models and the more traditional internet-
based deployment models (such as Application Service Provider, ASP), is that the 
service is to some extent standardized, whereas tailored software providers can use 
ASP model to deliver the software. The new on demand services are not limited to 
providing only software application as a service, but sometimes extend to as far as 
business process outsourcing [2]. In this paper, we however focus on the application 
provisioning side since it clearly belongs to software business, while pure business 
process outsourcing or hardware maintenance does not. 

Globally, the period during which SaaS model became well known and popular 
was in the mid 2000s. In 2005 IDC [3] predicted that 10 percent of enterprise soft-
ware markets would move to pure SaaS model by 2009. The forecast has not fully 
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materialized. Even though the SaaS industry is growing at 40-50 percent annually, the 
global SaaS market this year is estimated to be $6.6B, which is about three percent of 
total global software and related industry. Moreover, the user acceptance has not been 
great. In a survey of 333 enterprises in December 2008 in the US and UK, Gartner [4] 
found low level of approval from customers, describing overall satisfaction levels as 
"lukewarm". Particularly high cost of service, difficulty with integration, and techni-
cal requirements were seen as issues. Still, Gartner concluded that SaaS has become 
mainstream and growth of SaaS business would continue.  

SaaS is a difficult topic for a study since there is no one generally accepted defini-
tion of the concept. Instead, there are multiple related phenomena without clear 
boundaries; traditional application software providers, SaaS providers, and even web 
portals, online media and media business. It is clear that SaaS is about selling a pro-
ductized software service and doing this online. However, the exact borderlines be-
tween SaaS model and other e-commerce models are unclear. The purpose of this 
paper is to clarify the definition of SaaS by setting criteria for classifying companies 
as SaaS and to test this classification approach empirically.  

The structure of the article is as follows. In the next section we will review some of 
the literature on Software-as-a-Service covering a broad range of topics and disci-
plines from computer science to management. Next we describe our research ap-
proach that uses a combination of mail survey and qualitative analysis to test our 
proposed SaaS classification criteria. In the empirical results chapter, we will go into 
detail with the results that the quantitative and the qualitative studies produced. Dis-
cussion of the results concludes the paper. 

2   Definition of Software-as-a-Service 

In this chapter we present examples of SaaS definitions and discuss the main charac-
teristics of a SaaS solution, with an aim to understand better the nature of SaaS  
phenomenon. The definitions of SaaS typically include both business and technical 
perspectives, the former being the dominating viewpoint.  

The term Software-as-a-Service entered the mainstream computing vocabulary a 
few years into this millennium. Initially, the term was used for various forms of  
service oriented computing (see e.g. [5]), but is currently used for software that is 
provisioned over the internet and used usually with a web browser. The same naming 
convention is currently used also for other parts of the computing stack, e.g. Infra-
structure-as-a-Service (IaaS) and Platform-as-a-Service (PaaS)  [6]. 

As a software delivery model SaaS can be considered either as an extension or as a 
replacement to Application Service Provisioning (ASP), which is a delivery model 
that contains hosting, maintenance, and support of software [7]. In both models, SaaS 
and ASP, the software is accessed through the internet or other computer network and 
the vendor charges service fees. The main difference is that in SaaS the provided 
software is standardized for all customers, whereas in ASP each customer uses its 
own instance of the software. The technical solution where several customers use a 
single instance of the software is called multi-tenancy [8, 10, 9]. It is often argued that 
multi-tenant architecture is merely a technical solution to a business problem, and 
thus not essential part of the SaaS business model. From the business perspective, the 
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key issue is whether or not there is client specific installation and operating work. 
This impacts the scalability of the solution, its operational and maintenance costs and 
the deployment speed of new software versions. While multi-tenancy is probably 
present in virtually all SaaS offerings, it would be possible to achieve the same busi-
ness benefits by spawning a new instance of the software for each client automatically 
instead of serving the clients from the same instance of the software.  

Table 1. Definitions for Software as a Service 

Source Definition 
[12] In the software as a service model, the application, or service, is deployed from a  

centralized data center across a network - Internet, Intranet, LAN, or VPN - providing 
access and use on a recurring fee basis. Users "rent," "subscribe to," “are assigned”, or "are 
granted access to" the applications from a central provider. Business models vary  
according to the level to which the software is streamlined, to lower price and increase 
efficiency, or value-added through customization to further improve digitized business 
processes. 

[11] Software as a Service is time and location independent online access to a remotely  
managed server application, that permits concurrent utilization of the same application 
installation by a large number of independent users (customers), offers attractive payment 
logic compared to the customer value received, and makes a continuous flow of new and 
innovative software possible 

[13] Software as a service (SaaS, typically pronounced 'sass') is a model of software deployment 
whereby a provider licenses an application to customers for use as a service on demand. 
SaaS software vendors may host the application on their own web servers or upload the 
application to the consumer device, disabling it after use or after the on-demand contract 
expires. The on-demand function may be handled internally to share licenses within a firm 
or by a third-party application service provider (ASP) sharing licenses between firms. 

[14] In this form of computing, a customer runs software remotely, via the Internet, using the 
service provider’s programs and computer infrastructure. 

[15] SaaS is different from traditional software licensing, which involves the buyer’s purchasing 
a perpetual use license from the software publisher and then making additional investments 
for hardware, installation, and maintenance. In contrast, in the SaaS model, users buy a 
subscription to the software and the software publisher (seller) runs and maintains the 
software on his own hardware. Users with current subscriptions can obtain access to the 
software using the Internet. 

[8] Software as a Service (SaaS) is a software delivery model, which provides customers 
access to business functionality remotely (usually over the internet) as a service. The  
customer does not specially purchase a software license. The cost of the infrastructure, the 
right to use the software, and all hosting, maintenance and support services are all bundled 
into a single monthly or per-use charging. 

[16] SaaS is defined as a model of software deployment via the Internet whereby the SaaS 
provider licenses an application to customers as a service based on usage or periodic  
subscription payments. SaaS software vendors typically host the application on their own 
web servers or enable customers to download the application to consumer devices via the 
Internet. 

[17] Under SaaS, the software publisher (seller) runs and maintains all necessary hardware and 
software and buyers obtain access using the Internet. 

 
Table 1 lists various definitions of SaaS in the literature. Five distinct characteris-

tics are typically associated with SaaS in these definitions:  

1. Product is used through a web browser. 
2. Product is not tailor made for each customer.  
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3. The product does not include software that needs to be installed at the cus-
tomer’s location. 

4. The product does not require special integration and installation work.  
5. The pricing of the product is based on actual usage of the software. 

 
The multi-tenancy aspect [9] is regarded as critical in many SaaS definitions, but was 
not included in the list. We regard it as a technological choice in SaaS implementa-
tion, not a critical feature from business perspective. The impact of multitenancy from 
user’s point of view is included in the second and fourth criterion.  

3   Empirical Study 

To clarify the definition of SaaS and to develop a study method for identifying com-
panies using SaaS-based business models, we developed a set of questions and con-
ducted a survey of Finnish software companies. The sequential explanatory strategy 
[18] was utilized to further elaborate the result of the quantitative survey by one of  
the authors. After the analysis of the quantitative data, the criteria of identifying  
SaaS companies were evaluated independently by the other authors using qualitative 
techniques.  

The purpose of this approach was two-fold: 1) The internal validity of the quantita-
tive survey was evaluated. The main focus was on analyzing whether the existence of 
the five criteria characterizing SaaS business actually implicates that a firm provides 
SaaS products. Just as it is possible, but rather imprecise to identify for example a 
carnivorous creature from the teeth, claws and other easily identifiable “technical” 
qualities of the creature, the real question is if the creature hunts and eats other ani-
mals. Similarly, many firms and their products may have technical SaaS qualities, but 
the real question is whether the product can provide the values inherent in the SaaS 
model. 2) Additional information about the identified SaaS companies was collected 
in order to better understand the quantitative results and summarize the state of SaaS 
phenomenon in Finnish software product firms. 

3.1   Quantitative Survey of Finnish Software Companies 

To identify the SaaS providers, the survey started from the premise that a SaaS pro-
vider must consider itself as a software firm. This excluded for example a large share 
of web portals from the study. To identify which software firms are SaaS providers 
and which are not, the survey used the five criteria presented in the literature review 
above. 

The five items were measured on a five point Likert scale measuring the degree of 
the agreement on the statement (1=Strongly disagree to 5=Strongly agree). In addition 
to this scale, the survey form also contained other questions related to for example 
firm size, growth, and internationalization. In the ideal case, categorized as “pure 
SaaS”, the responses were positive (Agree or Strongly Agree) onto all the five  
questions. In the “high SaaS characteristics”, one response was allowed to deviate. 
The “Web based solutions” group included two to three positive responses, and 
largely consisted of hosted non-standard solutions. In addition to the SaaS scale, the 
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questionnaire included a question of nine different revenue sources (e.g. license sales) 
and the respondents were instructed to estimate how many percents of their total 
revenue came from each of these sources. The survey form is available online at 
http://www.softwareindustrysurvey.org/ 

The data was a subset of a larger data set that was collected as a part of a research 
project surveying the software firms in Finland. The sample was a list of firms con-
sidered to cover the whole Finnish software product industry and majority of the  
service firms as well. Oversampling was necessitated by the project resulting in the 
inclusion of 3396 firms in the list, of which 60% was estimated to belong to the popu-
lation. The sampling frame is further described in [19]. One recognized limitation of 
the SaaS analysis was that these questions were presented to only a subset of firms. 
The focus of the SaaS questionnaire was on SMEs and therefore the public listed 
firms and microenterprises were not included in the study. 

The survey was implemented following a modified version of the tailored survey 
design method [20]. The mailing begun with a pre-notice letter, followed by the main 
survey package using postal mail. After initial mailing each firm was contacted two to 
four times using email and telephone. A printed questionnaire and a web form were 
offered as alternative options for the informants. This phase of the data collection 
lasted from June through August 2009. 

The data was analyzed using Intercooled Stata, version 10.1. After data preparation 
the data was analyzed with the help of plots and tabulations. In the data screening 
phase also factor analysis and cluster analysis were used to familiarize with the data. 
The results from these analyses were not interesting, so we decided to exclude them. 
Finally, cluster analysis was used to develop a classification based on revenue 
sources. This analysis is reported in detail in [19] and excluded due to space  
constraints. 

3.2   Qualitative Validation 

We performed a qualitative analysis of the SaaS providers identified in the survey 
using the providers’ web-pages as data source. Our goal was to test the technical 
characteristics, which was used to define SaaS, and analyze whether the criteria were 
able to capture the essence of SaaS. 

Our perception was that the original criteria concentrated on analyzing the SaaS-
like aspects of the product itself but did not evaluate whether the actual SaaS business 
model is in use. To test the possible flaws in the original criteria, two additional char-
acteristics were added: 6) Does the product has multitenant architecture and 7) Can 
the product be purchased on-line on-demand. These additional characteristics were 
selected from several possible choices as the most prominent ones. Multitenant archi-
tecture is a technical characteristic that is directly connected to many of SaaS business 
benefits. Therefore it seemed to be a good attribute for analyzing the business poten-
tial of a SaaS solution, although the survey omitted this characteristic as too technical 
detail. On-line on-demand purchasing characterizes many of the well-known SaaS 
products. This was also an easy attribute to identify through firm web pages and was 
therefore selected.  

In the qualitative study we investigated the web pages of the firms that had met ei-
ther five (“Pure SaaS”) or four (“High SaaS characteristics”) characteristics of the 
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original criteria. The existence of the original characteristics and two added character-
istics were determined by examining the SaaS product descriptions in the providers’ 
web pages. Based on the personal experience and the evidence found from the web 
site, the researchers made a subjective judgment whether the analyzed SaaS product 
1) was pure SaaS, 2) had high SaaS characteristics or 3) was not SaaS service at all. In 
addition, the researchers took notes about the nature of the found SaaS product. 

One shortcoming of the qualitative approach is that only the information found 
from the providers’ web sites is used. On the other hand, we believe that one of the 
key characteristics of a SaaS product is that most of the transactions between service 
provider and buyer can be done or at least initialized online. Therefore the web sites 
provide a good view into phenomenon from the buyer’s perspective. 

4   Empirical Results 

The first interesting thing is how prevalent SaaS firms are. Figure 1 illustrates the 
number of firms in different SaaS classes in our sample. In total, we can see that 
“pure SaaS” model is very rare with only 4% of the responding firms qualifying with 
all five criteria. Analysis of revenue (not reported) indicated that these firms were 
predominantly small and accounted for only one percent of the total revenue of the 
sample. 

If we include also those firms that have “high SaaS characteristics” i.e. have only 
one SaaS characteristics missing, the size of the subset of the sample increases to 17 
percent of the firms and to six percent of the revenues. Based on these values the 
Finnish software industry is at least at median level in SaaS transformation compared 
to the global industry that has below five percent of the revenues coming from SaaS. 
However, this conclusion includes a caveat that the firms in the sample do not include 
any large firms. 

 

 

Fig. 1. Prevalence of different types of SaaS firms in the sample (“Pure SaaS” section marked 
with arrow) 
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Fig. 2. Revenue shares of firms in different SaaS classes (“ASP and SaaS” section marked with 
arrow, other categories follow clock-wise in row-by-row order) 

After analyzing the prevalence of SaaS firms in the software industry, we will now 
take a closer look of what these firms are and particularly what the firms that almost 
meet the criteria are. Based on the self-reported sources of revenue, there is great 
variance in how these companies make money, as shown in Figure 2. The most dis-
tinguishing factor with the “high SaaS” and “pure SaaS” firms is that the "high SaaS” 
firms deliver products that require customer specific deployment. This resembles the 
traditional ASP model where a new instance of an application is opened and config-
ured for each customer and offered on the servers of the provider. To make classifica-
tion of the firms yet more difficult, these firms are sometimes promoting themselves 
as SaaS firms to show that they are keeping up with the latest trends. If the firm ar-
gues itself as being a SaaS firm and the customers agree, but the firm does not meet 
our five criteria, is the firm as SaaS firm or not? As the definition of SaaS is not yet 
fully stabilized, it is difficult to give a clear answer. 

In Table 2 we cross-tabulate the categories of the firms meeting different numbers 
of SaaS criteria with the business model classification developed with cluster analysis 
of the revenue share data. The “pure SaaS” providers are predominantly classified in 
the ASP/SaaS or product firms based on the business model classification, and even 
with the firms meeting four of the five criteria (“high SaaS”) the standardized offering 
based business model is in the majority. But already in this category, the development 
service firms have over 20 percent share, indicating that even if a firm has a product 
that conforms to all or most of our SaaS criteria, this is not categorically removing the 
need for customer adaptation and tailoring. As a sign of the existence of continuum 
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from software to content and producing services based on the software, there are 
multiple firms having content as their main business model and 17 percent of firms do 
not have software as their main business.  

Table 2. Cross-tabulation of business models and SaaS criteria 

 Number of SaaS criteria filled  

Business Model 

Little or no 
SaaS charac-

teristics 

Web based 
solutions 

High SaaS 
characteristics 

Pure SaaS 

Total 
Software product 26.9% 35.5% 17.2% 10.0% 29.5% 
Deployment project 11.9% 14.9% 0.0% 0.0% 11.5% 
Development service 34.3% 21.5% 20.7% 20.0% 25.1% 
ASP and SaaS 4.5% 11.6% 37.9% 70.0% 15.4% 
Not software 11.9% 9.9% 17.2% 0.0% 11.0% 
Content and ads 0.0% 2.5% 3.4% 0.0% 2.8% 
Software consulting 6.0% 2.5% 3.4% 0.0% 3.5% 
Hardware 4.5% 1.7% 0.0% 0.0% 2.2% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 

 
During the qualitative validation the web pages of “Pure SaaS” and “High SaaS 

characteristics” firms were benchmarked against established SaaS providers (e.g. 
Salesforce.com, Google Apps, Amazon EC2) and their way to communicate about the 
SaaS products through their web sites. Analysis of the “pure SaaS” category firms 
revealed that almost none of the firms came close to the benchmark level; It was not 
immediately clear what the product actually was, what was the pricing, and how the 
product could be purchased. On the other hand, all of the firms in the “pure SaaS” 
category clearly had a web-based product with high productization level.  

The more detailed results of the analysis on the “pure SaaS” category firms are 
presented in Table 3. The table shows that firms were not eager to reveal information 
on the more business-related the characteristics of the product (i.e. the 4th and 5th 
criterion) in their web sites. If the original criteria had been extended with on-line on-
demand purchase requirement, almost none of the firms would have been classified 
into “Pure SaaS” category.  

Based on this analysis, the “pure SaaS” category of the quantitative survey gives 
no direct false positives but neither identifies correctly pure SaaS businesses if the  
 

Table 3. Qualitative analysis on the characteristics of the "pure" SaaS firms 

Characteristics No Uncertain Yes 
1. Product is used through a web browser. 8,7 %  13 % 78,3 % 
2. Product is not tailor made for each customer. 8,7 % 30,4 % 60,9 % 
3. The product does not include software that needs to 
be installed at the customer’s location. 

4,3 % 17,4 % 78,3 % 

4. The product does not require special integration and 
installation work. 

13 % 47,8 % 39,1 % 

5. The pricing of the product is based on actual usage of 
the software. 

13 % 56,5 % 30,4 % 

6. Does the product has multitenant architecture 4,3 % 47,8 % 47,8 % 
7. Can the product be purchased on-line on-demand 78,3 % 17,4 % 4,3 % 
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term SaaS is interpreted strictly. Conclusion might be that the original criteria miss 
some key characteristics of the SaaS businesses. “High SaaS characteristics” category 
had false positives but also included pure SaaS firms. This suggests that the criteria 
might be redundant and weight of different characteristics is not equal.  

The more detailed analysis of the firms in “Pure SaaS” and “High SaaS Character-
istics” categories showed a high variation in business model and product types. Some 
firms sold software as their core business whereas for the others the software was 
clearly an addition to consultancy and training services. The product complexity var-
ied from simple standalone solutions to large systems involving several individual 
software products. Some firms operated locally in Finland without notable growth 
potential or willingness to grow, while others had global presence and clear growth 
potential. It also seemed that the word SaaS itself possessed some kind of hype value. 
Therefore in some cases a web-based software product was advertised as a SaaS 
product, although the pure SaaS business model was not yet fully implemented nor 
full SaaS characteristics were met. 

5   Discussion and Conclusions 

The definition of SaaS is significant for understanding the essence of the SaaS as a 
phenomenon. Without a proper definition a scientific, especially quantitative, analysis 
is impossible. In pragmatic level a clear definition is needed for the SaaS providers to 
identify unleashed business potential, and for the customer to evaluate SaaS provid-
ers’ ability to produce long-term value.  

Based on the variation in businesses of Finnish software product firms, it is clear that 
the firms have not implemented SaaS offering and -business in uniform way. Thus it is 
difficult to capture the SaaS phenomenon into a single set of simple criteria for identifi-
cation purposes. Such criteria would tell if the firm has a SaaS offering in "technical" 
sense, but would not identify all the firms that run a SaaS based business. Instead, the 
identification criteria should reflect more if the firm is trying to benefit from generally 
expected business benefits of SaaS; Such as low implementation cost, fast sales cycle 
and deployment, and flexible pricing that fits the customers perceived value. 

As a conclusion, we can say that in the maturing software business, SaaS is a small 
segment having characteristics of an emerging industry. According to market research 
companies, SaaS is growing fast and approaching mainstream at the global markets. 
While the Finnish SaaS industry has not been standing still, its development during 
recent years has possibly not been as good as generally assumed, especially when 
compared to the global development.  

The main finding in this study is that Finnish SaaS firms typically have a techni-
cally mature SaaS product, but have not elaborated their business models to fully take 
advantage of the potential of SaaS. In other words, the firms in the sample produce 
software with all the technical characteristics of SaaS, but the sales model follows the 
traditional ASP model more than SaaS. 

Considering the overall development towards SaaS, this can in the near future 
mean that the majority of the application areas where SaaS is used will be taken over 
by global competitors and potential domestic advantage of smaller regional players 
disappear. 
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Abstract. By presenting insights from our comparative case study of two CRM 
ecosystems, we indicate how “as-a-service”-based ecosystems differ from tradi-
tional “on-premise” ecosystems and how the particular roles of the market 
players might change due to the increasing diffusion of the “as-a-service” para-
digm. Within the scope of our case studies, we differentiate two views on the 
ecosystems: the relationship between the platform provider and providers of 
complementary extensions (ISVs) as inside perspective and the relationship be-
tween customers and the CRM ecosystem as a whole as outside perspective. 
Based on transaction cost theory and intermediary theory our results let us  
assume that (1) “as-a-service”-based ecosystems will have a higher level of 
market coordination than “on-premise” ecosystems and (2) the task profiles of 
intermediaries and platform providers participating in “as-a-service”-based 
software-ecosystems will differ from task profiles in “on-premise” ecosystems. 
Based on these findings, we discuss practical implications for involved market 
players. 

Keywords: software-ecosystems, analysis of value chains and value creation 
structures, “as-a-service” vs. “on-premise”, cloud computing, transaction costs, 
intermediaries, case-study research. 

1   Introduction 

Following the latest news from the software industry, buzz words such as cloud-
computing or platform- and software-as-a-service have gained ground in the attention 
span of IS executives. Driven by numerous examples of successful pure software-as-
a-service providers like Salesforce.com, traditional software companies, such as SAP 
with Business ByDesign or Microsoft with the Azure platform, have significantly 
expanded their "as-a-service" activities in recent years. These new service based 
products now form the basis of “as-a-service”-based software ecosystems. 

The term ecosystem refers to the fact, that the platform provider together with  
vendors of complementary applications and services can be described as a sort of 
“ecosystem” in terms of a “biocoenosis” including the surrounding environment. A 
specific characteristic of software ecosystems’ core products is that customers derive 
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added value only if the core product is extended with functions that are outside the 
core competencies of the particular core platform provider and that can be delivered 
by independent software vendors (ISVs), instead. Hence, on the one hand participants 
of ecosystems commonly benefit from their commitment and on the other hand their 
commitment is also necessary for the long-term survival of the system. Due to these 
occurring reciprocal dependencies, also called indirect network effects [1], market 
players who are involved in these ecosystems strongly urge to align their activities 
and integrate themselves into the system [2-4]. 

Unlike “on-premise”-software, ecosystems based on the “as-a-service”-paradigm 
are characterized by the fact that the software is no longer sold to the customer as a 
product but operated on the infrastructure (i.e. servers, …) of the suppliers and there-
fore provided as a service. This technically entailed change is also the starting point 
of numerous economic and organizational implications for the involved participants 
of “as-a-service” ecosystems [5]. For all market players in these “as-a-service”  
ecosystems (including platform providers, ISVs as providers of complementary ex-
tensions, system integrators and customers) the question arises, how “as-a-service”-
based ecosystems differ from traditional “on-premise” ecosystems and accordingly 
how the particular roles of the involved market players might change due to the in-
creasing diffusion of the “as-a-service” paradigm. 

Hence, the purpose of this paper is to compare a typical “on-premise” ecosystem 
with a typical “as-a-service” ecosystem within the scope of a comparative case study. 
In section 2, we therefore review the literature on the analysis of value creation struc-
tures and pinpoint the research gap addressed in the paper at hand. In the subsequent 
sections 3 and 4, we first introduce the design of our case studies and report its re-
sults. Our paper closes with a conclusion in which we summarize possible practical 
implications and suggest starting points for further research. 

2   Related Work 

The possible paradigm shift in the software industry, which we address in our re-
search question, is to be considered on the level of the involved market players and 
hence aims at the analysis of value creation structures. Such analyses of value crea-
tion structures are already intensively discussed in the literature. In their overview 
article, Picot et al. (2007) summarize established concepts and distinguish them on a 
macro-, meso- and microeconomic level [6]. Models on a macroeconomic level ex-
amine the contribution of different economic sectors to the gross national product 
while in case of a consideration on the microeconomic level a single company is in 
the focus of research activities. The meso-level of analysis resides in between the 
aforementioned levels and refers to value creation in different branches. Since the 
intention of our paper is the investigation of software ecosystems, our analysis  
focuses on the meso-level. 

Although the body of knowledge on value chains has also dealt with changes of 
value creation structures at the meso-level, amongst other things also within the con-
text of digital goods [7-8], there were no studies which analyzed value creation struc-
tures of software-ecosystems in particular. Hence, beside the general literature on 
added value creation structures, the emerging body of knowledge on economic 
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changes in the software industry is chosen as theoretical basis. Here, the “application 
service provider” (ASP) concept which is considered as predecessor of the “as-a-
service” paradigm, has been elaborately discussed (see e.g. [9-10]). Although we 
meanwhile know that the ASP-concept has not lead to a sustainable structural change 
in the software business, Cusumano (2008) could still empirically prove that a change 
from products to service business is taking place in the software industry [11]. Conse-
quently, in recent literature on the software business, the “as-a-service” paradigm is 
still intensively discussed. In their empirical study based on transaction cost econom-
ics, Susarla et al. (2009), e.g., have identified the form of contracts as a critical suc-
cess factor for service business models [12]. Regarding the transformation of value 
creation activities, the reference model for “as-a-service” value chains by Altmann  
et al. represents an particularly important preliminary work of this study [13]. 

Summing up, we find that topical contributions agree in the assumption that the 
shift towards the “as-a-service” paradigm will result in a sustainable structural change 
of the software industry. Nevertheless, to our knowledge, no contributions exist that 
specifically address the differences between “on-premise”- and “as-a-service” ecosys-
tems and indicate which changes could arise for the involved market players. This 
research gap is to be addressed in the paper at hand. 

3   Research Concept 

The design, procedures and evaluation of our case study is based on the concept and 
the recommendations of Yin (2008) [14]. In order to achieve an adequate level of 
representativeness, we consciously selected two ecosystems for our comparative case 
studies that can be considered as typical in terms of the respective paradigm (“as-a-
service” or “on-premise”) [14]. The chosen enterprises CAS Software AG and Sales-
force.com as well as their respective ecosystems are therefore introduced in detail in 
section 3.1. In the following sections 3.2 and 3.3, we develop the applied research 
framework and present the theoretical backgrounds for the analysis. The detailed and 
transparent description of the research design ensures the repeatability and therefore 
guarantees the reliability of our research [14]. 

3.1   Presentation of the Case Study Objects 

CAS Software AG. Founded in 1986, the CAS Software AG with its headquarter in 
Karlsruhe is the German market leader for CRM solutions for small and medium-
sized businesses. In the preceding fiscal year the company gained a turnover of 
approx. €€  35 million with 190 employees and more than 150,000 users (see: CAS 
website). 

Since 1998 CAS produces the CRM-Groupware software “genesisWorld”, which 
we regard in the following. Because of the fact that more than 100 ISVs develop di-
verse horizontal and vertical complementary extensions on it, genesisWorld is to be 
understood as a core product of an “on-premise” software ecosystem for the purpose 
of this paper. The mentioned cooperation partners produce horizontal extensions 
which are specific for a branch, as well as vertical extensions for additional function-
alities which are independent from branches. All extensions are listed and priced in 
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the official solution catalog of CAS genesisWorld. Beyond that, integration partners 
exist in the CAS ecosystem, which offer services like the installation and configura-
tion of the solution and can act as general contractors. 

 
Salesforce.com. Salesforce.com was founded in 1999 by the former Oracle manager 
Marc Benioff with the purpose to provide enterprise applications and in particular 
CRM solutions over the internet. Salesforce accomplished a remarkable development 
since its foundation – up to date, more than 63,000 customers and 1.5 million users, 
e.g. numerous famous enterprises like Dell, Motorola or CNN, use the CRM solution 
which is now called “Sales Cloud 2”. The Salesforce group, which appoints more 
than 3,500 employees worldwide, reached a turnover of $ 316 million in Q2 2009. 
Hence, Salesforce is regarded as a SaaS pioneer as well as one of the most prominent 
success stories in the field of SaaS providers (see: Salesforce.com website). 

An important driver of the depicted growth is the open architecture of the  
Salesforce ecosystem. With the introduction of the “Force.com”-platform in 2007, 
Salesforce offers a “platform-as-a-service”-solution which enables ISVs to provide 
extensions of the Salesforce products as well as Salesforce-independent "software-as-
a-service"-solutions. In the associated AppExchange marketplace for Salesforce ex-
tensions topically more than 1,000 horizontal and vertical extensions are listed by 
approx. 500 partners (see: Salesforce.com AppExchange portal). 

3.2   Case Study Design 

Starting point of the case study survey were interviews with experts conducted with 
responsible persons from the respective ecosystems1. To guarantee the comparability 
of both cases, the interviews were partly standardized, meaning that a questionnaire 
and an interview guide were used to structure the conversations. To ensure the valid-
ity of the research, according to the recommendations of Yin (2008), we carried out a 
document analysis of publicly available information like corporate websites and press 
releases of the participating market players in the sense of a data triangulation [14]. 

As we discussed in chapter 2, the analysis of ecosystems constitutes a considera-
tion at the meso-level. Important for the structures of value chains at this level are on 
the one hand the relations between the platform povider and the ISVs and, on the 
other hand, the relations between customers and the ecosystem as a whole [4]. To take 
into consideration both views, our case study design is divided into the analysis from 
an inside and an outside perspective. We therefore consider four market players: The 
(1) platform provider is the hub of the ecosystem since he develops and provides the 
core system. (2) ISVs offer complementary extensions, while (3) integrators typically 
help (4) customers to install and configure the software solution. The inside perspec-
tive examines the relationship between the platform provider and the ISVs while the 
outside view refers to the connection between the customers and the software ecosys-
tem as a whole, as well as the support of integrators where appropriate. These two 
perspectives are illustrated in Fig. 1. 

                                                           
1 Altogether, we conducted 9 circumstantial interviews over a period of six months in 2009. 

Our interview partners included managerial executives of the respective platform providers 
(Salesforce.com and CAS) as well as general managers and leading employees of ISVs and 
system integrators. 
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Fig. 1. Case study design: Inside- and Outside Perspective of a software ecosystem 

3.3   Two Research Perspectives on Value Creation 

Inside Perspective. A key aspect when considering the relationship between the plat-
form provider and ISVs, which we refer to as inside perspective, is, to find the opti-
mal coordination form of this relationship. The question of the optimal coordination 
form of an economic relationship, regarding its efficiency is often analyzed by the 
transaction cost theory [15]. The transaction cost theory is based on the fact that the 
coordination of distributed value creation activities generates costs. Therefore, trans-
action costs cover the costs for the initiation, agreement, execution, control, and adap-
tion of the transaction [16]. The purpose of an analysis based on transaction costs is to 
determine the coordination form of a relationship that minimizes its transaction costs, 
depending on the value of certain parameters. Based on the assumption of limited 
rationality and opportunistic behavior of the involved market players, the parameters 
asset specificity, uncertainty and transaction frequency determine the extent of the 
transaction costs [17]. The transaction costs theory generally recommends hierarchic 
coordination for relationships which are characterized by high asset specificity and 
uncertainty, hybrid coordination for average specificity and uncertainty and market 
coordination for low specificity and uncertainty [15]. Since the transaction frequency 
only leads to a strengthening of the recommendation towards hierarchic coordination, 
if the asset specificity and/or uncertainty are increased, it is commonly considered as 
supportive only and can therefore be neglected in the following [18]. 

The purpose concerning the inside perspective therefore is to analyze, whether “as-
a-service” ecosystems differ from “on-premise” ecosystems in the parameters asset 
specificity and uncertainty. If yes, the transaction cost minimizing coordination form 
in “as-a-service” ecosystems would differ from the coordination form in “on-premise” 
ecosystems. 

Outside Perspective. In terms of the outside perspective, the relevant question particu-
larly is to what extent intermediaries are needed to support the relationship between 
customers and the overall system [4]. In the given context, market players who act nei-
ther as suppliers nor as consumers, but who, for a commission, facilitate the functioning 
of the market are called intermediaries [15]. According to this definition, integrators, 
which adapt software solutions to the individual needs of customers and support the 
integration into their processes, represent typical examples of intermediaries in the 
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software industry. The central functions of intermediaries in electronic markets are (1) 
to supply the market participants with information (2) to organize the composition of 
the individual solution, (3) to build trust between the market participants and (4) to offer 
additional services like handling of payments or financing [15]. 

Therefore, based on the intermediary theory, the purpose concerning the outside 
perspective is to point out whether a change of market structures caused by a shift 
towards the “as-a-service”-paradigm also leads to a differentiated task profile of in-
termediaries in software-ecosystems [19]. 

4   Results 

We derived our results by performing a qualitative content analysis of the conducted 
interviews[20]. A document analysis of corporate websites and press releases on the 
two selected ecosystems was used to complement our information basis [14]. Accord-
ing to the perspectives introduced above, the presentation of our case study results is 
subdivided into inside- and outside perspective. In chapters 4.1 and 4.2 the results 
from the chosen ecosystems are compared and the implications are pointed out. 

4.1   Comparative Analysis of the Inside Perspective 

The comparative analysis of the inside perspective is based on the transaction cost 
theory. As discussed in the preceding chapter, the influential factors asset specificity 
and uncertainty are analyzed in terms of their impact on the transaction cost occurring 
in the relationship between the platform provider and the associated ISVs. 

Asset specificity. From the perspective of ISVs, the asset specificity of the relation-
ship between them and the platform provider is determined in particular by the extent 
of their need to make specific investments for being able to provide complementary 
products. These investments can either be to acquire specific knowledge or to buy 
specific hard- and software, which would only be useful in the context of the respec-
tive ecosystem [18]. The higher these specific investments are, the higher is the re-
sulting threat potential of the platform provider which he could use opportunistically 
e.g. to enforce a higher revenue share for himself. From the view of the platform pro-
viders, however, the specificity is measured through the extent to which he has to 
reveal specific knowledge about his product core to the ISVs. This is also correlated 
with an imminent behavioral uncertainty, because opportunistic ISVs could use the 
specific knowledge otherwise, e.g. to become competitors or to pass it on to an exist-
ing competitor of the platform provider. 

Investments in transaction specific hardware and software are in both worlds 
equally of little importance, because the development of extensions is possible in each 
case with standard development tools and with no specific hardware needed. Never-
theless, ISVs associated to CAS as well as to Salesforce.com have to intensively in-
vest in gaining specific knowledge about the respective product core before being 
able to produce suitable extensions. Because the documentation of how to develop 
complementary applications for Salesforce.com is publicly available on the Internet, it 
can be supposed that the obtainment of specific knowledge is easier with Sales-
force.com than with CAS and accordingly that it will be easier to recruit employees 
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with the required skill sets. Furthermore, Salesforce.com offers numerous SOA inter-
faces. With their help, ISVs can integrate standardized external software. Therefore, 
the knowledge ISVs have to build up in the Salesforce.com ecosystem can possibly be 
used in other SOA-based ecosystems as well. Consequently, regarding the perspective 
of ISVs, asset specificity in the Salesforce.com ecosystem tends to be lower in com-
parison to the ecosystem of CAS genesisWorld. Because both, CAS and Sales-
force.com offer open interfaces to their core systems, both platform providers only 
have to reveal very little information and insights about their specific product core. 
Because the conceptual design of Salesforce.com was very open from the beginning 
on, we however expect that Salesforce.com has to reveal even less specific informa-
tion about the core system in their interface descriptions than CAS has to for  
genesisWorld. Hence, the platform providers’ perspective allows us to confirm our 
assumption of a comparatively low specificity of the relationship between Sales-
force.com and the associated ISVs. Hence, we can overall assume a higher extent  
of specificity in the relationship between platform providers and ISVs at CAS  
genesisWorld. 

Uncertainty. The uncertainty as an influencing factor of transaction costs is usually 
subdivided into environmental uncertainty and behavioral uncertainty [17]. Behav-
ioral uncertainty is especially high if one party is able to fleece his transaction partner 
due to an existing opportunism potential, e.g. because of high transaction-specific 
investments [16]. The relationship between Salesforce.com and its ISVs was built on 
a purely electronic processing from the very first; hence, the partner management is 
entirely handled via the online-platform. At CAS genesisWorld, however, interested 
ISVs first have to complete questionnaires and send them to the partner management 
office of CAS before CAS gets in touch with the potential ISV and initiates the con-
tract negotiations. Overall it is to be stated that the relationship between Sales-
force.com and the associated ISVs is characterized by a higher behavioral uncertainty 
because purely electronic connections generally offer bigger opportunities for oppor-
tunistic behavior than relationships that are at least to some extent built on a personal 
basis [7]. 

Besides the just mentioned behavioral uncertainty, the second important influenc-
ing factor of transaction costs is the environmental uncertainty, which is characterized 
by the complexity and dynamic of a relationship [18]. In the case of the here exam-
ined relationship between platform providers and ISVs of a software ecosystem,  
complexity refers in particular to technical developments as well as to the resulting 
necessary abilities and knowledge of human capital, while dynamic applies to the 
change of complexity over time [21]. In terms of the analyzed ecosystems, we assume 
that the complexity and dynamics and therefore also the environmental uncertainty 
are a little higher in the ecosystem of CAS genesisWorld than at Salesforce.com. This 
is caused by the fact that Salesforce.com’s platform force.com is also widely estab-
lished as stand-alone programming environment and therefore Salesforce.com must 
guarantee a certain continuity and compatibility. In contrast, CAS genesisWorld is, 
like other established on-premise software systems such as SAP’s R3 or Oracle’s  
E-Business Suite, a proprietary platform that is only utilizable to develop specific 
extensions for CAS genesisWorld. Hence, because the impact of modifications is 
generally less far-reaching, CAS as a manufacturer could make changes easier and 
more often than Salesforce.com could do it. 
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Table 1. Recommendations of the transaction cost analysis 

relative parameter value in the influencing 
factor “as-a-service” 

ecosystem 
“on-premise” 

ecosystem 
result of analysis 

asset 
specificity 

lower higher 
indication for a relatively higher degree of 
market coordination in the selected “as-a-
service” ecosystem 

environmental 
uncertainty 

lower higher 
indication for a higher degree of market 
coordination in the selected “as-a-service” 
ecosystem 

behavioral 
uncertainty 

higher lower 
indication for a higher degree of market 
coordination in the selected “on-premise” 
ecosystem 

 
Implications. The results of our transaction cost analysis are summarized in table 1. 
We find that two central influential factors of the transaction cost theory, specificity 
and environmental uncertainty, are relatively lower in the relationship between Sales-
force.com and its ISVs compared to the relationships between CAS and its partners. 
However, the results of the behavioral uncertainty point at the opposite direction. 

Following the general notion that the asset specificity is the most important  
influential factor of transaction costs [16], our results allow the following careful as-
sumption: Under the condition that the transaction partners manage to control the 
given opportunism potential caused by the purely electronic relationships (e.g. by 
implementing accordant contract conditions and adequate possibilities for sanctions), 
in the “as-a-service” world a higher degree of market coordination is reasonable than 
in the “on-premise” world because this coordination causes the comparatively lowest 
transaction costs in the relationship between platform providers and ISVs. The fol-
lowing scenario is imaginable: the platform provider of an “as-a-service” ecosystem 
establishes a special online marketplace that enables ISVs to offer their extensions to 
the customers of the ecosystem. In doing so, the core manufacturer keeps control of 
all terms and especially entry conditions of this marketplace. As we will elaborate 
more thoroughly in the following chapter, Salesforce.com, for example, has  
already established an element of market coordination by offering the AppExchange 
Marketplace. 

4.2   Comparative Analysis of the Outside Perspective 

The analysis of the relationship between customers and the CRM-system as a whole, 
which is covered by the outside perspective, aims to reveal whether the presumed 
paradigm shift results in a modified task profile of integrators. The analysis is carried 
out along the central functions of intermediaries as introduced in chapter 3.3. 

Supply of market players with information. Especially in opaque markets the sup-
ply of market players with information is an important function of intermediaries. 
Salesforce.com offers a considerably larger number of extensions, currently about 
1,000, compared to CAS genesisWorld (with about 100 extensions) or other typical 
“on-premise” software ecosystems. This implies a greater need of a central bundling 
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of information by an intermediary. Salesforce.com is, however, trying to shape the 
market for extensions as transparent as possible and has established the AppExchange 
platform for this purpose. Besides providing a complete list of all available extensions 
and their prices, this platform allows commenting and evaluating extensions as well 
as browsing reviews of other users. At CAS genesisWorld all extensions are docu-
mented in an official solution directory, too, but a public platform for ratings or com-
ments does, however, not exist. Altogether, the higher number of available extensions 
in the "as-a-service"-ecosystem entails a stronger need for an intermediary to bundle 
and provide information about the supply. In this case, however, this task is under-
taken by the platform provider itself. 

Composition and configuration. The second fundamental function of an intermedi-
ary is to support customers in the composition and configuration of the specifically 
customized software solution. Due to the fact that CAS tries to establish long-term 
relationships with their partners, the frictionless integration of extensions is largely 
guaranteed. Because of the high complexity of their software system, it is however 
intended that the installation and configuration is supported by CAS or a certified 
partner. In accordance to the SaaS-paradigm, the solution of Salesforce.com is oper-
ated on their dedicated infrastructure and accessed by customers solely via the 
browser. Hence, an installation is not necessary and accordingly the integration of 
specific extensions can be done with a few clicks by the customers themselves. Al-
though Salesforce.com does offer support services (especially to key accounts), such 
as the adaptation of special templates, customers should generally be able to accom-
plish most of the necessary adjustments by themselves. Overall, our analysis indicates 
a higher need for clients of the CAS genesisWorld ecosystem to task an intermediary 
with the composition and configuration of the software solution than for clients of 
Salesforce.com. 

Trust Building. Another function of intermediaries arises from the need to build trust 
between the various market players. Salesforce.com addresses this issue by providing 
the above mentioned evaluation and annotation features and thus ensures a certain 
transparency and security within their extension marketplace. As the partner network 
of CAS genesisWorld consists of significantly fewer partners, who moreover are 
tightly bounded to CAS by means of detailed partnership agreements, however, it can 
be assumed that within the CAS genesisWorld ecosystem the need of confidence 
building between customers and complementors is less important in comparison to 
Salesforce.com. 

Additional services. In addition to the mentioned core functions, intermediaries often 
offer additional services to support the functioning of the market. One of these addi-
tional functions is the handling of payments. Whereas at CAS genesisWorld integra-
tors can appear as general contractors, and so undertake this function, Salesforce.com 
takes care of the handling of payments by itself. Furthermore, according to the SaaS 
paradigm customers of Salesforce.com do not have to pay for the acquisition of the 
software and pay a monthly fee instead. Hence, for customers of Salesforce.com no 
significant costs of acquisition occur and accordingly generally no need of financing 
these upfront costs arises. 
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Table 2. Results of the intermediary functions analysis 

function of intermediaries greater need in 
information supply of market participants “as-a-service” ecosystem 
composition and configuration of the software system “on premise” ecosystem 
trust building “as-a-service” ecosystem 
additional services (handling of payments and financing) “on premise” ecosystem 

 
Implications. The results of the intermediary functions analysis are summarized in 
Table 2. The analysis of the two considered cases indicates a change of integrators’ 
task profiles as a result of the postulated shift towards the “as-a-service” paradigm. 
Especially those integrators that have specialized on the composition and configura-
tion of software systems and/or that were acting as general contractors in the sense of 
handling payments and offering financing will possibly have to take on a different 
role in “as-a-service” ecosystems which are comparable to the one we considered. 

Our analysis reveals that besides the informational function, which is largely un-
dertaken by the platform provider itself, the function of building trust will gain further 
importance. A possible scenario for the change in the specific role of the integrators 
would be that in addition to traditional integration services, trust building services 
such as customized security consulting will become increasingly important in “as-a-
service” ecosystems. How necessary these confidence-building services can be, be-
came obvious at Salesforce.com: the SaaS-provider had to react on customer demands 
for more transparency and now provides permanently updated data on safety and the 
system status of the infrastructure on their publicly available portal 
trust.salesforce.com.  

5   Limitations, Further Research and Discussion 

The goal of this paper was to take a closer look at possible changes in the software 
industry resulting from the increasing diffusion of the “as-a-service” paradigm. For 
this purpose, we analyzed the value creation structures of an exemplary “on-premise”- 
(CAS genesisWorld) and an exemplary “as-a-service” software ecosystem (Sales-
force.com). The transaction cost theory was used for the inside perspective and the 
intermediary theory has built the basis for the analysis of the outside perspective. 

The results of both views let us assume that a paradigm shift towards “as-a-
service” based ecosystems will result in changes for all involved market players. It 
should be noted, however, that, although the usual quality criteria for case studies 
have been sufficiently taken into account, a generalization of the results has only a 
limited legitimacy [14]. The findings presented in chapter 5.1 are therefore con-
sciously formulated as propositions which should be understood as starting points for 
further research on the given topic. Moreover, in chapter 5.2 we discuss concrete 
practical implications resulting from our findings. 

5.1   Propositions for Further Research 

Proposition 1: “As-a-service”-based software ecosystems will have a higher level 
of market coordination than “on-premise” ecosystems. The tendency towards a 
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comparatively lower specificity and environmental uncertainty, which was detected in 
the context of the inside perspective analysis, could indicate a relatively higher degree 
of market coordination in “as-a-service” ecosystems, because a coordination imple-
menting a market would result in comparably lower absolute transaction costs in the 
relationship between the particular platform provider and the associated ISVs. For 
established ISVs this development raises the question whether they have to be afraid 
to lose their contractually secured position in the future and therefore encounter the 
mere price mechanism of market coordination. Platform providers will face the chal-
lenge to retain those ISVs that are providing especially important extensions within 
their ecosystem and therefore control the increased behavioral uncertainty resulting 
from the trend towards all-electronic extension marketplaces. 

Proposition 2: The task profiles of intermediaries and providers participating in 
“as-a-service”-based software ecosystems will differ from task profiles in “on-
premise” ecosystems. Consistent with comparable findings on “as-a-service” impli-
cations, our analysis showed that a significant shift of task profiles is to be expected 
[22-23]. Our findings imply that the importance of conventional integrators that pri-
marily undertake the task of composing and configuring the software solution will 
comparatively rather decrease in “as-a-service” ecosystems, because providers them-
selves might undertake this task. At the same time, our analysis however reveals that 
the task of building trust becomes more relevant. Hence, a possible scenario would be 
that integrators increasingly focus on addressing the confidence issues occurring in 
the “as-a-service” context, for example by becoming a “trusted third party” [24]. 
Conversely, providers whose role in “on-premise” ecosystems is especially the  
production of the core software will undertake additional tasks in “as-a-service” eco-
systems. Together with the higher degree of market coordination (see proposition 1), 
our findings imply that platform providers will increasingly undertake the task of 
supplying the market participants with information. So, beyond the role of being pure 
software manufacturers, platform providers will increasingly also act as orchestrators 
of their platform ecosystems. 

5.2   Discussion of Practical Implications 

Though, as we already denoted above, only a limited generalizability of our results is 
possible, we want to discuss which implications could arise for the individual market 
players of “as-a-service”-based software ecosystems. 

As our results indicate that in “as-a-service” ecosystems the supplies of extensions 
will rather be organized in markets, we expect an intensification of the competition 
among the ISVs compared to “on-premise” ecosystems. Hence, customers of “as-a-
service”-based solutions should find a wider variety of extensions at lower prices. In 
addition, upfront costs for the integration and configuration of the software solutions 
will rather decrease, because customers become less reliant on integrators. As a result, 
it can be assumed that integrators undertake more confidence-building functions in 
“as-a-service” ecosystems, because their function of customizing and integrating the 
software solution becomes less relevant. For example, established integrators could 
offer additional services, like legal counseling services, involving aspects of individ-
ual forms of contracts and the potential risks, which could arise from the global dis-
tribution of the IT-infrastructure. In doing so, integrators could use their reputation to 
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convince those customers, who are still critical for “as-a-service”-solutions especially 
because of security concerns. ISVs that could rely on their contractually protected 
position within the ecosystem so far are likely to face greater competition in “as-a-
service” ecosystems. Due to the increased importance of markets, it will in reverse 
also be easier for ISVs to offer their extensions in further ecosystems and there to 
assert themselves against well-established competitors. We expect the task profile of 
platform providers to change as well. In addition to the changes, which are directly 
determined by the “as-a-service”-paradigm, such as the development of an own multi-
tenant server infrastructure or the implementation of a service-based pricing model, 
providers will most likely have to fundamentally rethink the character of their rela-
tionship with customers, integrators and ISVs. Whereas customers of “on-premise” 
solutions were tied to providers because of extensive expected switching costs, this 
lock-in effect is much lower with “as-a-service” solutions. Therefore, it can be as-
sumed that “as-a-service” platform providers will increasingly invest in customer loy-
alty. Also the shift of partner management, moving away from a small number of 
partners bound by contracts towards a market-organized ecosystem, will make it in-
evitable for platform providers to develop new skills in the management and orches-
tration of ecosystems. 
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Abstract. This paper examines the telecommunication software market and the 
adoption of topical Software-as-a-Service (SaaS) model in this vertical market. 
The aim of this paper is to estimate which telecommunication software products 
are likely to be provided as a Service, and to examine the potential factors disal-
lowing SaaS adoption. The set aim is pursued by studying both the supplying 
software vendors and the communication service providers (CSP) as customers. 
A set of thematic interviews, software industry statistics and information dis-
closed by the software vendors are used in the analysis. The results of the 
analysis reveal challenges in adopting SaaS for telecommunication software as 
well as suggest that SaaS offerings are more likely to appear in specific areas of 
CSP operations, rather than as a comprehensive solution. 

Keywords: Software-as-a-Service, Communication Service Provisioning,  
Operations Support System, Business Support System, Business Networks. 

1   Introduction 

Telecommunication service providers (CSPs) use a variety of software applications  
to support their business processes. A crucial role in supporting CSP’s daily opera-
tions, such as sales, service provisioning, service management, charging and billing, 
is played by the so-called Operations and Business Support Systems (OSS/BSS)  
automating the network infrastructure related and customers related processes,  
respectively.  

The market of OSS/BSS software is a relatively young and dynamically evolving 
vertical software market. According to the model explaining the evolution of vertical 
software markets [1], software offerings in such markets gradually advance from 
proprietary software, to competing software products, and later to a dominant  
design. Towards the end of this evolution cycle, the competitive advantage of using 
software applications diminishes and they become subject to cost-efficiency consid-
erations. Accordingly, the software vendors adjust their offerings to provide low cost 
applications.  

We assume that under these circumstances, the vertical enterprises likely outsource 
the development and operations of the software applications, further causing increase 
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in the demand of cost-efficient service offering. The most prominent approach to the 
cost-efficient software provisioning is Software-as-a-Service (SaaS) which can be 
defined as providing online access to a software product that is managed and main-
tained by the provider [2]. OSS/BSS software vendors are expected to eventually 
switch to the SaaS as their main form of software provisioning [3]. 

The OSS/BSS systems are large systems, composed of numerous subsystems with 
complex interdependencies between them. As a result, integration of these subsystems 
is a highly costly process [4]. To cut transaction costs, and to reduce the integration 
efforts, the telecommunication service providers would prefer to purchase a OSS/BSS 
software products covering several operational area, from a single provider [5].  

This paper examines the current state of and possible future development scenario 
for the telecommunication software market, while focusing on the OSS/BSS software 
applications. The aim of this paper is to estimate which OSS/BSS software products 
are likely to be provided as a Service and, in addition, to examine the potential factors 
preventing SaaS adoption in this vertical software market. 

The above aim is pursued by studying both the supplying software vendors and the 
CSPs as customers. Observing the demand viewpoint, we assume that OSS/BSS soft-
ware applications provided as a service would be of interest to the vertical enterprises 
due to lower TCO of the SaaS offering [6]. Consequently, the analysis focuses on 
whether there are technical or business issues disallowing enterprises in the telecom-
munication industry to utilize OSS/BSS offerings as a service. This analysis is based 
on a set of thematic interviews conducted to study the CSP perspective. 

From the supply viewpoint, the focus is on finding the most probable candidates to 
implement OSS/BSS as SaaS, i.e. finding a candidate having capabilities to produce 
and provide the offering. The analysis is based on two factors: i) the commitment to 
the development of OSS/BSS software applications and to SaaS mode of software 
provisioning, and ii) the coverage of vendors' current offering against industry stan-
dards. For this, both the vertical software industry statistics and information disclosed 
by the software vendors are used in the analysis. We consider the coverage of the 
vendor as an important factor in enabling SaaS offering, since the vendor needs to be 
capable of providing solutions covering several application areas. Otherwise, the cost 
benefits from SaaS would be diminished as a result of the high costs of integrating 
software applications and transaction costs when acquiring from several vendors. 

The paper proceeds as follows. First, the envisioned OSS/BSS offering as a Service 
is described based on the OSS/BSS standardization efforts and SaaS-related literature. 
Findings of the CSP interviews on the potential issues are introduced in section 3. In 
Section 4, the large software vendors present in the OSS/BSS market and their current 
offerings are analyzed, the vendors most likely to implement a OSS/BSS solution as 
SaaS are identified, and the parts of OSS/BSS stack most likely to be provided as a 
Service are estimated. The concluding section summarizes the findings and discusses 
their interpretations. 

2   OSS/BSS Software-as-a-Service 

The OSS/BSS are systems for managing processes of the telecommunication service 
providers. The OSS/BSS software applications are usually supported by middleware 
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(such as database software), and it manages data either at customer or at telecommu-
nication network interface [7],[8]. Initially, the software offering targeted the man-
agement of the telecommunication networks, that is, the resource management layer. 
More recently, emphasis has shifted to supporting the processes close to customer 
interface [9], thereby creating an entry initiative for companies providing software 
applications for other industries. In addition, the market is affected by new technolo-
gies and convergence with digital media technologies. 

The essential business processes of CSPs are being standardized by the TeleMan-
agement Forum (TMF) community. TMF is a global non-profit association that de-
velops practical solutions and guidance in a form of benchmarks, roadmaps, best 
practices, and software standards and interfaces, for service providers and their sup-
pliers. Among other activities, TMF initiatives have produced1:  

- The enhanced Telecom Operations Map (eTOM) defining and hierarchically 
structuring business process of CSPs, 

- The Shared Information and Data (SID) framework providing information 
definitions to be used across different applications, and 

- The Telecom Applications Map (TAM) describing the functionality of appli-
cations and services to support the identified business processes.  

The eTOM provides a CSP hierarchical business process model, where at the highest 
level three process areas are identified: i) Strategy, Infrastructure & Product, ii) Op-
erations, and iii) Enterprise Management. Among these three, the Operations area is 
of particular interest for this paper, since the OSS/BSS software primarily automates 
processes in this group. In particular, the Operations area includes the vertical end-to-
end processes of service fulfillment, service assurance, and billing, also facilitated 
with the operations support and readiness processes. The Operations area also  
describes the horizontal layers of customer management, service management, and 
resource management. [10]. 

An overview of the Telecom Application Map is presented in Figure 1. In TAM, 
the applications automating the eTOM business processes are grouped into functional 
areas. These functional areas employ the definitions from the SID, and they are in line 
with the vertical and horizontal process groupings defined in eTOM. The current map 
specifies a total of 158 applications [11] 

The TAM is used in the paper as source of information in studying the OSS/BSS 
software market. Namely, we are assuming that a comprehensive OSS/BSS solution – 
full-stack OSS/BSS – is a software system providing the functionality to support all 
the essential operational processes of the telecommunications service provider. Since 
the eTOM processes are automated with applications present in the TAM, the full-
stack OSS/BSS solution is expected to cover all the functional areas of the TAM. 
Therefore, to assess software vendors’ capability of providing OSS/BSS software 
applications as a service, be they the full-stack or parts of it, the offerings of the ven-
dor are compared against the TAM.  

                                                           
1 http://www.tmforum.org/SolutionFrameworks/ 



 SaaS in the Telecommunication Industry: Problems and Opportunities 141 

 

supportOp. Fulfillment Assurance Billing

Market/Sales Domain (36 applications)

Product Management Domain (4 applications)

Customer Management Domain (50 applications)

Service Management Domain (22 applications)

Resource Management Domain (35 applications)

Supplier/Partner Domain (3 applications)

Enterprise Domain (8 applications)

(15 apps) (50 apps) (34 apps) (36 apps)
supportOp. Fulfillment Assurance Billing

Market/Sales Domain (36 applications)

Product Management Domain (4 applications)

Customer Management Domain (50 applications)

Service Management Domain (22 applications)

Resource Management Domain (35 applications)

Supplier/Partner Domain (3 applications)

Enterprise Domain (8 applications)

(15 apps) (50 apps) (34 apps) (36 apps)

 

Fig. 1. An overview of the Telecom Application Map (TAM) [10] 

2.1   Software-as-a-Service in the Telecommunication Industry 

From the CSP’s perspective, Software-as-a-Service (SaaS) refers to the means of 
acquiring and deploying standardized software applications, which are being operated 
by the software vendor or a third party. The SaaS model differs from bespoke and 
traditional software product business models in that the ownership of the software 
remains at the provider [12] and instead of a license agreement, the importance of 
service level agreement is stressed. There are also financial differences. Comparing 
SaaS model to the traditional software-related business models, the initial costs to 
CSPs should be much lower, fixed costs become variable costs and the source of TCO 
changes [13], [14]. SaaS model is said to be cost-efficient, especially for small and 
medium size enterprises [15]. 

Benlian et al. [16] studied the drivers of SaaS adoption using transaction cost the-
ory, resource-based view of firm, and theory of planned behavior. They found higher 
adoption rate for applications characterized as less specific, less strategic relevant, and 
associated with a lower level of adoption uncertainty. In contrast, the lowest adoption 
rates were among applications with higher levels of specificity, strategic significance, 
and adoption uncertainty. Examples include office and collaboration applications in 
the former category and ERP systems in the latter category [16]. We suggest that 
OSS/BSS share the properties of ERP systems in this regard. The OSS/BSS have been 
developed over time on top of vendor-specific network element interfaces [17] and 
their integration resulted in systems with low level of modularity. The OSS/BSS also 
support the single most important process to the CSP, the billing process where usage 
records are rated and bills to the customers are produced. 

From the viewpoint of CSPs, SaaS has several limitations. The high level of stan-
dardization in SaaS model implies that all customers are using the same software 
version (i.e. code base) and system infrastructure, including multi-tenant database. By 
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using commodity software applications, the CSP loses a potential for competitive 
advantage, and also outsources the responsibility of developing the process area to a 
software vendor. In case the integration into existing infrastructure is difficult, the 
cost benefits from SaaS offering are diminished. Further, as operating the system 
infrastructure is outsourced, the software applications shall be accessed over the 
Internet. Such deployment model together with multi-tenant database causes two 
issues for CSPs, namely data security issues [18] and performance issues in mission-
critical software systems.  Thus, in addition to covering the functional areas of TAM, 
the prospective full-stack vendor has to overcome the problems related to the provi-
sioning of OSS/BSS software as a service. These problems include:  

Ensuring adequate performance. Performance characteristics specified in a service 
level agreement need to be ensured, which may be difficult due to executing the ap-
plications remotely and using the Internet as communication channel [19]. 

Significant integration efforts. The full-stack implementation has to be integrated with 
multiple CSP networks and a multitude of services built on top of them. The network 
and services differ among CSPs, and the full-stack OSS/BSS solution should be flexi-
ble enough to be integrated with the environments in different CSPs. 

Heterogeneous network elements. Various types of network elements are deployed by 
the CSPs, and many of them have proprietary protocols. As a result, the efforts of 
integrating with these network elements may be significant [17].  

Security concerns. As the data storage and management is outsourced to the software 
vendor, the confidentiality, integrity, and availability of the data need to be managed 
effectively and transparently to the customer CSP.  

3   Problems in Utilizing OSS/BSS as a Service: CSP Interviews 

In order to assess, whether overcoming the above issues by software vendors is feasi-
ble, a set of thematic interviews with representatives of CSPs were conducted. The set 
of interviews included five European CSPs selected to represent different sizes meas-
ured by number of subscribers and breadth of operations. The breadth of operations 
refers to geographical classification: A regional CSP operates within a regional area 
in one country (less than 50 000 subscribers), the national CSPs have activities mainly 
in one country (with approximately 2 million subscribers), and the international CSPs 
have notable operations in several countries (more than 20 million subscribers). All 
the operators provide their consumer and business customers mobile, fixed-line and 
broadband network connections. However, the regional CSP does not have its own 
brand for mobile subscribers. The interviewees had varying positions in their organi-
zation, however, they were selected to have proper view of how software applications 
were acquired. 

The scheme for the interviews was semi-structured [20]. Topical areas were given 
and both the interviewers and respondents had the opportunity to direct the conversa-
tions and bring into the discussion points they considered important. However, to 
guide the interview, the discussion was organized around three themes: adoption of 
SaaS, problems with SaaS in CSP business, and the costs of SaaS.  
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In the following, the analysis on the two former areas is reported. Specifically, un-
der these themes, two specific questions were asked: i) Are you acquiring software 
systems with SaaS model? ii) Which factors hinder or would hinder applying  
SaaS model to support operations? Discussing on the latter question, the interviewer 
made further probing questions on whether network interfaces, security, performance 
requirements and integration was seen problematic by the representatives of the  
CSP.  

One of the aims of the interviews was to examine the potential problems with de-
ploying SaaS for OSS/BSS. In this setting, the first question was to verify whether the 
interviewee had considered the SaaS option to be used in their operations. Out of the 
five CSPs, only two (a national and an international) CSP is currently utilizing SaaS 
model for selected software applications. The regional CSP is planning to use SaaS 
model for OSS/BSS and, therefore, had estimated the benefits and problems of the 
deployment model. When asking on which software applications were under consid-
eration, the interviewee answered that they would be interested in buying the whole 
OSS/BSS stack as a Service in case their partner, responsible for developing their 
OSS/BSS infrastructure, finds a functioning offering from the market. The other in-
ternational CSP is not using SaaS in OSS/BSS. The interviewee responded that there 
are no commercial platforms, which would serve their needs. In addition, a significant 
effort to customize the software vendor's offering would be needed. 

In Table 1, the data collected on the second question is presented. The middle col-
umn indicates whether the interviewee considers the suggested area problematic in 
SaaS or not. The rightmost column presents the given comments to each individual 
area. Although the other international CSP has not considered the SaaS option, the 
respondent could elaborate some problematic areas. 

From the data, the following observations can be made, in accordance to the given 
answers. First, the interfaces with the network and integration of new software appli-
cations (i.e. deployed using SaaS model) to existing systems does not seem to prevent 
utilizing SaaS, although the integration effort might be laborious and adoption would 
therefore be a slow and gradual process. While the representatives of the international 
CSPs mentioned integration problematic, both of their comments relate to general 
problems in integrating OSS/BSS systems. The other interviewees provided similar 
answers. Secondly, security issues are seen as likely problems hindering the adoption 
of both full-stack OSS/BSS and SaaS. The CSPs rather keep confidential data within 
their premises and in software applications they fully control. On the performance 
matter, three of the respondents approached the performance requirements matter with 
different approach. On one hand, the real-time requirements may disallow using soft-
ware applications accessed through Internet connections, especially in software appli-
cations managing charging on pre-paid subscriptions. On the other, in case reliable 
network connections are established, the performance can be increased merely by 
acquiring efficient hardware. Also, CSPs should have the tools to address this issue. 
In all, a cautions conclusion can be made that once the trust in SaaS is established, it 
may be a viable option to acquire and deploy OSS/BSS, especially on less complex 
domains of eTOM and TAM. However, the detailed answers suggest that for parts of 
the full-stack there are major problems hindering the adoption of SaaS for CSP’s 
applications. 
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Table 1. Interview data on the potential problems in deploying SaaS for OSS/BSS 

Problem area Answer Comments

Regional CSP
Network interfaces Not problematic Intefaces with the network are not problematic, since these are 

encapsulated and available through web services.
Security Not problematic

Security is a difficult question. Network connections are secure, but the 
software systems and especially browsers may have security problems. The 
CSP is unable to fix the problems in software systems. However, with 
OSS/BSS the problems can be avoided with good architectural design.

Performance Not problematic Performance issues are managed by the hardware vendors and the CSP is 
building high-capacity fibre network enabling SaaS.

Integration Problematic
Integration is not technically challenging, but the high number of interfaces 
makes integration labourous. The effort to integrate new software systems 
is also generally challenging because of required domain knowledge. Out 
of the four potential challenges, integration is to most difficult.

National CSPs
Network interfaces Not problematic In the less complex domains of eTOM, like CRM, SaaS is likely to appear 

earlier.
Security Problematic Security also sets boundary conditions. In the telecom industry, the 

regulator has predetermined that certain sensitive data cannot be stored in a 
foreign country. This limits the providers capable of offering OSS/BSS as a 
Service to CSPs. Securing data in a multitenant database is also 
questionable - can one trust that the data is not visible for other customers 
of the SaaS provider.

Performance Problematic Performance requirements are an issue in case customers experience 
disturbing latency. In time-critical software systems, such as in charging 
software systems taking care of pre-paid billing, this disallows using SaaS. 
The reliability problems due to network connections disallow using SaaS, 
e.g. in case VPN connections are lost. Network overhead due to the need to 
transfer large amount of data to/from sfotware vendor is likely to be a 
problem in some domains, like testing.

Integration Not problematic Technically integration is nowadays no longer a problem. Rather the 
problems arise in defining interfaces and functionalities behind them. 
However, a single version serving all customers is an unrealistic ideal so 
far.

International CSPs
Network interfaces Not problematic The CSPs may not achieve competitive advantage through OSS/BSS. 

Rather more generic systems will gain popularity.
Security Problematic SaaS offering is not considered reliable. The level of trust is not sufficient 

to acquire software as a service. The CSP wants to manage their customer 
information internally.

Performance Not problematic Operator should have tools to deal with this on the network level. 
However, some realtime systems will require on-premise operating.

Integration Problematic
The current systems are so complex and so customized that replacing 
current systems would not be possible. Deploying SaaS and virtualization 
techniques would require redefining OSS/BSS architecture. Therefore, the 
adoption of SaaS will happen gradually over a long time. For some 
applications, there are no standard interfaces. In such cases, tailoring is 
required that is difficult to implement in SaaS mode.  
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4   Potential Supply for OSS/BSS as SaaS 

The OSS/BSS market was served by 186 software companies in the year 2005, out  
of which roughly one third were larger software vendors providing a broad portfolio 
of OSS/BSS software systems [7]. With the aim of examining the potential supply of 
OSS/BSS as a service, a study of the vendors’ offering and their strategic intent were 
conducted. The study comprised of three steps. 

First, the largest software vendors were identified by using the commercial 
OSS/BSS knowledge base by Dittberner Associates [21], where the products and 
market performance of 186 companies in the OSS/BSS industry are surveyed. The 
following selection criteria were used: The corporate turnover must be above $2000 
Million, and the OSS/BSS turnover alone must be more than $500 Million. Thereby, a 
set of twelve large vendors focusing on OSS/BSS software have been determined. 
The analysis focused on large vendors as it was assumed that telecom-specific appli-
cation requires specialized technical knowledge to customize, operate and support, 
and only larger OSS/BSS vendors would be capable of pursuing a SaaS solution for 
the market. The selected vendors are listed in Table 2. 

Second, the strategies of the selected software vendors have been analyzed based 
on public sources. The Table 2 presents the details of the analysis, resulting in the 
identification of the vendors most likely to implement OSS/BSS as a service. From 
the initial set, the companies having little interest in OSS/BSS software development 
and provisioning it in the mode of SaaS were eliminated. In addition, only the compa-
nies focusing on both OSS and BSS have been preserved. Further, as the SaaS offer-
ing is assumed to be built on standardized applications, the companies deploying 
software product strategy have been preserved, whereas the companies focusing only 
on software services and system integration services were eliminated.  

As a result of the analysis, three vendors are expected to provide the software sys-
tems covering several application areas of the TAM. All three - Amdocs, Ericsson and 
Oracle – have strong commitment to serving the telecommunication industry and 
broad portfolio of OSS/BSS software products2. However, the vendors have different 
backgrounds, which affect the scope of their offering. Of the three, Amdocs is the 
only vendor purely focusing on the OSS/BSS market. As a network element manufac-
turer, Ericsson has traditionally provided OSS at the resource management domain, 
whereas Oracle had entered the market with acquisitions of CRM companies at the 
customer management layer of the TAM. From the publicly available sources, the 
business interest of these vendors towards SaaS is not clear. Amdocs and Oracle 
claim to have SaaS offering3, but information on the successful deployments seems to 
be missing. In addition, Ericsson does not seem to provide its software systems with 
SaaS model. Conversely, they are the market leader in managed services4. 

                                                           
2 http://www.oracle.com/us/industries/communications/index.htm 
  http://www.amdocs.com/Offerings/CES-Portfolio/Pages/CES-Portfolio.aspx 
  http://www.ericsson.com/ourportfolio/telecom-operators 
3 http://www.amdocs.com/News/Pages/Unveils.aspx 
  http://www.oracle.com/us/technologies/saas/index.htm 
4 http://www.ericsson.com/ourportfolio/services/managed-services 
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Table 2. Analysis on the strategies of OSS/BSS vendors 

Software vendor Analysis on the strategy
Accenture Not likely to provide SaaS - Focus on software services.
Agilent Excluded due to narrow focus on test and measurement applications.
Alcatel Not likely to provide SaaS - Focus on software services.

Amdocs Likely to provide OSS/BSS as a Service - Committed to OSS/BSS (close
to 95% of the turnover). Wide offering covering both OSS and BSS. Is
already providing SaaS.

Atos Origin Not likely to provide SaaS - Focus on software services.
CGI Not likely to provide SaaS - Focus on software services.

Convergys Potential unclear - Focuses on BSS applications (mainly billing). Has
strong on-demand offering. Partners with SaaS offering. Excluded due to
narrow focus.

Ericsson Likely to provide OSS/BSS as a Service - Strong commitment to telecom
industry. Market leader in wireless network equipments. Providing OSS
as managed services. Has to trust third parties in delivering BSS. Possibly
sees solutions implemented as SaaS as a threat and, therefore, prepares
offering to prevail in competition.

IBM Not likely to provide SaaS - Focus on software services and hardware.

Nokia-Siemens Potential unclear - Strong commitment to telecom industry. Focuses on
billing applications, but certainly has the expertise to manage network
interfaces. Excluded due to little interest to SaaS. 

Oracle Likely to provide OSS/BSS as a Service - Strong presence in telecom
industry as a system infrastructure provider. Entered the OSS/BSS market
through several acquisitions. Strategy targetted for economies of scale.
Has existing SaaS offering.

SAP Potential unclear - Low commitment to telecom industry. Is missing
telecom-specific offering, however, has partners on their product map for
telecommunications.  

 
To examine the supply, a third step was performed, where the offering of the se-

lected software vendors were given a closer examination. The objective was to solve 
whether one of the vendors is currently capable of providing a comprehensive 
OSS/BSS solution covering all the application in the Telecom Application Map. On 
the other hand, the interest was in the coverage of the selected vendors offering, to 
observe in which application areas the potential SaaS offering will appear. To achieve 
these objectives, information regarding the functionalities of the software vendors' 
products were gathered and mapped against the specifications of the TAM. The offer-
ings of the vendors were evaluated according to the coverage of the application map. 
This analysis was performed both for the whole TAM and for the central layers and 
verticals. The results of the analysis are provided in Table 3. 

From the result, the following estimates and remarks can be made. First, while the 
coverage of Amdocs and Oracle on the customer management and service manage-
ment domain are relatively high, none of the vendors is likely to be capable of provid-
ing the envisioned full-stack OSS/BSS. All the three vendors are missing coverage 
especially at the resource management layer, close to the network interfaces. Pre-
sumably, because of its background, Ericsson has a small number of applications for 
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the layers closer to the customer interface. The low overall coverage of Ericsson, as 
opposite to high coverage of Oracle, may be explained by the high number of hori-
zontal applications included in the Telecom Application Map. 

The second observation relates to the question of which parts of OSS/BSS stack 
are most likely to be provided as a Service. This likelihood can be assessed based on 
the coverage of the vendors’ offering as elaborated above: SaaS offering will be of 
interest to CSPs once it provides cost-advantages achieved through pre-integrated 
software packages. Based on the analysis of coverage, the offerings are more likely to 
appear in the billing, customer management, and fulfillment areas, as well as parts of 
the service management layer. This estimate can be based on the high coverage of  
the leading software vendors, further indicating that standardized software product 
offering does already exist in the market. Moreover, as also evidenced by the CSP 
interviews reported above, providing the OSS software, in particular in the resource 
management layer, in the SaaS mode is more challenging than providing the BSS 
software as a service. 

An indication of existing standardized software product offering for the BSS is of 
relevance to the possible future developments. In addition to the larger vendors, we 
may see formation of business networks as a potential way to create SaaS offering for 
the OSS/BSS market. In such case, we expect the business networks to comprise of 
leading companies holding the network together, and of niche vendors filling in the 
technical gaps of the leading company. Examples of the leading companies would be 
SAP (already serving the market, strong partner program) or Salesforce (a horizontal 
player entering the market through BSS software). 

Table 3. Coverage of the TAM by vendors’ present offerings 

# of apps coverage # of apps coverage # of apps coverage

Customer Mgt.Domain 39/50 78 % 17/50 34 % 43/50 86 %
Service Mgt. Domain 19/22 86 % 8/22 36 % 19/22 86 %
Resource Mgt. Domain 19/35 54 % 13/35 37 % 11/35 31 %

Fulfillment vertical 35/50 70 % 8/50 16 % 37/50 74 %
Assurance vertical 20/34 59 % 16/34 47 % 16/34 47 %
Billing vertical 26/36 72 % 20/36 56 % 30/36 83 %

Full TAM 108/158 68 % 41/158 26 % 116/158 73 %

OracleEricssonAmdocs

 

5   Discussion and Conclusion Remarks 

The OSS/BSS software applications are widely used by CSPs to support their busi-
ness processes. Often, these applications are acquired from software vendors, de-
ployed on-premise, and used and managed by the CSPs. In future, some of the  
major OSS/BSS vendors are expected to start offering their software as a service. 
Furthermore, to reduce transaction costs, vendors will offer greater sets of OSS/BSS 
applications, and in the extreme case, the complete set of OSS/BSS applications - the 
full-stack OSS/BSS software - might be provided by a vendor as a readily integrated 
solution for the CSP. In this paper, the possibility for OSS/BSS software applications 
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to be provided as a service has been examined. For this, both the technical feasibility 
of such a solution has been assessed, and the capabilities of leading OSS/BSS vendors 
to provide such a solution have been evaluated.  

In order to assess the technical feasibility, thematic interviews have been con-
ducted with the representatives of five CSPs. Based on the interviews, the challenges 
of implementing OSS/BSS software applications as a service have been identified. 
Some of the important challenges include the security concerns, difficulty of interfac-
ing and integrating with complex infrastructure, and strict performance requirements. 
As a result, a conclusion has been made that the full-stack implementation is unlikely 
to emerge in near future, whereas subsets of OSS/BSS application areas may be of-
fered in SaaS mode by the vendors.  

In order to evaluate the vendors' capabilities, the current offerings of three leading 
OSS/BSS software vendors were analyzed by estimating the percentage of the TAM 
application areas covered by these offerings. As a result, no single vendor capable of 
well covering all application areas has been found. Rather, the capabilities of the 
vendors varied depending on the layer and the vertical of TAM: Oracle has the widest 
coverage in the billing, customer management, and fulfillment areas, whereas Am-
docs and Ericsson cover better the assurance and the resource management areas. 

Since SaaS is more common mode of software provisioning for horizontal applica-
tions applicable across industries, it is expected that SaaS offerings are more likely to 
appear in the billing, customer management, and fulfillment areas, as is also indicated 
by the strength of horizontal player in these areas. Meanwhile, in the resource man-
agement and assurance areas, which are inherently more telecom-specific, the SaaS 
may be more difficult to offer, but if and when it is offered, the telecom-specific ven-
dors have a better position to provide them. 

Since SaaS is relatively new phenomenon, little is known about its likely adoption 
in different vertical industries. Therefore, exploratory research aiming at recognizing 
regularities (such as critical problems and opportunities) is appropriate [22]. Two 
types of data have been used for the purposes of this research: data from thematic 
interviews [23] and secondary data [24]. Software business research can be seen as a 
part of Information Systems (IS) research studying the application of ICT to organiza-
tions and management thereof. According to the IS research framework by Hevner et 
al. [25] combining the behavioral-science and design-science paradigms, information 
systems research is evaluated in terms of its relevance to the practice and the rigor 
with which it was conducted.  

In the research reported in this paper, the relevance is implied by the fact that it ad-
dresses the existing business needs (perceived by software vendors and CSPs) to 
predict whether the OSS/BSS software will be provided as a service. The rigorousness 
of the research conduct is achieved by applying accumulated research foundations and 
following research methodologies. In particular, thematic interviews are conducted to 
identify potential problems with adopting SaaS by enterprises, and secondary data 
analysis (of industry statistics and software vendor public reports) is applied to find 
the likely candidates for implementing OSS/BSS as a service. Still, due to the ex-
ploratory nature of the study, its results should be taken with care, and further studies 
are needed to validate the reported findings. 

Whereas the analysis in this paper focuses on the specific market of the telecom-
munication software, similar analysis can be applied to other vertical software  
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markets, and also to other forms of software provisioning. For instance, the analysis 
of SaaS applicability can be performed for the verticals, where software systems are 
highly complex and heterogeneous, notably automotive and embedded software. In 
this paper, only the capabilities of individual vendors to provide OSS/BSS software 
applications as a service have been analyzed. In future work, possible business net-
works of multiple vendors will be analyzed from the viewpoint of their capability and 
strategic interest in developing a full-stack OSS/BSS solution and offering it as a 
service. 
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How Green Is Your Software?

Juha Taina

University of Helsinki, Department of Computer Science

Abstract. Green IT is a mission to reduce carbon emissions of infor-
mation technology. Although immediate savings come from hardware,
software also plays an important role. Since a software has a life cycle, it
creates direct and indirect carbon emissions: it has a carbon footprint.

In this paper we present an approach to analyse software carbon foot-
prints. We analyse a typical software life cycle step by step and give
estimates of how large carbon footprints each step produces. A software
vendor that claims to be green needs to show that his software has a small
carbon footprint. From the green software point of view, it matters how
to develop and deliver software, and how usable the software is.

1 Introduction

Information technology (IT) is present in practically every field, process, and
system in the world. It requires a huge amount of energy and other resources.
Currently at least 2% of global carbon emissions are directly due to IT systems
(http://www.gartner.com/it/page.jsp?id=503867). The amount is expected
to rise since new IT solutions are implemented every day. For example, it has
been estimated that 2011 the energy consumption of the USA’s servers and data
centers may be more than 100 billion kWh [1]. Thus, the carbon emissions of IT
systems are and will be important to measure.

The need to reduce IT energy requirements and carbon emissions has been
noted all over the world. Several research projects for more resource-efficient IT
are either implemented or under implementation. As Murugesan states [2]: “We
are legally, ethically, and socially required to green our IT products, applications,
services, and practices.” It includes all computing, inside and outside the data
center. It is called green IT [1].

Carbon emissions are measured as a carbon footprint (CF). A CF defines how
much carbon dioxide a product or service produces. The size of a CF can be
compared to how many trees are needed to absorb it in a year. Together they
give a simple metric to compare greenness of IT products and service including
software.

While immediate savings are easiest to achieve from hardware and large data
centers, also software can be green. Software has a life cycle, so it also has a
carbon footprint. We can estimate and measure it, analyse its sources, and find
ways to reduce it.

In this paper we analyse how the CF of a software can be calculated. We first
define the life cycle of a software package and then analyse each step in the cycle.
Each step has a CF that can be estimated.

P. Tyrväinen, S. Jansen, and M.A. Cusumano (Eds.): ICSOB 2010, LNBIP 51, pp. 151–162, 2010.
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2 Idea

It is not straightforward to define a CF for a software. A software does not
directly require resources: the hardware behind it requires them. However, a
software has indirect resource requirements. Its development, delivery, and main-
tenance create a CF. It uses CPU cycles that create a CF. It may request services
from peripherals that create a CF. All these can be calculated during the soft-
ware life cycle.

The life cycle of a software can be divided into the following phases:

1. Development: The software is implemented.
2. Beta testing: Potential customers test the software.
3. Delivery and re-delivery: The software is delivered to customers.
4. Usage: The software is used.
5. Maintenance: The software is updated.

Since the life cycle consists of the previous phases and each phase has a CF, it
is safe to define that the carbon footprint of a software is the sum of the CFs of
the phases. This gives us the following definition:

Let us have a software s. The CF of s, cfs, is

cfs = (ds + bs + drs + ms)/ns + us (1)

where ns is the number of delivered software packages, ds is the CF of
development, bs is the CF of beta testing, rds is the CF of delivery and
re-delivery, ms is the CF of maintenance, and us is the CF of usage.

The CF of each phase consists of two items: 1) material CFs, and 2) energy usage
CFs. A material CF depends on the production, delivery, usage, and disposal of
a product. An energy usage CF depends on how the required energy is produced.

A material CF can be calculated if its life cycle is known. An exact analysis of
various material CFs is beyond the scope of this paper. We use estimates from
various carbon footprint calculators when necessary.

An energy CF can be calculated directly but usually it is easier to count
the energy required for a task and multiply it with an energy carbon footprint
factor F . It shows how much carbon dioxide is emitted from generating one kWh
energy. The energy carbon footprint factor is calculated from the life cycle of a
power plant. Its value is always over zero regardless of the energy source.

A detailed analysis of each life cycle phase is required to estimate the CF. We
will give a brief summary of the steps and show how the CFs can be calculated.

In the analysis we use a few predefined constants. Changing these walues will
strongly affect the resulting CFs. Due to this the individual CF values are less
important than how they relate to each other.

The constants we use are as follows:

Energy carbon footprint: F = 0.25kg/kWh. This value is based on a Finnish CF
calculator (http://www.hs.fi/viesti/hiilijalanjalkitesti, inFinnish)
and is a relatively clean energy source.

http://www.hs.fi/viesti/hiilijalanjalkitesti
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Paper carbon footprint: cfp = 0.001kg/sheet.
Binder carbon footprint: cfb = 2kg/binder. The paper and binder CFs are

based on various carbon footprint calculators on the Internet, for instance
http://www.stopglobalwarming.org/carboncalculator.asp.

Printer power consumption: pp = 400W. This is a combined estimate of printer
standby, ready, and printing power consumption.

Computer power consumption: pc = 400W.
Relay node power consumption: pn = 10W. The computer and relay node power

consumptions are based on modern computer technology.
Office power consumption: po = 600W.
Meeting room power consumption: pm = 1000W. Room power requirements

are rough estimates of light and heating power consumptions.

3 Development

Development usually follows a well-defined process. The process has phases, best
practices, and people. A typical development process consist of one or more cy-
cles, each of which have the following major tasks: requirements gathering and
analysis, design, implementation and unit testing, integration, and verification
and validation. The techniques used in each of the tasks vary considerably be-
tween process models but in most cases the phases are present. We can calculate
a CF for each of the phases:

The CF of development, ds of software s, is

ds = dgs + dds + dius + dis + dvs (2)

where dgs is the CF of requirements gathering and analysis, dds is the
CF of design, dius is the CF of implementation and unit testing, dis is
the CF of integration, and dvs is the CF of verification and validation.

A detailed analysis of the development CF depends on the used process model
and is beyond the scope of this paper. For example, a simple requirements gath-
ering process might go as follows:

1. A requirements team requests a brainstorm meeting. Result: a call and an
agenda.

2. The meeting is in a conference room. Result: a list of raw requirements.
3. The raw requirements are analysed. Result: analysed new requirements.
4. A negotiation meeting is required for the new requirements. Result: a call

and an agenda.
5. The negotiation meeting is held. Result: an updated list of new requirements.
6. The new requirements are stored to the project requirements pool. Result:

an updated list of requirements.

Most outputs require physical resources (mostly paper) although sometimes dig-
ital output may be enough.

http://www.stopglobalwarming.org/carboncalculator.asp


154 J. Taina

The first step is the brainstorm meeting call. It requires an office. We get

CF1w = (pc + po) ∗ t1w ∗ F

where pc is the required power of a computer, po is the required power of office
lights and heat, t1w is the required working time at the office, and F is the
carbon footprint factor.

The result of the first step is a call and an agenda. Let us assume that both
the call and the agenda are delivered in one paper in via the office mail system.
We get

CF1r = n1p ∗ cfp + (pp ∗ t1pr + n1p ∗ pp ∗ t1pp) ∗ F

where pp is the required power of the printer, t1pr is the time to get the printer
ready for printing, n1p is the number of printed papers, cfp is the CF of a paper
sheet, t1pp is the time to print one sheet of paper, and F is the carbon footprint
factor.

The second step is the brainstorm meeting. It requires a conference room and
a computer for each participant. We get

CF2w = (n2m ∗ pc + pm) ∗ t2w ∗ F

where n2m is the number of participants (members), pc, pm and F are as before,
and t2w is the length of the brainstorm meeting.

The result of the brainstorm meeting is a list of raw requirements. Let’s assume
that the list is stored during the meeting. Thus, its CF is included in the meeting
computer usage. We get

CF = 0.

The next step is to analyse the collected raw requirements. We assume that
analysis is done in offices. The work requires a computer and an office. We get

CF3w = (pc + po) ∗ t3w ∗ F

where pc, po and F are as before, and t3w is the time required to analyse the
gathered raw requirements.

The requirements analysis does not produce anything extra. We can estimate
that its carbon footprint is zero. We get.

CF3r = 0.

The next step is to call a negotiation meeting. It has a similar structure and
analysis than the brainstorm meeting call. We get

CF4w = (pc + po) ∗ t4w ∗ F

with similar symbols than in CF1w .
The result of the negotiation call is similar to the result of the brainstorm

call. We get

CF4r = cfp ∗ n4p + (pp ∗ t4pr + n4p ∗ pp ∗ t4pp) ∗ F

with similar symbols than in CF1r .
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The negotiation meeting is similar to the brainstorm meeting. We get

CF5w = (n5m ∗ pc + pm) ∗ t5w ∗ F

with similar symbols than in CF2w .
The result of the negotiation meeting is a paper binder that includes new

agreed requirements. We get

CF5r = cfb + n5p ∗ cfp + pp ∗ (t5pr + n5p ∗ t5pp) ∗ F

where cfb is the CF of a binder, n5p is the number of printed sheets,t5pp is the
time to print one sheet, and cfp, pp, and F are as before.

Finally, the new requirements are stored to the project requirements pool.
The step requires an office and is similar to the brainstorm request meeting. We
get

CF6w = (pc + po) ∗ t6w ∗ F.

The result of the last step is an updated list of requirements. Let us assume that
the requirements are uploaded to a database server. We get

CF6r = (ps + pr) ∗ t6r ∗ F

where ps is the power consumption of the sending computer, pr is the power
consumption of the receiving computer, t6r is the transfer time, and F is the
carbon footprint factor.

Let us assume that a meeting takes two hours with 10 members. The result
is a binder with 300 pages of paper. Meeting calls take one hour each. Raw
requirements analysis takes 20 hours. Each meeting call session requires 30 sheets
of paper et cetera. (We have a total 20 variables to consider, plus the constants
in the previous chapter. Most values do not add much to the total picture.) We
get

CF =CF1 + CF2 + CF3 + CF4 + CF5 + CF6

=(0.28 + 2.50 + 5.0 + 0.28 + 4.82 + 0.25)kg ≈ 13kg.

Thus, three rounds of requirements gathering gives CF ≈ 39kg. The result does
not include any travelling. Travelling would dominate the CF if included.

Sometimes a detailed CF estimation is not possible or would take too much
time or other resources to execute. A simple way to estimate a CF is to calculate
how much each person works in a project and count individual CFs.

Let us have a project P with n workers. The estimated size of the devel-
oped software is S KLOC (thousands lines of code). The workers have
an average production efficiency p KLOC/pm (person-month), and an
average CF/t cf kg/pm. The CF of the development phase is then

ds = n ∗ (S/np) ∗ cf = S ∗ cf/p. (3)
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The average CF/t depends on the workers’ CFs in the project. An easy estimate
for this is to calculate the CF of an average working day and then multiply the
result with the average number of working days in a month.

A month-based CF estimation is not as good as a process-based estimation.
Days are not similar and it may be difficult to estimate averages over a long
period of time. It may also lead to a situation where workers’ CFs are compared
to their productivity. It is, however, a useful tool when used properly.

For example, a greenish project worker’s average work day and its CF could
go as follows:

– Car to work: 160g/km*15km = 2.4kg.
– Meetings 2 hours average: 2h*(0.400kW+1kW)*0,25kg/kWh = 0.7kg (meet-

ing room, computer).
– Office 6 hours: 6h*(0.400kW+0.600kW)*0.25kg/kWh = 1.5kg (office, com-

puter).
– 20 papers printed: 20g = 0.020kg (paper, printer)
– Car to home: 2.4kg.

This gives a CF/day = 7.0kg/day. With a regular 22 work-day month we get
CF/pm = 154kg/pm. Let us assume that the average working efficiency is
0.3KLOC/pm. A 10KLOC software would then have the following development
CF:

ds = 10KLOC ∗ 154kg/pm/0.300KLOC/pm = 5100kg.

4 Beta Testing

In modern beta testing, the development company gives a prototype of the devel-
oped software for beta testers. The beta testers will use the software and report
found anomalies to the company. Usually beta testers download the software
from a server and report found anomalies via a web form.

The beta testing phase consist of the following steps:

1. a development team offers a beta software for downloading,
2. a set of beta testers download the software,
3. the beta testers use the software,
4. the beta testers report found anomalies,
5. the development team analyses listed anomalies, and
6. the development team corrects anomalies that they find severe enough.

The development team may release a new beta version of the software in which
case the above list has a cycle from step 6 to step 1.

Again, we can calculate the CF from the previous phases:

The CF of beta testing, bs of software s, is

bs = nbs ∗ (bos + kbs ∗ (bds + bus + brs) + bas + bcs) (4)
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where nbs is the number of beta testing cycles, bos is the CF of loading
software to the server, kbs is the number of beta testers, bds is the average
CF of downloading the software to a beta tester, bus is the average CF of
beta tester using the software, brs is the average CF of anomaly reports,
bas is the CF of anomaly analysis, and bcs is the CF of correcting chosen
anomalies.

The first step is to offer a beta software for downloading. This phase requires at
least two computers (one to send and one to receive) and a network connection
between them. The CF produced is

bos = (ps + pr) ∗ tbo ∗ F

where ps is the power of the sending computer, pr is the power of the receiving
computer, tbo is the time required to send the software internally, and F is the
energy carbon footprint factor.

The second step is the actual downloading phase. A similar analysis as above
can be used with two exceptions: 1) the network outside is probably slower than
the LAN of the previous example, and 2) if the download is done via Internet,
the CFs of all routing computers should be counted as well. We have a modified
formula

bds = (ps + pr + nbd ∗ pn) ∗ tbd ∗ F

where ps and pr are the power consumptions of sending and receiving computer,
pn is the average power consumption of a relaying node, nbd is the number
of relay nodes, tbd is the time to download the software, and F is the carbon
footprint factor.

The next step is interesting since it covers the actual use of the software. We
will get a deeper analysis of the usage CF in Section 6. Here we use a simplifi-
cation where we only consider the used electricity of the executing computer.

Let us assume that the average length of the beta testing period is nbu days.
For this time, each beta tester uses an average kbu computers for average tbu
hours each day for testing and storing found anomaly reports (bug reports). The
computers have an average pc power consumption. With these values we get

bus = nbu ∗ kbu ∗ pc ∗ tbu ∗ F.

Finally, the final step for beta testers is to report found anomalies. This step
is similar to the first and second step. While the anomaly report transfer if fast,
only seconds at most, the beta tester may need extra time to prepare the report
for uploading. Let ps be the power consumption of the sending computer, pr be
the power consumption of the receiving computer, pn be the power requirement
of a relay node, nbr the number of relay nodes, tbr1 preparation time, tbr2 sending
time, and F the carbon footprint factor. Then with a similar analysis than in
the second step we get

brs = (ps ∗ tbr1 + (ps + pr + nbr ∗ pr) ∗ tbr2) ∗ F.
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The steps 5 and 6 take place in the development environment and hence do not
directly affect beta testing. We can use similar formulas than in the development
phase to calculate them.

The analysis above gives us an estimate of the CF of the total beta testing
phase excluding fault analysis and correcting.

For example, let us assume that we have a hundred beta testers in a two-
cycle beta testing program. Each cycle takes six months (180 days). Internal
download takes ten minutes, external download an hour. The average number
of relay nodes is 10. Each beta tester has computer that he uses an average two
hours a day for testing the software. Time to prepare an anomaly report is one
hour. Time to send it is two minutes. We get

bs =2 ∗ (0.03kg + 100 ∗ (0.23kg + 36kg + 0.11kg))
=7300kg.

As we can see from the analysis, the beta testing phase counts surprisingly lot in
the CF calculation. A hundred beta testers is not much with modern software.
The number can be several times larger, although in large beta testing usually
the time to test is not as long as in our example.

Even a large CF in beta testing is acceptable if the phase reduces the number
of faults efficiently from the final software. We can count the CF/fault ratio to
show how effective the beta testing is. In order to save carbon dioxide emissions,
the CF/fault ratio from beta testing has to be smaller than the CF/fault ratio
from development. Otherwise it would be more environment friendly to do better
development with less beta testing.

5 Delivery and Re-delivery

In traditional delivery and re-delivery, the final products are packed, shipped to
importers, stored, shipped to stores, and sold to customers. In software it includes
burning the software to a CD or DVD. However, this is a somewhat old-fashioned
way to deliver software. Currently more and more software is directly available
for downloading from a server.

The traditional way to deliver software has a CF that consist of the following
items: packing materials, stock CF, delivery to importers, importer stock CF,
delivery to re-sellers, re-seller stock, and delivery to customers. While currently
dominant, the traditional delivery method will eventually give room for a more
efficient network-based delivery. Hence we will not further analyse the CF of
traditional delivery and re-delivery.

A modern delivery process consists of the following steps:

1. software is uploaded to a server,
2. re-sellers download software from the server to their servers,
3. software is sold in web-stores (local and re-sellers’), and
4. customers download software to their computers.
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All the listed steps are similar to the steps in beta testing. Thus, we get the
following formula.

The CF of modern delivery and re-delivery, ds of software s, is

drs = dos + ndr ∗ dcs + kdr ∗ (dss + dds) (5)

where dos is the CF of downloading the software to our server, ndr is
the number of re-selling sites, dcs is the CF of downloading the software
to the re-selling sites, kdr is the number of purchases, dss is the CF of
selecting the software from a web store, and dds is the CF of downloading
the software to the client.

For example, let us assume that we deliver our software to 500 re-sellers. We
expect the total number of sold software packages be 10,000. The average time
in a net store purchasing our software is 10 minutes. Our software requires 100
secs to deliver internally and 1000secs to deliver externally.

With the values above we get the following:

1. Upload to a server: dos = (ps + pr) ∗ tdo ∗ F = 0.01kg.
2. Download to a re-seller:dcs = (ps + pr + ndc ∗ pn) ∗ tdc ∗ F = 0.06kg.
3. Selling software:dss = (ps + pr) ∗ tds ∗ F = 0.03kg.
4. Downloading to a customer:dds = (ps + pr + ndd ∗ pn) ∗ tdd ∗ F = 0.23kg.

This gives us the following result:

drs =0.01kg + 500 ∗ 0.006kg+
10, 000 ∗ (0.003kg + 0.23kg)

=2600kg.

The result is not bad considering that we just sold 10,000 copies of our software.

6 Usage

The longest period in a software life cycle is its usage time. At that time the
software is executed in a set of computers. As an abstract entity the software
does not directly create a CF. It, however, requires resource which in turn create
a CF.

The most intuitive resource for a software is a processor cycle. Each cycle
requires some amount of energy in the computer where it is executed. We can
calculate its CF and include it in the total CF. Thus we get the first definition

The CF of usage, us of software s, is

us = (
∑

i

ci ∗ Ei) ∗ F (6)

where ci is the CPU cycle i of the software usage, E0i is an energy factor
that tells how much energy the cycle takes, and F is an energy carbon
footprint factor.
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We simplify the usage analysis by assuming that the power consumption of all
CPUs is equal. While this is not entirely true, it is a good approximation. It
saves us from deep analysis about CPU scheduling and installing the software
to a new computer.

While the equation above is correct it is not very useful. It is practically
impossible to estimate the total number of CPU cycles in a software life cycle.
An easier approach is to count CPU time for the software and estimate how
much energy it requires. Thus

us = (
∑

j

tj) ∗ p ∗ F (7)

where ti is the ith chunk of CPU time in seconds, p is the power require-
ment of the CPU, and F is the energy carbon footprint factor.

In many cases counting the used CPU time directly is perhaps too difficult. It
can be used with simple applications whose life cycle and CPU usage are easy to
estimate. We need easier and more accurate estimates for normal software CFs.

A good way to estimate software resource usage is via software service re-
quests. If we can list typical service requests and count how much CPU the
software needs to fulfil them we can estimate the total CF of the software use.

Software performance analysis with a suitable queue model is a good tool for
service request estimation . A working performance analysis model will estimate
how much CPU time each type of service request will need on average, how much
they will wait on queues, and how much disk, network or other external services
they will require. Once we have estimates for each request type, we can estimate
how often each request type will occur and hence count the total. We get

us = (
n∑

k=1

Tk ∗ fk) ∗ p ∗ F (8)

where n is the number of request types, Tk is the estimated CPU time
for request type k, fk is the estimated number of type k requests in the
software life cycle, p is the CPU power consumption, and F is the energy
carbon footprint factor.

Unfortunately software performance analysis is often a too complicated tool for
larger systems. A simpler but less accurate tool is to measure software complex-
ity. The more complex a software is, the more it will require CPU cycles to fulfil
requests, and the larger CF it will have.

So far we have analysed mostly CPU usage. A more accurate model includes
memory, disk, network, printer, display, and other peripheral equipment usage.
With this analysis we get a fairly accurate estimate of the software’s resource
requirements. However, all these estimates are inputs to the software: something
that the software needs in order to function. In a realistic CF estimation also
the outputs of a software should be included in the CF.
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A regular output of a software is a report. If the report is printed to a display,
it can be included in the peripheral analysis. If it is printed to a printer, also
its paper usage should be included. If it is sent to several people, the resource
requirements to process the output should be included from all receivers. This
can expand the required CF considerably. For example, consider the CF of a
spam-sending software.

When inputs, outputs, and execution are included in the CF analysis, the
CF analysis suddenly becomes a usability issue. A good software does not waste
resources: neither from the system nor from its users. A bad software steals time
and increases its CF. In the future software greenness will be a software quality
factor with usability elements.

Even a large CF can be justified if it is for a good cause. A software can use
resources as long as it is for a useful software system and is built as efficiently
as possible. In fact, consumed CPU cycles are almost always useful. Idle cycles,
on the other hand, are never useful.

Any idle cycle of a CPU is basically a wasted resource. It uses energy and
creates a CF but does not give anything back. A typical home desktop or even
an IT server can be 90% idle [1]. That implies a lot of wasted cycles and is like
flying a jet with 10% of occupied seats. Fortunately the waste cycle problem
has already been acknowledged and with proper virtualization it is possible to
reduce the number of wasted cycles.

As an example of a software CF we take a compiler. It is a simple example
because it uses only two types of resources: CPU cycles and disks. Let us assume
that a typical compilation (a service request) requires 300 seconds CPU time and
50 seconds disk access time. The input of the software is a set of source files.
The output of the software is a set of compiled files. The CPU requires 60W and
the disk 20W. Thus we get

CF = (pcpu ∗ tcpu + pdsk ∗ tdsk) ∗ F

where pcpu is the power consumption of the CPU, pdsk is the power requirement
of the disk, tcpu is the CPU time required for the compilation, tdsk is the time
required for disk access and F is the energy carbon footprint factor. If the com-
piler is used 10 years for 240 days/year and 50 compilations each day, it would
have 120,000 compilations in its life cycle.

This gives us

us =120, 000 ∗ CF = 120, 000∗
(0.060kW ∗ 300/3600h+
0.020kW ∗ 50/3600h) ∗ 0.25kg/kWh

=160kg.

In that time the computer has the following CF (assuming 10h/day and 240
days): CF = 0.400kW ∗ 10 ∗ 240 ∗ 8h ∗ 0.25kg/kWh = 2400kg. About 6,6% of
the CF of the computer belongs to the compiler.
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7 Conclusion

In this paper we showed how we can estimate the carbon footprint of a software
and gave example estimates. Let us assume that the examples are of a compiler
software. We get the following values:

Development 5100kg (10 KLOC code)
Beta testing 7300kg (100 testers)
Delivery 2600kg (10,000 copies)
Usage 160kg (per installed copy)

The estimated values are small and the actual CF usage is probably higher
especially in development. Yet the small analysis already showed that cutting
beta testing will easily cut emissions.

It matters how we develop software, how we deliver it, and how our cus-
tomers use it. With proper analysis we can ensure our both authorities and our
customers that we develop environment-friendly software.
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Abstract. The significance of boards of directors is often considered minor in 
unlisted companies due to the low degree of agency problems. Research on the 
topic has also been limited due to data access issues. However, networks are es-
sential to the success of internationalizing new ventures and interlocked boards 
of directors have the potential to act as important information and resource con-
duits. To improve understanding on these dynamics, we performed an explora-
tory cluster analysis on board interlocks of Finnish software companies using 
board data we obtained from the Finnish Trade Registry and a custom survey. 
Our results indicate that companies that have international revenue are often in-
terlocked with each other. In addition, companies without international revenue 
plan to internationalize if they have an interlock to a company that has interna-
tional revenue. Our results are mirrored against management theory and future 
research is outlined. 

Keywords: boards of directors, board interlocks, internationalization, venture 
capital, small and medium companies. 

1   Introduction 

Research on boards of directors is mostly tied to corporate governance issues in large 
corporations. Analyzing the link between board composition and firm performance 
has been one of the most popular topics of management research. This stream of re-
search typically applies agency theory [1]. For smaller firms, agency problems are 
less significant, as ownership and management are often tied closely. However, a 
small group of individuals has a greater impact on managerial issues, suggesting that 
governance issues may be more pronounced in smaller firms cf., [2]. This has moti-
vated interest in studying the role of outside directors in the SME context cf., [3-5], 
which are generally considered essential to monitoring executive behavior in larger 
enterprises and to good corporate governance.  

A similar vein, interest in smaller firms is however not observable in board inter-
lock studies. In a review of research on SME boards, [6] listed only one paper con-
cerning boards and emphasizing networks. [7] found that board members play an 
important role in the management of networking activities. The board members were 
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motivated by reputation, professional standards, legal responsibilities and ownership. 
A later review of board roles in SMEs by [8] lists one other paper [9]. This study 
measured board interlocks as a part validating new a board’s networking strategy 
construct, which they later positively link to ROA.  

Given the limited but consistent evidence on boards of directors being able to aid 
SMEs in networking activities, further hypotheses can be drawn on their implications 
on internationalization. According to the stage theory of internationalization [10], 
firms’ internationalization is limited by knowledge of foreign cultures and markets, 
which increases gradually as a company gains experience operating in a particular 
country setting. This enables the company to gradually increase their presence in that 
country. Facilitating the transfer of critical cultural and market knowledge, for exam-
ple from another company operating in given foreign market, would therefore help 
companies to expand internationally. Thus, it may be hypothesized, that an inter-
locked directorate may in some cases be beneficial to internationalization. Similar 
arguments can also be derived from other internationalization theories, such as inter-
national new ventures [11].  

In addition to the more active information transfer mechanisms, interlocked direc-
torates may cause organizations to resemble each other through a more passive insti-
tutionalization process [12]. Interlocked boards can spread organizational practices 
[13] and strategies [14], which may promote internationalization in two ways. First, 
building international operations may require companies to reorganize themselves to 
gain internationally competitive marketing and product development capabilities. 
Second, internationalization is clearly a strategic choice along with any other signifi-
cant expansion decisions. Therefore, especially in an environment with lots of 
growth-oriented startups, internationalization may to some extent be considered an 
outcome of organizational mimicking and normative pressures. 

Given that this area of inquiry is relatively under-researched, we set forth to per-
form an exploratory cluster analysis on interlocked company dyads. Relying on board 
interlock data from the Finnish Trade Registry and a custom survey on the Finnish 
software industry, we examine what kinds of common patterns exist in the data. In 
particular, we investigate whether international activities and growth aspirations are 
related to interlocks with internationalized firms. In the following sections we discuss 
our sample and data collection, elaborate on the analysis method, and describe the 
contents of the clusters identified. We then discuss the implications and need for fu-
ture research in light of different management research streams.  

2   Sample and Data Collection 

The exploratory analysis was performed using survey data from the Finnish software 
industry as the primary data source. The survey is part of an on-going effort to track 
developments of the Finnish software industry. The data for this paper came from the 
survey’s 2009 run, which is explained in detail in [15]. In total, there were 584 full 
answers and several hundreds of partial responses. The financial data of the survey 
corresponds to the financial year of 2008. Information on different types of external 
finance corresponds to the situation in the summer of 2009. 
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The data on board members were obtained from Asiakastieto Ltd., which aggre-
gates and sells information from the otherwise publicly accessible Finnish Trade Reg-
ister.  The board data was obtained as a listing that contained a person’s name, date of 
birth, board position (or CEO), company code, and the duration of the position. The 
board data were entered into an SQL database, from which the annual snapshot data 
of board interlocks obtained for December 31, 2008.  

The data set for this study comes from the intersection of firms that both answered 
the primary survey in 2009 and which were interlocked through their boards. The 
Finnish software industry is characterized by a large number of small and medium-
sized firms and a small VC market [15]. Therefore, the board networks are very 
sparse altogether. As a result, we obtained data on 64 directed interlocks. Due to the 
symmetry of the network, this implies 32 unique undirected interlocks. 

3   Analysis 

Since our aim was to classify the different board interlocks, we used a cluster analysis 
as our data analysis method. Probably the best summary of the challenges in using 
this method in management research is given by Ketchen and Shook [16] and more 
generally by Hair and his colleagues [17]. Generally, cluster analysis relies on calcu-
lating a similarity measure between each case in the data and then grouping the cases 
according to this measure.  

Due to the exploratory nature of the study, we only relied on hierarchical cluster-
ing. Since we did not have any preconceptions of the data, we used the most generic 
and commonly used average linkage clustering. Choosing the similarity measure was 
more complex. Due to the skewness of some of the variables, we rejected the Euclid-
ean measure and choose one of the directional measures. Since the data contained 
both binary and continuous variables, we considered correlation similarity measure 
most appropriate. Moreover, it has the advantage of being relatively straightforward 
to interpret. Prior to clustering all variables were standardized. To our surprise, no 
substantial outliers were found through examination of the dendrogram and we de-
cided to run the final analysis with the full data. All analyses are carried out with 
Intercooled Stata 10.1. In this short paper we decided to use only an explorative 
method, so the results should be considered tentative at this stage. Moreover, we did 
not do any detailed robustness checks.  

4   Results 

The mean values of the company-specific measures are presented in Table 1 and 
grouped by the cluster IDs. Highlighting has been added to visualize the relative dif-
ferences between table cells.  

Rapidly expanding international ventures (Cluster 1). The first cluster is formed by 
mostly internationalized and rapidly growing young companies that are interlocked 
with each other. Most notably, the average growth rate is higher than for any other 
cluster1, and there is a modest amount of VC, and no angel or public sector finance.  
 

                                                           
1 Medians 23% and 22% are also higher than for the rest. 
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Table 1. Results 

Cluster Side of dyad 1 2 3,4 5 6
Firm age A 6,6 14,9 11,5 9,3 12,0

B 6,8 14,5 7,8 11,6 10,3
Revenue A 3 649 133 €€ 1 812 107 €€   3 685 808 €€      1 121 302 €€  908 910 €€   

B 3 301 873 €€ 1 758 551 €€   814 232 €€         1 178 792 €€  1 088 162 €€ 
Annual revenue growth A 62 % 14 % 37 % 48 % 5 %

B 58 % 14 % 3 % 26 % 32 %
Has international revenue A 100 % 94 % 88 % 0 % 50 %

B 86 % 88 % 75 % 100 % 0 %
Plans to internationalize A 0 % 0 % 0 % 71 % 50 %

B 7 % 0 % 25 % 0 % 100 %
Has private sector VC finance A 36 % 12 % 63 % 29 % 0 %

B 29 % 12 % 50 % 14 % 25 %
Has public sector VC finance A 0 % 0 % 13 % 0 % 0 %

B 0 % 0 % 100 % 0 % 0 %
Has angel finance A 0 % 53 % 38 % 14 % 25 %

B 0 % 53 % 88 % 14 % 25 %
Number of interlocks 14 17 16 7 8  

In light of the metrics applied, this group of companies can be considered the most 
successful ones in the sample.  

Early-stage international ventures (Cluster 2).This cluster has many similarities with 
the first cluster, except that the companies are smaller, they have a high frequency of 
angel investment, and growth has not yet taken off. It may be that this group of com-
panies very much represents the group of companies in cluster 1, but at an earlier 
stage. If so, this would indicate that the role of angel finance is still required of the 
companies to reach a place in cluster 1. The formation of this cluster may be ex-
plained by for instance, angel networks. Striking is the absence of public sector VCs, 
which on average are active in this stage.  

Private and public sector VC dyads (Clusters 3,4). These clusters contain a mix of 
new ventures at different stages that are interlocked. The companies have clear differ-
ences in their sizes. The smaller counterparts are without exception backed by public 
sector VCs and almost without exception have angel finance. The large counterparts 
often have private sector VC. Both sides of the dyad often very often have interna-
tional revenue, and the larger counterparts grow very fast. Unlike the two previous 
groups of companies, the “glue” that forms these interlocks most probably comes 
from private sector VCs due to their high and most even distribution, and the fact that 
public sector VC is not related to any other cluster (restricting evidence that they 
relate to interlocks in isolation).  

International and non-international dyads (Cluster 5,6). Clusters 5 and 6 are very 
near to each other, and the network dyads are formed by two different types of com-
panies. The other side of the dyad comprises of firms that have rapid growth and 
typically have plans to internationalize, but do not yet have any international revenue. 
Roughly a quarter of the companies have VC finance, of which none comes from the 
public sector. The companies on the other side of the dyad often have international 
revenue, but also have slightly lower growth. Basically none of them have VC.  
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5   Discussion and Conclusions 

Firstly, it should be noted that the cluster analysis performed here should be consid-
ered initial, and its purpose was to uncover some of the general patterns present in the 
data to guide further inquiry. This said, we discuss the potential implications to vari-
ous research streams. All in all, this study makes a contribution to board of directors 
research in the SME context.  

The “Rapidly expanding international ventures” cluster by its very existence 
would indicate that successful companies are interlocked with other successful com-
panies. This counters arguments, that boards in SMEs are merely formalities, and that 
only VCs force them to become more active and professional. One possible explana-
tion could be that interlocked boards function better in a value-adding service and 
resource dependency roles [18]. Interlocked boards may also provide firms legitimacy 
by spreading institutionalized practices from other parts of the industry [cf. 23], which 
may lead to positive performance implications. A corollary would be, that the finan-
cial and non-financial contributions of VCs and angel investors [cf. 23] can alterna-
tively be obtained somehow by having a well-linked board.  

The International and non-international dyads (Cluster 5,6) provides anecdotal 
evidence that the will to internationalize would spread over board interlocks. The two 
remaining groups of firms provide some but less interesting findings. The most inter-
esting contribution of the “Early-stage international ventures” cluster relates to the 
role of angel investors in networking, as we consider it the most likely explanation for 
the existence of this cluster. [21] reports that few angels are high-profile and active 
with their investments, whereas most are extremely passive and unprofessional. The 
presence of this cluster would more likely attribute to the former category, as the 
firms in the cluster have an above average internationalization rate [15], which may 
be a signal of non-financial value added and more professional selection practices. 
“Private and public sector VC dyads” is a very expected result. 

This study leaves many open questions mostly due to the difficulty in establishing 
causal relationships. The most fundamental issue relates to self-selection. Improving 
this analysis by utilizing responses from previous surveys can be conducted to some 
extent. In addition, by including indirect board interlocks, the number of observations 
can be increased. Regression analysis should be applied to control for the size of the 
company, as larger companies tend to be more international and interlocked. Deter-
mining the causal relationships between generic constructs in more detail would prove 
the generalizability of these results to other regulatory and cultural contexts.  
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Abstract. In this paper, we present two studies investigating the entrepreneurial 
challenges faced by companies in the Finnish software industry. The first study 
is based on telephone interviews conducted during the National Software Indus-
try Survey in 2008. The second study was done in collaboration Growth Forum 
initiative in 2008. We collected data during three large seminars and numerous 
working group meetings. Qualitative analysis of the data from both studies sug-
gest that growth is a major challenge for the firms and that managers’ growth 
motivation and managerial capabilities are the most important requirements for 
successful growth.  

Keywords: Entrepreneurship, Entrepreneurial Challenge, Software Industry. 

1   Introduction  

A large share of the previous research on firm growth has focused on positive determi-
nants of this phenomenon but challenges of growth have received less attention [see 
e.g., 1]. In this paper we study how entrepreneurs at various stages of firm develop-
ment view the challenges of growth. Although the research is based on the accounts of 
entrepreneurs rather than direct empirical observation of the challenges that the firms 
face, we believe that the study makes a two-fold contribution. First, the views pre-
sented by the entrepreneurs can act as a proxy measure for the actual challenges. Sec-
ond, some challenges can be socially constructed [2] perceptions and perceptions and 
attitudes are known to affect the entrepreneurial process consequently firm growth [3]. 

The empirical context of the present paper is the Finnish software industry. Some 
have argued that this market faces unique challenges on both national and industry 
level [4]. Particularly, the small home market and the further issues created thereof 
can affects how firms can growth. Three major challenges can be identified: First, the 
small market means small venture capital market. Second, the small and relatively 
unknown home market can cause legitimacy problems when expanding abroad. Third, 
firms are forced to diversify either horizontally by broadening the offering or expand 
internationally in earlier phase, since the number of potential customers is limited in 
the home markets. Hence the present study sheds light on the challenges faced by 
companies in these particular circumstances. 

2   Literature Review 

Entrepreneurial firms tend to develop not continuously, but through stages, and each 
stage is characterized by different issues and challenges [3, 5-7]. Although there are 
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numerous different growth stage models, these all share similarities. After the initial 
opportunity identification and planning stage, the firm founders face three problems 
of constructing resources, gaining legitimacy, and acquiring new customers. In es-
sence, the challenge in the commercialization stage can on a high level considered 
from moving from idea and incorporated business to a viable firm with initial product 
and customer. After the initial product is ready, the early growth stage sees the chal-
lenge of productization and forming a real organization to replace the entrepreneurial 
team. After the early growth, the later growth means usually diversification either 
geographically or by introducing new products. In this stage the firm starts to grow 
beyond the small business stage and the challenges are more often related to organiza-
tional “growth pains” and international expansion, if the firm chooses this track. We 
will now present each of these stages and the challenges in more detail. 

The first stage in the stage models is concerned with the founding of the company, 
launching the initial products and services and achieving the first sales. This stage can 
be called conception and development [6] or formation [8]. We can summarize this 
stage as turning a venture or idea into a viable business entity. In our categorization, 
this stage encompasses also what some models present as a separate commercializa-
tion stage [8]. Typical challenges in this stage are related to resources, legitimacy, and 
markets. The firm suffers from liability of newness [9], which is manifested through 
economic inefficiencies due to lacking routines and lack of credibility in the markets 
because of lack of customer references. The single biggest market related challenge is 
achieving the first customer reference [10]. Particularly, if the company is selling a 
software product that is business critical, being unable to demonstrate that the soft-
ware is actually used somewhere successfully is a huge obstacle for acquiring new 
customers. The lack of human, social, financial, physical, technology, and organiza-
tional resources can mean that the company is hard-pressed in competing in the mar-
kets since resources are considered to be the source of competitiveness.  

The focus in the early growth stage is primarily on learning how to make the prod-
uct work well and on how to produce it beyond the prototype or first version devel-
oped during the previous stage. During this stage the business establishes itself as a 
sustainable business with a commercially feasible product and/or marketing approach 
[8]. For a software company, the challenges in the initial stage are moving from the 
first reference customer to a broader customer base [10], productization of the initial 
prototypes and standardization of the offering [11], and establishing a marketing func-
tion [12]. Generally, the challenges revolve around turning the initial often customer-
specific solution to a more productized version to enable scalability of the business. 

After the early growth stage, the firm enters into later growth [8]. A key challenge 
at this point is that the firm grows beyond the size that can be controlled through 
leadership of the initial founders. The firm hence needs a management system with 
layers of control, structures, and routines. One notable challenge at this stage is that 
the founders might not understand when it is time to step aside and hire management 
that already has experience from running larger organizations [13]. 

Although some firms start as born-global and go international during the initial prod-
uct launch stage or early growth, often internationalization constitutes a separate growth 
stage. However, a large number of firms follow more traditional models where they first 
construct a resource based in the home markets and then expand internationally or fol-
low the existing customers from the home markets when expanding internationally. The 
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challenges created by international expansions are numerous [14] and constitute a re-
search stream of their own. 

3   Research Methods and Empirical Study Design 

The empirical data for this paper come from two studies. The first study was a  
telephone survey of a random sample of firms that had responded of the National 
Software Industry Survey [15]. Since the purpose was to study the entrepreneurial 
challenges we chose an open-ended approach. Open questions tend to produce a lot of 
non-response in mail surveys and thus we chose telephone interviews as the data 
collection method. A sample of 71 companies was drawn from a list of companies 
that had responded to a mail survey under this project. The telephone interviews in-
cluded three questions that asked the respondents to elaborate on the challenges, 
strengths, and weaknesses of the company. These data were analyzed by coding the 
responses on a spreadsheet. We used open coding to identify different challenges and 
then grouped these codes into a hierarchy. The initial codings were performed by two 
researchers to eliminate the potential bias caused by a single person analyzing the 
responses. After coding of the data, we linked it with demographic information pro-
vided by the main mail survey. 

The second study was conducted during the Growth Forum ’08 project. Growth Fo-
rum is a national project by the Finnish Software Entrepreneurs’ Association and Mi-
crosoft Oy (the Finnish subsidiary of Microsoft corporation) to foster the growth of 
Finnish software SMEs. The work of this study was done in three large seminars and 
numerous working group meetings to which the authors of this paper took part ac-
tively. Most of the data come from the five working groups running in parallel and 
engaging approximately 70 participants, of whom most are senior executives of soft-
ware firms. The purpose of the working groups was to identify the challenges faced by 
the Finnish software industry and to propose solutions that would help both the indi-
vidual firms as well as the entire industry to overcome these challenges. In total the 
working group had over 20 meetings that lasted from hour and a half up to three hours. 

Additionally, we separately interviewed persons that we considered as key people 
in the working groups. These people were a Technology Director from public listed 
company, a Managing Director from a privately held company, a Deputy Managing 
Director from a privately held company, a Chairman of a privately held company, a 
Partner Venture capitalist, a Research manager from a research institute, a Managing 
director from privately held company, and a Strategic director from privately held 
company. The mean length of these interviews was 70 minutes. 

The data from this second study were analyzed in the following way: All field 
notes and interview transcripts were first read to familiarize with the data. Each dis-
crete opinion on the determinants of growth of the industry was recorded in a spread-
sheet. In the second stage, all identified opinions were grouped into categories. 

4   Results 

Majority of the Finnish software firms start as small and also remain small [15]. In 
other words they never grow. One of the possible reasons for this, as explained by 
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several informants of the second study, is the small domestic market. However, in the 
global business environment with the Internet and its possibilities, this is most proba-
bly not the sole explanation. One possible reason for low growth is the low level of 
growth aspirations of the founders of the firms or their unwillingness to grow the 
business considering the increased level of risk associated. Similar findings of low 
levels of willingness to grow have been reported also in other studies [3]. In all, the 
working groups identified managers’ growth motivation to be one of the top three 
most important requirements for successful growth of software companies. Also 
managerial capabilities for growth management were identified as key factors - this 
factor was rated one of the most critical ones having effect on successful growth. 

To further understand the challenges faced in different lifecycle stages, we ana-
lyzed the coded telephone responses by cross-tabulating them by firm age class in 
Table 1. Although this is an imperfect proxy for development stage, it was the best 
data that we had available. The biggest challenge for firms is growth, particularly for 
firms that are in the conception and development stage or are already in the stability 
stage (see in Table 1). On the positive side, the fact that firms emphasize growth as 
their challenge means that this is something that they consider important, but on the 
negative side it means that firms are finding it difficult to grow. One of the key results 
of the analysis of the interview data from the second study that is not reflected in the 
telephone interview data is that firm founders and CEOs must understand that their 
role will change as the firm grows, and this is often difficult to accept. Managers in 
the Finnish software industry have often a high level of technical competence but lack 
managerial experience, and this becomes evident as the firm grows. Particularly when 
a firm expands abroad, hiring a professional management team to bring both experi-
ence and personal networks into the firm should be seriously considered.  

Availability of skilled personnel was identified as a more contemporary challenge 
and was also linked to the growth challenge. If talented people are not available and 
thus cannot be recruited, a firm cannot grow. It is not only about finding the right 
people, but also about having the people with the right competences in the right posi-
tions. Since particularly small businesses have limited resources, the most talented 
people should work in the most critical parts of the business. 

Table 1. Challenges by firm age class 

 Age  

Challenge <2 2-5 6-10 >10 Total 

Customer acquisition 2 2 2 0 6 

Personnel 1 3 4 4 12 

Internationalization 1 3 1 1 6 

Growth 6 4 3 6 19 

Marketing 1 1 2 2 6 

Sales and marketing 1 1 2 4 8 

Recruiting 1 3 4 1 9 

Resources 1 2 1 3 7 

Total 12 16 15 17 60 
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Sales and marketing was mentioned as the third most important challenge on the 
firm-level, especially for firms in later development stages. Marketing and sales mod-
els usually involve decisions about market segmentation, the target market, and pre-
senting and making the products available for customers in a way that attracts them. 
Researchers in both marketing and software engineering have argued that managerial 
competence in marketing is currently at a rather premature stage in many software 
companies where technology development has traditionally been the central area of 
interest among managers [16]. Since the sample of this study is dominated by small 
and to some degree relatively young companies, it is not surprising that this challenge 
of mainly smaller firms is prevalent also in our sample.  

Lack of resources was raised as the fourth most important challenges in the study, 
particularly for firms that are in the conception and development or commercialization 
stage. This closely parallels what the participants in the second study referred to as the 
challenge of small firm size. Other challenges that are worth mentioning are interna-
tionalization and customer acquisition, of which the latter faced more by the smaller 
companies. Internationalization challenges go hand-in-hand with growth challenges, 
and were, in some cases, seen as particularly a challenge in international marketing. 
Building international sales channels is not only managerially demanding, but also 
takes a huge amount of resources. Since this upfront investment must be paid before 
any sales revenue is realized, firms often seek venture capital or other external fund-
ing in this stage.  

Previous studies have argued that the Finnish software industry is predominantly 
technology oriented [16]. In sum, challenges investigated through telephone inter-
views, seminars, and working groups provide partly support for this idea. Fortunately, 
challenges and importance of marketing and growth are well realized by the compa-
nies and several firms seem to actively tackle these problems. Indicating that the in-
dustry can be evolving away from technology orientation. 

5   Discussion 

The results of the telephone interview and working group study seem to be roughly in 
line with the current theorizing on firm growth and the challenges in the growth proc-
ess. Since the biggest challenges in software industry for SME firms seems to be 
growth, and especially the low level of growth aspirations of the founders of the firms 
to grow the business, this is an issue that should be studied more in the future.  
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Abstract. It is argued here that the network theory can better explain success 
and give a more concrete view of the internationalization than stage models of 
internationalization. The resulting business network in a foreign country has 
more effect than the chosen internationalization mode. Main conclusions are 
that the actors involved in the everyday actions in a foreign office and their 
interconnectedness with the rest of the company are important. The 
participation of a multi-divisional company’s board of directors does not have 
consistent effect on the success of internationalization.  
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1   Introduction 

The business world is globalizing. The most important drivers behind globalization 
are declining trade and investment barriers, and technological change. The Finnish 
ICT industry is very dependent on foreign markets due the smallness of Finnish home 
markets and the global competition in the ICT industry. Currently, one prominent way 
of looking at the business environment is to envision it as a network [1, 2]. A network 
is a structure where a number of nodes (business units) are related to each other by 
specific threads (relationships) [2]. These business relationships usually involve a 
number of managers who coordinate the activities of the different firms, and these 
relationships develop through social exchange process.  

When a firm becomes part of a network, it is its resulting network position that 
determines its operation options [2]. Håkansson and Ford [3] identify three network 
paradoxes when firms become part of a business network: (a) the network position 
creates both opportunities and limitations, (b) a firm can influence another firm 
through relationship, but at the same time it is influenced by this relationship, and (c) 
a firm can control a network, but it is also controlled by the network. Gadde et al. [4] 
build their view of strategizing in industrial networks on these three network 
paradoxes and suggest that to handle these paradoxes a firm needs a strategic 
orientation applied in three dimensions of the industrial network: resources, activities, 
and actors (see also [5]). The resource dimension looks beyond the resources of an 
individual firm. The truly important resources are the business relationships that a 
firm has with its customers, suppliers, and other interest groups. The second 
dimension is the activity dimension. Interaction is one of the basic activities of a firm; 
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a firm exchanges products and services, and organizes operations within and between 
organizations. Activities beyond the boundaries of a firm create a chain of activities 
between many firms. Building the activities between companies can create efficiency 
that cannot be pursued by one company alone or by markets. The third dimension is 
the actor dimension. The actors in the network posses the resources and make the 
activities [4].  

The ICT industry operates globally and a growing firm must consider inter-
nationalization at some point. The main reasons for internationalization can be 
summed up as something a firm seeks. A firm can be: (a) a natural resource seeker, 
(b) a market seeker, (c) an efficiency seeker, and (d) a strategic asset or capability 
seeker [6]. Usually, the internationalization mode varies from wholly-owned affiliate 
to exporting and having a distributor in a foreign country. Leonidou and Katsikeas [7] 
reviewed 11 internationalization models and concluded that from the operation point 
of view all models were stage models and the developmental pattern was towards 
greater involvement in foreign markets. One of the most cited internationalization 
models is Johansson and Vahlne’s 1977 model [8]. However, Johansson and Vahlne 
observed that business networks play important roles in internationalization and later 
updated their model [9]. In this revisited Uppsala model, ‘internationalization is seen 
as the outcome of firm actions to strengthen network positions by what is traditionally 
referred to as improving or protecting their position in the market’ [9, p.13]. Coviello 
and Munro [10] studied four small software companies and their internationalization. 
One of their main conclusions is that even the internationalization of small software 
firms can be better understood by combining incremental and network perspectives of 
internationalization.  

2   Research Question and Method 

Our research question is: “How are the network theory’s forces of actors, resources, 
and activities related in the internationalization of a software firm?” To determine this 
we utilize the case study approach. Easton [11] states that one kind of case research 
method with a realist epistemological orientation is to use the existing theory to 
examine how the causal powers already identified act contingently in different 
situations. The reason for selecting the case study method is that the author has 
worked for more than six years at the case company in question and has firsthand 
knowledge and understanding of it and the decisions it has made. This should provide 
a deeper understanding of the context of the decisions [12].  

The case company is a large, internationally operating multi-divisional company. 
During the period from 2006 to 2007, it used three different modes for inter-
nationalization. The significant point about these internationalization steps from the 
research point of view is that: (a) they are all aimed at the same goal, i.e. growth, (b) 
they were all made by the same company roughly at the same time, that it, the context 
of the decisions was the same, (c) the decisions were made by the same management, 
and (d) they all were different types. 

These points help us to delve into these different modes and gain a deeper 
understanding of the internationalization process. It is seldom that the same company 
at the same time with the same goals and the same management make these kinds of 
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decisions. We look at each internationalization mode through the important 
dimensions of resources, activities, and actors of the business network theory. But 
first we introduce the case company. 

3   Case Company 

The case company (FIN) was established in 2003 by combining two existing firms 
that were themselves established in 1989 and 1998. At the end of 2008, the case firm 
employed more than 700 people with a turnover of about 45 M€€ . The time period this 
study looks into is from the beginning of 2006 to the end of 2008. During that time 
FIN had two divisions: industry and ICT. This study focuses on the ICT division. 
During the time period, FIN’s ICT division took three major steps to internationalize: 
(a) establish a wholly owned firm in the Czech Republic, (b) acquire a major holding 
of a software company in Sweden, and (c) set up joint venture in Romania.  

The Czech Republic firm (CZE) was established in the beginning of 2006. This 
company is wholly owned by FIN. The managing director appointed to CZE had 
previous experience with the country and had lived and worked there. Additionally, 
he had some connections with the ICT companies there. The idea was to acquire new 
customers in the Czech Republic and, more widely, in Europe. Initially, however, the 
business model was only to have sales operations in CZE, the software services being 
taken care of in Finland. Only after gaining a better foothold of local customers would 
CZE start hiring its own software professionals. During the first year and a half, it 
became apparent that it was more difficult to handle sales in the Czech Republic and 
Europe than was anticipated. The CZE was transformed into a sales office for FIN’s 
industrial division.  

FIN’s approach to Swedish markets was different. FIN scouted for a suitable 
software firm for acquisition. After finding a suitable firm, a majority of its stocks 
was acquired, and in this way FIN’s Swedish operations (SWE) were established in 
2007. Initially, there were about 30 software professionals working for SWE. SWE 
already operated in the same industry as FIN’s ICT division, but with different 
customers. SWE’s goal was to increase its market share locally. During the first years, 
the growth of the company was substantial: more than 30% in turnover and personnel. 
However, SWE’s operating profit dropped almost to 0% at the end of 2007. It opened 
up two offices in Sweden but was later forced to shut one down. Also, it had 
difficulties opening up new markets for its ICT sector. But at the end of 2008 it was 
clearly profitable and had a good track record in increasing turnover, and 62 software 
professionals were employed there.  

The Romanian firm (ROM) was established in October 2007. It was a joint venture 
between FIN and a Romanian firm, with FIN the majority owner. The local firm also 
operated in the ICT industry, but with different customer focus. The Romanian 
partner firm had very good relationships with the local university, ICT firms, and 
local customers. The idea was to set up ROM as a cost-effective production site for 
software services that were mainly required by FIN’s local customers. During the first 
operating year (2007), a Finnish project manager set up software processes that were 
required from FIN’s customers. The local partner recruited local software 
professionals. After the first year, a second project manager was sent to ROM with 
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the main goal of setting up the processes required to coordinate work between ROM 
and FIN’s offices. The Romanian office employed 50 software professionals after two 
years of operation and operated efficiently, creating value for FIN’s total offering in 
the ICT division.  

4   Results 

4.1   Resources 

CZE’s business relationships relied heavily on the Finnish managing director’s 
existing network, which he had created several years earlier while working in the 
country. CZE’s operations followed FIN’s ICT division’s operations fully. It was 
realized during the first 18 months that the business relationships that were earlier 
created did not producing enough sales for further commitment to the Czech markets. 
The customers in the Czech Republic did not need the software services that were 
offered.  

SWE had an existing customer base and contacts with its local interest groups. 
SWE continued to hire people, and it acquired new markets. SWE also opened up 
new offices to serve bigger markets. All this was done without much involvement 
from FIN because SWE prospered independently. The result was, however, that 
relationships with FIN did not evolve, and there was not much information exchange. 
SWE continued to operate as a separate firm. SWE’s systems were not integrated  
to FIN’s, for example, and they only reported their financial results through  
‘excel-sheets’.  

ROM’s local partners had contacts to universities, and they were well connected 
for the purposes of getting employees. FIN supplied customer contacts and also sent a 
Finnish project manager to set up software processes so as to ensure they would meet 
its main customers’ expectations. ROM was ramped up from scratch and the focus 
was always on being a cost-efficient service provider for FIN’s customers. All 
systems were created with efficiency in mind, and only the most cost-effective 
operations were adapted from FIN’s operations. If services were more efficiently 
produced locally, then the local producers were used, e.g. for computer purchases 
local connections were used. Only the most important data and financial connections 
were created without such a mindset.  

4.2   Activities 

CZE’s activities were tightly linked with FIN’s ICT division. CZE’s activities and 
procedures closely followed those in FIN, and the managing director knew FIN’s 
business customs well since he had been working for FIN for several years. CZE was 
supposed to be responsible for the activities of working as a sales office for the Czech 
markets; the other work would be done in FIN’s local offices.  

SWE had its own activities in all operations. This was only natural since it was 
already an operating firm. Not much integration between FIN and SWE was made.  

ROM’s software processes closely followed FIN’s processes since this was  
what was expected by customers. However, recruiting and administrational operations 
were built up by local Romanian partners. This division of responsibilities worked 
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nicely and it fulfilled the requirements of having a cost effective site to serve FIN’s 
customers.  

4.3   Actors 

CZE was established by FIN’s ICT division, and FIN’s board was not heavily 
involved with this. CZE’s managing director had previous experience in working in 
the Czech Republic. CZE’s board of director’s was comprised of FIN’s ICT division’s 
managing director but none of FIN’s board of directors. CZE was more or less seen as 
an extension of FIN’s ICT division and as just another office. The existing 
relationships in the Czech Republic did not open up sales.  

FIN did not have existing relationships in the ICT sector in Sweden. Hence, SWE 
was acquired. SWE nominated a new board of directors as soon as the majority of the 
company was bought by FIN. The new board of directors consisted of two of SWE’s 
original owners, one member from FIN’s board of director’s and the managing 
director FIN’s ICT division. The initial idea of buying SWE was proposed by FIN’s 
ICT division, but FIN’s board was also heavily involved in the operation. SWE’s 
management was not changed and it continued doing its work as it has done before. 
No integration in resources or activities was made.  

FIN did not have any existing connections in Romania. During the search for a 
firm to be acquired, a suitable Romanian firm was found. During the negotiations it 
became apparent that the firm was not for sale and that it had a little bit different 
focus than FIN anticipated. However, the people from the Romanian firm warmed to 
the situation and they became interested in establishing a joint venture with FIN. 
Ramping up ROM was driven by FIN’s ICT division and there were mild 
involvement by FIN’s board. The CZE’s managing director was nominated as the 
managing director of the Romanian office. He nominated a Finnish project manager 
to set up software processes in ROM. Tight cooperation between the Finnish PM and 
a local Romanian partner was very fruitful, and they were able to create good, deep 
relationships between FIN and ROM.  

5   Discussion 

It is our opinion that stage models or maturity models alone cannot explain the 
movements made by the case company. The business network theory explains why 
these movements were made and, at least with hindsight, one can see that the end 
result is what network theory postulates However, there is no ideal inter-
nationalization mode. It would be tempting to conclude that acquisition and joint 
venture are correct ways to enter a new market, but this is not necessarily so. It is the 
interdependencies of relationships which allow new opportunities to emerge. Thus it 
is more important to visualize and determine the networks resulting from selected 
entry mode. However, we know that relationships in business networks are invisible 
to those who are not active in the network [1] and that information asymmetry exists 
about the quality of the partner’s business network. Also, it was interesting to notice 
that the role of the board was quite different in all cases, and that the mild 
involvement in the Romania office did not affect its success. So, at least in this case, 
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we cannot conclude that it is important to have deep commitment from the top. This 
should put even more emphasis on the actors who use resources and conduct activities 
in business networks.  

However, this research has limitations which should be borne in mind. First, the 
case company is a Finnish company and all of the described internationalization cases 
happened in Europe, so e.g. psychic distance does not play a large role in these 
relationships. Second, this study relies on the author’s experience and knowledge 
about the case company and the described internationalization cases.  
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Abstract. There is literature about large software vendors building ecosystems 
around themselves [1,2]. This paper looks at goals they try to achieve with  
partner ecosystems. 

Keywords: Business ecosystems, software industry, partnership models, goals 
of partnership models, partner programs. 

1   Software Ecosystem Overview 

In a networked economy, companies formulate an ecosystem strategy as a part of 
their corporate strategy [3, 4]. In their ecosystem strategy, they include goals to be 
achieved leveraging their ecosystem. An economic ecosystem is a set of companies 
that exchange products or services to serve a common goal or to achieve higher levels 
of individual goals. More importantly, economic principles and strategies apply [4-6]. 
Often companies in an ecosystem are aligned along value chains or form around a 
value chain that serves the same set of customers, e.g. the customers of a large soft-
ware vendor like Microsoft or SAP. While other definitions exist [1, 2, 4], in this 
paper a software ecosystem is an economic ecosystem that forms around one specific 
software vendor.  

For the purpose of simplification, the focus is on the companies that interact with 
the software vendor or the software vendor´s customers in the following ways: they 
sell or license products or provide services to the software vendor´s customers. 
These products or services might be related to or integrated with the software ven-
dor´s products or services, they sell or license the software vendor´s products, e.g. 
as value added resellers (VAR), they sell services to the software vendor, to the 
customers or to the software vendor´s partners, they license or subscribe to the soft-
ware vendor´s products for internal use or for inclusion in their own products, they 
license software to the software vendor (suppliers), and last but not least, compa-
nies can sell intellectual property to the software vendor. That means they are poten-
tial candidates for acquisition by the software vendor. 

By definition, the software vendor is also part of the software ecosystem (Fig. 1). 
Usually software vendors apply different strategies and tactics for different parts of 



182 K.M. Popp 

the software ecosystem. These strategies and tactics must be aligned with the business 
model of the software vendor. Fig. 1 shows the types of ecosystems addressed sepa-
rately by a software vendor. The customer ecosystem contains existing and potential 
customers of the software vendor. The partner ecosystem [10] contains software 
partners, which are other software vendors and system integrators, which provide 
implementation services for the software vendor´s solutions. Another ecosystem is the 
supplier ecosystem, which is not in the focus of this paper. 

 

Fig. 1. Players in the software ecosystem and types of ecosystems 

2   Partner Ecosystem Goals 

In a simplified view of reality, a software vendor´s ecosystem activities are targeted at 
the following goals [2]: Financial, customer related, product related, network effect 
related and market related goals.  

2.1   Financial Goals 

In contrast to non-profit ecosystems [11], software ecosystems have financial goals, 
which usually target at monetizing on the ecosystem. Monetizing on the ecosystem 
means creating or increasing revenue streams by leveraging the ecosystem. Reve-
nue streams can come from partner program and community fees and increased prod-
uct revenue due to positive sales effects from the ecosystem. Fig. 2 shows some ex-
amples of revenue streams to be created or increased in an ecosystem. 

Partner program fees are the entry ticket fees for partners into partner programs. 
The tricky thing is: if the fees are higher than the anticipated value of the benefits, 
partners will not join the partner program. So software vendors should carefully de-
fine and handle fees associated with the partner programs to make sure partners are 
not deterred from joining the partner programs. 

Product revenue from the ecosystem can come from reselling products or from ser-
vices fees or from license fees for using your products or from revenue shares. Soft-
ware partners can also help increase license revenue from customers by promoting the 
software vendor´s solution in a new market or industry.  
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Fig. 2. Examples of revenue streams in the ecosystems 

How can a software vendor save cost by leveraging the ecosystem? Cost savings 
mainly result from outsourcing the software vendor´s activities to the ecosystem, from 
educating the ecosystem and from leveraging the ecosystem as multiplier for product 
knowledge. Outsourcing to the community means that the community can take over 
tasks of the software vendor. The following tasks are usually (at least partially) out-
sourced to the community: presales activities, sales activities, product distribution, 
post-sales activities like support, answering product-related questions and providing 
additional, complementing products.  

2.2   Customer Related Goals 

An ecosystem is a place for an existing customer or a prospect to build trust in the 
software vendor´s solutions. Trust is also a key ingredient for customer retention. 
Trust is built between the customers and a software vendor by the sheer number of 
participants in the customer ecosystem, the number of partners offering solutions and 
services for the software vendor´s solutions, and information from existing customers 
shared in the ecosystem. 

Attract new customers: Customer communities can start a viral effect to attract new 
customers. This happens when existing customers spread the news about their use of 
solutions or when the lock-in of existing customers extends to the customer´s ecosys-
tem of suppliers and customers. The reason is simple: to lower the integration cost 
between suppliers, the customer and the customer´s customer it makes sense to  
use identical technology and applications. If the customer has enough market  
power, he might even force its suppliers and customers to use identical technology 
and applications. 

Increase the stickiness of solutions: With a high number of partner solutions based 
on or integrated with the software vendor´s solutions, the stickiness of the software 
vendor´s solution increases. This means that the switching cost for the customer  
to switch to a competitor´s solution increases. But beware: this is only true, if the 
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interface between the partner solution and the software vendor´s solution is not suffi-
ciently standardized.  

2.3   Product Related Goals 

Software vendors try to leverage their software ecosystem to reach the following 
product goals. 

Strengthen market presence: Software vendors can choose diversified partnership 
strategies for regional and local markets. They do so by leveraging the software part-
ners market expertise, market access as well as access to new and existing customer 
accounts. The partnership strategies differ by presence and strength of the software 
vendor and its partners in the specific markets.  

Strengthen software vendor´s offerings: The portfolio of solutions of a software 
vendor always has whitespaces and adjacent, complementing solutions, which are not 
offered by the software vendor itself. Complementing offerings from partners can be 
positioned in these whitespaces or adjacent areas. This leads to a more complete solu-
tion offering for the customers, combining the software vendor’s products with part-
ner products. This might lead to a customer perception of a complete offering for the 
customer´s business problem. 

Innovate and co-innovate solutions: A sound innovation strategy of a software 
vendor contains a mix of internal and external innovation. External innovation hap-
pens outside of the company walls of the software vendor, mainly by partners, but 
also by customers and system integrators [12]. Co-innovation means that two compa-
nies are working together to innovate [13]. A partner can build a solution based on a 
software vendor´s platform or solutions. In this case, the engineering work and cost 
resides with the partner. Software vendors usually provide some sort of certification 
to prove the interoperability of the solutions.  

2.4   Network Effect Related Goals 

Ecosystems can be used to fight competitors. The reasoning behind that is based on 
network effects [6, 7, 8]. The network effect says that the value of a product in-
creases with the number of customers of that product. Network effects can be direct or 
indirect. A direct network effect comes from compatibility between products. Within 
a network of customers, all customers using the same software have low integration 
cost. An indirect network effect comes from the assumption that widespread adop-
tion of a product also leads to a large number of adjacent solutions and partners. 

More customers and more partners in your ecosystem make it harder for a competi-
tor to compete against you. For customers, a large ecosystem of customers and  
partners provides a variety of solutions with low integration cost and promises low 
interoperability costs since integration cost for two customers using the same software 
is minimal.  

Maximize ecosystem gravity: Maximizing the gravity of the ecosystem means in-
creasing the number of participants in the ecosystem. The hope is that the more grav-
ity the ecosystem has, the more it attracts new members for the ecosystem. Let´s have 
a look at two types of ecosystems to see what this means for the software vendor. 
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Customer ecosystem gravity is measured by the number of customers in the eco-
system. A large customer ecosystem has a lot of advantages, from generating license 
and maintenance revenue to providing references and pilot customers. A large cus-
tomer ecosystem can lead to a positive network effect, such that partners and custom-
ers of an existing customer might become a customer as well. 

Partner ecosystem gravity is measured by the number of partners in an ecosys-
tem. On one hand, large software vendors try to engage as many partners as possible; 
on the other hand they try to get the focus of the partner on their products, not on the 
competitor´s products. 

To ensure maximum participation, it is vital to keep the entry barriers to the eco-
system low. Microsoft´s barriers to become an entry level partner (called Registered 
Partner) are very low (just enter your data on a website) and there are no fees attached 
with this partnership. In addition, each partner gets a cheap package of licenses for 
Microsoft products. These activities serve additional goals: make every partner a 
customer and maximize retention in the ecosystem. 

Maximize retention of participants in the ecosystem: To maximize leverage of the 
ecosystem, it might make sense to attract as many participants as possible and to re-
tain them. Retention of participants in the ecosystem is based on two important fac-
tors: incentives and lock-in. Incentives are e.g. marketing opportunities and customer 
access for partners as well as an attractive offering for customers in an ecosystem. 

Software vendors create partner lock-in by deepening the integration of partner so-
lutions with the solutions of the software vendor. At the same time, the software ven-
dor creates lock-in for customers that use the software vendor´s solutions integrated 
with partner solutions.  

2.5   Market Related Goals 

Software vendors try to influence markets with their ecosystem strategy. Standardiz-
ing markets, extending the market reach and creating new markets are good examples 
for a software vendor´s goals relating to markets. 

Standardize markets: One goal is important for software vendors: Homogenize the 
offering and the demand in a market. Markets can become more homogeneous by 
establishing standards. Standardization can be driven by vendors, partners and cus-
tomers alike. A common belief is that a more homogeneous market creates a bigger 
revenue opportunity for software vendors. But standardization also lowers the entry 
barriers for competitors. Let´s assume in a standardized market the competition and 
the market size grows. It makes sense to enter this market, if your market share is 
equal or larger in a standardized market.  

Extend market reach: A software vendor can extend its market reach by leveraging 
partner´s skills, knowledge and products as well as partner´s market access and mar-
ket coverage. A partners´ access to local, regional or vertical markets is a tempting 
business opportunity for a software vendor. The partners may position the software 
vendor´s products in that market, they can refer customers from that market to the 
software vendor or they can act as a value added reseller to sell the software vendor´s 
products into that market.  



186 K.M. Popp 

Create new markets and communities: A software vendor can start a new ecosys-
tem and thus a new market. Let us have a look at an example for creating a customer 
ecosystem. In its effort to sell more software to business users, SAP has created the 
business process expert community (BPX). Positive effects are: SAP can learn from 
the community and can apply targeted marketing mechanisms at the community.  
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Abstract. A business decision to abort projects with little or no chance
at succeeding should be made as early as possible. The research on suc-
cess of software engineering projects is fragmented and unorganized,
which makes anticipating outcomes difficult and possibly error prone.
This short paper offers a preliminary insight into success factors related
to project outcomes that can be found at the midpoint of the devel-
opment projects. We conducted a comparative case study where eight
software development projects used the waterfall development method
and four projects agile software development approaches as their primary
development vehicle. Due to the explorative nature of the research, we
conducted these in university settings. The results reveal that signs at
project failure can be seen in the middle of the projects.

Keywords: anticipation, success factor, software engineering project.

1 Introduction

Standish Group’s CHAOS reports have repeatedly shown dramatic problems in
running software projects successfully regardless of the type of software being
developed. While strong critique has been aimed at the validity on these report
results [7,11], we can argue that the results are indicative enough to warrant
serious attention. In the case of a software project failure, damage is caused
not only to the project itself but to the products, services, and other business
which are dependent on the project. Not enough emphasis has been placed on
increasing the ability to anticipate the project outcome as early as possible.

Software development of the 2010s is still very much people-oriented. At a
team level, people management requires leading skills, such as motivating, em-
powering, supporting and truly caring for people, which affects project results
[3,16]. However, even a project with unmotivated teams can be successful. In
other words, a single viewpoint is likely to be insufficient when trying to deter-
mine the level of success. While the skills of a project manager and the group
dynamics are critical, so is the direction of a project. Technical competence
without support from the organization, skills in coordination, communication,
or influencing possibilities is risky. A business decision to abort projects with
little or no chance of succeeding should be made as early as possible.
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This short paper addresses this problem domain of coordination, communica-
tion and cohesion, and offers a preliminary insight into success factors related to
project outcomes that can be found at the midpoint of the development projects.
Research on success regarding software engineering projects is scarce and frag-
mented. Critical success factors (e.g. [15]) in software have, however, been iden-
tified but only a posteriori. The same applies to software process improvement
studies (e.g. [1,5]). Our initial findings from an earlier study [10] suggest antic-
ipating project success with high accuracy is possible. In this study, we extend
our research to include modern agile software engineering projects using the
Scrum method.

2 Preliminary Research Model for Anticipating Project
Success

When developing a model to determine a project’s success, the following two
issues need to be addressed: (1) the level of subjectivity in performing the anal-
ysis and (2) which model will be selected as the backbone for the new model. As
stated, the research in this area is fragmented and unorganized. Kitchenham et
al. [13] illustrate this. None of the existing models fit our purposes perfectly. Sev-
eral isolated relationships can be deduced from the literature between a “project
success” and, for example, “actions” of the development teams. These relation-
ships come from several sources with a wide difference in the context where they
were identified. We decided to opt for a different strategy. We treat “all” existing
models as equals and compile a comprehensive mega-model as our preliminary
research model. To meet these needs we have built an all-inclusive questionnaire
designed to include the majority of success relationships drawn from different
reference disciplines. The description of the research model can be found in [9].
For the purposes of the study we present the preliminary research model in Fig-
ure 1 with the reference disciplines, theories used and their expected impact.
Due to the very limited space, the references are excluded.

3 Study Setting

The study of [10] showed a possibility of predicting a software engineering project
success, based on a small, qualitative sample. While understanding that the dy-
namics beyond traditional process models is important, we conducted a com-
parative experiment to find out whether anticipation is plausible for modern,
Scrum-based projects. In the experiment, we used the same measurement and
analysis techniques as in the study of [10], except we focused on project success
only.

Our goal is to reveal the key questions (i.e. the most expressive power to reveal
driving and restraining elements) regarding Scrum-based projects. Scoring for
this was done by aggregating the answers of each member within each project.
Then, these project-specific answers were scored by comparing them with the
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Information
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Anticipation signal of
software engineering
project success

positive (+) / negative (−) impacts

− Situational Leadership II
− communication
− Project profiling
− influencing tactics
− Commitment, motivation, and self−confidence
− team performance
− Project success 
− team growth and performance
− Project Manager Attribute model
− Skills in human relations
− Resource management
− values guiding the actions of project members
− Project context

− team forms

− Risk management
− Problem−solving processes in groups

− Software process improvements
− CMMI model
− Lean Software Development
− Technical competency
− People Capability Maturity Model

Preliminary Research Model:
The question battery

Fig. 1. The preliminary research model with the reference disciplines and theories

answers of other projects, question by question. If we perceived something to
have a positive effect on the project success, it increased the project’s driving
score (DRI) by 1 to 7 points. Similarly, issues perceived as a negative effect
increased the restraining score (RES) by 1 to 7 points. An answer can increase
both driving and restraining scores.

The data gathering started in autumn 2007 and spanned eight quartiles. To-
tally, 61 project members were interviewed from twelve projects. In order to
determine whether a particular project was successful, after a project ended,
the customers of each project estimated the success in cooperation with the su-
pervisors. Such a determination for success covers Shenhar’s first and second
dimensions: project efficiency and impact on customer (see [17]). Due to a pos-
sible evaluation bias, an extra evaluation, called an expert evaluation described
in [10] and performed similarly, was used to compensate them.

4 Results

We explored how accurately we can anticipate the success of Scrum development
projects. In this and subsequent analyses we keep continuously comparing the
waterfall method results equally to enable continuous reflection on the differ-
ences. Table 1 presents the scaled scores from the interview sessions and their
correlation to the success. Success, in its turn, is presented in Table 2a (see the
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Table 1. The scaled scores of driving and restraining elements for the projects: the
waterfall-based projects (marked with w) of the original study and the Scrum-based
projects (marked with s) of our study. The correlations of these scores to the project
success scores (i.e. avg in Table 2a) are presented.

project
element w1 w2 w3 w4 w5 w6 w7 w8 s9 s10 s11 s12 correlation

DRIw .53 .22 .16 .42 .03 .45 .42 .36 .87
DRIs .63 .48 .42 .39 .13
RESw .86 .66 .75 .92 .39 .80 .86 .86 .93
RESs .78 .68 .61 .82 .93

Table 2. (a) The evaluations of project success after the projects made by expert
evaluator and the projects’ boards (including the customer and the supervisor). w
refers to waterfall, s to Scrum-based project. avg is the average of the two success
scores and is used for the correlation calculations in Table 1. stdev represents standard
deviation. (b) The top 10 lists of the scored questions with the scores (scr). The codes
relate to the preliminary research model (see Chapter 4 in [9]).

project expert board avg stdev
w1 .83 .90 .87 .05
w2 .63 .61 .62 .01
w3 .57 .95 .76 .27
w4 .90 .84 .87 .04
w5 .37 .27 .32 .07
w6 .83 .96 .90 .09
w7 .87 .82 .85 .04
w8 .60 .82 .71 .16
s9 .76 .75 .76 .01
s10 .70 .80 .75 .07
s11 .62 .76 .69 .10
s12 .73 .84 .79 .08

(a)

DRIs RESs DRIw RESw

code score code score code score code score
CO-03 24 PP-05 26 CO-03 22 CO-03 21
CO-04 24 CM-03 14 RS-05 17 CM-02 11
PG-13 22 PI-08 14 PG-13 16 PP-05 11
PI-10 22 CO-03 12 CM-02 14 MF-06 9
CO-12 20 PG-30 12 MF-06 13 CO-04 8
CO-02 18 CO-05 10 PI-10 13 CO-21 8
PG-01a 18 RS-06 10 CO-13 11 RS-06 8
MF-17 16 IP-01 8 PG-11 11 CO-12 7
PI-08 16 PP-03 8 PG-14 11 RS-01 7
RI-04 16 CO-12 6 CO-02 10 PI-10 6

(b)

avg column). The driving element scores for Scrum projects (DRIs) do not corre-
late with project success since the correlation value is only .13. Nevertheless, the
driving scores for waterfall projects (DRIw) correlate strongly (.87). Moreover, a
strong correlation between the restraining elements for Scrum projects (RESs)
and project success (Table 2a) exists (.93). In addition, restraining scores for
waterfall projects (RESw) have as high correlation (.93) as RESs.

The average score avg of the two success scores in Table 2a was used in
calculating the correlations (Table 1) between success and the scores conducted
from the interview.

The strong value of correlation between the restraining scores and success of
Scrum projects (the correlation for RESs in Table 1) is considered a promising
signal of an accurate anticipation ability regarding project success. The questions
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with their codes are presented in [9]. Table 2b shows the ten most accumulated
scores for positive drivers (DRIs, DRIw) and for negative restraining elements
(RESs, RESw). Each of the lists is ordered based on the number of scores they
received. The RESs and RESw columns in Table 2b are the most appealing due
to their strong correlation (Table 1).

5 Summary

We maintain that anticipation provides a valuable tool for business critical soft-
ware projects. Success, in terms of project efficiency and impact on the customer,
can be seen after a project ends. However, an economical tension requires a busi-
ness decision to abort projects with little or no chance to succeed as early as
possible. Without anticipation, these decisions cannot be made until the end.

We found key questions which revealed the most restraining elements in the
projects evaluated in the study. For the waterfall projects, both the drivers
(DRIw) and restrainers (RESw) equally explained the project success whilst
only the restraining elements worked to anticipate success in Scrum projects
(RESs). We found that the less restraining elements there are, the more suc-
cessful the project will be. This is the case with both waterfall and Scrum-based
projects since the correlations for both (RESw and RESs) were .93. Hence, the
key questions for anticipating success in Scrum projects are found in the RESs
column in Table 2b. The five most powerful ones are PP-05, CM-03, PI-08, CO-
03, and PG-30. In waterfall projects, the most useful questions in addition to
CO-03 and PP-05 are CM-02, MF-06, CO-04, CO-21, and RS-06 (see the RESw
column in Table 2b.). These findings are very similar to the literature, as shown,
for example, in [2,3,4,6,12]. Lack of communication skills, oral as well as writ-
ten, of experienced engineers in business has been found to be a commonplace
problem [14].

Despite the promising results presented in this paper, they cannot validate the
findings comprehensively. An obvious limitation to the validity of the proposed
findings is the use of students in this study as study subjects. However, it is quite
well established that when one seeks to establish a trend, the use of students is
quite acceptable [18]. Höst et al. [8] concluded that students are indeed relevant
when considering experimentation in software engineering. We do not maintain
that our findings are one-to-one with industry but rather that, given the specific
circumstances, we indicate that there may be a trend explaining project success
or failure when a particular set of indicators are searched for.

While the fragmented area of success in SE projects still lacks a holistic model
capable to explain project success comprehensively, the results above are encour-
aging for pursuing the development of such a model. Once successful, this is a
significant cost-saving opportunity for software businesses when applying the
model in practice. The new and revised model visible in Table 2b serves as a
mini-model for practitioner use already at its current state.
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Abstract. The proliferation of social media is opening up new possibilities for 
companies to increase their awareness of openly expressed consumer sentiment 
about themselves and their competitors. In this paper a wide variety of software 
tools designed for monitoring social media are reviewed. Definitions for rele-
vant concepts are given. Several tool characteristics are evaluated including 
analyzable social media types and language support. The main finding is that 
the tools offer a wide coverage of social media, but vary significantly in other 
characteristics with notable room for improvements. Therefore, careful judg-
ment should be exercised when selecting the right tool for a particular use. 

Keywords: social media, monitoring, tools. 

1   Introduction 

Social media has transformed the broadcasting nature of conventional media into 
media where users themselves are creating as well as consuming the content [1, 2, 3]. 
People connect, socialize, share and form virtual communities through social media, 
all the while generating content such as text, pictures and videos that are accessible by 
everyone on the Internet. Tools offered by social media websites such as Flickr, Face-
book, and Twitter allow for users to engage in a wide spectrum of various social in-
teractions [2, 12]. These user interactions form active dialogues between users and 
often offer an intimate account into their thoughts, opinions and sentiments. 

Companies traditionally engage in complex market research activities to find out 
what customers think about their products, brand or competitors such as customer 
surveys, focus group interviews or competitor analyses [4]. Now, the open nature of 
social media has opened up an unprecedentedly wide access to these customer senti-
ments. This is strengthened by the social media’s trend of customers already used to 
voicing and communicating their opinions to others. Furthermore, much of the dia-
logues between social media users leave a lasting record, meaning that they can be 
searched, traced backwards and analyzed [3, 5]. In addition, technologies of the social 
media websites allow for following nearly instantaneous announcements of any up-
dates on the contents using mainly RSS-feeds. 

But how can the amassing historical dialogues and in-gushing updates of these 
websites be surveyed and followed to derive meaning and benefit for companies 
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about their brand, products and services? To service exactly these needs, various 
software tools offered over the Internet have surfaced. 

In this paper we review a wide selection of available software tools for monitoring 
social media. We assess several attributes and functionalities of these tools. Particular 
attention is paid to the languages the tools can be applied to. The language aspect will 
surely be of interest to companies interested in localization, operating in local markets, 
serving a particular language-restricted consumer segment (such as elders or develop-
ing countries) as opposed to just the general common English language of the Internet. 

The review and analyses offered by this paper might, first of all, inform companies 
interested in monitoring social media of these tools and their strengths and weak-
nesses. Producers of the tools engaged in this particular type of software business may 
learn about some of the areas of weaknesses in these products for further product 
development or be offered an insight into the prevalent competition. From a scientific 
perspective, we offer introductory insight into these tools that might give ideas to 
researchers and thus spur further studies on related topics. 

1.1   Defining the Relevant Concepts 

As social media is a very recent phenomenon, it still lacks a formal definition [6]. 
While attempts at defining it have been made [1, 3], new and popular terms in general 
– such as social media – are often are used as buzzwords without exactly knowing 
what the terms actually mean. This results in interchangeable and incorrect use of the 
terms and in general confusion. In order to clarify the used concepts and to convey a 
unified understanding for the readers, we define here some of the popular terms for 
the context of this paper. 

Media, often also referred to as the mass media, are the tools and channels to relay 
information and data (content) [13]. Media include newspaper and magazines, elec-
tronic analog media include radio and television, and electronic digital media include 
computer networks such as the Internet. In the older forms of media, content is gener-
ated centrally and broadcast to the media’s consumers. 

Social media can then be defined as the tools and channels to relay content mainly 
generated by the consumers themselves. It is a form of electronic digital media that 
involves the end-users in such way that the content is produced by the users for the 
users using highly accessible technologies [3, 5]. This change has been enabled by the 
constantly-developing technologies used over the Internet [11, 12]. 

Companies offering social media tools and services frequently go by the same 
name as the service itself, as is the case with, for example, Facebook and Twitter. 
Furthermore, websites of these companies (later social media websites) often provide 
the main access to these services for the consumers, while other access can be offered 
e.g. with specific mobile applications [4]. 

People engaging in social media form social networks [7, 8] and virtual communi-
ties [9, 10] amongst themselves. Social networks comprise of people and the ties 
between them characterized by one or more type of interdependency such as commu-
nication, friendship or exchange. These ties can be formed via social media or by 
other means. [7, 8] Some authors make a distinction between social networking web-
sites (e.g. Facebook) and social media websites (e.g. YouTube) [cf. 1]. However, we 
feel this distinction to be fairly superficial, as these holistic services regularly exhibit 
characteristics and functionalities of both categories. 
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Finally, tools for monitoring social media are (most times) software services of-
fered over the Internet to filter and analyze the textual content produced by and in 
social media. The tools find content based on user-defined keywords. The tools incor-
porate multiple functionalities, such as analyses of volume, source, author, keyword, 
region and sentiment, and then reporting these analyses conveniently and in a graphi-
cal fashion. Most often the tools are based upon reading and aggregating multiple 
freely accessible RSS-feeds of updates from the social media websites. 

2   Social Media Monitoring Tools 

The selection of tools was formed by discussing the matter with industry experts and 
using their suggestions, and by doing searches with Google using keywords such as 
“social media monitoring tool” and “social media listening tool”. From these sugges-
tions and search results, the most often-mentioned or otherwise popular tools were 
selected. Therefore, the selection is far from being neither objective nor exhaustive, 
but should represent a wide-enough range of known and popular tools to get a general 
understanding on what is being offered and to draw simple generalizations. 

The tools were initially selected and reviewed during September 2009, and some 
updated in February 2010. In total, 24 tools were selected. Table 1 shows the selected 
social media monitoring tools. The tools listed first are commercial tools of which 
some allow free use trials with limited functionality. Tools starting from Google are 
completely free, and some of the commercial tools base their functionality on them.  
 

Table 1. Social media monitoring tools selected for analysis 

Name of tool Company URL 
BrandsEye Quirk eMarketing http://www.brandseye.com/ 
BuzzLogic BuzzLogic http://www.buzzlogic.com/ 
BuzzMetrics Nielsen http://en-us.nielsen.com/ 
Cision Social Media Cision http://us.cision.com/products_services/ 
FindAgent Hapax http://www.findagent.co.uk/ 
Maestro Platform TNS Cymfony http://www.cymfony.com/Solutions/ 
MyReputation ReputationDefender http://www.reputationdefender.com/myreputation/ 
Online Rep.Monitor Distilled http://reputation.distilled.co.uk/ 
Radian6 Radian 6 Technol. http://www.radian6.com/cms/home/ 
Scout Labs Scout Labs http://www.scoutlabs.com/ 
Sentiment Metrics Sentiment Metrics http://www.sentimentmetrics.com/ 
SM2 Alterian http://www.alterian-social-media.com/ 
Trackur Trackur http://www.trackur.com/ 
truCAST suite Visible Technolog. http://www.visibletechnologies.com/products.html 
Google Alerts Google http://www.google.com/alerts/ 
Google Blogsearch Google http://blogsearch.google.com/ 
Google Insights Google http://www.google.com/insights/search/ 
Google Reader Google http://google.com/reader/ 
Google Trends Google http://www.google.com/trends/ 
--"-- for Websites Google http://trends.google.com/websites/ 
Link Checker Seo Pro http://seopro.com.au/free-seo-tools/link-checker/ 
Twitter Search Twitter http://search.twitter.com/ 
Technorati Technorati http://technorati.com/ 
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We wanted to incorporate also non-commercial tools to see what they can do com-
pared to the commercial ones. 

The assessment criteria were selected intuitively by initially going through the 
tools and looking at some of the functionalities they offer. As the focus of the study is 
on the monitoring functionalities, we did not evaluate any engagement functionalities. 
Engagement, however, is a powerful next step from mere monitoring. Ultimately, we 
decided to assess the tools regarding the following criteria: cost of the tool, languages 
it understands, various types of sources that are aggregated, and whether it can do 
geographical, historical and sentiment analyses. 

3   Results and Discussion 

Table 2 on the next page shows the results with the analyzed tool next to the assess-
ment criteria. If a cost range is presented, it means that there are various pricing alter-
natives available with varying functionalities between this range. N/a indicates that 
the information was not readily available in the website or a tool trial. Extent-column 
lists the general feel of complexity about the tool and its features. For the review, free 
trial accounts were created and demo webinars attended where available. 

From the results table we can see that most of the tools offer functionality to ag-
gregate feeds from all the various types of available social media. Some of the tools, 
however, are limited in terms of functionality, such as Trackur, which basically only 
lists the found information. Then again, the more complex tools that offer a wide 
variety of functions often operate only specifically in a predefined set of languages. In 
addition to this, they are significantly more expensive. 

Language support in many cases seems to mean that only the results in supported 
languages are shown and all other languages are simply ignored. This will cause seri-
ous considerations with companies wanting to analyze specific languages. One of the 
rare exceptions that do not ignore results from unsupported languages even though all 
of the (sentiment) analyses would not work is Alterian’s SM2. 

The free tools offer only one functionality or insight into one media type. For ex-
ample, Google Insights and Google Trends monitor only Google’s search terms. In 
addition, the outputted data is normalized, so any easy analysis is impossible. The free 
tools, however, offer a quick and easy way to do very simple monitoring. 

Due to their offered functionality sets, some of the commercial tools seem to be 
more applicable to active monitoring and some are more suitable for analyzing his-
torical data. This is important when a high-hype company or product that generates a 
lot of discussion considers these tools compared to a low-hype company or product 
where social media output is likely to be much more limited. 

Many reviewed tools experienced technical challenges. It is thus evident that many 
of the tools are still in their infancy. Future is bound to bring stability and overall 
quality to these tools as the industry matures while social media keeps growing and 
becoming even more popular. We also find that thorough information about the prod-
ucts was not available or easily accessible on many providers’ websites. This is very 
paradoxical considering the operational setting and could be greatly improved. 

The limitations of this paper are obvious. The list of reviewed tools is by no means 
exhaustive. Other tools could have been picked and they might represent the popula-
tion of available tools better. The assessment criteria were limited and the assessments  
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themselves were made at some parts using subjective interpretation. Nevertheless, 
we believe that this review offers insight into the nature of available solutions and 
allows for very basic generalization. 

4   Conclusions 

In this paper we reviewed a multitude of software tools available over the Internet for 
monitoring social media. The main finding is that the commercial tools offer good 
coverage of the types of analyzable social media, but they vary significantly in terms 
of price, language support and technical sophistication. The free tools can be used 
easily to analyze one specific type of functionality or media and are a viable option 
for simple monitoring. In conclusion, discretion should be exercised when trying to 
match a tool for a specific need. 

This study has been a first scratch at the world of monitoring social media. Further 
research should concentrate on a specific area on these tools, such as usability, and 
solidly relate the findings to the existing theory base and thus offer a deeper theoreti-
cal perspective. In addition, beyond the mere attributes of the tools, further research 
should be applied to a sample problem setting to assess the tools’ viability in practice. 
Furthermore, it should be investigated how these tools can be used in taking the next 
logical step: engage the monitored social media. 
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Abstract. Companies that build their offerings with Free/Libre Open Source 
Software (FLOSS) communities have evoked fundamental changes in the oper-
ating environment of software firms. However, prior literature has not paid suf-
ficient attention to how the managers of software firms perceive these changes 
and the impact of FLOSS activity on their business. This study investigates the 
perceptions of the entrepreneurs and senior managers in Finnish software firms 
regarding these issues. Based on narratives obtained from discussions with the 
managers, we group the findings into four categories that provide insight into 
the ongoing changes in the software industry. 

1   Introduction 

The Free/Libre Open Source Software (FLOSS) phenomenon has received increasing 
attention among IS-researchers as an important aspect of the information economy 
and an essential consideration for all software companies (Fitzgerald 2006). FLOSS 
collaboration has delivered high quality mainstream applications such as the Linux 
operating system and the Apache Web Server (Raymond, 1999; Mockus et al., 2002; 
Fitzgerald, 2006). In sum, FLOSS development represents an important phenomenon 
that deserves to be studied further (Feller 2001; Lerner and Tirole, 2001). Prior re-
search on making commercial use of FLOSS has focused mainly on pointing out that 
managers must take care when adopting FLOSS (see, for example, Lerner and Tirole, 
2001; Ven et al., 2008). In this paper, we focus on individual companies and pose the 
research question: “How do software entrepreneurs perceive FLOSS-driven changes 
in their business?” We address this question empirically through a qualitative inquiry 
and a narrative analysis. 

2   Related Research 

The benefits of open innovation are widely accepted in the software development 
community (e.g., Von Hippel and Von Krogh, 2003; Henkel, 2008). In its broadest 
sense, software innovation refers to research and development (R&D) activities that 
involve intellectual capital, physical products, and processes in software production 
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(Vujovic and Ulhoi, 2008). Chesborough (2003) observes that strategic innovations 
have been regarded typically as a company’s most valuable competitive assets, which 
also serve as barriers to entry by competitors. Service-dominant logic (Vargo and 
Lush, 2004) describes a significant transition in business in terms of the use of re-
sources. It considers resources in the development and delivery of offerings as oper-
and resources (those on which an operation or act is performed) and operant resources 
(those that act on other resources). FLOSS development depends to a great extent on 
resources that are external to the firm. In FLOSS businesses, resources are accessed 
through collaborative relationships (Dahlander and Magnusson, 2008). 

Fitzgerald (2006) argues that the emergent forms of FLOSS have a strong  
commercial orientation in the product development, delivery, and support processes. 
Fitzgerald (2006) has labeled these forms as OSS 2.0. In many cases, voluntary coop-
eration-based collective action systems involve some form of public or semipublic 
good (Heckathorn, 1996; Monge et al., 1998). According to the definitions by Olson 
(1965) and Udéhn (1993), public goods offer participants in networks collective bene-
fits that are (a) non-excludable, in that they are available to all network partners, and 
(b) jointly supplied, in that partners’ uses of the goods are non-competing. 

3   Methodology 

A narrative approach is considered a feasible research strategy in this study, as it is 
well suited to investigate a phenomenon within its real-life context (White, 1981). 
There are several noteworthy examples that suggest how to use the narrative approach 
to research FLOSS (e.g., McDaniel, 2004; Szczepanska et al., 2005; Brown and 
Jones, 1998; Alvarez and Urla, 2002). The narrative approach coaches the members 
of a certain organization to frame their understanding of social reality and their place 
in it in a discursive manner (Phillips and Hardy, 1997).  

Table 1. Cases 

Case 1 Tripod (pseudonym) is a small Finnish FLOSS company that specializes 
in developing collaborative learning and knowledge management  
software, related training, and consultancy. Its revenue model is based 
largely on service contracts with public organizations.  

Case 2 OurDB (pseudonym) is a large Finland-based international firm that 
specializes in relational database management systems and related  
services. The company’s revenue model is based on dual licensing, which 
means it provides both FLOSS and proprietary versions of its software.  

Case 3 Yoga (pseudonym) is a small Finnish entrepreneurial firm that focuses on 
consultation and FLOSS development. The firm specializes in combining 
relational databases and e-mail management tools. 

Case 4 Nemesis (pseudonym) is a small Finnish company that specializes in 
FLOSS-based Web services, especially content management systems, 
related services, and online support.  

Case 5 Tulip (pseudonym) is a small software development unit belonging to a 
branch of a large multinational corporation. It produces FLOSS software 
systems for interoperability testing of the concerns equipment of the main 
product lines. The unit is located in Netherlands and employs three  
persons.  
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We selected five FLOSS software companies to discover how the managers in 
these companies perceived and described the changes in their operating environment. 
The companies were selected on the basis that their product and service offerings 
were built on FLOSS. The method used for data collection was semi-structured inter-
views. Respondents were (senior) managers responsible for the company’s strategic 
decision making. We conducted one to four interviews with each of the respondents 
from the selected firms over a 4-year period from 2004-2008. To gain a rich under-
standing about the organizations in their contexts, we interviewed the whole staff then 
employed by Tripod (3 people), Yoga (1 person), and Tulip (4 persons). Conversely, 
OurDB and Nemesis are larger companies, so we limited our discussions to the CEOs 
and CTOs of those companies. In total, we conducted such interviews for twelve 
respondents. The average duration of the interviews was about 2 hours, with durations 
ranging from 1.5 to 3 hours.  

4   Discussion 

The openness of innovation activity is a key theme in commercial FLOSS develop-
ment. This is evident in the respondents’ accounts of companies' innovation proc-
esses. The responses we received depict a fundamental difference between the open 
and closed innovation paradigms. 

“I think the architecture of participation that is embedded in the open source phi-
losophy is a superior innovation method. And it is not limited to software. Look at 
Wikipedia. It just so happens that software developers were the first ones to adopt it 
in the modern world. The simple fact that everything you create is open for scrutiny 
by anyone else is a strong incentive to produce good stuff from the start. And the 
meritocracy of open source leads to faster innovation and thereby better innovations. 
It is a Darwinian system where over time, the best solutions will emerge.” (CEO, 
OurDB) 

“It is possible to create this kind of a joint project only if you let people see that 
their response has some effect on the software. --- 

There was a lot to do with our software before it was ready, but we opened in a 
very early stage. We were able to give plausible promise and thus received a lot of 
valuable feedback. This resulted in a quite different end product.” (Respondent from 
Tripod) 

“Our solutions are made for the customers, not for ourselves. We want to build a 
working solution, but we want the customers to sit down with us, so we can do it on 
the users’ terms. --- We believe that it is not enough for us to provide open source 
software. In our opinion, customer should also have open access to the actual work 
process. --- Not only through external communication, but also in internal collabora-
tion. We want to get the customers’ messages heard.” (CEO, Nemesis)  

The open innovation form embodies working together with numerous partners and 
various members of the FLOSS community. Our narratives underscore that through 
FLOSS activity, firms open their innovation processes in order to benefit from the 
knowledge and the innovation capacity of diverse OSS communities. The theme that 
FLOSS offered increased customer involvement was raised several times.  
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“We would never have gained 5 million users to our database product without act-
ing according to the principles of the open source software community. Since we first 
released our software under an open license, we have gathered feedback … develop-
ment ideas, problem descriptions and solutions … and responded to all possible ini-
tiatives from the user community to develop the product with the skillful individuals 
using the product.” (CEO, OurDB) 

“At OurDB we love users who never pay us money. They are our evangelists. No 
marketing could do for us what a passionate user does when he tells his friends and 
colleagues about the software. Our success is based on having millions of evangelists 
around the world. Of course, they also help us develop the product and fix bugs.” 
(CEO, OurDB) 

We find that while the software providers that rely on the goods logic in a closed 
innovation paradigm (traditional mass-market oriented software firms) aim at soft-
ware delivery though distant, transactional customer relationships and focus on the 
development of standardized, homogeneous services for multiple users, companies 
that focus on OS development strive to empower their customers to engage in soft-
ware co-development.  

The main advantage of FLOSS is the external contribution made by users and de-
velopers. Harnessing this innovation potential would allow the production of software 
and services that would be appreciated by users. The interviewees viewed that exter-
nal competencies are becoming increasingly important.  

“The vast community of [our OurDB product] users and developers is what drives 
our business.” (CEO, OurDB) 

“We have five million server installations in use worldwide. Around them there are 
small ‘software ecosystems.’ There are books and articles written, lectures held, 
courses taught, and applications developed around our products. This community of 
volunteers is our most important asset. Yet, it is difficult to define.” (CEO, OurDB)  

“Having a large user group, you get higher product quality because more people 
us software in different situations and provide feedback.” (Project manager, Tulip) 

To conclude, the ability to utilize external resources and capabilities is recognized 
as one of the key factors in remaining competitive in the software business. As public 
goods, FLOSS-based platforms, components, and applications shift the focus from 
development of proprietary innovations to use of the goods and knowledge that are 
publicly available. 

A vital consideration in FLOSS activity is how it changes the means of value cap-
ture in software business. It is apparent that the interviewees saw the future of the 
software business as being in services rather than in commoditized products. The 
respondents agree that proprietary software cannot compete successfully for long in 
the same market as a similar FLOSS product: 

“---the business will have a fierce price war, where profits disappear. --- 
“We started by not focusing on profits at all. Instead, we focused on boosting the 

use of the software. --- The vast community of our users and developers is what drives 
our business. Then we sell our offerings to firms – those who need to scale and cannot 
afford to fail. The enterprise offering consists of certified binaries, updates and up-
grades, automated DBA services, 7x24 error resolution, etc. 
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-You pay by service level and the number of servers. No nonsense, no special math.  
-Enterprise software buyers are tired of complex pricing models (per core, per 
CPU, per power unit, per user, per whatever the vendor feels like that day)—
models that are still in use by the incumbents.” (CEO, OurDB) 

The narratives provide reason to conclude that when software is distributed freely, the 
traditional revenue sources are waned, and firms are compelled to develop novel 
revenue models that may be based on services and bound only indirectly to the distri-
bution of software licenses. 

5   Conclusions 

Table 2 summarizes the findings concerning the impact of FLOSS on software busi-
ness through dimensions of: 1) the impact of FLOSS on the innovation process of 
software firms; 2) user involvement; 3) the use of external resources in software firms’ 
operations; and 4) the revenue model as part of software firms’ business models.  

Table 2. Identified FLOSS-induced changes in the software business 

Dimensions Impact 
Innovation process FLOSS-based software development urges software innovators 

to open up their innovation processes. 
User involvement FLOSS activity emphasizes user involvement in software 

development and delivery. 
External resources FLOSS activity emphasizes access to external capabilities 

rather than the ownership of resources. 
Revenue models FLOSS-based public goods change the revenue models of 

software firms. 

 
This work has some important implications. First, the findings highlight the ways 

FLOSS affects the software business. FLOSS-based software development forces 
software innovators to open up their innovation processes and it emphasizes user 
involvement in software development and delivery. FLOSS activity emphasizes ac-
cess to external capabilities rather than internal resource ownership. finally FLOSS-
based public goods change the focus of competition in the software business from 
product-dominant to service-dominant operations. It closes traditional sources of 
revenue, and compels firms to develop new revenue models based primarily on ser-
vices. For scholars interested in the software industry, the findings provide interesting 
avenues for further research.  
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Abstract. Software industry has served as an important empirical setting for re-
search in management. Subsequently, some scholars have proposed that soft-
ware business constitutes or is poised to become its own research discipline  
or topic area. We argue that this is without solid grounding: First, there is a lack 
of evidence behind this claim, and some of the favoring arguments are simply 
fallacious. Second, there seems to be a misunderstanding of what constitutes a 
research discipline. Third, proponents of this thesis apparently ignore much of 
extant research in relevant disciplines and other research fields. In our view, the 
case for a software business discipline has been fueled by knowledge transfer 
problems between researchers primarily identifying with software business and 
mainstream management research. We conclude that software business does  
not constitute a discipline of its own and it is highly unlikely that this will ever 
happen. 

Keywords: Software business, scientific progress, academic discipline. 

1   Introduction 

Recently some researchers have called for the formation of a distinct discipline, field, 
or research area to be founded around software business. Scholars have attempted to 
identify “The position of software business as a field of research“ [1, 2] and argue that 
“An international software business research community focusing on these and many 
other important issues is gradually forming” [3]. Moreover, some have even gone as 
far as arguing that they had already founded such a research area: “Expert panel will 
publish 'Volendam Manifesto' that will define the core of the research area. This will 
be used as a corner stone for the founded research area ...” (our translation) [4]. This 
new “area” is being justified by filling knowledge gap between software engineering 
and business management: “…it seems evident that there exists a major body of 
knowledge at the intersection of software engineering and business management that 
is beyond these two generic disciplines and thus specific to software business.” [5]. 
The main argument of the authors of these lines seems to be that software business 
needs to and can become a distinct research discipline or research area of its own 

                                                           
* A longer paper presenting the same argument in more elaborate form is available as report 

number 1/2010 in the Working Paper Series of the Software Business Laboratory (ISSN 
1795-6978). 
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right. Although these cited sources are all from Finland, the founding of the Interna-
tional Conference on Software Business indicates that these ideas have broader  
appeal. 

One of the main problems with the arguments for software business as a discipline, 
field, or research area, is that the authors presenting these arguments do not define 
what exactly they mean by these terms. In this paper we use the word discipline to 
refer to a system of research having a distinct paradigm [6] consisting of topics, a 
theory base, and methods. Furthermore, we define topic area as a system of research 
with a shared topic but operating under existing disciplines regarding theory and 
methods. We believe that together these two concepts cover most of the uses of the 
terms discipline, field, and area in the papers advocating the distinctiveness of soft-
ware business research. 

This paper focuses mainly on the arguments advocating software business as a dis-
tinct discipline, which we think are without merit. Our main conclusion in this paper 
is that research efforts would be better spent by focusing on software business issues 
through the lenses of current disciplines rather than focusing on developing and advo-
cating a new discipline. 

2   Problems in Justifying a Software Business Discipline 

The main argument for software business as a distinct discipline seems to be that 
software business as a phenomenon is so unique that it should constitute a scientific 
discipline of its own right. The first line of this argumentation suggests that the cur-
rent research disciplines are somehow unable to effectively describe and explain the 
phenomenon of software business and thus a new one is needed. The second line of 
argumentation seems to state that software business as a phenomenon is simply so 
unique that no other empirical phenomenon resembles it, in which case the existing 
theories are not useful in describing software business at all. In other words, the first 
argument states that current disciplines attempt to but are inefficient in explaining 
software business and the second argument that the existing disciplines ignore soft-
ware business altogether. In both cases, the burden of proof resides on the person 
presenting the argument, but thus far none of the papers have explicated the logical 
reasoning or empirical observations that would warrant concerns on the adequacy of 
the existing disciplines. 

Third line of argumentation, although one that cannot be found in the reviewed pa-
pers, but that has been presented on several occasions in informal discussions, is that 
the current research papers in traditional disciplines are not useful for a practicing 
manager. We will start by discussing the first two arguments and leave the third ar-
gument to the end of the paper. 

The strongest case against the first argument is the fact that, there exists a large 
number of academic papers, some of which are even important to their respective 
disciplines, which are placed in the empirical context of software industry. Therefore, 
we must conclude that the existing disciplines and theories frequently employed there 
can be used to explain phenomena related to software business. Second, this argument 
seems to be a victim to the fallacy of confusing empirical context with theory. Theory 
is an explanation why two constructs are related in a particular way [7]. The argument 
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that “software business has not been researched in these empirical terms” mixes two 
levels of abstraction. Yes, we grant that there exists very little research that builds 
theory specifically related to software business. However, theory development hap-
pens at a higher level of abstraction; if theory does not mention concepts found in 
software business, it does not mean that the theory could not be used to explain the 
phenomena in this context.  

The second line of arguments for the establishment of software business research 
discipline is based on the uniqueness of software as a phenomenon. Some proponents 
of software business discipline suggest that software as an artifact is distinct from any 
other artifact and that this uniqueness of the artifact gives rise to organizational, man-
agement, or business phenomena unseen in other sectors of economic activity. First of 
all, software as an artifact is not that unique. Many other industries deal with similar 
intangible goods [8]. Granted, software does have some distinctive characteristics 
from these “passive” information goods. Yet, for the most part, the same basic eco-
nomic principles apply to software as for other information goods. Furthermore, it is 
also somewhat unclear how the proposed special characteristics of software could 
give rise to unique organizational phenomena in comparison to other information 
goods or other knowledge-intensive goods or services.  

One particularly popular form of the uniqueness of software argument builds on 
the complexity of software artifacts. This arguments – and virtually every other argu-
ment based on the so-called special characteristics of software – are an example of 
deductive fallacy if not an outright illicit major. In this case flawed logic can be re-
futed on two fronts. First, the person presenting the argument would first need to 
justify that there exists a rule that when something is e.g., sufficiently complex, exist-
ing theories do not apply. Second, the existence of counter examples of existing theo-
ries being applicable and having predictive validity illustrate that at least some of the 
premises in the argument are false. 

In sum, this far we have not seen “the smoking gun” indicating that the current dis-
ciplines are inadequate for explaining phenomena in the software industry. What then 
would be needed for a software business to constitute a discipline? Let us consider 
this from the perspective of work by Thomas Kuhn [6], who introduced the concepts 
of paradigm and normal science to the discourse on the history of science. Paradigm 
in this context refers to the accepted sets of principles and practices on which science 
builds including “law, theory, application, and instrumentation” [6]. Within a period 
of normal science a discipline is typically dominated by a single paradigm. If empiri-
cal anomalies that current theories cannot explain are identified, the discipline enters 
into a crisis that is eventually resolved by introducing a new paradigm that explains 
the existing phenomena and the anomalies better than the previous paradigm. 

To constitute a discipline, research on software business would need to define its 
paradigm including research subjects, sets of topics, and theories. Additionally, if a 
new paradigm for software business were to succeed, it should demonstrate superior 
explanation when compared to the current paradigms in for example economics and 
sociology. Comparing this with the current research on software business, we argue 
that while the set of research subjects (software and software business) is relatively 
well-defined, there are serious problems with both the topics and theories of software 
business. To become a distinct discipline, research would need to develop an inde-
pendent system of theories that are related to both the topics and subjects of research. 
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The third argument for software business as a distinct discipline attacks the practi-
cal relevance of current research in the actual (other) disciplines. The argument has 
two forms with the first one being that there are numerous academic papers in the 
discipline of management that are not useful to managers of software companies. The 
second form is that no existing academic paper presents a comprehensive model of 
how a software business should be run. First, we suggest that these are argumentum 
ad ignorantiam and based on partial or missing knowledge of management research 
and what constitutes a research discipline. Second, we also argue that proposal for a 
software business discipline reveals a knowledge transfer problem between manage-
ment researchers and those that identify software business as their primary discipline 
or topic area. 

The reason that a single article might not be useful for a practicing manager is due 
to focus and specialization that are required for efficient scientific research, but that 
can lead to difficulties in understanding the articles if the reader lacks proper back-
ground knowledge. However, since knowledge needs to be communicated not only 
with researchers, but also to practitioners and other audiences, science has developed 
a double-loop model of knowledge creation and transfer [9]. This model, shown in 
Figure 1, implies that there are two distinct discussions to which a scholar partici-
pates. The first loop operates within a scholarly community, efficiently creating 
knowledge that conforms to established paradigms through discourse in academic 
journals and conferences. In the second loop, the results of research are communi-
cated to practitioners and students through teaching and consulting as well as  
publishing in books and magazines like Harvard Business Review or IEEE Software. 
Following the wrong loop or having insufficient understanding of the current modus 
operandi causes knowledge transfer problems. 

 

Fig. 1. Double loop model of knowledge creation [9] 

The lack of relevance argument is sometimes also presented in the form of  
downplaying the value of the first loop and advocating software business as a purely 
applied “discipline”, whose purpose is not at all to participate in the theory develop-
ment-theory testing game, but to construct models that can be directly communicated 
to the second loop. The exact definition of this constructive research is elusive and  
it is difficult to find methodological texts pertaining to this approach. However,  
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generally this approach is presented as synonymous or as a combination of ap-
proaches called design science and action research. Following this approach, re-
searchers construct artifacts often called e.g. frameworks. We do not suggest that 
constructing such models is not useful – in fact, the consulting industry mostly oper-
ates on these kinds of activities. What we argue is that unless a model presents an 
interesting and testable theoretical argument or provides sufficient empirical evidence 
for the validity of the model with the appropriate reporting of the research setting and 
methods, the result does not advance science not matter how widely they are applied. 

Another problem with the model building – particularly with general models – is 
that generally there is no one right way to manage even a simple manufacturing firm. 
The concept of scientific management that proposed this was introduced almost a 
century ago [10], but the approach has been abandoned in favor of contingency the-
ory: the organization must fit its environment, environments differ, and hence there 
cannot be general prescriptive models. 

Hence the arguments for lack of relevance argument boils down to either a misun-
derstanding about the purpose of the current disciplines that address software business 
or a lack of appreciation about what is possible with scientific method.  

6   Discussion and Conclusions 

In this paper, we have reviewed the arguments passed for establishing an independent 
research discipline for software business. Our review indicates that these arguments 
are often based on fallacious supporting arguments and evidence, misunderstandings 
about what actually constitutes a scientific discipline, and general ignorance about the 
state of research in actual disciplines and the applicability of these disciplines’ results 
to research on software business phenomena. In conclusion, we argue that no worth-
while arguments have been published for the establishment of software business re-
search discipline. 

We conclude the paper by discussing software business as a topic area. The useful-
ness of a software business topic area can be considered from two different perspec-
tives. First, for any question to be most effectively studied within software business 
topic area, the context should provide higher relevance for the question. Some people 
have argued software product development as such topic [11], but this is a rare exam-
ple of area where software-specific topics can be found. Another way to look at the 
topic area is whether a set of papers are better combined into a discourse by the em-
pirical context or phenomena. We argue that the latter provides a more natural fit. 

What value then, has software business research outside of being an empirical con-
text for other disciplines? There is potentially value in software business as an agenda 
for education or societal impact or as a bridge making theory from management and 
other social sciences more accessible for software engineering researchers [12]. 

Our paper has several direct implications for current and aspiring software business 
researchers. We argue that the idea of software business as a distinct discipline should 
be abandoned. For the researchers currently working in the software business area,  
the position of the proposed topic are should more clearly presented in relation to 
existing areas and disciplines. Without this, software business research cannot be built 
on by researchers operating in other areas leading to isolation and then eventually 
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irrelevance of the research community. If this proves impossible on the level of topic 
area, then at least it allows better positioning of individual studies. For aspiring soft-
ware business researchers, the present paper and the references presented enable more 
informed decision on where to position oneself in the field of sciences. 
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Abstract. This paper describes preliminary results of an interview study on 
business research regarding the software industry in Finland. For the study, we 
interviewed 30 people in 4 positions in Finnish universities. Overall, adopting a 
long-term approach in studying a given question was considered to be the essen-
tial strength of research done in universities. Obtaining funding for such research 
was considered to be a major weakness. There also appears to be a mismatch be-
tween policy organizations and what researchers wish to research, and that re-
search should be more centrally themed. Several trends in the software industry 
were considered worthy areas of inquiry from a practitioner viewpoint, however 
not as appealing from an academic perspective. The respondents also considered 
that there are no “national level” challenges that would be specific to the soft-
ware industry. Obtaining finance for commercializing and productizing inven-
tions that emerge from basic research was considered a problem, though Finland 
has an extensive publicly supported innovation system. 

Keywords: Research, Software Industry. 

1   Introduction 

The software industry is currently undergoing fundamental structural changes that 
challenge traditional products and services business models. This includes blurring 
the border between of content and software and increasing use of cloud resources. 
Motivated by these trends, an inquiry was conducted on how academic research is 
positioned to study these changes. The study was conducted in Finland, because it 
enabled studying the Finnish public innovation system, which has come under in-
creasing scrutiny recently. The study of [1] concluded that Finnish research, with the 
exceptions of medicine and agriculture, does not meet standards that are considered 
world class. In particular, Finnish research units suffer from the over-diversification 
of resources into small and dispersed research units. An earlier assessment by  
the Academy of Finland also reached similar conclusions [2]. A low degree of inter-
national collaboration and low quality of publications were also identified as key 
challenges.  

This paper seeks to find answers in what kind of research are universities at their 
best, what kinds of present and future trends and phenomena have been observed in 
the software industry that also form interesting targets for research, and what kinds of 
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methods and researchers should these phenomena ideally be studied. After this sec-
tion, I will present preliminary results of the interview study starting from the re-
search methods and empirical study design. In the third chapter I will focus on results 
(trends of the software field and technically oriented trends). The paper is concluded 
by a section discussing the trends and problems identified. 

2 Research Method 

The data for this paper were collected in conjunction with the Growth Forum ’09 
project [1]. Growth Forum is a national project headed by the Finnish Software En-
trepreneurs’ Association that aims to spark public discussion on the significance of 
the software sector to the Finnish economy and to communicate information on its 
needs and opportunities to policy makers. The author was involved in the research 
work group of the Growth Forum that had representatives from six Finnish Universi-
ties. This included four professors, three researchers and a senior lecturer. The work-
group is working on a more comprehensive report on the same topic. 

We sought to target informants who were involved in conducting or managing re-
search regarding the software industry from various disciplinary backgrounds. To 
limit the sample the group decided to target individuals involved in conducting or 
managing research that studies software companies where a business perspective is 
dominant. In addition, we included people involved in research that does not explic-
itly target the software industry’s business aspects, but can be considered generaliz-
able to this context.  

To communicate the sampling criteria, the work group prepared an interview proc-
ess description that included a description of types the informants to be targeted. The 
document was later circulated for comments in the workgroup, and some changes 
were made to its content. The sampling strategy can be considered a snowballing 
approach. The university representatives identified an individual to conduct the inter-
views in their university and proximate universities that were not involved in the 
Growth Forum project. In two cases, the representative was the same person as the 
interviewer. This included the author, who conducted the interviews at Helsinki 
School of Technology and University of Turku.  

Before proceeding with any of the interviews, these individuals created a shortlist 
of their contacts that match the above criteria (with some minor exceptions noted) that 
was reviewed together with the author. The amount of interviews was limited from 
three to six in each university to maintain a balance in the sample. In some cases it 
was agreed that the list be extended after gaining experiences from a few interviews. 
In these cases, a similar discussion round took place to discuss the match of the inter-
viewees with the sampling criteria.  

As a result 30 interviews were conducted in 8 universities. The interviewees in-
cluded 17 professors, 2 docents, 5 researchers, 3 lecturers, and 3 other titles. The 
universities represented in this paper are Lappeenranta University of Technology, 
University of Turku, Turku School of Economics, Aalto University School of Science 
and Technology, Aalto University School of Economics, University of Tampere, 
Tampere University of Technology, University of Jyväskylä, and University of Oulu. 
Because of the tight schedule of the project, we had to exclude rest four universities. 
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The informants represented fields of information systems, technology and innovation 
management, venture capital, entrepreneurship, international business, strategic man-
agement and marketing. The data were mainly collected during the fall 2009 by struc-
tured face-to-face or telephone semi-structured interviews and they were audio  
recorded. The interview questions are listed in Table 1. 

The NVivo 8 software package was used to analyze the data. Themes were picked 
out of categories and representative quotes selected from interviews. The research 
themes in software business found by interviews are: computer science, technology & 
innovation management, venture capital, entrepreneurship, international business, 
strategy and leadership, and marketing. According to these interviews we formed an 
overview that is presented in this article. 

Table 1. Interview questions 

Q1: Doing research in universities: 
a) In what kind of research are universities at their best? 
b) What kind of research should not be conducted in universities?  
c) Where should this kind of research be done? 

 
Q2: What kinds of present and future trends and phenomena have you observed 

in the software industry that also forms interesting targets for research? Please pay 
special attention to the following: 

a) ”technically-oriented” trends, that have the potential to shape the industry’s 
structure (e.g. cloud computing, clean tech, ubiquitous computing) 

b) The challenges and opportunities of software companies from small devel-
oped countries (like Finland) to expand outside their borders and become major 
global players  

 
Q3: To the items identified in the previous question: 
a) What kinds of methods and researchers should study these phenomena in an 

ideal case? 
b) Is your research group planning to do the aforementioned kind of research? 

 

3   Results 

According to the interviews, university research is at its best when it is longitudinal 
(8/30 statements), wide range (6), and basic research (5); when looking at ‘the big 
picture’ and combining perspectives from several fields. Basic research also brings in 
sustained and credible understanding, especially when focusing on case studies (2) in 
different sectors of business and strategic analyses that are based on understanding 
causal connections. “Focusing on a particular problem profoundly, and with a long 
period of time, is a central strength”, says one interviewee. The fact that the university 
does not get finance (2) to do it was regarded as probably the biggest problem. ”Uni-
versities are best at blue sky basic research, but they are not doing that. It benefits all 
industry, everything else is irrelevant. Constructive research is okay, if you have to 
fill in gaps”, says one interviewee. 
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It was also often stated that research is at its best in different technologies (7), their 
properties, software development, and software production. The people's behavior and 
interdisciplinaries (6) are not as strong and it is also reflected in the results. ”Research 
that takes the interaction between people into consideration in the product develop-
ment process is also needed”, a scholar from Lappeenranta says. “The user based 
points of view should be taken into consideration in more studies”, says another 
scholar from Lappeenranta. 

Technical research can be more easily utilized from the industrial companies’ point 
of view. So it is interesting to think what (direct) advantage the research of the uni-
versity has or from whose point of view benefits should be thought of. Academic 
research must have a strong theoretical foundation but also a link to the practice. ”It is 
difficult to find professors that give any value to the fact that the results should be 
exported to the business world into the right environment, to have a real impact. The 
research results are taken to other researchers, not to the real environment”, an inter-
viewee criticizes.  

 Matters from which a model, method or conformity to law cannot be generalized 
in universities should not be studied. It would not be worth to consult, to evaluate or 
to conduct market research, make reports (10), surveys (8) or short shortsighted 
commissioned research in universities. The consultant companies, the Technical Re-
search Centre of Finland, Research Institute of the Finnish Economy (the branch re-
ports) and the polytechnics (the operative processes of the business) should make 
them. ”Practical problems that can be quickly solved should be left to the industry. 
The university should look for the answers to the future until 50 years on”, an inter-
viewee describes. It was hoped that the companies used the university as partners in 
cooperation (5) in the (research) development. The research, teaching, the social in-
fluencing, and cooperation with the companies are extremely important issues to the 
universities. It was experienced that university research is at its strongest when it is 
cooperating with companies in the long-term. Universities should attempt to maintain 
and develop long-term relationships companies.  

The interviewees listed interesting research subjects: to clarify how the entrepre-
neurial attitude could be promoted, those methods with which more companies would 
be made to grow bigger and still remain Finnish, to document best practices/ opera-
tions models/strategies connected to the overcome of the aforementioned challenges, 
availability of the (risk) finance, and utilizing embedded software to branch out to 
new industries. 

3.1   Trends of the Software Field 

The trends of the software field were considered extremely important from the point 
of practice but not so interesting in the academic point of the research subject. On the 
other hand, the limits of the software field were considered unclear; how does the 
software field join other fields. Strategy and management scholars think the challenge 
of the future in the software field will be regeneration in the future. She wanted re-
search also to 'look in the mirror' afterwards; the conclusions cannot be based only on 
the fact that beforehand it would be estimated what kind of effects the new systems 
could have. 
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Internationality is an important part of the development of the ICT field. The de-
velopment must be carried out on international forums in the cooperation with re-
searchers and other developers, and the examining should not be concentrated in a 
national context only. The international networks must be utilized so that the best 
practices are brought to Finland, and the brain drain would not totally remove know-
how to the countries of the cheaper labor. "How start-up financing effects the growth 
and internationalization of a company, interaction with the customer through a  net-
work point of view, and both the significance and developing of the confidence are 
interesting research subjects", a scholar of international business lists. 

An interesting trend is a social point of view in software development. The earlier 
research has not taken into consideration that the software is made among people to 
other people. “The questions that are related to the people's organizing are interest-
ing,” state several interviewees also. 

3.2   Technically Oriented Trends 

The technically oriented trends have to do with examining new opportunities and how 
various new possibilities can be adapted. These trends should be taken into considera-
tion more effectively in business research, and communication between different 
parties will be needed considerably more.  

Some of the strong technological trends according to interviewees are: cloud comput-
ing (12 /30 interviewees), ubiquitous computing (9), open source (6), green IT (4), and 
SaaS (3). Especially open source, innovations, Web 2.0, SaaS, and cloud computing are 
considered important because they change the structure of the operations and business 
models. SaaS means global competition and specialized, small niche offerings. 

The other interesting trend was ubiquitous computing, the spreading of the Internet 
into every place. It is believed that it opens new, big business opportunities and many 
service concepts in people's lives. However, at the same time it was stated to be more 
difficult to see which schedule, for example bio IT will spread ubiquitously.  

Other important research areas according to interviewees are: the research of the 
service-service, the convergence and mobilization of the medium, the increasing role 
of the social medium, the emerging software business in other branches, and how 
open code, innovations and Web 2.0 change business models. 

An interviewee describes: "The biggest change that is taking place is a certain kind 
geographical tailoring. Different geographical locations specialize in different mat-
ters, for example, China specializes in electronics manufacturing, more than two 
thirds of the semiconductors are made in Taiwan. One can think that the value chain 
of the company spreads around the world: IT-coders are in India, call centers in Esto-
nia, Hardware collecting in China and the main market in the USA. An interesting 
situation to the managing director who sits in Finland: what is done here, and how the 
whole ‘big picture’ is conducted?" She continues: “New kinds of know-how, ability 
to lead must be found, by which none of these I would have learned at school”. 

4   Discussion and Conclusions 

The most significant change that is due to the trend will not be technical but the con-
nection to the company structure of the field and to the value networks. This will 
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provide numerous opportunities to the software companies. It is interesting to see 
what role national competitive advantages of Finland, such as high education level 
and telecommunication know-how, will act in this development. In any case as the 
central infrastructure required by the software goes "to the cloud", increasingly 
smaller companies can deliver technical solutions to an increasingly wider group of 
different customers. The efficient marketing and control of trademarks form the com-
petitive advantage in the future. So the Finnish competences are required to transfer to 
the areas in which they have traditionally been at their weakest. The rareness of the 
companies succeeding in Web 2.0 can be considered as a serious symptom of the 
situation in Finland. In the software field there is big potential and a need to become 
even more internationalized. This requires better business know-how. The research 
and teaching of management and business indeed have big potential to be changing 
the direction of the future.  

One of the central problems on the basis of the interviews is finding the financiers 
and a long-term commitment to the research. The companies of the software field are 
small in size. From Finland the infrastructure of the small companies is missing.  

The research is important and utilization of its result a vital condition, but as rector 
Teeri crystallized about Aalto in the occasion of Growth Forum 10.11.2009: "It is not 
the task of the Aalto to commercialize the know-how of Aalto, the university organi-
zation is not a sales organization".  

Interesting future work would find out how companies respond to this research. 
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Abstract. This paper considers the software market in the field of e-Learning 
and Technology Enhanced Learning (TEL) through observing standardization 
developments in the domain. A model of software market evolution suggests 
that observations on development and deployment of standards in the domain 
indicate the status on the market. As the model holds, in a mature phase, level 
of standardization is high and the number of competing standards low. The  
result of the study is, there appears to be a market, but a heterogeneous one, 
with hesitation on dominant designs and an overall modest level of standards 
adoption. Content standardization enables the (re)use of the learning content in 
multiple formats with diverse learning management systems (LMS), virtual 
learning environments (VLEs), learning platforms, HRM and administration 
systems. A number of initiatives to develop specifications or standards exist. 
Competing standards or specifications are found for most target areas. Efforts to 
establish common frameworks and reference models have emerged. Such over-
all consensus frameworks will support developments towards content interop-
erability in this vertical as they have in other domains. 

Keywords: Software market evolution, content, standards, e-Learning, TEL. 

1   Introduction 

Together with adoption of technology support for teaching and learning, specific 
software and systems for the domain of education and training have emerged. Re-
search companies like Gartner and Forrester were frequently mentioning e-Learning 
connected to hype in the mid 00’s. Breaking into the second decade of the 21st cen-
tury, this software domain has permeated its position as one of the software verticals 
watched by the market researchers. Forrester reports on building of a growing com-
munity around e-Learning1. Web catalogues that list software providers with SaaS or 
ASP business model2, the cutting edge in the software industry, seem to provide evi-
dence that the e-Learning vertical did not disappear with the hype: significant num-
bers of companies are listed under the search terms education, e-Learning, teaching, 
training. The software domain of learning, education and training is not only in the 
interest of education sector, i.e. schools or educational institutions. For knowledge 
                                                           
1 For Information & Knowledge Management Professionals “Learn From A Community: The 

eLearning Guild” A Forrester report by Claire Schooley, June 24, 2008. 
2 SaaS Showplace, saas-showplace.com; ASP News www.aspnews.com 
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work, there is a constant need to build new knowledge and life-long learning. Em-
ployee on-the-job learning and training as well as organizational learning in private 
businesses are supported with e-Learning platforms. 

This paper investigates the specifications and standards in the market vertical of 
software for education: learning/teaching, training and assessment, focusing on sys-
tems and applications designed for managing and utilizing learning content. The pa-
per is based on the studies on standards in an EU best practices network, ICOPER 
www.icoper.org, which conducts work on the improvement of e-content interopera-
bility in LMS and applications, through harmonization and support for content stan-
dards development for competency-based learning.  

Section 2 gives a brief overview on the theory of software market evolution and 
standards evaluation. Section 3 presents the data, collected in the ICOPER project, 
and the current status of development and deployment. Section 4 presents an analysis 
of the material, which is discussed in Section 5, with some concluding remarks.  

2   Theoretical Background 

2.1    Software Market Evolution 

The theory of software market evolution (Tyrväinen et al 2008), sees the emergence 
of a market for software in a domain of systems and applications as the sum of four 
factors:  

− Enabling technologies to build applications and systems for the domain  
− Potential users develop demand for such systems: the acquisition of them becomes 

feasible and desired.  
− As software supports processes, two more factors are related to the processes: 

o Processes generate the requirements for the software and systems. The 
process development emerges together with the systems implementation. 

o The software applications and systems have interfaces to other systems, 
(software as well as hardware), and other processes.  (Tyrväinen et al 2008, 
Tyrväinen, Mazhelis et al. 2009). Process harmonization and simultane-
ously an emerging common understanding of the activities in the domain 
drives the evolution. 

New solutions offered to a market of users will have success when all these factors 
contribute to successful implementation and use, and the users of the systems and 
applications gain benefit from the use. Patterns of technology acceptance and industry 
evolution repeat themselves quite independently of the industry or domain 
(Tyrväinen, Mazehlis et al. 2009) 

Four stages can be observed in the evolution of a software market domain: 1) In-
novation phase with in-house development of bespoke systems, 2) Productization 
phase with spin-off companies taking over the development as well as established 
software houses expanding to the new domain with software products, 3) Transition 
phase with a shake-out of both a diversity of standards and companies in the market, 
and finally, 4) Service and variation phase, where the processes, applications and 
interfaces follow one or few dominant standards and the ICT providers go over to 
competing with diversified services (Tyrväinen et al. 2008).  
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In this study, the focus is on the factor of standardization as a post hoc indicator of 
developments in a segment. Education domain deploys mostly mainstream operating 
systems and network protocols. The interfaces to look at are data formats (as content 
files of learning resources or learner information, the meta-data on content,  learner 
etc.) and the application programming interfaces (APIs) in the platforms (LMS, 
VLEs) used. The questions to be answered are, does a significant education/learning 
software market vertical exist, and how well developed is it?  

2.2   Standards Evaluation 

Cooper (2009) provides an extensive set of criteria to measure fitness e-Learning / 
TEL standards. According to Cooper, there are six groups of indicators of fitness: 1) 
Business case, i.e. suitability of a standard for implementation in a business case;  2) 
Purpose and intended use, i.e. whether a standard has a clearly stated purpose and 
whether it emerged from a stable practice or theory; 3) Context, i.e. whether a stan-
dard is mature and has proven effective in specific situations; 4) Provenance and 
Governance, i.e. the quality and credibility of the originator and the institution main-
taining the standard; 5) Technical aspects of the standard: platform independence, 
architectural requirements; 6) Personal requirements:  privacy, ethics. 
If e-Learning/TEL standards are found fitting, the standardization level, and thus the 
software market maturity in a domain should increase. Relevant in estimating the 
evolution stage according to recent studies is (Tyrväinen, Mazhelis et al. 2009): 

1. Emerging domain specific standards, and maybe competing standards, if a 
market has emerged. 

2. Adoption of standards, i.e. availability of examples of effective and wide use 
if the market is evolving.  

3. Shake-out and emerging of dominant standards.  

3   Research Methodology and Data 

The study is conducted as a qualitative analysis of e-Learning standards on two 
sources. Besides the information provided by accredited standardization bodies (CEN, 
IEEE, ISO/IEC), and consortia working on the area of e-learning and TEL, (e.g. ADL 
www.adlnet.gov, IMS Global Learning Consortium www.imsglobal.org/, JISC/ 
CETIS http://jisc.cetis.ac.uk/), a meta-analysis is conducted on the initial analysis of 
standards in the ICOPER project. Duval (Duval 2004) provides an overview of the 
activities in standardization in the field, and e.g. JISC/CETIS has taken on publishing 
regular reviews: 

http://wiki.cetis.ac.uk/Eductional_Technology_Standards_Reviews.  

The ICOPER project providing material for our analysis is organized around 6 work 
areas: 1) Outcome-based learning with focus on competencies, 2) Learning design, 3) 
Content reuse, 4) Delivery of open content, 5) Student assessment and course evalua-
tion, and 6) Services integration. Each of these delivered an initial report on their 
work area, with review of the standards relevant in the respective area. The reports 
D1.1, D2.1, D3.1, D.4.1, D5.1 and D6.1 are to be found in the project space in the 
project collaboration support environment www.educanext.org 
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4   Evaluation of Learning Technology Standards 

The complete list resulting from the initial analysis in the project (Kozlov et al. 2009) 
shows 25 specifications or standards (at various stages of a standard life cycle) con-
sidered in some way relevant in e-Learning and TEL domain. In the first analysis 
phase, this list is scanned for items that are related to the core processes in the domain 
(teaching/learning processes or processes directly supporting these). Table 1 shows 
the remaining specific standards, their adoption rate, and competing standards.  

Table 1. Analysis of existing domain specific specifications and standards 

Standard /Specification Observations Possible competition Background 
LOM Standard for Learning 
Object Metadata, IEEE 
1484.12.1-2002 

Significant 
adoption  

CEN MLO, DC 
SCORM 

Merged: IMS 
Learning Resource 
Metadata LRM 

SCORM Sharable Content 
Object Reference Model (4th 
Edition) Version 1.1 ADL 
2004 

In specific use 
(US DoD) high 
adoption  

LOM; IMS LD; CEN 
MLO 

 

IEEE RCD Reusable  
Competency Definitions,  
IEEE 1484.20.1, 2007 

Some adoption 
(Draft standard)

HR-XML, CEN MLO Merged: IMS  
Reusable Definition 
of Competency or 
Educational Objec-
tive RDCEO 

IMS LD Learning Design, 
IMS GLC 2003 

Some adoption SCORM  

IMS QTI Question and Test 
Interoperability IMS GLC 
2005 

Moderate  
adoption 

DocBook, FML, 
QAML, SuML 

 

ECTS Information  
Package/Course Catalogue 
MLO Application Profile, 
CEN CWA 16076:2010   

 SCORM   

MLO-AD Metadata for  
Learning Opportunities –  
Advertising, CEN WS-LT 
CWA 15903:2008 

 IEEE LOM, HR-XML  

IT Learning, Education,  
Technology  QM, ISO/IEC 
19796-1:2005 

Local adoption   

HR-XML, Schema for  
Human Resource;  HR-XML 
Consortium 2007 

Significant 
adoption in  
private sector 

IMS GLC ePortfolio, 
CEN-MLO 

 

 
In observations on background (on the right in the Table 1 above), it can be seen 

that work towards a specification successfully contributed to an emerging standard. 
IMS GLC conducts projects also on further areas, e.g. services as Organized and 
distributed digital learning content (Common Cartridge - CC), Applications, systems, 
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and mash-ups (Learning Tools Interoperability - LTI)  and Learner information: privi-
leges and outcomes (Learning Information Services – LIS) and ePortfolio. 

In almost all cases there are competing approaches (Table 1).  IMS QTI has some 
potential rivals with the questions and answers assessments functionality (e.g. 
DocBook, FML, QAML, SuML) in non-specific approaches. Extending the overlaps 
to standards non-specific to the e-Learning or Technology Enhanced Learning (TEL) 
domain the situation is even more complex. E.g. the Dublin Core (DC) metadata stan-
dard is widely applied. 

In addition to specifications and standards, common frameworks (as in other do-
mains) are emerging. The FREMA framework on assessment and evaluation3 is 
quite well developed, due to the applicability of automation in the assessment area. 
The emerging International eFramework4 is an attempt to cover the field from the 
service orientation viewpoint. However, an established common framework of refer-
ence does not exist. 

5   Discussion and Conclusions 

The observations in our study tell that a vertical of e-Learning/TEL software does 
exist on the market, and it is evolving. The market at this point is rather heterogene-
ous, but development of specifications and standards is pursued by authorities like 
EU, as well as active industry consortia. The EU required approach, competence 
driven education, induces learning outcome based teaching and learning and pushes 
the introduction of specifications for learning outcomes and other related targets. 
Work is being conducted on defining e.g. competency profiles and learning opportu-
nities. Overall, adoption of e-Learning and TEL specific standards or specifications, 
as reported in the ICOPER initial studies, is in early phases. With maybe the excep-
tion of Learning Object Metadata, LOM, the rate of deployment of standards is rather 
modest. IMS QTI for testing/assessment  has gained broader support. A number of 
dedicated consortia, e.g. IMS Global Learning Consortium and ADL (Advanced Dis-
tributed Learning, the provider of SCORM) and many less known ones, conduct par-
allel work towards standardization. Accredited (ISO/IEC, IEEE, CEN/ISSS) and 
national standardization bodies entertain initiatives for accreditation of standards.  

Educational institutions, being government supported, are confined by government 
funding, policies and guidelines in their strategies for adopting educational systems 
and software. Therefore, the evolution of this software market vertical might not fol-
low exactly the pattern found in other verticals. By observing standards, however, 
support for the software market evolution model is found also in this domain. Lack of 
coherent frameworks for the domain to build a common understanding on the area, as 
found an essential collaboration vehicle in other domains, may be a factor that ham-
pers the evolution. Emerging frameworks like the e-Framework and the ICOPER 
Reference Model IRM may help to alleviate the versatility, and support further stan-
dardization as well as the software business activity in this domain. 

                                                           
3 http://www.frema.ecs.soton.ac.uk/  
4 http://www.e-framework.org/  
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Workshop on Global Outsourcing of Software
Development

Nazmun Nahar

University of Jyväskylä, Finland

Global outsourcing is a pertinent issue in today’s business world. Increasingly,
software and non-software organizations from private and public sectors are at-
tempting to develop some or all of their software through global outsourcing in
order to enhance innovation, reduce development time and cost, improve quality
and productivity, adapt to changing global economic and market conditions, to
name a few. Global outsourcing is composed of near shore outsourcing (the soft-
ware development work is done by the service provider in a nearby country) and
offshore outsourcing (the development work is done in a very far away country).
Global outsourcing is gaining significant importance, as it can provide various
important benefits to both the outsourcer and service provider, if it is successful.
However, most of the organizations fail to obtain the expected benefits, as global
outsourcing is highly complex and risky. Some global outsourcing projects fail
totally.

Topics of interest:

– Different strategies for global outsourcing
– New types of outsourcing business models
– The key challenges associated with each particular global outsourcing busi-

ness model and their practical solutions
– Global outsourcing business models innovation
– Managing multi-sourcing engagements
– Approaches to develop outsourcing relationships with the service providers

of least known or unknown destinations
– Strategies for long-lasting outsourcing relationships
– New types of outsourcing partnership formation
– Requirements analysis in distributed software development
– Virtual teams management in distributed software development
– Intellectual property rights protection
– Mechanisms for conflicts management
– Roles of and impacts on cloud computing in global outsourcing
– Knowledge engineering, discovery, transfer and management in global out-

sourcing

The workshop provided a forum for interactive discussions of current and emerg-
ing topics from the field of global outsourcing of software development. This
workshop was mainly designed for academics, scholars and practitioners. High-
quality research and practice papers, including theoretical, empirical and ana-
lytical studies on global outsourcing of software development from the service
provider’s and client’s viewpoints enriched the workshop.
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Workshop on Competencies for the
Globalization of Information Systems in

Knowledge-Intensive Settings

Jan vom Brocke1, Franz Lehner2, and Jan M. Pawlowski3

1 University of Liechtenstein
2 University of Passau, Germany

3 University of Jyväskylä, Finland

Software development has become a global task for the past decades. Outsourc-
ing and offshoring solutions have been discussed frequently, in both research and
in industry. Export is the main driver for a society’s and corresponding individ-
ual’s wealth. As more and more organizations apply outsourcing and offshoring
practices, new ways have to be found to compete in this rapidly changing envi-
ronment. Additionally, the digital divide is becoming a central issue, determining
the relation of developed and developing countries.

To deal with both issues, stakeholders need to be enabled to successfully com-
pete on this global marketplace. This includes new key competencies for indi-
viduals and organizations, such as intercultural management / communication.
Moreover, organizations and individuals need support to acquire and continu-
ously enhance those skills. It is one of the main concerns of the next genera-
tion of information systems to take this global dimension into account. Besides
other technological innovations, cultural awareness is a key success factor for the
future.

The workshop discussed innovative solutions for global information systems,
in particular for systems supporting knowledge intensive processes, such col-
laboration of virtual (project) teams, knowledge management or processes in
the service industry. We focused on deriving competencies for stakeholders in
this setting. We aimed at discussing state-of-the-art solutions for information
systems, IS development as well as methodological aspects encouraging the dis-
course on this emerging field of research. The key issue were competencies for
stakeholders to participate successfully in the process of IS globalization.

Topics of interest:

– Management of distributed services and organizational implications
– Global knowledge management
– Globally distributed education
– Competencies for the globally distributed worker
– Applications and cases for globally distributed work
– Support systems for organizations, teams and individuals
– Awareness and trust for global teams
– Social software for international collaborations
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Tutorial: SaaS Business – Theory and Practice

Antero Järvi1, Tuomas Mäkilä1, Jussi Nissilä2, and Jussi Karttunen2

1 University of Turku, Finland
2 Turku School of Economics, Finland

Description. Software-as-a-Service (SaaS) will affect the business of most IT
and software companies, as well as the client organizations’ IT function. Yet,
software buyers and even software vendors are still somehow unfamiliar with the
exact definition of the Software as a Service. Is it a whole new business model, an
adjustment to revenue and distribution model, or just a new deployment tech-
nology? It appears that SaaS is not just a technical issue, but affects profoundly
the way businesses provide and use software.

The goal of this tutorial was to clarify the main concepts of Software-as-a-
Service, giving the audience tools to answer an important question from their
own standpoint: How will Software-as-a-Service change software business? The
issues were presented using two dimensions: (i) technology vs. business perspec-
tives and (ii) software providers vs. buyers’ viewpoint.

The tutorial consisted of the following parts:

1. Introduction to the SaaS. We presented SaaS definition and related concepts,
like Platform as a Service (PaaS), and Infrastructure as a Service (IaaS).

2. SaaS Value Creation. SaaS creates value for different stakeholders. We dis-
cussed the benefits of the SaaS model and analyzed the truth of these claims,
e.g.: Lower Total Cost of Ownership (TCO), more flexible IT management,
easier entry to new markets, and tapping to competitive business ecosystems.

3. SaaS How-to. In this more practice oriented part we explained how to utilize
SaaS model in different business scenarios: How to buy SaaS? How to manage
SaaS solutions as a part of companies’ information systems? How to launch
a SaaS solution? How to do business with SaaS?

4. SaaS in Finland. The attendants of the ICSOB 2010 had the possibility to
hear first about the characteristics of the Finnish SaaS market, and chal-
lenges and possibilities the SaaS products bring to Finnish companies.

Target audience. Business and development executives of software companies,
CIOs of companies interested to utilize the SaaS solutions and researchers with
initial interest on the topic.

Tutorial organizers. SaaSify Your Business -research group (Funded by TEKES
Verso program) investigates SaaS as a global and Finnish phenomenon. Group
consists of researchers with both academic and industrial backgrounds. The tu-
torial was designed and held by personnel with years of experience in university
level teaching based on the current industrial interests.
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Tutorial: Applying Statistical Research Methods
in Software Business

Mikko Rönkkö and Jukka Ylitalo

Aalto University, Finland

Description. Currently the researchers that include software business as one of
their topic areas come from very different paradigms, but often build their re-
search on management theories, such as the resource based view. Since statistical
analysis is the predominant method in more established management disciplines,
it is important for aspiring software business researcher to understand statistics
to be able to evaluate the quality of these studies. Additionally, understanding
statistical analysis broadens the scope of the research questions a researcher can
work with.

The focus of the tutorial was on both the theory and application of statistical
analysis in software business research. In contrast to many textbooks on statisti-
cal analysis that first present theory and then proceed to application, the tutorial
was structured so that we first presented a practical research problem and then
explained how statistics can be used to assess the problem. Thus the emphasis
of the tutorial was more on practical perspective, and theory came to play only
when we discussed how statistical analysis could lead to false conclusions and
how to avoid common problems.

The tutorial was consisted of the following parts:

1. Philosophy of statistical research and basics of statistical inference
2. Types of data and measurement
3. Regression analysis
4. Structural equation modeling

Target Audience. The tutorial was designed so that no prerequisite knowledge
of statistical inference or statistical analyses was required. During the session we
covered all the basics required. The session was aimed for both researchers that
have either none or very little background on statistics or for those that have
used statistical analysis before, but would need a refresher on the principles and
theories of statistical studies. The tutorial included examples with Stata and R.
Structural equation modeling was presented with Mplus and R.

Tutorial Organizers. Mikko Rönkkö is a research manager and a doctoral can-
didate at Aalto University, School of Science and Technology, Software Business
Lab. He specializes in statistical research and has currently several papers using
statistics as well as papers about statistical methods in review.

Jukka Ylitalo is a researcher at Software Business Lab in Aalto University,
School of Science and Technology. He has a master’s degree in systems and
operations research and has specialized in statistical analysis. He has taught
statistical analysis in Helsinki University of Technology for several years.
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Tutorial: Creating Productive Global Virtual
Teams – Developing Effective Collaboration

across Cultures and Time Zones

Donald R. Chand

Information & Process Management, Bentley University, USA

Description. In today’s global economy, knowledge workers have to collaborate
on a daily basis with colleagues around the world. While travel may be preferred
for certain tasks, the bulk of global collaboration is based on technologically-
mediated communication. Thus, a new challenge for organizations is in develop-
ing the skills, capacities, and attitudes that will make working across cultures
and time zones successful.

Our research discovered bits and pieces of how innovative managers facilitated
the development of camaraderie, trust and knowledge sharing among the mem-
bers of global work teams separated by distance and culture. We have packaged
these bits and pieces of insights and skills into best practices for building and
maintaining trust and effective communication in virtual teams, as well as how
to build organic communities.

Unlike traditional cross-cultural training, where the focus is cultural differ-
ences and what not to do, this tutorial centered on how relationships are built
and sustained in virtual spaces, and how using ”everyday ethnography” provided
the skills to achieve effective collaboration in global virtual teams.

Content of the tutorial

– Global Work Models: i) Bridge team collaborative engagement, ii) Integrated
globally-distributed team

– Barriers to Global Work: i) Cultural differences, ii) Limitations of computer-
mediated communication, iii) Loss of proximity, iv) Difficulty of building
trust, v) Lack of work visibility, vi) Organizational politics

– Building Ethnographic Skills: i) Unpacking the layers of culture impacting
global work, ii) Unpacking the limitations of computer-mediated communi-
cation, iii) Unpacking organizational politics

– Overcoming Barriers to Global Work: i) Personal relationship building,
ii) Virtual community building - learning from the open source work
environment

Target audience. The target audiences for this tutorial were professionals who
work with team members located overseas, managers who administer the work of
offshore vendors, tomorrows’ global leaders, and academics interested in global
virtual teams.
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Industrial Session:
Software Business Innovation Track

Jyrki Kontio

R & D-Ware

Software industry is going through a major transition everywhere in the world.
On one hand the recent recession and increased price competition from emerging
economies in Asia have caused changes in where software is being developed.
Outsourcing has become much more prevalent - almost a standard part of many
software development projects. Customers are more demanding and providers
need to develop better applications faster and at lower cost.

On the other hand, significant changes are taking place in technology plat-
forms used and types of applications being developed. Cloud computing, Soft-
ware as a Service and gaining popularity of smart phones are changing where
computing takes place and social media as well as content sharing applications
are changing what users do with their devices.

Technological discontinuity, changes in consumer behavior and likely changes
in market structures are taking place at the same time. These trends will cause
challenges to many companies but they will also create opportunities for inno-
vation for those who dare.

Traditionally software organizations have seen innovation as a technical issue:
innovations have been considered technological advances that give companies an
edge over competition. While technical innovations are still relevant, increasing
share of successful innovations take place outside the technical domain. iPhone
was not so much of a technical innovation but a usability innovation and systemic
innovation; Salesforce.com’s compelling feature is the possibility to buy software
functionality as a service; Facebook hooks people by helping them develop their
social network online. Innovation in software industry is now driven by business
innovations - innovative business models, partnerships, service types, processes
and novel combinations of products, services and content.

The Software Business Innovation Track of the International Conference on
Software Business was intended for sharing practical industry experiences and
innovations in the area of software business. It collected practitioners, indus-
try visionaries and software scholars together to discuss and share insights and
experiences in software business innovation.

Our aim was to boost the innovativeness of software organizations everywhere
and to gain deeper understanding of new forms of innovations - as well as the
innovation process itself - so that we could identify and deliver more innovative
services, products and content to the marketplace.

One of the known catalysts for innovation is the interaction of people with
different backgrounds and experience. That was exactly the role of the Software
Business Innovation Track.
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