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Abstract. This paper describes the design and implementation of the Distrib-
uted Transaction Manager (DTM), a service that provides remote negotiation of 
contracts representing resource reservations in real-time distributed applica-
tions. We assume that there is an underlying middleware which can be used by 
the application to negotiate contracts locally: processor contracts have to be  
negotiated in the same processor where they will run, and network contracts 
have to be negotiated in a processing node connected to the specific network 
that will be used. In addition, the paper proposes the integration of the DTM in 
a distribution middleware based on CORBA and Ada’s Distributed Systems 
Annex (DSA) which supports advanced scheduling mechanisms based on con-
tracts. The use of the distribution middleware enhances some implementation 
aspects of the DTM and provides new capabilities as, for example, routing  
messages through different networks. 

Keywords: flexible scheduling, real-time, distribution middleware, CORBA, 
Ada DSA, communications. 

1   Introduction 

The evolving complexity of real-time systems has lead to the need for using more 
sophisticated scheduling techniques, capable of simultaneously satisfying multiple 
types of requirements such as hard real-time guarantees and quality of service re-
quirements, in the same system. To better handle the complexity of these systems, 
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instead of asking the application to interact directly with the scheduling policies, 
scheduling services of a higher level of abstraction are being designed, usually based 
on the concept of resource reservations [1]. The FRESCOR European Union project 
[2] in which we have participated was aimed at investigating these aspects by creating 
a contract-based scheduling framework. 

Future development of real-time distributed systems will be supported by  
high-level models as the one defined in the standard OMG Specification MARTE 
(Modelling and Analysis of Real-Time Embedded Systems) [3]. This standard in-
cludes the end-to-end flow as a basic entity for modelling the behaviour of distributed 
systems. This is the new name for the transaction, a set of interrelated operations with 
a timing constraint between its start and its completion (not to be confused with the 
meaning that the same word has in the domain of databases). In the context of this 
paper a distributed transaction consists of a sequence of activities that can be either 
task jobs in the processors or messages in the networks. This paper explores new 
trends in managing transactions for flexible scheduling systems. 

Although the support for contracts defined in the FRSH API (FRESCOR frame-
work application interface) [4] is enough to negotiate contracts locally, it puts a  
burden on the application to manage the negotiation process of a whole distributed 
transaction. The first objective of this work is to propose and implement a Distributed 
Transaction Manager (DTM) that extends the negotiation capabilities defined in 
FRSH to allow remote negotiations and renegotiations of contracts, and a centralized 
management of the results of the negotiation process. The implementation platform 
for the DTM is a FRESCOR environment using the C language and MaRTE OS [5] 
with RT-EP [6][7] and CAN [8] real-time networks. All of these resources have  
implementations supporting adaptive resource reservations with contracts. 

In previous works we proposed mechanisms for the integration of middleware and 
advanced scheduling services, such as contract-based reservations, with transactions. 
In [9] some initial ideas were given to allow a distribution middleware to manage 
complex scheduling parameters specified by an application in a way that minimizes 
overhead. In that work, a proposal to integrate a generic technique to express complex 
scheduling and timing parameters of distributed transactions was presented. The im-
plementation of these ideas over PolyORB [10][11] ported to MaRTE OS [5] was 
presented in [12]. PolyORB is a distribution middleware by AdaCore [13] which  
supports several distribution standards. Finally, in [14] we extended this generic  
technique and proposed it to be integrated as a part of the Distributed Systems Annex 
of Ada (DSA).  

The first implementation of the transaction manager described in this paper limits 
its capabilities just to the management of remote contracts, and as a proof of concepts 
it was implemented directly over the network services (RT-EP and CAN Bus) [7][8]. 
We are now implementing a second version to provide a full support for the transac-
tional model  integrated with the capabilities of a distribution middleware. This pro-
posal will be fully implemented in PolyORB over MaRTE OS. Currently we have 
implemented the key issues in order to check the feasibility of the proposal. 

The document is organized as follows. Section 2 describes the specification of the 
Distributed Transaction Manager and gives the details on its main services. Section 3 
deals with the architecture of the implementation of the DTM. The model of the 
transaction and its implementation in the middleware is presented in Section 4.  
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Section 5 proposes the integration of the DTM in distribution middleware based on 
standards. The extension of the DTM protocol to provide full support for the transac-
tional model as well as some issues of the implementation of the DTM in PolyORB 
are pointed out in sections 6 and 7, respectively. Finally, Section 8 draws the conclu-
sions and considers future work. 

2   Specification of the Distributed Transaction Manager 

The Distributed Transaction Manager (DTM) is a distributed application responsible 
for negotiation of distributed transactions in a FRESCOR contract-based scheduling 
framework implementation. FRESCOR contracts provide a resource reservation 
framework that, as such, provides protection among the different software compo-
nents running on top of it, facilitating the independence of their development and  
execution. But the  framework produced in FRESCOR goes well beyond the capabili-
ties of other resource reservation frameworks by providing adaptive reservations that 
can make use of spare capacity available; management of QoS parameters expressed 
at the application level; an integrated management of multiple schedulable resources 
including CPUs or networks; management of time-protected shared objects; integra-
tion with component-based design methods; off-line schedulability analysis and  
simulation tools that allow the application developer to reason about the timing be-
haviour of the application before it is built; and an API called FRSH that makes the 
application independent of the underlying operating system, networks and scheduling 
policies. Unlike other adaptive QoS approaches [15], the FRESCOR framework guar-
antees the minimum budget requested via a schedulability analysis of the system. 

The requirements of an application or application component are written as a set of 
contracts, which are negotiated with the underlying implementation. To accept a set of 
contracts, the system has to check as part of the negotiation if it has enough resources 
to guarantee all the minimum requirements specified, while keeping guarantees on all 
the previously accepted contracts negotiated by other application components. If as a 
result of this negotiation the set of contracts is accepted, the system will reserve 
enough capacity to guarantee the minimum requested resources, and will adapt any 
spare capacity available to share it among the different contracts that have specified 
their desire or ability for using additional capacity. As a result of the negotiation proc-
ess initiated by the application, if a contract is accepted, a virtual resource is created for 
it representing an adaptive resource reservation. 

The objective of the Distributed Transaction Manager is to allow in distributed sys-
tems the remote management of FRESCOR contracts, including capabilities for  
remote negotiation and renegotiation of resource reservation contracts, and manage-
ment of the coherence of the results of these negotiation processes. In this way, 
FRESCOR provides support for distributed global activities or transactions consisting 
of multiple actions executed in processing nodes and synchronized through messages 
sent across communication networks.  

Fig. 1 shows the overall DTM architecture as viewed from the application. The 
DTM has been designed as a layer between the application and the FRSH API in order 
to avoid increasing the complexity of the FRSH implementation. The DTM is  
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Fig. 1. Role of the DTM in the FRESCOR application architecture 

instanced at every node in the system. Each instance stores necessary data for the nego-
tiation process and a DTM agent, which will listen to negotiation messages either from 
the local node or from remote nodes, will perform the requested actions, and will send 
back replies when required. 

The remote negotiation process requires bidirectional communication, either direct 
or through other nodes acting as routers, between the node requesting the negotiation 
and the node performing it, because the requester needs to get the results of the nego-
tiation. As the level of resource reservations required for supporting the routing opera-
tions is difficult to configure in general, the DTM may use a static routing mechanism 
that utilizes the resource reservations assigned by the system designer to this service. 

It is expected that in some networks the DTM messages, specially those containing 
contracts, will not fit into the maximum size of a packet. For these cases, a fragmenta-
tion layer is deployed between the DTM implementation and the FRSH distribution 
services. This layer is independent of DTM and can be used by the application to send 
large messages as can be seen in Fig. 1. 

The services that the DTM offers to the application are defined by the DTM API 
[7][8]. The main services are briefly described as follows: 

• Assignment of Resources to the Transaction Manager. This service allows the 
application to specify the resource reservations made locally for the operation of 
the transaction manager itself. Some processing bandwidth must be reserved for 
the DTM manager thread responsible of executing the DTM services. In addition, 
network bandwidth must be reserved for the messages that the DTM agents must 
exchange among them. In this way, the framework will guarantee that the 
manager does not overrun the capacity assigned for its execution. 

• Initialization of the Transaction Manager. In order to use the services of the 
transaction manager it is necessary to ensure that the DTM agents and their data 
structures have been initialized in all nodes. Otherwise, a message sent to a 
remote node to request some service could be lost if nobody is at the other side to 
store and process that message. This service implies creating at each node the 
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necessary data structures and threads to implement the transaction manager, and 
synchronizing the initialization with all the nodes involved in the system, by 
waiting until all of them are initialized. 

• Creation and Management of a Transaction. This service allows the application 
to specify the set of contracts that compose a transaction and the nodes where they 
have to be negotiated. Transactions may require that the periods of all or some of 
the virtual resources associated to it be the same, to achieve synchronized 
behaviour. This requirement will be specified by the application when a contract is 
added to a transaction, and will cause the negotiation process to reach a consensus 
on the common period to be used for those virtual resources requiring a 
synchronous period. 

• Negotiation of a Transaction. This service implies: 

- Checking the consistency of the transaction. 
- Negotiating contracts in remote nodes. This is accomplished by sending a 

message to each involved DTM agent, with the corresponding contracts. Each 
DTM agent  does the local negotiation and reports back to the original DTM 
agent the results of the negotiation. 

- Negotiating local contracts. 
- Collecting the results of the remote negotiations. 
- Making a decision based on the results. If one or more of the results implied 

that a contract was rejected, the whole transaction will be rejected. If all the 
contracts were accepted and one or more contracts require synchronous 
periods it is necessary  to find out which is the most restrictive period, which 
will then become the synchronous period of the transaction. 

- Communicate the final decision to all the implied DTM agents, which in turn 
will adjust the periods of the contracts when necessary, to match the 
synchronous transaction period. 

3   Architecture and Implementation of the DTM without 
Distribution Middleware 

The implementation of the Distributed Transaction Manager in FRESCOR is a decen-
tralized architecture in which the transactions can be created and negotiated from any 
processing node. Each DTM agent contains a global data structure where the informa-
tion about the negotiations is kept. This data structure contains information about 
whole transactions that were created in the corresponding processing node, and also 
partial information about the parts of those transactions that were created remotely but 
have been negotiated locally. 

The DTM agent contains multiple threads, as can be seen in Fig. 2. One of them, 
called the DTM manager thread is in charge of performing the actions related to the 
management and negotiation of transactions. The other threads, called the DTM ac-
ceptor threads, are in charge of listening to messages arriving through the different 
networks, coming from other remote DTM agents. Fig. 2 also shows the parts that 
would be replaced with the services provided by the middleware and that will be dis-
cussed in Section 5. 
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Fig. 2. Internal architecture of a DTM agent 

The DTM acceptor threads perform two different services: 

• Routing: when the DTM message arriving at the acceptor thread is addressed to a 
different node, it resends that message through the appropriate network according 
to a static routing table. 

• Handling: when the DTM message arriving is addressed to the current node, the 
message type is checked, and a request is queued for the DTM manager thread. 

 
The DTM manager thread waits for the arrival of DTM messages at the DTM request 
queue. To minimize the service times, this is a prioritized queue. When a DTM mes-
sage arrives, either from a DTM acceptor or directly from a local thread in the applica-
tion, the DTM manager processes that message. Depending on the type of message, 
new requests to other remote nodes may be necessary, in which case the manager will 
have to wait to get the replies from the DTM request queue. Once the request is ser-
viced, a reply is correspondingly sent to the local thread or to a remote node. 

The DTM agent contains one send endpoint per connected node through which  
it can send messages. This send endpoint is bound to the virtual resource that was 
specified by the application. The DTM agent also contains one receive endpoint per 
connected network, which is used to receive remote DTM messages. 

When a local application thread invokes one of the services that requires interven-
tion of the manager thread, a request is enqueued in the DTM request queue. The  
local application thread is then put in a local reply object, which is a synchronization 
object where it will wait until the DTM manager sends a reply. Since concurrent in-
vocation of the DTM services is possible, a pool of these synchronization objects is 
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needed. The number of elements in this pool is configurable. Local reply objects will 
be identified through a handle value. 

To avoid deadlocks, processing of local and remote DTM messages by the man-
ager thread is preemptible. While a requesting application thread is waiting in the 
local reply object, the manager will continue to process other messages. Between  
the manager thread making a remote negotiation request and receiving the reply from 
the remote node it will also continue to process other DTM messages. The implemen-
tation allows concurrent negotiations being requested by multiple nodes. 

4   Transactional Model in Middleware 

In this section we summarize the architecture of the transactional model that we will 
use. This model was proposed in [14] to be included in the DSA, and it defines  
an interface to allow the middleware and the applications to manage event associa-
tions and the scheduling of the different components of a transaction. A distributed 
transaction is defined to relate parts of an application consisting of multiple threads 
executing code in multiple processing nodes, and exchanging messages through one 
or more communication networks. The scheduling parameters must be defined not 
only for processing tasks but also for the message streams in the communication net-
works. Two kinds of schedulable entities are defined: 

• The handler tasks intended to execute remote calls in the processing nodes. These 
handlers are created explicitly with the appropriate scheduling information. 

• The endpoints or communication points are used to transport messages through 
the network with specific scheduling parameters associated with the endpoint. 
The endpoints are also created explicitly with static scheduling parameters. 

 
In this transactional model, external events trigger the transactions. The only explicit 
operation that is required from the application code is to set an identifier for each of 
those events (the Event_Id). The rest of the transaction elements, including the com-
munication endpoints, the handler tasks, and all the scheduling parameters, can be 
described as a part of a configuration operation. Once the task at the beginning of the 
transaction has set the initial event, all the subsequent activities (including the task’s 
activity itself) are scheduled according to the associated event defined for each part of 
the transaction. This Event Id is set internally by the middleware at the transformation 
points defined at the following actions: setting the initial event, the start of the execu-
tion of an RPC Handler, and the reception of the reply by a task waiting for a syn-
chronous RPC. 

Pre-configured scheduling parameters will be used according to the Event_Id for 
each application task or RPC Handler. Setting the initial Event_Id parameter is suffi-
cient to enable the middleware to identify the particular point in the transaction  
and therefore the scheduling parameters required in each case. This model also allows 
an RPC Handler to be shared among different transactions executing in turn with  
different scheduling parameters. 
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5   Integration of the DTM with Distribution Middleware 

As described in previous sections, the DTM is essentially a distributed application 
that contains an agent in every node. The agents listen to incoming local or remote 
messages, perform the requested actions, and send back the replies. This architecture 
was initially implemented directly over the network communication primitives, but 
could alternatively be implemented using different distribution standards (e.g. 
CORBA [16], DDS [17], or Ada DSA [18]), thus simplifying the complexity of the 
communication among agents. 

The presence of distribution middleware implements part of the functionality in-
herent to DTM. In particular, this architecture could benefit from using a standard 
distribution model in the following aspects: 

• Simplicity of the protocol and the DTM application. The current architecture 
implements a specific communication protocol which requires the management of 
all the data involved in the remote request (i.e. source node, destination node, size 
of contracts...). However, middleware could manage the distribution aspects in a 
transparent way for the user (e.g., using the IOR in CORBA [16] or the topic 
subscription in DDS [17]). 

• Initialization. The initialization process in the DTM assures that every agent in the 
distributed system is ready to send and receive requests. In this case, a static 
approach has been proposed where the user has to specify all the connection paths 
within the system. This model could be replaced by a more dynamic approach like 
that used in DDS, where the discovery of new entities is made at runtime through 
the built-in topics (DDS entities to provide information to the application). Those 
special entities must also have another network contract associated, to limit the 
overhead introduced by the discovery process. Despite that neither CORBA nor 
DSA do not specify any mechanism to assert the initialization of entities, a 
solution based on the CORBA Naming Service [19] will be proposed in Section 7. 
Although this solution is intended to use a CORBA service, it could be also 
applied to DSA by means of the interoperable platform provided by PolyORB.  

• Removal of the Acceptor Tasks. The two services provided by those entities could 
be replaced by middleware:  

- Handling. It is the process of listening for incoming remote calls, processing 
them with the appropriate scheduling parameters and notifying any new 
requests to the local DTM agent. In this case, the same functionality could be 
provided by the RPC Handler tasks. 

- Routing Service. In this context, routing means the capacity to interconnect 
different networks in systems where nodes are not connected directly. 

• Fragmentation services. Although this service could be developed as a new 
FRESCOR service, most distribution standards implicitly integrate it (e.g., 
GIOP in CORBA [16] or the DDS Interoperability Wire Protocol [20]), so the 
use of middleware would avoid the inclusion of unnecessary extra features 
into the framework. 

 
However, a general purpose middleware could not satisfy all the requirements im-
posed by the DTM (e.g., complete support for the transactional model or a resource 
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reservation scheduler). Our previous work with GLADE [9] and PolyORB middle-
wares [21], which aimed to provide support for different scheduling policies and the 
distributed transaction, facilitates the transition to the integration by introducing: 

• Full support for the transactional model. Our model manages internally all the 
transaction-related details: identification of the transaction, mapping between 
incoming and outgoing events in the transformation points [14] and the assignment 
of the appropriate scheduling parameters for each element of the transaction. 

• Transaction identification. The identification of a transaction is performed 
through the Event_Id parameter, which is then interpreted by the middleware [9]. 
New transactions activated through the DTM will be required to have specific  
Event_Ids defined. This association could be automatically managed by 
middleware and will be discussed in the next section. 

• Routing. As we pointed out before, this service should be included as part of the 
middleware to limit the overhead that would be incurred by crossing all the 
implementation layers up to the application level. Our approach focuses on the 
routing through the Event_Id. Once the routing node has identified the event 
parameter and thus the ongoing transaction, it inquiries the middleware whether 
the invoked object is located in the local node or not. If not, the implementation 
will route the same incoming message through the pre-configured send endpoint. 

Finally, another minor enhancements could be introduced in the DTM: 

• Removal of the restriction of waiting for a specific transaction. The current API 
requires the user to specify the name of the transaction whose negotiation is 
waiting for. Such restriction could be easily solved in Ada through the use of an 
empty string as the default value for this parameter in the API function. This 
could be useful in dynamic systems where a pool of threads are supplying 
different services (e.g., a multimedia system providing video and regular voice 
calls) and thus different transactions could be executed. 

• Processing of different requests using the same RPC Handler. The proposed 
internal management of the middleware implementation allows that a single RPC 
handler task could process several requests corresponding to different 
transactions, since the handler task is just bound to a particular endpoint and not 
to a single event. The same applies now to the Acceptor Tasks because in the new 
implementation they become regular RPC Handler tasks. 

6   Extension of the DTM Protocol to Provide Support for the 
Transactional Model 

The current version of the transaction manager limits its capabilities just to the man-
agement of remote contracts. However, once integrated within the middleware, the 
automatic deployment of the complete transaction becomes desirable: after accepting 
each new transaction in the system, the user should set only the initial Event_Id pa-
rameter while the middleware would automatically direct the remote call through the 
appropriate endpoints and RPC handlers transparently using the negotiated contracts. 
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This automatic deployment requires an extension of the protocol used by the DTM 
to enable the middleware to create and automatically set up handlers and endpoints. In 
particular, the new integrated version would require: 

• The specification of the full transaction. In addition to the contract-related 
parameters, the transaction flow should be specified by the user. A possible 
solution consists of making use of a configuration language. Through the use  
of this language, middleware can bind the scheduling parameters, identified by 
their contract’s name, to the associated flow (e.g., the appropriate Event_Ids). 
Furthermore, the definition of RPC_Handlers requires differentiating these 
contracts from those related to regular application tasks which are not bound to 
any receive endpoint. 

• Choosing unused Event_Ids. Since any node can start a new negotiation, the 
maintenance of a list of all the events being used along the distributed system 
would increase the complexity and the overhead introduced by the agents. The 
proposed solution is based on the reservation of a certain amount of Event_Id 
values per node. This permits that each node that starts a negotiation, can safely 
select all the Event_Ids to be used in the transaction flow. Then, this extra 
information would be sent with the contract’s data in the same 
DTM_REQ_NEG_SET message (see Fig. 3). This approach matches most of the 
requirements imposed by small and medium-size distributed systems. 

• Choosing unused ports. Middleware should select an unused port in those nodes 
where the receive endpoints must be created, and then this new information will 
be sent back to the root node (e.g. the node which started the negotiation) in the 
DTM_REP_NEG_SET message (see Fig. 3). However, the root node must share 
this information with those nodes specified in the transaction flow and could 
include it in the DTM_REQ_STATUS (see Fig. 3) message which informs that  
the transaction has been accepted. Only then, the middleware could create  
the handlers and the endpoints with the appropriate parameters to enable the 
communication.  

 

 

Fig. 3. DTM Protocol Extended 

7   Implementation of the DTM in PolyORB 

Nowadays, CORBA is considered a very mature technology to build distributed sys-
tems within the industry. However, a variety of problems still need to be addressed 
for systems with timing requirements [12]. Bringing the FRESCOR framework to a 
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CORBA-compliant middleware will enable to establish timing protection for the real-
time distributed application components, that is, no tasks will be allowed to overrun 
their assigned and guaranteed budget execution time, or use more communication 
bandwidth than the reserved allocation. However, there could be systems that are part 
of a dynamic environment and thus the system requirements could not be completely 
known in advance at configuration time. In such systems the DTM emerges as a new 
mechanism to manage the negotiations and their results within all the nodes involved 
in the new distributed transaction. This section describes how to integrate this tool 
within the CORBA model and, in particular, in the PolyORB middleware. 

The remote data types and services provided by the DTM must be described 
through the IDL language [16]. In particular, this has required the definition of:  

• Send_Message: A remote call interface used to exchange the different kinds of 
messages between the DTM agents. 

• Idl_Dtm_Message: A record used to store a generic message unit data. It consists 
of a header, indicating the message type, and a body, storing the specific data 
associated to a particular message type. 

- Idl_Dtm_Request_Type: An enumeration type to differentiate each of the 15 
different types of messages to manage the initialization, the negotiation 
process and the status results. 

- Idl_Dtm_Body_Message: The specific data associated to a particular 
Idl_Dtm_Request_Type. Internally, it is an IDL union type which is mapped 
to a mutable discriminated Ada record [22] and therefore not optimized for 
memory requirements. However, the transmission of data is not affected by 
this kind of structure since the middleware will only send the amount of data 
strictly required through the network. 

• Exchanged data types: Each kind of message has different data structures which 
will be exchanged between the agents. All of them must be described in IDL, 
including those consisting of complex types such as the contracts. 

 
The initialization process may be configured statically as proposed in the original 
DTM or can make use of the CORBA Naming Service [19]. Each agent should regis-
ter its IOR on it when it becomes ready to start or accept requests, and get the IOR 
from the remaining agents to assert that they are also in the ready state. 

The Routing Service has been implemented in PolyORB within the GIOP protocol 
as shown in Fig. 4. Middleware requires to retrieve the Event_Id parameter stored in 
the GIOP Service Context field for any incoming message to identify the ongoing 
transaction. Once the transaction has been identified, the scheduling parameters can 
be updated if required and the middleware will try to locate the remote operation in 
the local node. If the location fails, then the message is routed through the appropriate 
send endpoint. Currently the implementation only supports routing using the same 
protocol personality (e.g., a FRESCOR network using RT-EP and CAN). 

Fig. 4 represents a general overview of the DTM integrated into PolyORB. The 
current version is partially developed and uses PolyORB-CORBA, FRSH contracts 
for the scheduling policy, and RATO tasking policy (which supports the explicit crea-
tion of handler tasks and their association with endpoints) [21]. For the moment, it  
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Fig. 4. DTM Manager integrated with middleware 

only implements the basic contract parameters to specify the timing requirements and 
the proposed DTM protocol. A future version will integrate the PolyORB-DSA per-
sonality and any other resources managed by the framework. 

We have evaluated the DTM over a platform consisting of four 800 Mhz embedded 
nodes connected through a 100 Mbps Ethernet with GNAT GPL 2008, MaRTE OS 1.9 
and the modified version of PolyORB 2.4. Three tests have been run for two, three and 
four processing nodes. The tests consist of 10 independent asynchronous transactions, 
each one negotiating one contract for each processing node and one contract for each 
link over the network. Table 1 shows the times measured for these three tests. As it 
can be seen, the distributed negotiation process takes less than 20 ms for two process-
ing nodes. In the cases of three and four processing nodes, this time is not increased 
significantly despite the higher overhead in the network and the extra negotiations of 
contracts. In spite of the fact that the DTM specification might seem at first complex 
and heavy we have found that we can get good performance time measurements. 

Table 1. DTM metrics to negotiate one transaction using middleware (times in µs)  
g g ( )

Num. of Nodes Max Avg Min Std. deviation

Two nodes 19508 19383 19133 111

Three nodes 25546 25219 24470 330

Four nodes 33255 32713 32565 199
 

8   Conclusions and Future Work 

The paper presents the Distributed Transaction Manager (DTM) to extend the nego-
tiation capabilities of the flexible contract-based scheduling framework defined in the 
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FRESCOR European Project. The DTM is intended as a middleware layer that allows 
the application components to perform remote negotiations and renegotiations of con-
tracts, and a centralized management of the results of the negotiation process. The 
DTM has been successfully implemented in the FRESCOR framework demonstrating 
its usefulness. 

As an extension of the basic capabilities, another implementation of the DTM has 
been proposed using a general purpose distribution middleware based on the CORBA 
and Ada DSA standards. This implementation provides  full support for the transac-
tional model and takes advantage of the distribution middleware to develop the DTM 
internals in a simpler way that is also more platform independent.  It also extends 
some capabilities as for example the specification of the full transaction or the routing 
service that interconnects different networks over the standard layer of GIOP.  

This features designed for DTM over the distribution middleware have been par-
tially implemented. In the short term we plan to complete this implementation and 
evaluate its benefits and performance. 
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