


Lecture Notes in Computer Science 6130
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Bernard Mourrain Scott Schaefer
Guoliang Xu (Eds.)

Advances in
Geometric Modeling
and Processing

6th International Conference, GMP 2010
Castro Urdiales, Spain, June 16-18, 2010
Proceedings

13



Volume Editors

Bernard Mourrain
GALAAD, Inria Méditerranée
2004 route des Lucioles, 06902 Sophia Antipolis Cedex, France
E-mail: bernard.mourrain@sophia.inria.fr

Scott Schaefer
Texas A&M University, Department of Computer Science
College Station, TX 77843-3112, USA
E-mail: schaefer@cs.tamu.edu

Guoliang Xu
Chinese Academy of Science
Institute of Computational Mathematics and Scientific/Engineering Computing
Beijing 100080, China
E-mail: xuguo@lsec.cc.ac.cn

Library of Congress Control Number: 2010927597

CR Subject Classification (1998): I.3.5, G.2, I.5, I.4, F.2, F.2.2

LNCS Sublibrary: SL 1 – Theoretical Computer Science and General Issues

ISSN 0302-9743
ISBN-10 3-642-13410-6 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-13410-4 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2010
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper 06/3180



Preface

This volume contains the papers presented at 6th Conference on Geometric
Modeling and Processing (GMP 2010) held in Castro Urdiales, Spain during
June 16–18, 2010. Geometric Modeling and Processing is a biannual international
conference series on geometric modeling, simulation and computing. Previously,
GMP has been held in Hong Kong (2000), Saitama, Japan (2002), Beijing, China
(2004), Pittsburgh, USA (2006) and Hangzhou, China (2008).

GMP 2010 received a total of 30 submissions that were reviewed by three
to four Program Committee members on average. While the number of submis-
sions dropped significantly from previous years, the quality did not and was still
quite high overall. Based on the reviews received, the committee decided to ac-
cept 20 papers for inclusion in the proceedings. Additionally, extended versions
of selected papers were considered for a special issue of Computer-Aided De-
sign (CAD) and Computer-Aided Geometric Design (CAGD). The paper topics
spanned a wide variety and include:

– Solutions of transcendental equations
– Volume parameterization
– Smooth curves and surfaces
– Isogeometric analysis
– Implicit surfaces
– Computational geometry

Many people helped make this conference happen and we are grateful for
their help. We would especially like to thank the Conference Chair, all of the
authors who submitted papers, the Program Committee members who reviewed
the papers and all of the participants at the conference.

Bernard Mourrain
Scott Schaefer
Guoliang Xu
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Piecewise Tri-linear Contouring for Multi-material Volumes . . . . . . . . . . . 43
Powei Feng, Tao Ju, and Joe Warren

An Efficient Algorithm for the Sign Condition Problem in the
Semi-algebraic Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Rafael Grimson

Constraints on Curve Networks Suitable for G2 Interpolation . . . . . . . . . . 77
Thomas Hermann, Jorg Peters, and Tim Strotman

Computing the Distance between Canal Surfaces . . . . . . . . . . . . . . . . . . . . . 88
Yanpeng Ma, Changhe Tu, and Wenping Wang

A Subdivision Approach to Planar Semi-algebraic Sets . . . . . . . . . . . . . . . . 104
Angelos Mantzaflaris and Bernard Mourrain

Non-manifold Medial Surface Reconstruction from Volumetric Data . . . . 124
Takashi Michikawa and Hiromasa Suzuki

Decomposing Scanned Assembly Meshes Based on Periodicity
Recognition and Its Application to Kinematic Simulation Modeling . . . . . 137

Tomohiro Mizoguchi and Satoshi Kanai

Automatic Generation of Riemann Surface Meshes . . . . . . . . . . . . . . . . . . . 161
Matthias Nieser, Konstantin Poelke, and Konrad Polthier
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Global Solutions of Well-Constrained
Transcendental Systems Using Expression Trees

and a Single Solution Test

Maxim Aizenshtein, Michael Bartoň, and Gershon Elber

Department of Computer Science, Technion, Haifa, 32000, Israel
sniffer@t2.technion.ac.il,

{barton,gershon}@cs.technion.ac.il

Abstract. We present an algorithm which is capable of globally solving
a well-constrained transcendental system over some sub-domain D ⊂ R

n,
isolating all roots. Such a system consists of n unknowns and n regular
functions, where each may contain non-algebraic (transcendental) func-
tions like sin, exp or log. Every equation is considered as a hyper-surface
in R

n and thus a bounding cone of its normal field can be defined over
a small enough sub-domain of D. A simple test that checks the mutual
configuration of these bounding cones is used that, if satisfied, guarantees
at most one zero exists within the given domain. Numerical methods are
then used to trace the zero. If the test fails, the domain is subdivided.
Every equation is handled as an expression tree, with polynomial func-
tions at the leaves, prescribing the domain. The tree is processed from
its leaves, for which simple bounding cones are constructed, to its root,
which allows to efficiently build a final bounding cone of the normal field
of the whole expression. The algorithm is demonstrated on curve-curve
and curve-surface intersection problems.

1 Introduction and Previous Work

Solving nonlinear algebraic and/or transcendental systems of equations is a
crucial problem in many fields such as computer-aided design, manufacturing,
robotics, kinematics and many others. Robust and efficient algorithms that solve
such systems are in strong demand. For instance, the problem of intersecting a
parametric space curve with a parametric surface leads to a system consisting
of three equations and three unknowns. Similarly, the problem of computing the
closest point(s) on a curve or surface to a given point leads to a well-constrained
polynomial/transcendental system (see, e.g., [17,18]). In these and similar appli-
cations, all solutions of a system of equations within a certain domain D, which
is typically a box in Rn, are sought for.

For polynomial systems, various methods exist. The symbolically oriented
approaches like Gröbner bases and similar elimination-based techniques [3] map
the original system to a simpler one, preserving the solution set. Polynomial
continuation methods start at roots of a suitable simple system and transform
it continuously to the desired one [15]. These methods handle the system in a

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 1–18, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 M. Aizenshtein, M. Bartoň, and G. Elber

purely algebraic manner and give a general information about the solution set.
These methods are typically not well-suited if only real roots are required.

Contrary to this, a family of solvers which focuses only on real roots has
been introduced. These subdivision based schemes handle the polynomials as
hyper-surfaces in Rn and exploit the convex hull property of its Bernstein-Bézier
representations [4,8,10,12,14]. The domain is subdivided, sub-domains which can
not contain a root are clipped away and (a set of) sub-domain(s) which may
contain roots are returned. The subdivision is usually stopped if some numerical
threshold is reached. In [8], a termination criterion which guarantees at most one
root within a sub-domain has been proposed for isolating roots. Many others
polynomial root-finding techniques exist. One survey can be found in [9].

In contrast, for the case of transcendental solvers, schemes which also sup-
port trigonometric and transcendental terms, the literature is not so extensive.
Local root tracing techniques, such as Newton-Raphson iterations, are clearly
employed once a close-to-a-root guess is available. One family of solvers is based
on the reduction of the original n-dimensional system to one-dimensional non-
linear equations, see [6] and related work cited therein. Every function of the
system is evaluated at n− 1 variables and solved with respect to the remaining
one. An approximation of the root is obtained and the process is iteratively re-
peated, converging quadratically to the root. Even though these methods use a
reduction to a single equation, a good initial guess of the root is again needed
and the detection of all the roots is not guaranteed.

Another iterative method was proposed in [7]. Every function of the system is
considered as an objective function. The goal is to minimize these functions and
the problem is essentially reduced to a multiobjective optimization problem. An
evolutionary algorithm is proposed and a sequence of candidates that approxi-
mate the root is created. Again, similarly to [6], the process is iterative and a
good initial guess is required to reach the root.

A different subdivision based approach that handles some transcendental sys-
tems was presented in [5]. The method presented therein is capable of solving
an Extended Chebyshev (EC) systems and is well suited for systems consisting
of exp function(s). In contrast, ”if sin or cos functions are involved, its difficult
to decide whether the system is EC or not.” [5], (p. 94, section 4.3 and p. 82,
1st paragraph of Section 4.2). Making this decision fully automatic is an even
more complex task. In contrast, our approach requires to subdivide only polyno-
mial leaves that contain the variable which needs to be subdivided (and can be
therefore efficiently achieved by using deCasteljeau algorithm). The numerical
subdivision in [5] is based on multiplying a subdivision matrix, which is expen-
sive and the numerical stability is guaranteed only for low-dimensional systems,
see [5], (p. 82).

Another family of subdivision based solvers that support also transcendental
functions relies on interval arithmetic [11]. These methods typically construct
an interval bound on values that given function may attain over given domain.
If the bound of some function of the system is no-zero containing, the particular
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domain is discarded. Again, these schemes are difficult to guarantee numerical
stability during subdivision and no root isolations are offered.

A major drawback of all the subdivision solvers stems from its exponential de-
pendency on the dimension of the problem. In [4], an alternative representation
of the equations, in a form of expression trees, is shown to present only polyno-
mial dependency. Herein, we exploit another advantage of expression trees and
show how they can be used to find the roots of sets of transendental functions.

In this paper, we present a “divide and conquer” algorithm which is capa-
ble of solving transcendental (non-algebraic), well-constrained system over some
domain D ⊂ Rn. Such a system consists of n unknowns and n regular func-
tions, where each may contain transcendental functions like sin, exp or log.
Every equation is considered as a hyper-surface in Rn and thus a bounding cone
of its normal field can be defined over a small enough sub-domain of D. The
termination criterion of [8] is exploited to check the mutual configuration of
these bounding cones which, if satisfied, guarantees at most one zero within the
given sub-domain, and hence offers a robust scheme to isolate all roots, globally.
A multivariate Newton-Raphson method is then used to converge to the zero.
Moreover, such a condition guarantees that the subdivision is not terminated
until all roots are isolated, with the possibility of terminating at the permissible
subdivision tolerance, in cases such as multiple roots.

The rest of the paper is organized as follows. Section 2 briefly recalls no-
tions as transcendental systems, single solution criterion and expression trees.
In section 3, the transcendental system’s solver is presented. The construction
of bounding cones is explained and its arithmetic is introduced. In section 4, the
application of the proposed solver is demonstrated on curve-curve and curve-
surface intersection problems. Finally, Section 5 identifies some possible future
improvements of the presented method and concludes.

2 Preliminaries

The presented solver exploits both the expression trees representation [4] and
the single solution termination test of [8]. A brief survey on these topics will be
given. In 2.1, a non-algebraic system is defined and the single root termination
criterion for such a system is introduced in 2.2. The notion of expression trees
is recalled in 2.3.

2.1 Solving Well-Constrained Transcendental Systems

Definition 1. Function f : R → R is algebraic over Q if there exist a polyno-
mial p(x, y) with integer coefficients y such that p(x, f(x)) = 0. Functions which
are non-algebraic are called transcendental.

Definition 2. Consider the mapping F : Rn → Rn, such that at least one com-
ponent fi, i = 1, . . . , n of F(x) = {f1(x), f2(x), . . . , fn(x)} is a transcendental
function in variables x = (x1, x2, . . . , xn). Then, every solution x of the system,

F(x) = 0, (1)
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f1 f1

CC
1

(a) (b)

Fig. 1. (a) System (1) for n = 3, with single solution over some domain D ⊂ R
n. (b)

Complementary (tangent) circular bounding hyper-cone CC
1 of hyper-surface f1 = 0.

is called a root of F and the set of all roots is known as the zero set of the
transcendental mapping F . The determinant of Jacobian matrix, ( ∂fi

∂xj
(x)), is

referred to as a Jacobian of system (1) at x.

In general, system (1) has a zero set of dimension zero. Assume system (1) is
well-constrained in some sub-domain D ⊆ Rn and a = (a1, a2, . . . , an) ∈ D is a
root. By well-constrained we mean that Jacobian of system (1) never vanishes
in (the vicinity of) any its root. If there is a guarantee that a is the only root
of (1) in D, some numerical technique, like the multivariate Newton–Raphson
method [16], can be used to try and robustly converge on that root. Hence, such
a criterion is strongly desired.

2.2 Single Solution Termination Criterion for Transcendental
Systems

In [8], a single solution criterion was formulated for (piecewise) polynomial sys-
tems. Considering every fi(x), i = 1, . . . , n, from system (1) as hyper-surface
in Rn, its bounding hyper-cone of the normal field, and subsequently bounding
hyper-cone of the complementary (tangential) field, was created. From the mu-
tual position of all n complementary hyper-cones, an existence of at most one
root can be determined. See Fig. 1 and [8] for more.

Since this idea is general, regardless of the type of the system (polynomial,
transcendental), we adopt this approach and, in a similar manner, test the mu-
tual position of all corresponding tangent bounding hyper-cones. Obviously, the
construction of these hyper-cones, unlike the polynomial case, can not be accom-
plished from the control points of hyper-surfaces fi(x) = 0 (there are no control
points anymore) and it will be explained later, in Section 3. Since the proposed
technique is based on the bound of normal fields (gradients), all hyper-surfaces
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are required to be regular and C1 continuous over the domain of interest. We
start by formulating two definitions:

Definition 3. Consider implicit function fi(x) = 0, x ∈ Rn i = 1, . . . , n over
some (rectangular) sub-domain D ⊂ R

n. We define the normal field of the im-
plicit function fi(x) = 0 over sub-domain D by

Ni = {∇fi(x),x ∈ D}, (2)

where ∇fi(x) = ( ∂fi

∂x1
, ∂fi

∂x2
, . . . , ∂fi

∂xn
) is the gradient of fi.

Definition 4. Consider circular hyper-cone in R
n with the axis in the direction

of unit vector vi and an opening angle αi as

CN
i (vi, αi) = {u|〈u,vi〉 = ‖u‖ cosαi}, (3)

We say that CN
i is a bounding normal hyper-cone of function fi if

〈u,vi〉 ≥ ‖u‖ cosαi, ∀u ∈ Ni. (4)

By a complementary (or tangent) bounding hyper-cone, CC
i , we denote

CC
i (vi, αi) = CN

i (vi, 90o − αi). (5)

Remark 1. In the remainder of the paper, if no misunderstanding can occur, we
call the circular bounding normal hyper-cone as bounding normal cone and the
circular complementary bounding hyper-cone as bounding tangent cone.

+

exp cos

�
√

4 t s

Fig. 2. Binary tree for f(s, t) = e4t +cos(
√

s). The bounding normal cone of the whole
expression f is constructed by parsing the tree from the leaves (lower row) to the upper
node, the root, applying the bounding cones’ arithmetic.
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2.3 Expression Trees

We recall the notion of a binary tree as a structure that uniquely corresponds
to some, not necessarily algebraic, expression. The leaf nodes of the tree are
constants and unknowns, expressed as polynomial parametric forms and the
interior nodes are unary/binary operators, including, in this case, transcendental
functions. In the case of a binary operator, its two sub-nodes are the two operands
whereas an unary operator is descended by only one sub-node, see Fig. 2.

In the context of solving transcendental system (1), we have n functions (rep-
resented as expression trees) fi(x) and our aim is to construct a bounding normal
cone of every fi(x) in order to decide whether there is a single zero inside some
sub-domain D. For every particular tree, fi(x), we start to construct bounding
normal cones bottom-up from every leaf and, using the bounding cones’ arith-
metic described in Section 3, the tree is parsed all the way up to the root of the
tree, resulting with the bounding cone of the whole expression of fi(x).

3 Bounding Cones’ Construction and Arithmetic

In this section, we explain how the bounding normal cone of an expression – an
interior node of an expression tree – is constructed, and introduce the bounding
cones’ arithmetic which is used when two leaves are merged together at some
binary (or even unary) node.

3.1 Truncated Bounding Cones and Their Bounding Polytopes

Definition 5. Consider bounding normal cone, CN
g (v, α), of g, over some sub-

domain D ⊂ Rn. Similarly, consider two positive numbers ∇min and ∇max,
such that for all x ∈ D,

∇min ≤ ‖∇g(x)‖ ≤ ∇max, (6)

holds and
〈∇g,v〉 > α‖∇g‖. (7)

We further denote by CN
g = (CN

g ,∇min,∇max) the truncated bounding normal
cone of function g.

Observe that the bounding normal cone, as defined in Def. 4, always contains
the origin of the coordinate system (the apex of the cone), see Fig. 3(b). As will
be seen from the definition of arithmetic operations on bounding cones, a tighter
bound which does not contain the origin, is needed. The truncated cone defined
in Def. 5 bounds both the direction and the magnitude of the gradients of g.

The upper and lower caps of CN
g (see Fig. 3) are n− 1 dimensional balls, since

their boundaries are n− 2 dimensional spheres, the result of intersections of the
hyper-cone with two hyper-planes perpendicular to its axis.

In order to perform operations with truncated normal cones, we now introduce
polygonal bounding regions to these cones, which are referred to as bounding
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v4

v2

v3

v1

B
3

O

Pg

∇min

V

vg

∇max

Bg
Bg[0]

Bg[1]

O

O

(a) (b)

Fig. 3. (a) n = 4, a cap of a truncated cone in R
4, ball B

3, with its wire-frame bounding
orthoplex (an octahedron for B

3) consisting of 2(n − 1) = 6 axis-aligned vertices.
(b) n = 3, truncated normal cone in R

3 with axis vg and apex V at the origin.
The orthogonal complement of vg, Bg , and its orthonormal basis {Bg [0], Bg[1]} is
computed to construct a pair of bounding orthopleces O, O and subsequently the
bounding polytope Pg.

polytopes. Such a polytope follows the shape of the truncated cone, conservatively
bounds it, and is easy to construct once a polygonal bound on both caps of the
cone are given. Direct operations on (exact) truncated cones would be very
difficult to handle, whereas these polytopes discretize the problem to treating
only a finite number of points (the vertices of the polytope).

Definition 6. Consider an (n− 1)-dimensional ball, B
n−1, of radius r. An or-

thoplex1 O of ball Bn−1 is the set

O = {x ∈ R
n−1, ‖x‖1 ≤ r

√
n− 1}, (8)

where ‖.‖1 is the L1 norm.

Lemma 1. The orthoplex O from Def. 6 bounds Bn−1.

Proof. By definition, all the points of Bn−1 satisfy ‖x‖2 ≤ r. Due to the equiv-
alence of norms in a finite dimensional space, ‖x‖1 ≤ λ‖x‖2, for some λ ∈ R+.
Hölder inequality

n−1∑
i=1

|xiyi| ≤ (
n−1∑
i=1

x2
i )

1
2 · (

n−1∑
i=1

y2
i )

1
2 , (9)

for yi = 1, i = 1, . . . , n− 1 gives λ =
√
n− 1, which yields in ‖x‖1 ≤ r

√
n− 1.

��
1 See, e.g., wikipedia.org/wiki/Cross-polytope
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Obviously, the bounding orthoplex O was defined in a way that it bounds Bn−1.
Note the advantage that O possesses only 2(n−1) vertices, compared to another
natural bounding region – the (n− 1)-dimensional cube, which consists of 2n−1

vertices. Since the operations on truncated cones are reduced to the vertices of
bounding polytopes, the linear growth with respect to the dimension is definitely
beneficial.

The construction of an orthoplex is straightforward. Consider ball Bn−1 with
its center at the origin of the Cartesian system. Then, all the vertices v1, v2,
. . . , v2n−2 of the bounding orthoplex are located on the n−1 axes, at a distance
of ±r

√
n− 1 from the origin, see Fig. 3(a), so they can be expressed as all

permutations over (±r
√
n− 1, 0, . . . , 0).

Then, ball Bn−1, along with all the vertices vi of its bounding orthoplex,
is transformed (rotated and translated) from the origin-related position to the
proper location such that it caps the truncated cone. In order to achieve this
transformation, the destination position of the system is needed. Since the ball’s
basis is the orthogonal complement of the cone’s axis, see Fig. 3, the construction
of the basis is achieved by a Gramm-Schmidt process.

Definition 7. Let CN
g be the truncated bounding normal cone of g and let O, O

be the bounding orthopleces of the lower and upper caps, respectively. The convex
hull of {O,O} is referred to as the bounding polytope of CN

g , denoted by Pg, see
Fig. 3.

Apparently, the closed polyhedron Pg that bounds CN
g consists of (at most)

4(n − 1) vertices, as the convex hull of O and O, each of which has 2(n − 1)
vertices. Therefore, the arithmetic operations on the bounding truncated cones
can be efficiently accomplished on their bounding polytopes.

3.2 Bounding Cone’s Arithmetic

We introduce the arithmetic rules for the computation of the resulting bounding
cone at a node of an expression tree. In this work, we consider the following
binary operations: +, −, �, · and transcendental functions: sin, cos, exp, and log,
that can act at any node. The idea is general and can be applied to arbitrary
trigonometric function. However, current implementation handles only the above
mentioned functions.

Let f and g be two expressions, two neighboring leaves that are being merged
at some node of an expression tree, and let CN

f (vf , αf ) and CN
g (vg, αg) be

their truncated bounding normal cones. Sections 3.2 to 3.2 explain the action
taken for the different operators, as part of the execution of the bounding cones’
arithmetic.

Addition. Let h = f + g and let CN
h be the sought truncated normal cone of h.

As we already mentioned, the exact construction of CN
h from CN

f and CN
g would

be complicated. Instead, we use their bounding polytopes Pf and Pg, as the
following holds

CN
h ⊆ CN

f ⊕ CN
g ⊆ Pf ⊕ Pg ⊆ C∗, (10)
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where the ⊕ denotes the Minkowski sum, and C∗ is a cone that contains the
Minkowski sum of both polytopes. This construction is reduced to only adding
all possible pairs of vertices of both polytopes. Algorithm 1 summarizes this
process. An explanation of some of its steps follows in more detail:

– Since each of the bounding polytopes consists of at most 4(n− 1) vertices,
their Minkowski sum is obtained by processing all possible pairs, 16(n− 1)2

in all. See line 1.1.
– ∇minmax is a vector of size 2 holding (∇min,∇max).
– The radii of the orthopleces is set by

√
n− 1 tan(α) and CN .∇minmax[i] in

lines 1.7 and 1.9 and lines 1.10 and 1.10, respectively.
– In lines 1.2 and 1.3, the orthogonal complements of both axis vectors are

constructed. These orthonormal bases are used to build vertices vf , vg of
the bounding polytopes, in lines 1.10 and 1.11.

– Bounding cone C∗ that contains the Minkowski sum of both polytopes is
computed, possibly using the method of [1], and returned in line 1.13.

Subtraction. Since
∇(f − g) = ∇f +∇(−g) (11)

and the bounding cone of −g is achieved simply by flipping Cg, the problem is
easily reduced to addition.

Scaling. Scaling (scalar multiplication) by a non-zero coefficient λ ∈ R is
achieved by scaling all polytope’s vertices.

Algorithm 1. AddNormalCone(CN
f , CN

g , n)

input : CN
f (vf , αf ), CN

g (vg, αg), truncated normal cones of f and g;
n, dimension;

output : C∗, bounding normal cone of f + g, see Eq. (10);

PointsList ← List to hold 16(n− 1)2 elements;1.1

OrthoSystemBf ← HyperplaneOrthoSystem(vf , n);1.2

OrthoSystemBg ← HyperplaneOrthoSystem(vg, n);1.3

for i← 0 to 1 do1.4

for j ← 0 to 1 do1.5

for k← 1 to n− 1 do1.6

uf ←
√

n− 1 tan (αf ) ·OrthoSystemBf [k];1.7

for m← 1 to n− 1 do1.8

ug ←
√

n− 1 tan (αg) ·OrthoSystemBg[m];1.9

vf ← CN
f .∇minmax[i] · (vf ± uf );1.10

vg ← CN
g .∇minmax[j] · (vg ± ug);1.11

AppendToList(PointsList, vf + vg);1.12

C∗ ← BoundingConeOfVectors(PointsList);1.13

return C∗;1.14
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Multiplication. Since the gradient of a product is

∇(f � g) = g · ∇f + f · ∇g, (12)

the bounding cone is obtained by applying the above discussed operations, where
g · ∇f is accomplished by computing the minimum and maximum of g, in the
sub-domain D. Note that a constant sign of both f and g over D is required.
If not, the bounding cone would span a whole R

n and the solver subdivides in
that case.

Transcendental Functions. exp: Since the exponential function attains only
positive values and

∇(ef ) = ef · ∇f, (13)

this case is similar to scaling by min
x∈D

ef(x) and max
x∈D

ef(x).

log: We obtain

∇(log f) =
1
f
· ∇f, (14)

the problem is again reduced to scaling and f is required to have a strictly
monotone sign on D.

sin & cos: Analogously,

∇(sin f) = cos f · ∇f, (15)

and scaling by constants max
x∈D

cos f(x) and min
x∈D

cos f(x) gives the result under

the assumption that cos f does not change sign on D.
In the case of a polynomial leaf, g(x), the bounds of min

x∈D
g(x) and max

x∈D
g(x)

are directly obtained from its control points exploiting the convex hull property.
Min/max bounds of interior nodes are computed following the same rules of
interval arithmetic for simple arithmetic and Equations (13) to (15), in case of
transendental functions. In the latter case, f is required to be monotone over D
and f(g(x)) is evaluated at min g(x) and max g(x).

3.3 No Root Exclusion Test

In order to eliminate domains which contain no roots, the sign variation of every
function fi(x), i = 1, . . . , n, is tested over a given domain D. If fi(x) > 0,
(or fi(x) < 0) for some i, for all x ∈ D, D is discarded. For any polynomial
leaf, this test is easily achieved by checking the signs of corresponding Bernstein
coefficients. If all are positive (negative), the convex hull property guarantees
that no roots exist. For every fi, all its polynomial leaves are tested and the
minimum and maximum of the Bernstein coefficients define a bounding interval
of values that the (polynomial) leaves may attain. Since fi is treated as an
expression tree, an interval arithmetic is applied at every interior node of the
tree, giving a new bound on the merged expression. Parsing the tree from its
leaves to the root, only to provide a bound on fi itself.
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3.4 Numerical Improvements Stage

Once a domain, which contains at most one root is isolated, a numerical improve-
ment stage is commenced, and techniques, such as the ones presented in [6] or [7]
could be clearly employed. Herein, we use simple Newton Raphson iterations,
starting with an initial solution guess of x0 at the mid point of the obtained do-
main. The expression tree structure of the equations also allows for an efficient
computation of ∂fi

∂xj
, necessary for the Newton Raphson iterations, by using the

derivative rules (such as the addition and multiplication rules, in Section 3.2).
If the iterations do not converge or go outside of the domain, we declare that

there is no root in the domain. One can, in that case, continue the subdivision
steps in the hope that a closer initial guess will be more successful. This, until
some prescribed subdivision tolerance is met. The last case typically hints on
non simple roots, which are prevented by passing the single solution test, or in
some cases, on roots on the boundary of the domain. However, if the Newton-
Rapshon fails, one can further subdivide to get a closer initial guess or, in the
no-root case, to eliminate that domain by the exclusion test.

3.5 Algorithm – Summary

Every function fi of the system (1) is represented by an expression tree. The
solver parses the tree, starts with the simple bounding cones of polynomial func-
tions at the leaves of the expression tree, and ends up at the root of the tree with
a bounding normal cone of fi. If in some node, the merging process fails to pro-
duce valid bounding cone (i.e. the cone spans the whole Rn), the solver simply
subdivides. Recall from [4] that the advantage of subdividing using expression
trees stems from the fact that only the leaves in the direction of the subdivision
are required to be subdivided.

Once the bounding cones of all the fi functions are built, the complementary
bounding cones are constructed (recall Section 2.2) and the single solution test of
[8] is executed. If this test succeeds, guaranteeing at most one isolated root within
the domain, a multivariate Newton-Rapshon method is applied. Otherwise, the
solver subdivides further, up to the permissible tolerance.

3.6 Analysis of the Bounding Cone’s Tightness

In this section, we discuss the quality of the bound which was introduced in
Section 3.1. The polyhedral bound, the bounding polytope, of the truncated
normal cone is based on bounds of the cap(s), the (n − 1) dimensional ball(s)
Bn−1. For convenience, we shift the index to n, in this section.

Since the tightness of the polytope with respect to the truncated cone follows
the quality of the bound of the orthoplex with respect to B

n, we discuss the
quality of this bound. Several criteria of the bound can be considered:

(1) Number of vertices of the bounding polyhedron,
(2) distance of the farthest vertex from the center of the ball,
(3) the ratio between the volumes of the bound and the original ball.
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Table 1. Cube vs. Orthoplex as a bound on unit ball B
n with respect to the dimension

n. The numbers of vertices, volumes and relative volumes with respect to the ball B
n

are shown.

n
NumOfV ert V olume V olumetric Ratio

Orth. Cube Orth. Cube Sphere
Orth.

Sphere
Cube

2 4 4 4 4 π
4

π
4

4 8 16 32
3

16 3π2

64
π2

32

6 12 64 96
5

64 5π3

576
π3

384

8 16 256 8192
315

256 105π4

65536
π4

6144

10 20 1024 16000
567

1024 189π5

640000
π5

122880

2 4 6 8 10 12 14
n

0.2

0.4

0.6

0.8

1.0
RatioRelative volumes

n

Fig. 4. Comparison of the bounding tightness: Relative volumes V (B
n)

V (Cn)
(red) and V (B

n)
V (On)

(blue), as a function of dimension n, are depicted

As a natural alternative to an orthoplex, an n-dimensional cube comes up in
mind. A comparison of these two bounds follows.

(1) As already mentioned in Section 3.1, an orthoplex consists of only 2n vertices
in contrast to 2n vertices of the cube.

(2) Any vertex of both bounding objects is at the distance of r
√
n from the

center of Bn.
(3) The volume of a cube is V (Cn) = (2r)n and the volume of the inscribed

ball2, Bn, is given by

V (Bn) =
(r
√
π)n

Γ (n
2 + 1)

, (16)

2 See, e.g., mathworld.wolfram.com/Ball.html
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which can be rewritten using Stirling’s approximation as

(r
√
π)n

Γ
(

n
2 + 1

) ≈ (
2πe
n

)n
2 rn

√
nπ

. (17)

The direct computation of the volume3 of the orthoplex gives

V (On) =
∫
O

dx = (r
√
n)n

∫
‖x‖1≤1

dx =
(2r
√
n)n

n!
. (18)

Table 1 displays the comparison of the criteria for various n.
Observe also the asymptotic behavior of V (Bn)

V (On) and V (Bn)
V (Cn) , in Fig. 4. Using

Stirling’s approximation again, we get

V (Bn)
V (On)

=
(r

√
π)n

Γ ( n
2 +1)

(2r
√

n)n

n!

≈
(2πe

n )
n
2 rn
√

nπ

( 2e√
n
)n rn√

2nπ

=
√

2(
π

2e
)

n
2 , (19)

whereas
V (Bn)
V (Cn)

≈ (
eπ

2n
)

n
2

1√
nπ
, (20)

which converges to zero much faster.
As observed from the above analysis, the bounding orthoplex is not only more

efficient to process but it also offers a satisfactory bound on Bn, that is better
than the bounding cube. Hence, the use of the orthoplex as a bounding volume
results in a tight bound of the truncated cone.

4 Examples

Demonstrating the proposed solver on intersection problems, in this section, we
present several examples of solving non-polynomial well-constrained systems.
In the first example, an Archimedean spiral is intersected with a parabola,
(see Fig. 5), resulting in four single roots.

In the next example, circle C1(t) = [10 cos(t), 10 sin(t)], t ∈ [0, 2π] is in-
tersected with cycloid C2(s) = [10 cos(s) + 2 cos(10s), 10 sin(s) + 2 sin(10s)],
s ∈ [0, 2π] yielding the system

10 cos(t)− 10 cos(s)− 2 cos(10s) = 0,
10 sin(t)− 10 sin(s)− 2 sin(10s) = 0, (21)

over the Cartesian product of their parametric domains, [0, 2π] × [0, 2π], see
Fig. 6. A modification of the circle’s radius gives the tangent and near-to-tangent
configuration, see Fig. 7. Whereas the first case forces the solver to subdivide
until the subdivision tolerance is reached, and the centers of the may-be-root
domains are returned, in the latter case, the roots are isolated by the single
solution test [8].
3 See, e.g., wikipedia.org/wiki/Cross-polytope
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1.24 1.26 1.28 1.30 1.32 1.34 1.36 1.38 1.40 1.42

K0.02
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0.14

0.16

(a) (b) (c)

Fig. 5. (a) Archimedean spiral C1(t) = [ 1
5
t cos(t), 1

5
t sin(t)], t ∈ [0, 6π] (blue) vs. a

segment of parabola C2(s) = [s,
√

s], s ∈ [0, π], (green) gives 4 intersection points. (b)
Corresponding points (red asterisks) in the parametric st-space [0, 6π]×[0, π]. The grey
domains, rectangles with black polylines as boundaries, report when the subdivision
was stopped with a guarantee of at most one root within the domain. (c) A zoom-in on
the second root. In the case of the root at the origin [0, 0], the subdivision tolerance of
εsub = 10−3 was reached. Once the subdivision is stopped, a Newton-Raphson scheme
is applied to numerically reach the root.

K10 K5 0 5 10

K10

K5

5

10

1 2 3 4 5 6

1

2

3

4

5

6

(a) (b) (c)

Low High

Fig. 6. (a) A cycloid C2(s) = [10 cos(s) + 2 cos(10s), 10 sin(s) + 2 sin(10s)], s ∈ [0, 2π]
(green) is intersected with a circle (blue), giving 18 intersection points. (b) Corre-
sponding points (red asterisks) in the solution (preimage) st-space [0, 2π]× [0, 2π] and
sub-domains, that contain at most one root (grey). (c) Red isocurves indicate locations
where the Jacobian of System (21) is zero. Color coding depicts the L2 norm of the
system, dark color corresponds to low values. Green dots are the roots.

More complex example is shown at Fig. 8. Two cycloidal curves
C1(t) = [sin( t

5 ) cos(t), sin( t
5 ) sin(t)], t ∈ [− 5π

2 ,
5π
2 ] and C2(s) =

[sin(3s) cos(s), sin(3s) sin(s)], s ∈ [−π
2 ,

π
2 ] are intersected, having fourteen sin-

gle roots and a triple root at point [0, 0].
An example that corresponds to a 4 × 4 system is shown at Fig. 9. Vertices

V1, . . . , V4 of a square (of an unknown size) are constrained to lie in turn on four
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(a) (b) (c)

Fig. 7. (a) A cycloid C2(s) = [10 cos(s) + 2 cos(10s), 10 sin(s) + 2 sin(10s)], s ∈ [0, 2π]
(green) and a circle (blue) of radius r = 8 possess a tangent contact along 9 points (black
asterisks). (b) A semi-tangent configuration for r = 8.01 with 18 pairwise grouped
intersection points and a zoom on one such a pair (c).

K0.8 K0.6 K0.4 K0.2 0 0.2 0.4 0.6 0.8

K1.0

K0.5

0.5

1.0

K6 K4 K2 0 2 4 6

K1.0

K0.5

0.5

1.0

(a) (b) (c)

Low High

Fig. 8. (a) Two cycloidal curves are intersected, giving 17 intersection points (black
asterisks). The solution point at the origin has multiplicity 3. (b) Corresponding points
(red asterisks) in the solution (preimage) st-space [− 5π

2
, 5π

2
]×[−π

2
, π

2
] and sub-domains,

that contain the at most one root (grey rectangles). (c) Red isocurves indicate locations
where the Jacobian of the system is zero. Color coding depicts the L2 norm of the
system, dark color corresponds to low values. Green dots are the roots.

algebraic curves α1 : (x−3)2 +(y−0.4)2 = 1, α2 : (x−3)2 +(x−3)(y−3)+(y−
3)2 = 1, α3 : x2−x(y− 3)+ (y− 3)2 = 1 and α4 : x2 +xy+ y2 = 1. Consider Vi,
i = 1, . . . , 4 as Vi = [c1+k cos(φ+ (i−1)π

2 ), c2+k sin(φ+ (i−1)π
2 )], where C = [c1, c2]

is the center of the square, k is the scaling factor, and φ is the angle between
V1−C and the positive x-axis. Substituting the coordinates of Vi into αi gives the
system. Solving for [c1, c2, k, φ] over domain [0, 3]× [0, 3]× [0, 2.5]× [−π/2, π/2]
gives 6 solutions, see Fig. 9. Observe that the configuration of four blue curves
offers many almost-solution positions of the square, which makes the system
time demanding.
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Fig. 9. A solution of a time demanding 4× 4 system: A square of an unknown edge’s
length is sought such that each its vertex lies on one of four particular implicit curves
(blue). Six solutions were found (red). One solution (square) is highlighted (bold black).

(a) (b) (c)

Fig. 10. (a) A curve-surface intersection with 2 solutions. (b) The same arrangement
seen from the top. (c) A zoom on a root-containing segment of the solution, uv × t,
space. Colored voxels report when the solver stops subdivision, while the two thick
black dots are the roots of the system.

As a last example, space curve C(t) = [et, e−2t, t
2 ], t ∈ [0, 1] is intersected

with surface S(u, v) = [ln(1 + u), ln(1 + v), cos(2π(uv+ v)), [u, v] ∈ [0, 1]× [0, 1],
giving a system of dimension three.

Table 2 gives a timing summary of all given examples. These timings are
obtained from a 2.67 Mhz IBM PC running Windows XP. Every example was
run 60 times and the timings were averaged.
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Table 2. All the parametric spaces were scaled to the unit box, tested with subdivision
tolerance εsub = 10−3. Times are for an 2.67 MHz IBM PC running Windows XP.

Example Num Of Roots T ime(secs)

Fig. 5 4 0.0049
Fig. 6 18 0.0487

Fig. 7(a) 9 0.1011
Fig. 7(b) 18 0.0998

Fig. 8 17 0.0276
Fig. 9 6 100.2
Fig. 10 2 0.0187

5 Conclusion and Future Work

In this work, we have presented a solver that robustly solves well-constrained
n×n transcendental systems. Exploiting the expression trees to construct bound-
ing normal cones of n transcendental constraints, the subdivision based solver
detects all sub-domains, where at most one root can exist. The root is then
numerically improved by a multivariate Newton-Raphson scheme.

The presented solver guarantees to isolate and return all single roots of the
system within a given domain. Other roots are only isolated. This, in contrast
of commercial software such as Maple4, Mathematica5, or Matlab6, which – to
our best knowledge – can locally isolate and provide only one root or a few of
them.

As a future work, an improved algorithm is intended, which better handles
multiple roots. As of now, the solver only subdivides to such points, up to the
permissible tolerance. In addition, the numerical stage of the algorithm deserves
some further research. For once, under the current scheme, there is no guarantee
that a multivariate Newton-Raphson scheme will converge to the root. Also, if
the system is underconstrained and (at least) one-dimensional solution space is
expected like in [2], a special treatment of the system is more favorable.

Despite the use of expression trees, which are highly efficient during the subdi-
vision stage, the growth in the number of subdivisions is required to be minimal
with respect to the dimension n. Hence, the handling of higher-dimensional sys-
tems is within the scope of our interest.
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Abstract. We consider a rational triangular Bézier surface of degree n
and study conditions under which it is rationally parameterized by chord
lengths (RCL surface) with respect to the reference circle. The distin-
guishing property of these surfaces is that the ratios of the three distances
of a point to the three vertices of an arbitrary triangle inscribed to the
reference circle and the ratios of the distances of the parameter point to
the three vertices of the corresponding domain triangle are identical. This
RCL property, which extends an observation from [10,13] about rational
curves parameterized by chord lengths, was firstly observed in the sur-
face case for patches on spheres in [2]. In the present paper, we analyze
the entire family of RCL surfaces, provide their general parameterization
and thoroughly investigate their properties.

1 Introduction

Recently, chord length parametrization has become an active research area in
Computer Aided Geometric Design. This approach was motivated by the use of
chord length parameterization for interpolation and approximation of discrete
point data. It can be seen as an alternative to arc-length parameterizations
because analogously to arc-length parameter, the chord-length parameter is also
uniquely given by the loci of the curve.

The investigation of rational curves with chord length parameterization was
initiated by [6] by formulating the observation that rational quadratic circles
in standard Bézier form are parameterized by chord length. Earlier, a geomet-
ric proof of this fact was given in [11], along with an application to a circle-
preserving variant of the four-point subdivision scheme. A thorough analysis
followed in [10,13], where two independent constructions for general rational
curves of this type were presented. In some sense, rational curves with chord
length parameterizations (shortly RCL curves) are a chord-length analogy to
the so called Pythagorean-hodograph curves characterized by closed form ex-
pressions for their arc-lengths, cf. [7,9].

Curves with RCL property are worth studying mainly because of the fol-
lowing advantages. First they provide a simple inversion formula, which can be

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 19–28, 2010.
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e.g. used for computing their implicit equations. Second, it is simple to perform
point-curve testing. Finally, these curves do not possess self-intersections. In ad-
dition to straight lines and circles in standard form, this class of RCL curves also
contain e.g. equilateral hyperbola, Bernoulli’s lemniscate and Pascal’s Limaçon.
Curves with chord-length parameterization were also mentioned among remark-
able families of curves admitting a complex rational form in [12].

Motivated by RCL curves, it is natural to extend this approach also to ra-
tional surfaces. A promising result was presented in [2] where the equal chord
property of quadratic rational Bézier patches describing a segment of a sphere
was proved. For this, the well-known construction of spherical quadratic patches
by stereographic projection was used, cf. [1,4,5]. This result directly extends
the planar result for circles, see [6]. As a byproduct, it was shown in [2] how
to characterize this property using tripolar coordinates in space, which extend
the observations of [13] concerning the relation between bipolar coordinates (see
[3,8] for more details) and curves with chord-length parameterization.

The present paper is devoted to the equal chord property of rational triangu-
lar Bézier surfaces of degree n, thus extending the results of [10,13] to the case
of surfaces. We present a general construction of rational chord length parame-
terizations (RCL surfaces) and study their attractive geometric properties. The
introduced approach is then demonstrated by several examples of RCL surfaces.

2 Preliminaries

We consider a rational surface of degree n, which is described by its triangular
Bernstein–Bézier representation

P(X) =

∑
i,j,k∈Z+, i+j+k=n

wijk bijk
n!
i!j!k!

λiμjνk

∑
i,j,k∈Z+, i+j+k=n

wijk
n!
i!j!k!

λiμjνk
, X ∈ R

2 (1)

with respect to a non-degenerate reference triangle �(A1,A2,A3) ⊂ R2 with
vertices (A�)�=1,2,3. Its argument

X = λA1 + μA2 + νA3, λ+ μ+ ν = 1, (2)

is expressed by barycentric coordinates with respect to the reference triangle.
The shape of the surface is determined by the

(
n+1

2

)
control points bijk with

the associated weights wijk. In particular, the control net of the patch has the
three vertices

v1 = bn00, v2 = b0n0, and v3 = b00n (3)

which are the images of the vertices of the reference triangle.
Let

R�(X) = ||X−A�||2 and r�(X) = ||P(X) − v�||2 (4)
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be the squared distances of the point X and its image P(X) to the vertices of
the domain triangle and to the vertices of the patch, respectively.

Definition 1. The surface (1) is a rational chord length parameterization
(RCL) with respect to the reference triangle, if

r1 : r2 : r3 = R1 : R2 : R3, or, equivalently,

∀(i, j) ∈ {(1, 2), (2, 3), (3, 1)} : riRj = rjRi (5)

holds for all points X ∈ R2.

The squares of the chord lengths are quadratic polynomial functions of the
barycentric coordinates. On the other hand, for any point of a RCL surface,
the barycentric coordinates of the argument can be computed from the chord
lengths by solving a quadratic equation, see [2] for more details.

We first analyze the relation between the reference triangle and the triangle
spanned by the vertices of the control net.

Lemma 1. If the surface is a rational chord length parameterization, then the
triangles �(A1,A2,A3) and �(v1,v2,v3) are similar.

Proof. We evaluate the three relations (5) at the three vertices A� of the domain
triangle. Six of these 9 equations are trivially satisfied, since one of the ri and Ri

vanish at each vertex. The remaining three equations guarantee the similarity of
the triangles. ��

In the remainder of the paper, we identify the reference triangle �(A1,A2,A3)
with the vertex triangle �(v1,v2,v3) and the domain R

2 containing it with the
plane spanned by the vertex triangle. Consequently, the domain of the surface
is the plane spanned by the vertex triangle.

For any point Y ∈ R3, we denote with

	�(Y) = ||Y − v�||2, 
 = 1, 2, 3, (6)

the squared distances to the vertices of the patch.

Lemma 2. The set of all points Y satisfying

∀(i, j) ∈ {(1, 2), (2, 3), (3, 1)} : 	i(Y)Rj(X) = 	j(Y)Ri(X) (7)

is a circle which passes through X and is perpendicular to any sphere containing
the vertices of the patch. If X lies on the circumcircle of the vertex triangle, then
the circle Y shrinks to the single point X.

Proof. Recall that for any two points M, N in the plane, the set of all points Z
satisfying

||Z−M||2 = c ||Z−N||2 (8)
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for some positive constant c is a circle (Apollonius’ definition) which intersects
any circle through M and N orthogonally. Consequently, for a given point X,
the set of all points Y satisfying

	i(Y)Rj(X) = 	j(Y)Ri(X) (9)

is a sphere whose center lies on the line through vi and vj . Moreover, any sphere
containing these two vertices intersects this sphere orthogonally. Indeed, if we
consider the intersection with the common symmetry plane of both spheres,
which is spanned by the sphere’s center and the line through vi and vj , then
we obtain the two families of circles which appear in Apollonius’ definition of a
circle.

Clearly, the three spheres (9) obtained for (i, j) ∈ {(1, 2), (2, 3), (3, 1)} inter-
sect in one circle, since the equations defining them are not independent. More-
over, since these spheres intersect any sphere through the three points v1,v2,v3,
orthogonally, so does the intersection curve, cf. Fig. 1.

If X belongs to the circumcircle of the vertex triangle, then any two of the
three spheres (9) touch each other at this point and the circle degenerates into
a single point. ��

Corollary 1. If P is a rational chord length parameterization, then its restric-
tion to the circumcircle of the reference triangle is the identity. Moreover, the
surface is a rational chord length parameterization with respect to any reference
triangle which possesses the same circumcircle.

Proof. The surface P is a RCL surface if and only if any point P(X) lies on the
circle described in Lemma 2. On the one hand, if X is on the circumcircle of

Fig. 1. Examples of circles perpendicular to any sphere containing the reference circle
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the reference triangle, then this circle shrinks to the point X itself. On the other
hand, the family of circles described in Lemma 2 does not depend on choice of
the reference triangle. ��

Consequently, the RCL surface always contains the circumcircle of its reference
triangle, and its definition depends solely on this circle. The latter fact can also
be concluded from Corollary 4 of [2]. This observation motivates the following
extended definition.

Definition 2. A surface P is said to be a rational chord length parameterization
with respect to a circle, if it is a rational chord length parameterization with
respect to a reference triangle possessing this circle as its circumcircle.

3 Construction of RCL Surfaces

In order to simplify the formulas, we choose the reference circle as the unit circle
C in the xy-plane. Consequently, the arguments of the rational surface P are all
points of the form X = (u, v, 0)�.

Theorem 1. A surface P is a rational chord length parameterization with re-
spect to the reference circle C if and only if there exists a rational function
q : (u, v) �→ q(u, v) such that

P(u, v) =
(

(1 + q2)u
1 + q2(u2 + v2)

,
(1 + q2)v

1 + q2(u2 + v2)
,
q(1− u2 − v2)
1 + q2(u2 + v2)

)�
. (10)

Proof. Without loss of generality, we consider the reference triangle with the
vertices A1 = (1, 0, 0)�, A2 = (0, 1, 0)�, A3 = (0,−1, 0)� on the reference circle
C. The surface P is RCL if and only if there exists a rational function λ such
that the squared distances R� and r� are related by

∀(u, v) : λ(u, v)R�(u, v) = r�(u, v), 
 = 1, 2, 3. (11)

A short computation confirms that the intersection points of the three spheres
with centers Ai and radii

√
ri has the coordinates

P±(u, v) =
1
4
(
− 2r1 + r2 + r3,−r2 + r3,

±
√

2 ·
√

4(r2 + r3)− [(r1 − r2)2 + (r1 − r3)2]− 8
)�

.

(12)

Using (11) and the identities R1 = (u − 1)2 + v2, R2 = u2 + (v − 1)2, R3 =
u2 + (v + 1)2, which follow from the definition (4), this can be rewritten as

P±(u, v) =
(
λu, λv,±

√
(1− λ)(λu2 + λv2 − 1)

)�
. (13)

This surface has a rational parameterization with respect to u, v if and only if
the argument of the square root is a perfect square. This is equivalent to the
condition on the existence of a rational function q(u, v) such that

1− λ = q2(λu2 + λv2 − 1). (14)
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Solving (14) for λ we arrive at

λ(u, v) =
1 + q(u, v)2

1 + q(u, v)2(u2 + v2)
. (15)

Finally, we substitute λ into (13). The two possible choices of the sign of the third
coordinate can be obtained by specifying the sign of the rational function q. ��

We provide a geometric meaning for this result.

Proposition 1. Consider the angle α(u, v) ∈ [−π, π] which satisfies

tan
α(u, v)

2
= q(u, v). (16)

If u2 + v2 �= 1, then α is the angle between the xy-plane and the sphere which
passes through the point P(u, v) and the reference circle C. If u2 + v2 = 1, then
P(u, v) lies on the reference circle C and α is the angle between the xy-plane and
the tangent plane of the surface P at this point.

Proof. We consider a surface (10). In the first case, the unique sphere which
passes through the reference circle and through the point P(u, v) has the center
C = (0, 0, (q2− 1)/(2q))� and the radius r = (q2 + 1)/(2|q|). The oriented angle
α between the sphere and the xy-plane is equal to the angle between the vectors
(C−A1) and (0, 0, 1)�, which gives tanα = 2q

1−q2 . The second case can be proved
similarly by a direct computation. ��

Remark 1. The angle α is equal to the angle which is used in the definition of
tripolar coordinates, as introduced in [2].

The following observation provides an alternative geometric interpretation of the
characterization result (10).

Proposition 2. Any RCL surface (10) with the reference circle C can be ob-
tained by composing

(i) the inversion M with respect to the sphere centered at (0,−1, 0)� with radius√
2,

(ii) the rotation Rα about the x-axis through the angle α(u, v), where q satisfies
(16), and

(iii) the same inversion as in (i) ,

and applying this transformation to the parameterization (u, v, 0)� of the plane
containing C.

Proof. The rotation (ii) and the inversion (i,iii) are described by

Rα(x, y, z) =

⎛⎜⎝1 0 0
0 1−q2

1+q2 − 2q
1+q2

0 2q
1+q2

1−q2

1+q2

⎞⎟⎠
⎛⎝x
y
z

⎞⎠ (17)
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and

M(x, y, z) =
1

x2 + (y + 1)2 + z2

⎛⎝ 2x
1− x2 − y2 − z2

2z

⎞⎠ . (18)

A direct computation now confirms that

P(u, v) = (M ◦Rα ◦M)(u, v, 0), (19)

cf. (16) and (10). ��

Remark 2. The characterization (19) of RCL surfaces can be derived directly, as
follows. The inversion M maps the reference circle to the x-axis and the circles
of constant chord-length ratios described in Lemma 2 to coaxial circles around
it. Consequently, M(P(u, v)) can be obtained by applying the rotation Rα to
the point M(u, v, 0). This leads to (19), since M = M−1. All RCL surfaces can
be obtained in this way, since M is a birational mapping. Proposition 1 can also
be derived from this construction, since the spherical inversion M is a conformal
transformation.

4 Properties and Examples of RCL Surfaces

In this section we will review some attractive properties of RCL surfaces and
demonstrate them on some interesting examples which are computed using (10)
for different choices of q(u, v). Obviously, by choosing a constant function q(u, v),
we obtain a sphere, cf. [2].

Proposition 3. Any RCL surface P(u, v) has a rational unit normal field along
the reference circle. On the other hand, any rational unit normal field along the
reference circle can be extended to an RCL surface. Finally, two RCL surfaces
given by (10) with functions q1, q2 have the same normals along the reference
circle if and only if

q1 − q2 = (1− u2 − v2)f, (20)

where f(u, v) is a rational function.

Proof. Under the condition u2 + v2 = 1, the unit normal of P can be computed
from (10) as (

2qu
1 + q2

,
2qv

1 + q2
,
1− q2
1 + q2

)�
. (21)

This gives also the second statement. Finally, the third part is a direct
consequence. ��

Let I denotes the circle inversion with respect to the reference circle in the u, v
plane, i.e.,

I(u, v) =
(

u

u2 + v2 ,
v

u2 + v2

)�
.

The following proposition can be verified by a straightforward computation.
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Proposition 4. The two surfaces P1(u, v), P2(u, v) obtained for q(u, v) and
−1/q(I(u, v)), respectively, are identical up to the reparameterization via I, i.e.,

P1(u, v) = P2(I(u, v)).

Definition 3. For a given q let us call the restriction of P1(u, v), or P2(u, v)
to the reference disc (i.e., to the interior of the reference circle) the first branch,
or the second branch of the associated RCL surface.

Figures 2 and 3 (left) present examples of the surfaces mentioned in
Proposition 4, where red and blue patches correspond to P1(u, v) and P2(u, v),
respectively.

Proposition 5. If q(u, v) (or 1/q(I(u, v))) does not possess a pole at (0, 0), then
the first branch (or the second branch) is smooth and bounded. In particular,
if both these conditions hold, then the entire RCL surface is a closed bounded
smooth surface.

Fig. 2. Left: q(u, v) = 1− u2 − v2; Right: q(u, v) = 1/(1 + u2 + v2) + 1

Fig. 3. Left: q(u, v) = u2 + v2; Right: q(u, v) = u + 1
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Fig. 4. Left: q(u, v) = 2u + v + 1; Right: q(u, v) = u2 − 2/3

Proof. If there is no pole for q at (0, 0), then Pq(0, 0) = (0, 0, q)� is well defined
and finite. By a continuity argument the same holds for some neighborhood of
(0, 0). The remainder of the first branch is also bounded, since each point must
lie on the corresponding circle – see Lemma 2. The same argument holds for the
second branch and −1/q(I(0, 0)). ��

Proposition 6. The first branches P1, P̃1 of two RCL surfaces join with G1

continuity along the reference circle if and only if qq̃ = −1 for u2 + v2 = 1.

Proof. The first branches P1 and P̃1 join with G1 continuity along the reference
circle iff α̃ = −(180◦ − α). Hence, q̃ = tan α̃

2 = − tan
(
90◦ − α

2

)
= − cot α

2 =
−1/q. ��

Figures 3 (right) and 4 show examples of surfaces described in Proposition 6,
where red and blue patches correspond to P1 and P̃1, respectively.

5 Conclusion

We described a class of rational triangular Bézier surfaces possessing a param-
eterization which preserves the distance ratios to the vertices of the domain
triangle inscribed to the reference circle. This extends the property of chord-
length parameterization of rational curves, which was studied in [10] and [13], to
the case of surfaces. We identified a family of RCL surfaces, characterized their
general parameterization and studied their properties. The future research will
be focused mainly on modeling with surface patches of this type.
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Abstract. The Tschirnhausen cubic represents all non-degenerate Pythagorean
Hododgraph cubics. We determine its support function and represent it as a con-
volution of a centrally symmetrical curve and a curve with linear normals. We
use the support function to parametrize the Tschirnhausen cubic by normals. This
parametrization is then used to an elegant and complete solution of the G1 Her-
mite interpolation by Pythagorean Hodograph cubics. We apply the resulting al-
gorithm to various examples and extend it to the interpolation by offsets of PH
cubics.

1 Introduction

The support function representation describes a curve as the envelope of its tangent
lines, where the distance between the tangent line and the origin is specified by a func-
tion of the unit normal vector. This representation is one of the classical tools in the
field of convex geometry [3,10,11]. In this representation offsetting and convolution of
curves correspond to simple algebraic operations of the corresponding support func-
tions. In addition, it provides a computationally simple way to extract curvature in-
formation [9]. Applications of this representation to problems from Computer Aided
Design were foreseen in the classical paper [16] and developed in several recent publi-
cations, see e.g. [18,8,19,2,1,20].

Pythagorean hodograph (PH) curves form an important subclass of polynomial para-
metric curves. The distinguishing property is that their arc length function is piecewise
polynomial and, in the planar case, they possess rational offset curves. Since their intro-
duction by Farouki and Sakkalis [5], planar and spatial PH curves have been thoroughly
studied, see [6,7] and the references cited therein. Due to the special algebraic proper-
ties of PH curves, all constructions, such as interpolation or approximation, which are
linear in the case of standard spline curves become quadratic, see e.g. [12,15,17].

The simplest nontrivial polynomial PH curves are polynomial PH cubics. The prob-
lem of G1 Hermite interpolation with PH cubics was first studied in [14] and later
analyzed in [4]. In these papers the control polygon of the interpolants is constructed
directly, while certain condition on its legs and angles is required, in order to ensure the
PH condition.

The support function representation is particularly well suited for geometrical inter-
polation. In the present paper we exploit the fact, that up to similarities and reparame-
terization there is only one PH cubic, called the Tschirnhausen cubic. We determine its

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 29–42, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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support function and then fully describe all possible data which can be interpolated and
give the number of solutions. We thus solve the interpolation problem in a top-down
way and extend results of [14].

The remainder of this paper is organized as follows. In Section 2 we recall some basic
facts about PH curves and support function. In Section 3 we determine the support
function and suitable parameterization of the Tschirnhausen cubic. In Section 4 we
carefully analyze all Hermite data occurring on the Tschirnhausen cubic. Section 5 is
devoted to the interpolation algorithm and examples. Finally we conclude the paper.

2 Preliminaries

In this section we will recall some basic facts about Pythagorean Hodograph curves and
the support function representation.

Recall, that a polynomial planar curve c = (x(t), y(t))� is called Pythagorean-Ho-
dograph curve (PH), if there exists a polynomial σ so that

x′
2(t) + y′

2(t) = σ2(t) (1)

see [6] and citations therein. All polynomial PH curves can be constructed using the
following lemma proved for general unique factorization domains by Kubota in [13].

Lemma 1. The condition (1) is satisfied if and only if there exist polynomials u(t), v(t),
w(t) such that

x′(t) = 2u(t)v(t)w(t) and y′(t) = [u2(t)− v2(t)]w(t). (2)

We are in particular interested in cubic PH curves. We can suppose that w(t) = 1, since
any non-constant w would lead to a cubic which is just a (singular) reparameterization
of a straight line. In order to obtain a cubic, the maximal degree of polynomials u, v
must be 1. Consider the following PH cubic.

Definition 1. The PH curve

T (t) =
(
−t2, t− t3

3

)�
, (3)

obtained setting w(t) = 1, u(t) = −1 and v(t) = t in (2), is called the Tschirnhausen
cubic see Figure 1.

We use a somewhat unusual position of the Tschirnhausen cubic in order to obtain a
nice support function later on. In fact, this curve is a typical representative of PH cubics
as shown in the following lemma which is proved in [5].

Lemma 2. Any (segment of) PH cubic can be obtained from (a segment of) the Tschirn-
hausen cubic via scaling, rotation, translation and linear reparameterization.

For an (oriented) planar curve c we define its support function h as (possibly multival-
ued) function defined on the (subset of the) unit circle

h : S
1 ⊃ U → R

1



Support Function of Pythagorean Hodograph Cubics 31

V

U

�v

�u

�w
ω

β

Fig. 1. The Tschirnhausen cubic and description of the Hermite data on its segment U , V using
vectors β and ω

which to any unit normal n = (n1, n2)� associates the distance(s) from the origin to
the corresponding tangent line(s) of the curve. The curve c can be recovered from h as
the envelope of the system {n · x− h(n) = 0 : n ∈ U} of these lines via the envelope
formula

c(n) = h(n)n +∇S1h(n), (4)

where∇S1 denotes the intrinsic gradient with respect to the unit circle. Rotation, scaling
and translation of c correspond to rotation of h, multiplication of h by a constant and
adding a linear term to h, respectively. Moreover the convolution of curves corresponds
to the addition of their support functions, see [18] for more details.

3 Support Function of the Tschirnhausen Cubic

In this section we will determine the support function of the Tschirnhausen cubic and
describe it as a convolution of a curve with odd rational support function and a curve
with even rational support function. We will also parametrize the Tschirnhausen cubic
by its normals.

Theorem 1. The support function of the Tschirnhausen cubic is the restriction of the
function (5) to the unit circle.

h(n1, n2) =
n3

1 − 3n1 + 2
3n2

2
(5)

Proof. Consider the two equations

n ·T (t) = −n1t
2 +n2(t−

t3

3
) = h and n ·T ′(t) = −n12t+n2(1− t2) = 0, (6)

where the former express that T (t) lies on a line and the latter forces its normal vector
n to be perpendicular to the tangent vector at the same point T (t). After elimination
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⊕
=

h = 2
3n2

2
h = n3

1−3n1
3n2

2
h = n3

1−3n1+2

3n2
2

Fig. 2. Tschirnhausen cubic as a convolution of a LN curve and a curve with an even rational
support function

of t from (6) we get one quadratic equation for h. Each solution corresponds to one
orientation of T and we choose one of them by fixing the normal (1, 0)� at the point
(0, 0)�. After simplification of the corresponding solution using n2

1 +n2
2 = 1 we obtain

the result (5). See [8] for more details about support functions obtained as restrictions
of rational functions. ��

For later reference purposes we substitute the parameterization n = (cos θ, sin θ)� of
the unit circle into (5) obtaining

h(θ) =
(1− cos θ)(2 + cos θ)

3(1 + cos θ)
. (7)

The envelope formula (4) then becomes

T (θ) = h(θ)n(θ) + h′(θ)n′(θ) =
(
− 1− cos 2θ

2(1 + cos θ)2
,
2 sin θ + 2 sin 2θ

3(1 + cos θ)2

)�
, (8)

which is the parametrization of the Tschirnhausen cubic by its normal, i.e. the normal
at T (θ) is simply n(θ) = (cos θ, sin θ)�. In this case, the two parameterizations T (t)
and T (θ) are related by simple equation

t = tan
θ

2
. (9)

Theorem 1 also leads to the natural decomposition of the support function of the
Tschirnhausen cubic into a sum of an even and an odd rational function

n3
1 − 3n1 + 2

3n2
2

=
2

3n2
2

+
n3

1 − 3n1

3n2
2

. (10)

Consequently, the Tschirnhausen cubic is a convolution (see Figure 2) of a centrally
symmetrical curve (of degree 6) with even rational support and a cubic curve with linear
normals, see [8] for general theory.
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β

ω

0 2π

π

4π
3

ββ̃

ω

2π

π

2π
3

5π
3

4π
3

π
2

Fig. 3. All pairs of angles obtained from the segments on the Tschirnhausen cubic (left) and the
detail of one of the four symmetrically placed components of the domain Ω (right), which is
black on the left figure. Different colors represent: no segment (white), one segment without loop
(violet), one segment with loop (yellow), two segments without loop (blue), two segments with
loop (green) and two segments of which precisely one has a loop (red). When printed in black
and white the colors can be distinguished by the decreasing brightness: yellow, green, violet, red,
blue. Note than only two colors (yellow and violet) appear on the left figure.

4 G1 Data on the Tschirnhausen Cubic

In this section we will describe G1 Hermite data generated by boundary points of all
possible segments of Tschirnhausen cubic. Consider a segment with the end–points
U ,V . The G1 boundary data are (up to similarity) fully described by a pair of oriented
angles β ∈ (−2π, 2π) and ω ∈ [−π, π], where β is the rotation angle traveled by the
tangent vector between points U, V and ω is the oriented angle between the difference
vector

−−→
UV and the bisector of β (more precisely the middle tangent vector −→w which

appears in the segment UV ), see Fig. 1.
Clearly the obtained pairs (β, ω) do not depend on the scaling, rotation and transla-

tion of the cubic. On the other hand, symmetrical results will occur for its two possible
orientations.

Lemma 3. Considering all segments on the Tschirnhausen cubic, there is

i) one segment without loop for any pair of angles satisfying

|β| < 4π
3
, |ω| < |β|

2
(11)

ii) one segment with loop for any pair of angles

4π
3
< |β| < 2π,

|β|
2
< |ω| < π (12)

iii) two segments for any pair of angles in the interior of the domain

Ω := {(β, ω) :
4π
3
≤ |β| ≤ 2π, |π − arctan

2 sin |β|
2√

1 + 2 cosβ
| ≤ |ω| ≤ |β|

2
}. (13)
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and one segment for angles on its boundary curves.1

Other pairs of angles can not be obtained, including corner points of Ω, see Figure 3.

Proof. Two different orientations of the Tschirnhausen cubic will produce symmetri-
cal data (−β, ω instead of β, ω). We will therefore suppose β > 0 and use only the
parametrization (8) which is very suitable for our purpose, since θ is the oriented an-
gle between the tangent vector and the vector (0, 1)�. For this reason, any segment for
given β can be obtained from T (θ) for θ ∈ (−β/2+α, β/2+α). Since T (θ) is defined
only for θ ∈ (−π, π), we get following domains for β, α

β ∈ (0, 2π), α ∈
(
−π +

β

2
, π − β

2

)
. (14)

In order to simplify the computation of ω we will consider rotated Tschirnhausen cubic

Tα(θ̃) := T (θ̃ + α)

and segments obtained by taking Tα(θ̃) for θ̃ ∈ (−β/2, β/2). In this case, ω is simply

the angle between the vectors
−−→
UV and (0, 1)�, which is the bisector of the tangent

vectors at U and V . By a direct computation, we get

−−→
UV = Tα

(
β
2

)
− Tα

(
−β

2

)
=

(
− 8 sin α sin3 β

2

3(cos α+cos β
2 )3
,

4(3 cos β
2 +(2+cos β) cos α) sin β

2

3(cos α+cos β
2 )3

)�
.

(15)
and taking the ratio of both components of this vector we get

tanω = −
2 sinα sin2 β

2

3 cos β
2 + (2 + cosβ) cosα

=: F (α, β). (16)

The angle ω can be deduced from (16) considering, that |ω| < π/2 or |ω| > π/2
depending on the sign of the y-component of

−−→
UV . In order to understand the behavior

of ω as a function of β andαwe have to analyze the functionF (α, β) within the domain
(14). It is easy to check that F (α, β) is odd in α and even in β. We will discuss different
cases depending on β. The denominator of (16) is zero exactly for

α = ± arccos

(
3 cos β

2

2 + cosβ

)
︸ ︷︷ ︸

ᾱ

(17)

and due to (14), F (α, β) will have a discontinuity for β ∈ (π, 4π/3). At the same time,

ᾱ is the only value, for which the y-component of the vector
−−→
UV can be 0 and change

sign.
We also obtain

∂F (α, β)
∂α

= −
2(2 + 3 cosα cos β

2 + cosβ) sin2 β
2

(3 cos β
2 + (2 + cosβ) cosα)2

, (18)

1 The exact behavior for angles in Ω̃ is discussed in Corollary 1.
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−tanβ
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ᾱ α

β
2 − π

√
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2 − π

−β
2

α

ω

β
2 − π

−β
2
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ω
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2 − π

− 2π
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−π
2

α

ω

−π
3

−β
2

α0 α

ω

−π
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2 − π

β ∈ (0, π) β ∈ [π, 4π
3

) β = 4π
3

β ∈ ( 4π
3

, 2π)

Fig. 4. For fixed β we display F (upper row) and ω (lower row) as functions of α ∈ (−π + β
2
,

π − β
2
)

which is zero for

α = ± arccos

(
2 + cosβ
3 cos β

2

)
︸ ︷︷ ︸

α0

. (19)

A segment on Tschirnhausen cubic cubic T (θ) has a loop if and only if the both values
θ = ±2π/3 are contained in its domain. This gives following loop condition for the
rotation angle α

|α| ≥ β

2
− 2π

3
, (20)

which can be satisfied only for β ≥ 4π/3.

Case β ∈ (0, π) :
In this case ω is strictly decreasing function of α, see Fig. 4, lower row. Indeed both ᾱ
and α0 are not contained in the domain α ∈ (−π + β

2 , π −
β
2 ) and function F is con-

tinuous and strictly decreasing and takes its values from the interval (− tan β
2 , tan β

2 ).
Figure 4, upper row, shows the behavior of F . Moreover the y-component of the vec-
tor
−−→
UV is in this case always positive and therefore ω = arctan(F ) yielding (11) for

β ∈ (0, π).
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Case β ∈ [π, 4π
3 ) :

In this case ω is again decreasing function of α, see Fig. 4, lower row. In this case,
ᾱ ∈ (−π+ β

2 , π−
β
2 ) and F has two discontinuities. However, α0 �∈ (−π+ β

2 , π−
β
2 )

and F has negative derivative everywhere. The values of F cover all R. Figure 4, upper
row, shows typical behavior of F . At the same time, the y-component of the vector

−−→
UV

is positive for α ∈ (−ᾱ, ᾱ) and negative otherwise. For this reason

ω =

⎧⎪⎨⎪⎩
arctan (F ) + π, for α ∈ (−π + β

2 ,−ᾱ)
arctan (F ), for α ∈ (−ᾱ, ᾱ)
arctan (F )− π, for α ∈ (ᾱ, π − β

2 )

and we get (11) for β ∈ [π, 4π
3 ).

Case β = 4π
3 :

This is the limit situation of the previous case. 0 = ᾱ ∈ (−π + β
2 , π −

β
2 ), but α0 �∈

(−π+ β
2 , π−

β
2 ). ThereforeF has one discontinuity and its derivative is always negative.

The behavior of F can be seen in Fig. 4, upper row, and it takes values from intervals
∈ (−∞,−

√
3) ∪ (

√
3,∞). The y-component is negative everywhere, so

ω =

{
arctan (F ) + π, for α ∈ (−π + β

2 , 0)
arctan (F )− π, for α ∈ (0, π − β

2 ),

see Figure 4, lower row. We thus obtain result for one boundary curve of Ω, see (13)
and Fig 3, right. For α = 0 we get degenerated data, since U = V . For other α the loop
condition (20) is not satisfied and the segments are without loop.

Case β ∈ (4π
3 , 2π) :

In this case, ᾱ �∈ (−π + β
2 , π −

β
2 ), but α0 ∈ (−π + β

2 , π −
β
2 ), F is continuous and

has two extremes, see Figure 4, upper row. At the same time, the y-component of the
vector

−−→
UV is always negative and

ω =

{
arctan (F ) + π, for α ∈ (−π + β

2 , 0]
arctan (F )− π, for α ∈ (0, π − β

2 ),

see Figure 4, lower row. Note, that this function is in fact smooth due to the periodic
behavior of ω, (i.e. values π and −π are identified. The values at endpoints are ±β/2
and we obtain (12). The extreme values of F can be computed as ± 2 sin β

2√
1+2 cos β

and we
obtain boundary curves of Ω in (13).

Let us denote α = arctanβ/2 the left point of the interval where F cease to be
proper. The loop condition value αl = β

2 −
2π
3 , see (20) will always fall in the interval

[α, π−β/2]. For this reason the segments of (12) will always have a loop. The position
of αl with respect to α0 leads to various cases of presence of loops for segments in
Ω. ��

The previous proof, in particular the last two cases, yields also an information about the
data in Ω, which we summarize in following corollary.
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Corollary 1. The following pairs of angles on the boundary ∂Ω are obtained (see
figure 3, right).

i) from one segment without loop{
|β| = 4π

3
,
π

2
< |ω| < 2π

3

}
∪
{

4π
3
< |β| < β̃, |ω| = F0

}
(21)

ii) from one segment with a loop{
|β| ∈

(
4π
3
, 2π

)
, |ω| = |β|

2

}
∪
{
|β| ∈

[
β̃, 2π

)
, |ω| = F0

}
. (22)

Following pairs in the interior of Ω are obtained

iii) from one segment without loop and one segment with a loop{
|β| ∈

(
4π
3
,
5π
3

)
, |ω| ∈

(
Fl,
|β|
2

)}
(23)

iv) from two segments without loop{
|β| ∈

(
4π
3
, β̃

)
, |ω| ∈ (F0, Fl)

}
(24)

v) from two segments with loop{
|β| ∈

[
5π
3
, 2π

)
, |ω| ∈

(
F0,

|β|
2

)}
∪
{
|β| ∈

(
β̃,

5π
3

)
, |ω| ∈ (F0, Fl)

}
(25)

where

β̃ = 2 arccos
(
− 2√

7

)
, F0 = π − arctan

2 sin |β|
2√

1 + 2 cosβ
,

Fl = π +
2 cos ( |β|2 + π

6 ) sin2 β
2

3 cos β
2 − (2 + cosβ) sin ( |β|2 + π

6 )
.

5 Hermite Interpolation with PH Cubics and Their Offsets

In this section we will apply the previous results to the inverse problem, i.e. to the
Hermite interpolation by PH cubics. We will discuss the number of solutions, provide
an algorithm for their computation and give a number of examples. We will also extend
the interpolation algorithm to the offsets of PH cubics.
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Fig. 5. Given data and a G1 interpolant

5.1 Existence and Number of Solutions

We have the situation as in the Figure 5, i.e. we are given two points U, V along with
unit tangent vectors−→u and −→v and we want to find a PH cubic which interpolates these
data.

Up to similarities these data are described by two angles φ ∈ (−π, π), ψ ∈ [−π, π],
where φ is the oriented angle between −→u and −→v and ψ the oriented angle between

−−→
UV

and the bisector (−→u +−→v )/2 (see Fig. 1). For simplicity we exclude the case−→u = −−→v
which allows for no interpolants.

Suppose we have an interpolant of the data by a segment of the Tschirnhausen cubic.
Then angles φ, ψ are related to the angles β, ω in one of the two following way. Either
the curve tangent travels the shorter angle φ or it travels the complementary angle. Thus
we get

β = φ, ω = ψ or β = φ− 2π, ω = ψ − π (26)

Applying Lemma 3 and combining these two cases, we obtain immediately following
result.

Theorem 2. For given G1 Hermite data described by φ, ψ there exists

i) two interpolants (one of them with a loop) if

0 < |φ| < 2π
3

and |ψ| < |φ|
2

(27)

ii) one interpolant with a loop if

|φ| > 2π
3

and |ψ| �= |φ|
2

(28)

iii) two interpolants for (φ, ψ) in the interior of the domain

Ω̃ := {(φ, ψ) : |φ| ≤ 2π
3
, |π − arctan

2 sin |φ|
2√

1 + 2 cosφ
| < |ψ| < |φ

2
|}. (29)

and one segment for angles on its boundary curves.2

2 Exact behavior for angles in Ω follows from Corollary 1.
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φ

ψ

π

π θ1

θ2

2π

2π

Fig. 6. Number of interpolants for various Hermite data expressed by angles φ, ψ (left figure) or
equivalently by angles θ1, θ2 (right figure). Different colors represent: white: no segment, violet
(or light gray in b/w): one segment without loop, red (or dark gray in b/w): one segment with
loop and one without loop. For a detail of black regions see Figure 3, right.

Figure 6, left represents graphically the previous theorem. It is simply obtained from the
Figure 3 by keeping the part β < π corresponding to the first case of (26) and adding
symmetrical images of the remaining parts corresponding to the second case of (26).

In order to make our results compatible with [14], we transform the angles φ, ψ to the
angles θ1, θ2 used therein. These are oriented angles between

−−→
UV and vectors −→u and

−→v respectively, where θ1 is measured anticlockwise and θ2 clockwise. These angles
are related to φ, ψ by a simple linear transformation and the results of the interpolation
problem are displayed on the figure 6, right.

5.2 Computation of Interpolants and Examples

In order to compute interpolants for concrete G1 Hermite data U, V , −→u ,−→v we design
the following procedure.

1. Determine φ and ψ.
2. Using Theorem 2 decide whether to set β = φ, ω = ψ or β = φ− 2π, ω = ψ− π,

or to consider both cases.
3. Compute α from equation (16).
4. From (9) compute values of t1, t2 corresponding to θ = α−β/2 and θ = α+β/2.
5. Compute control points for the segment t ∈ [t1, t2] of (3).
6. Transform the control points by the unique direct Euclidean similarity transforma-

tion which maps the first control point to U and the last one to V .

Let us comment on some steps of this procedure to argue, that they are extremely simple
and fast. Steps 1 and 2 are trivial. Step 3 might seem too complicated, but (16) with
unknown α is essentially of the form

A sin(α) +B cos(α) = C, (30)
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U
V

U V

U V

U
V

U
V

Fig. 7. Hermite data and PH cubic interpolants, see Table 1 for numerical values. Example 1 (left,
top), example 2 (right, top), example 3 (right, middle), example 4 (left, bottom), example 5 (right,
bottom).

Table 1. Examples of various input data and computed segments determined by α, see Figure 7
for resulting interpolants. The color corresponds to color code of Figures 6 and 3.

example number (φ, ψ) (β, ω) computed α presence of a loop color code

1 (π
2
, π

8
) (π

2
, π

8
) −1.435 yes

red
( 3π

2
, 7π

8
) −3.090 no

2 ( 5π
6

,−π
2
) (− 7π

6
, π

2
) −2.325 no violet

3 (π
6
,− 289π

3000
) ( 55π

30
, 2711π

3000
)

0.137 yes
green

0.160 yes

4 (π
2
,− 88π

300
) (− 3π

2
, 212π

300
)
−2.649 no

red−2.908 yes

5 (π
2
,− 91π

300
) (− 3π

2
, 209π

300
)
−2.649 no

blue−2.908 no

which is well known simple goniometric equation. Moreover, for the next step we really
need only sin(α) and cos(α) which can be computed from (30) via solving a quadratic
equation similar to [14]. Step 5 can be efficiently performed applying the de Casteljau
algorithm to a precomputed polygon of the segment t ∈ [0, 1]. Step 6 is trivial and
occurs in most interpolation algorithms requiring some kind of canonical position of
the data.

We will now present several examples obtained by this procedure. Figure 7 shows
input data (end-points and vectors) and interpolants to these data. Table 1 displays nu-
merical values of angles occurring in the algorithm. Example 1 describes interpolants
for data treated in [14]. The other examples show interpolants for data excluded [14]
and differ by the number of loops.

The interpolation procedure can be used for approximation a given curve with a
G1 continuous spline composed of PH cubics. Figure 8, right, shows the graph of the
function sinus approximated by a spline composed of 4 segments of PH cubics. The
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�u
�v 0 π

2π

1

−1

Fig. 8. Left:Hermite data and interpolanats (dashed) consisting of offsets at given distance to PH
cubics (gray). Right: graph of the function sinus (dashed) approximated by a PH cubic spline
(solid).

approximation order is 4 (error decreases 16 times after one subdivision), since in the
limit case the analysis of [14] applies.

The interpolation algorithm can be simply extended to offsets of PH cubics. This
problem naturally occurs when we want to produce certain shape with a circular tool
and we want the center of the tool to follow a PH spline curve permitting to simply
control its speed. Given G1 data and the offset distance d, we can easily obtain the
corresponding data for the PH cubic by shifting the end points perpendicularly to the
end point vectors (angle φ will not change). We will not analyze in details this problem
and limit ourselves to one example of data and four Hermite interpolants (two for the
left and two for the right offset), see Figure 8, left.

6 Conclusion

We have determined the support function representation of the Tschirnhausen cubic and
applied it to the computation of PH cubic Hermite interpolants. This approach allowed
us to solve the interpolation problem in a top-down way based on the analysis of all
possible segments of the Tschirnhausen cubic. We have presented a full discussion of
existence and number of solutions, which is analogous to [4] and remove data restric-
tion of [14]. We have also represented the Tschirnhausen cubic as the convolution of
a centrally symmetrical sextic curve and a cubic with linear normals. In the future we
plan to apply similar techniques to the G2 interpolation with special curves.
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20. Šı́r, Z., Bastl, B., Lávička, M.: Hermite interpolation by hypocycloids and epicycloids with
rational offsets. Comput. Aided Geom. Design (2010), doi:10.1016/j.cagd.2010.02.001

http://www.damtp.cam.ac.uk/user/na/people/Malcolm/vtoms/vtos.htm
http://www.damtp.cam.ac.uk/user/na/people/Malcolm/vtoms/vtos.htm


Piecewise Tri-linear Contouring for
Multi-material Volumes

Powei Feng1, Tao Ju2, and Joe Warren1

1 Rice University
{pfeng,jwarren}@rice.edu

2 Washington University in St. Louis
taoju@cse.wustl.edu

Abstract. The ability to model objects composed of multiple materi-
als has become increasingly more demanded in scientific applications.
The visualization of a discrete multi-material volume often suffers from
voxelization of the boundary between materials. We propose a contour-
ing method that can be efficiently implemented on the GPU to reduce
the artifacts and jaggedness along the material boundaries. Our method
extends naturally from the standard tri-linear contouring in a signed vol-
ume, and further provides sub-voxel accuracy for representing three or
more materials.

1 Introduction

Many scientific modeling applications require the ability to model objects com-
posed of multiple materials. Probably the most common examples are found
in bio-medicine, where researchers are often interested in the decomposition of
a biological structure, obtained by imaging techniques like MRI or EM, into
individual function units. Figure 1 shows two such examples, a human skull seg-
mented into anatomical subdivisions, and a molecular complex decomposed into
protein subunits. Modeling of these smaller units helps biologists and medical
researchers to understand the function of the entire entity.

One of the simplest ways to represent multiple materials in a grid volume
is to attach an integer material label to each grid point. While this approach
is fairly simple to implement, its drawbacks are obvious. The discrete labeling
leads to blocky, voxelized material boundaries that are hard to shade in a natural
manner [7] (see Figures 2(a) and 2(c)).

When only two materials (e.g., inside and outside) are present in the volume,
a standard solution is implicit modeling [1]. In this approach, each grid point
is associated with a positive or negative floating-point scalar, where the sign
indicates whether the grid point lies inside or outside the object. These scalars
can be considered as samples of a continuous function f(x, y, z), and the bound-
ary surface is defined as the set of all points where f(x, y, z) = 0. There are
numerous contouring algorithms that can produce a polygonal approximation of

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 43–56, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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(a) (b) (c) (d)

Fig. 1. Multi-material volumes representing structure of Hsp 26 (EMDB 1226) (a),
subunits of the molecular chaperone GroEL (b), bones of a salamander (c), and the
anatomical regions of a human head (d) visualized using tri-linear contours

(a) (b) (c) (d)

Fig. 2. Comparison of the typical voxelized material boundaries (a,c) with the same
materials visualized using our tri-linear contours (b,d). This example is the replicative
helicase G40P molecular structure, before (a,b) and after (c,d).

this surface, such as Marching Cubes [11], Dual Contouring [9] and others [5,10].
Alternatively, the continuous surface can be directly rendered on GPU [18,3,12].
The key idea behind these approaches are that the signed grid can be stored as a
3D texture and that a single texture fetch can be used to evaluate f(x, y, z) via
tri-linear interpolation at an arbitrary point. In practice, this tri-linear boundary
surface provides better normals (for shading) and better silhouettes than either
polygonal contours or voxelized boundaries (see Figure 2(b)).

While the use of two signs to model two materials is simple and elegant,
the idea of using three or more labels to represent a partition of space into
multiple materials has received only limited attention. Most existing works in this
direction focus on producing polygonal inter-material boundaries. For example,
Dual Contouring [9] creates polygons from point and normal data stored on
edges in the grid, and the works of [6,15] use a generalized Marching Cubes
look-up table to polygonalize a multi-labeled cell.

A work on smooth boundaries among multiple materials that is similar to our
own is by Stalling et al. [16]. In their approach, a tri-linear function fk(x, y, z)
is defined for each material k, and the boundary surfaces are located where the
values of two or more functions are identical and higher than the remaining
functions. To define fk(x, y, z), each grid point is associated with an array of
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(a) (b) (c) (d) (e) (f)

Fig. 3. Two-dimensional comparison of methods. (a) is a multi-material voxel with no
intensity information. (b) is the naive approach of classifying by nearest neighbor. (c)
Tiede et al. proposes a linear filter for classification [17], but it leaves points unclassified.
(d) We propose a tri-linear representation that classifies all points within a voxel. (e)
and (f) are examples of our approach that demonstrate the flexibility in representing
contours.

scalars representing the “probabilities” that this grid point is classified as each
material present in the volume. While this approach gives smooth material inter-
faces, the need to store multiple scalars per point not only increases the memory
consumption, in comparison to the signed scalar representation of two materials,
but also hampers fast GPU implementations as more texture fetches are needed.
We build on their approach by providing a more compact representation that
allows for fast GPU implementation.

Tiede et al. introduced a multi-material classification scheme for volume ray-
casting [17]. Hadwiger et al. integrated this classification scheme into their hard-
ware implementation of high-quality volume rendering [8]. The classification
scheme described by Tiede et al. focuses on segments produced by threshold-
ing. In the case where the threshold ranges of multiple materials overlap, Tiede
et al.’s approach is to linearly interpolate the binary mask associated with the
material. For each material A, space where the interpolated value (with respect
to A’s tri-linearly interpolated binary mask) is greater than 0.5 is classified as
A. Although linear filtering resolves the overlap of threshold ranges, it also pro-
duces unclassified regions within a single voxel (see Figure 3(c)). In the case
where the input is a segmented volume without intensity information, Tiede
et al’s approach would produce a classification that has ripple-like effect (see
Figure 4(b)). Our method guarantees classification for all points within a voxel
(see Figure 3(d)) and provides greater flexibility in sub-voxel classification (see
Figure 3(e)), hence capable of representing smooth inter-material boundary (see
Figure 4(c)) . Also note that both Tiede et al. and Hadwiger et al. tackled the
problem from a visualization perspective, where they improved multi-material
rendering for one particular visualization technique. Our approach is to present a
geometric representation for multi-material volume that can be used for various
visualization methods.

In this paper, we propose an alternative generalization of the idea of two-sign
tri-linear contouring to that of multi-labeled tri-linear contouring with the goal
of creating smooth multi-material boundary surfaces that can be efficiently ren-
dered. The key difference between our generalization and that in [16] is that we
only require a single scalar and a single integer label to be stored at each grid
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(a) (b) (c)

Fig. 4. Three-dimensional comparison of methods. (a) is the input of a sphere-like
segment. (b) is rendered using Tiede et al.’s classification scheme [17]. Note that it
produces a bumpy surface. (c) is our representation for the segment contour. Details
for constructing (c) from the segment (a) is described in Section 4.

point. We show that the multi-material contours defined this way enjoys a num-
ber of properties, such as being piece-wise tri-linear and reproducing two-sign
tri-linear contours where only two materials are present. The compact volume
representation allows fast GPU-based rendering of the smooth contours. We
demonstrate the use of tri-linear contouring in several examples of multi-labeled
volumes.

Contributions. In the context of implicit modeling and multi-material model-
ing, our work makes several novel contributions:

• We introduce a generalization of the standard two-sign tri-linear contouring
to multi-labeled volumes, and demonstrate the properties of the resulting
contours.

• We present an efficient GPU implementation for rendering the tri-linear
multi-material contours.

• We generalize the common set operations, union and intersection, from two-
signed volume to a multi-material volume.

• We demonstrate the use of our multi-material representation and routines
in several examples.

2 Multi-material Contouring

Conventionally, the tri-linear contour in a two-material grid is defined by signed
scalars associated with the grid points. Our approach for multi-material contour-
ing is to replace the signed scalar at each grid point with a scalar and a material
label. In the two material case, our method would reproduce the standard tri-
linear contours defined by signed scalars. In the case of three or more materials,
the contouring method would generate piecewise tri-linear contours that form a
continuous surface. Our method adds small overhead over the traditional signed
volumes, and allows efficient hardware-accelerated rendering.

In the following, we first introduce the definition of contours in our volume
representation. We next present a number of properties of such contours. We
end this section by a discussion of means to evaluate the contours.
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(a) (b) (c) (d) (e)

Fig. 5. Two material example: material classification in a 2D cell with +/− labels (the
arrows denote the gradient) (a), the bi-linear function for each material label (b,c) and
their maximum (d). (e) shows the bi-linear function defined by treating the two-labeled
scalars at cell corners as signed scalars, and the function’s zero contour.

2.1 Defining contours

To define the contour surfaces that partition the space into regions with different
materials, we first consider the dual problem of classifying the material of an
arbitrary point in space. Given a grid cell whose corners have associated non-
negative scalars si and material labels mi, the following method can be used to
determine the material label of a point x inside the cell. Here, index i ranges
from 0 to 7, representing the eight corners of a cell.

• For each distinct material label k present in the cell, construct a set of scalars
tk associated with the corners of the cell via the following rule:

tki = si if k = mi

tki = 0 otherwise

• Compute the values of the tri-linear interpolant tk(x) for each distinct label
k. The trilinear coefficients are tki for i = 0, 1, . . .7.

• Return the material label k for which tk(x) is maximum.

With this classification, the contour between two regions with material labels k
and j is simply where tri-linear functions tk(x), tj(x) both reach maximum. This
contour is an iso-surface of the form:

tk(x) = tj(x) ≥ tm(x), ∀m �= k, j (1)

Figure 5(a) illustrates the classification method and the resulting contours in
a 2D cell. In this example, only two materials are present at the cell corners,
which we label as + (red) and − (green). Figure 5(b) and 5(c) shows the two
bi-linear functions t+(x) and t−(x), respectively. Figure 5(d) shows a plot of the
maximum of these two functions, where the white curve indicates the contour.

Figure 6(a) shows another 2D example in which the four corner of the cell
have three distinct materials, red, green and blue. Figure 6(b) show plots of
the three bi-linear functions associated with the materials. Finally, Figure 6(c)
shows a plot of the maximum of these functions and the associated partition of
the cell into three distinct materials via three contours that meet at a common
point.
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(a) (b) (c)

Fig. 6. Three material example: material classification in a 2D cell with R/G/B labels
(the arrows denote the gradient) (a), the three bi-linear functions, one for each material
label (b), and their maximum (c)

2.2 Characterization of the Contours

The multi-material contours produced by this method have several important
properties.

Piecewise tri-linear and continuous surfaces. By Definition 1, the multi-
material contours defined within each cell are piecewise contours of various tri-
linear functions. The contours are also continuous across neighboring cells. This
fact follows from the observation that two cells sharing a common grid point,
edge or face have the same scalars and material labels on that common grid
element. Since the restriction of the tri-linear functions used in defining our
multi-material contour on each grid point, edge or face depend only the scalar
and material labels on that grid element, the multi-material contours must agree
across adjacent grid elements.

Reproducing tri-linear contours on signed grids. A key property of our
contour definition is that it can exactly reproduce the contours defined by the
standard tri-linear interpolation on a signed grid. Consider a cell whose corners
are associated with signed scalars ŝi. The tri-linear interpolant ŝ(x) defined by
these signed scalars is either positive or negative, and the standard tri-linear
contour is defined as the surface ŝ(x) = 0.

To reproduce this surface using our method, we construct the scalars and
labels at the cell corners as follows. If ŝi is positive at corner i, we let si = ŝi

and label mi as +. Otherwise, we let si = −ŝi and label mi as −. Note that this
coefficient set satisfies the relation

ŝi = t+i − t−i (2)

Hence the associated tri-linear functions t+(x) and t−(x) also satisfy

ŝ(x) = t+(x)− t−(x). (3)

Therefore, the zero contour of the function ŝ(x) coincides with the locations of
x where t+(x) equals t−(x), which is the contour defined by our classification
method.
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Figure 5(e) plots the bi-linear function ŝ(x) for the 2D cell configuration in
Figure 5(a), treating each labeled scalar as a signed scalar. Observe that the
zero contour of this bi-linear function is identical to the contour defined using
our method as where the two bi-linear functions are identical (Figure 5(d)).

Gradient. One useful property from standard implicit modeling is that the
gradient of the implicit function is normal to the contours of that function.
In the multi-material case, a similar property holds. Given a contour formed
by the iso-surface tk(x) = tj(x), the gradient of the function tk(x) − tj(x) is
simply the normal to this surface. The key observation here is that the pair of
material labels j and k change as the point x varies over the cell. For the three
material case, tk(x) and tj(x) denote the largest and second largest tri-linear
interpolant at x. This will produce the exact gradient field since we can view the
local neighborhood of a point on the two-material boundary as being defined by
the two dominant tri-linear functions. Note that points where more than two
materials meet are degenerate with unknown gradients. Figure 5(a) show the
gradient field for a two material cell while Figure 6(a) shows the gradient field
for a three material cell.

2.3 Evaluating Contours

We will discuss two ways to evaluate the multi-material contours, one utilizing
the graphics hardware for direct surface rendering, and the other resorting to
polygonization of the contours. Note that all examples in this paper are presented
using the first approach.

Direct rendering. A key motivation of our multi-material representation is to
utilize graphics hardware for efficient rendering of the contours. We use texture-
slicing volume rendering as our algorithm for visualizing multi-material volumes,
as done in standard implicit modeling on a signed grid [18,2]. Texture-slicing
volume rendering approximates the ray-integral in traditional ray-casting volume
rendering by rendering view perpendicular slices and compositing the slices using
hardware blending.

The scalars and material labels, along with auxiliary data such as a density
map, are stored as 3D textures. Coloring a single screen fragment involves a
number of texture fetches to determine the density, color, and shade of the frag-
ment in texture space, utilizing the underlying tri-linear interpolation capability
of GPU. For our classification algorithm, we need to fetch an additional 8 scalar
values and 8 integer labels as part of the fragment shader program. Texture
fetches are typically expensive operations in shader programming. We note that,
however, these 16 fetches can be reduced to 4 fetches by packing the values into
the RGBA channels for a single texel. As we shall see in the Results section, our
algorithm achieves interactive rendering rates, even for volumes with complex
material composition like those in Figure 1.

Both the scalars and material labels are 8-bit textures, which allows up to
256 number of materials. With only 8-bits of precision for the scalars, we need
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(a) (b) (c) (d)

Fig. 7. The perspective view of a multi-material volume of size 333 rendered using GPU
tri-linear contouring (a) and as polygonal contours generated by Dual Contouring (b),
showing the grid structure (c). (d) depicts the mesh generated from Dual Contouring
without the dots.

to ensure that the precision is not spent on non-essential portions of the repre-
sentation. We note that the scalars are used for arbitration only on the border
between different materials. This implies that the scalars only need to be accu-
rate for cells that intersect the inter-material boundary.

Lastly, we use a single 1D transfer function that maps the voxel density to an
opacity value. The color of each pixel is determined by the classification, where
each material label is associated with a single color. Note that our method is a
general classification scheme, and it can be extended to include multiple transfer
functions (one for each material label) as described by Hadwiger et al. [8].

Polygonization. Besides GPU-based rendering, an alternative way to evaluate
the contours is using polygonal methods such as Dual Contouring. Under Dual
Contouring, we create a vertex within each cell that exhibits a label change, and
then form a polygon for each grid edge that exhibits a material label change by
connecting the vertices created within the cells sharing that edge.

The vertex in a cell should be located closest to the intersection of all the
pairwise tri-linear surfaces within the cell. More formally, let M be the set of
materials in the cell and let x be a point inside the cell. Consider the function

E(x) =
∑

j �=k∈M

(tk(x) − tj(x))2 (4)

The minimum of this function describes a point that is close to the intersection
of all the surfaces that satisfy tk(x) = tj(x). This is a non-linear optimization
problem that can be costly to compute. We approximate the solution using
an QEF-based approach that was described by Schaefer et al [14]. Using this
method, we first locate the intersections, pi, of the surfaces along the cell edges.
These intersections and the gradient directions (as described in Section 2.2),
ni, at these points describe a set of planes per cell. We then find a point that
minimizes

E′(x) =
∑

i

(ni · (x − pi))2 (5)
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This minimization gives an approximation of Eq. 4 that is reasonable for our
purpose. Note that this is an outline for computing the contour point. Please
refer to the work of Schaefer et al. for more implementation details [14]. An
example of the Dual Contouring polygonization is shown in Figure 7.

3 Set Operations on Multi-material Contours

One of the primary attractions of implicit modeling is the ease with which it
can model Boolean operations from constructive solid geometry [13]. To enable
interactive construction of multi-material models in our representation, we next
develop analogs of the set operations Union and Intersection for multi-material
contours. These operations can be applied in several context with regards to
interactive segmentation. Due to space limitation, we direct the reader to [4] for
more detail.

In the signed (two-material) case, the typical convention is to represent a
solid as the set of solutions to the inequality f(x, y, z) < 0. Now, given two
solids f(x, y, z) < 0 and g(x, y, z) < 0, the union of these two solids is simply
the set min(f(x, y, z), g(x, y, z)) < 0 while the intersection of two solids is the
set max(f(x, y, z), g(x, y, z)) < 0.

If the functions f and g are represented by signed grids, a standard technique
for approximating their union or intersection is to take the min or max of their
associated sign grids. Our goal is to develop equivalent rules for the two-material
case that generalize to the multi-material case in a natural manner.

Our approach is as follows; consider two materials A and ¬A (not A). A
can be interpreted as being the inside of a solid (i.e; negative in the implicit
model) and ¬A can be interpreted as being the outside of a solid (i.e; positive
in the implicit model.). Given a multi-material map consisting of only these two
materials, we can attempt to construct rules for computing new non-negative
scalars and material labels on the grid that reproduce the operations Union and
Intersection.

In particular, given a grid point with two associated pairs (s1, k1) and (s2, k2)
(where both the si are non-negative), our goal is to compute a scalar/label pair
(s, k) for the union of the material S. This new pair can be compute using the
case look-up given in Table 1.

Note that the rule for computing k is straightforward. For Union, the new
material label is A if and only if at least one of the material labels is A. For
Intersection, the new material label is A if and only if both of the material labels
are A. The rule for computing the new scalar s is only slightly more involved.
The key is to convert back to the signed case and then return the result of taking
the minimum of the converted scalars. For example, if both material labels are
A, we take the negative of both scalars s1 and s2, computed their min and then
negate the result. These three operations are simply the equivalent of taking the
max of the original scalars. In particular, if both s1 and s2 are non-negative,

max(s1, s2) = −min(−s1,−s2) (6)
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Table 1. Rules for performing Intersection and Union operations. We consider the pairs
(s1, k1) and (s2, k2) as the input. The output of Union and Intersection is denoted as
pair (s, k).

Union
k1 k2 k s

A A A max(s1, s2)
A ¬A A s1

¬A A A s2

¬A ¬A ¬A min(s1, s2)

Intersection
k1 k2 k s

A A A min(s1, s2)
A ¬A ¬A s2

¬A A ¬A s1

¬A ¬A ¬A max(s1, s2)

Similar argument can be used to derive the given formulas for the remaining
cases.

Another interpretation of these operations on the scalars s1 and s2 is to view
these numbers as estimate of the distance from the grid point to the boundary
of the region A. In the case of Union, the rule is that if both grid points lie in
A, a good estimate of the distance from the grid point to the boundary of the
union is the maximum of these two distances. Similar arguments again apply in
the other cases.

3.1 Operations for Three or More Materials

Given the method for union and intersection defined above, the generalization of
these operations to the three or more material case is relatively easy. We suggest
two operations analogous to Union and Intersection for the multi-material case.
The first operation Overwrite takes a multi-material map and a two-material
map (with material A and ¬A) and performs the multi-material analog of Union.
In particular, it treats the material in the first multi-material map as being either
A or ¬A and applies the two material rules for Union described above. The result
of an Overwrite operation is that the material A in the second map overwritten
onto any existing materials in the first map. The resulting map contains the
union of the materials A in both maps.

The second operation Restrict again takes as input a multi-material map
and a two-material map (with materials A and ¬A). In this case, the Restrict
operation modifies the second map to return the intersection of the first map
(viewed as materials A and ¬A) and the second map. Essentially, the second
map is restricted to only those regions where the material A exists in the
first map.

4 Implementation

We first consider visualizing a given multi-material volume where grid points are
attached with only integer labels. Direct visualization of the voxelized material
boundaries gives a blocky look (see Figure 8(a)). To create piece-wise smooth tri-
linear contours, our method needs additional scalars besides the material labels.
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(a) (b) (c) (d) (e)

Fig. 8. Implementation details. Viewing a multi-material volume with only integer
labels: direct rendering of the voxelized boundaries (a), tri-linear contouring using
uniform assignment of scalars (b) and using Guassian-filtered scalars (c). Viewing
nested iso-surfaces in a density volume using transfer function (d) as a multi-material
volume (e).

A simple approach is to assign si = 1 uniformly for every grid point. Although
locally smooth, such contours “wobble” a lot and do not represent a globally
smooth surface (see Figure 8(b)).

To alleviate local surface undulations, we use an improved scalar assignment
based on blurring. Recall in our classification method that tki is a scalar at grid
point i for material label k, determined by the scalar si and material label mi

at that point. First, we assign si = 1 for every grid point, and hence tki would
be binary (0 or 1). Next, for each label k, we compute a blurred value, t̄ki , by
applying a truncated 3× 3× 3 gaussian filter to tkg at neighboring grid points g
as mentioned in [7]. Finally, we assign si to be

snew
i = t̄ki − t̄

j
i (7)

where t̄ki and t̄ji are the largest and second largest values among the blurred
scalars for all material labels. Accordingly, the material label is set to be mi = k.

This heuristic is guided by the same intuition given in the gradient discussion
of Section 2.2. In the two-material case, the contour resulted from the blurred
assignment reproduces the standard tri-linear contour after blurring a signed
scalar grid. In the case of three or more materials, the contour is formed by the
top two dominant tri-linear interpolants (t̄k(x) and t̄j(x)), and the assignment
in Eq. 7 results in an approximation of that contour in the cell. Figure 8(c)
shows the result of our heuristic. Note that the resulting contours improve over
those of uniform assignment. More in-depth implementation details, including
segmentation generation, can be found in [4].

5 Results

Our method has been implemented and tested on an Intel Xeon 5150 machine
with 2 dual-core CPUs running at 2.66GHz. We use an nVidia GTX280 graphics
card with 1GB of video RAM. The shaders were written in GLSL. We use
OpenMP to enable multi-core processing for easily parallelizable portions of
the code.
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Table 2. The rendering speed for a selection of datasets. All results were measured in
frames per second (fps).

model size binary tri-linear
(fps) (fps)

Hsp26 128× 128× 128 69 23
GroEL 240× 240× 240 44 18
head 128× 256× 256 46 13

engine 256× 256× 256 40 17
sea turtle 256× 256× 397 29 11

We gather rendering times for a selection of our test cases. The models are
displayed in Figure 1. The running time is largely dependent on the maximum
dimension of the volume as we use that to determine the number of quads
to use as proxies for rendering. The rendering screen is 512 × 512 pixels. In
addition, shading only occurs for visible fragments, and intensive computation
only occurs for inhomogeneous cells. The variability of computing load in the
fragment shader accounts for the differences in rendering times for volumes such
as the “head” and “engine” datasets.

It is also worthy to note that the rendering speed is also dependent on the
pixel estate required to display each volume. In other words, the smaller the
volume appears on the screen, regardless of input size, the faster the rendering
will be, which is an expected result. Our results are taken from the slowest

(a) (b) (c)

(d) (e) (f)

Fig. 9. A close up example of rendering using binary classification (b,e) and our piece-
wise tri-linear representation (c,f). The top example is the CT scan of Tarich Torosa
(salamander) provided by the Digitial Morphology Library. The bottom example is the
GroEL structure, which was obtained from Electron Microscopy Data Bank (EMDB)
under entry number 5002.
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rendering time for each of the test sets. Our method maintains a reasonable
frame-rate when rendering the tri-linear contours. Lastly, Figures 9 illustrates
the rendering improvement of the tri-linear contours versus binary classification.

6 Conclusions and Future Work

We present a contouring technique for multi-material volumes, aimed at pro-
viding both a smoother inter-material boundary than in typical voxelized ap-
proaches and efficient GPU-based rendering. The technique is a generalization
of the standard tri-linear contouring in a signed volume, and only requires a small
overhead to offer sub-voxel representations of multiple materials. Our technique
can be used to improve the visualization of an existing multi-labeled volume and
in interactive painting of a density volume [4].

For our future work, we will experiment with using higher level interpolants
such as B-splines for classification. This will give us greater flexibility and accu-
racy in defining the boundary between materials.
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Abstract. We study algebraic complexity of the sign condition problem
for any given family of polynomials. Essentially, the problem consists in
determining the sign condition satisfied by a fixed family of polynomials
at a query point, performing as little arithmetic operations as possible.
After defining precisely the sign condition and the point location prob-
lems, we introduce a method called the dialytic method to solve the first
problem efficiently. This method involves a linearization of the original
polynomials and provides the best known algorithm to solve the sign
condition problem. Moreover, we prove a lower bound showing that the
dialytic method is almost optimal. Finally, we extend our method to the
point location problem.

The dialytic method solves (non-uniformly) the sign condition prob-
lem for a family of s polynomials in R[X1, ..., Xn] given by an arithmetic
circuit ΓF of non-scalar complexity L performingO((L+n)5 log(s)) arith-
metic operations.

If the polynomials are given in dense representation and d is a bound
for their degrees, the complexity of our method is O(d5nlog(s)). Compa-
rable bounds are obtained for the point location problem.

1 Introduction

Given a partition S of Rn into disjoint regions, the point-location problem for
the partition S asks to determine the region containing a query point. Point
location is a basic problem in computational geometry and has inspired several
data structures (see [Sno04]). It has applications in different domains, including
geographic information systems (GIS) and robot motion planning. We give now
a precise definition of this problem.

Definition 1. An algorithm taking as input a point in Rn and with a finite
set of possible outputs {O1, ..., Ok} solves the point location problem for a given
partition S of Rn if it satisfies the following condition:

for any pair of points x, y ∈ Rn, the algorithm returns the same output on
both inputs x and y, if and only if x and y belong to the same element of the
partition S of Rn.

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 57–76, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The output of a point location algorithm can be seen as a label identifying the
region containing the query point. The regions in the given partition may have
very complex descriptions. Using labels instead of these descriptions, we obtain
algorithms whose query time is independent of their size. Using the terminology
from database theory, we are measuring the point location search time and not
its report time.

Definition 2. Let P ⊂ R[X1, ..., Xn] be a finite family of polynomials. The
realizations of the P-sign condition form a partition of Rn denoted by S(P).
The elements of S(P) are not necessarily connected subsets of Rn. We define
the arrangement induced by P as the partition of Rn consisting of the connected
components of the realization of the sign conditions of the family P and denote it
by A(P). The elements of A(P), are called the faces of the arrangement induced
by P.

We first study the point location problem for the partition S(P), called the sign
condition problem for the family P . The point location problem for the partition
A(P) is called the point location problem for the family P and will be studied
afterwards.

In Section 2, we introduce the computational models used in this article
and the different representations of polynomials that we consider: circuit, dense
arithmetic and dense bit representations. In Section 3 we introduce the dialytic
method ; it solves the sign condition problem for a given family of polynomials in
any of the mentioned representations (see Theorem 2 and Corollaries 1 and 2).
In Section 4 we present sharp lower bounds for this problem. Finally, in Section
5, we extend our method to the point location problem.

1.1 Basic Observations

The simplest instance of point location is list searching. Given different points
x1, x2, ..., xs ∈ R, consider indices 1 ≤ i1, ..., is ≤ s such that xi1 < ... < xis .
Then, a partition of R into disjoint regions is determined by these points and the
intervals (−∞, xi1), (xi1 , xi2 ), ..., (xis−1 , xis), (xis ,+∞). The list searching prob-
lem already illustrates several aspects of the general point location problem. On
the one hand, without any preprocessing, the point location query for this par-
tition of R can be answered in time O(s) performing a linear search. On the
other hand, if we order the points in a preprocessing stage (using O(s log(s))
operations), the query can be answered performing a binary search involving
only O(log(s)) operations. In what follows, we generalize this second method to
higher dimensions and higher degrees.

The space Rn can be divided in 2n regions by n hyperplanes. If we consider
s > n hyperplanes in Rn, we will no longer obtain 2s regions determined. Some
implications appear; its associated system of equations is overdetermined. It
is easy to see this in the plane: two lines divide the plane in four different
regions, but no three lines divide the plane in eight regions. Not all syntactically
possible sign conditions are simultaneously geometrically realizable by any family
of hyperplanes.
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An analogous phenomenon can be observed for algebraic hypersurfaces of
higher degree. In 1968, Warren [War68] proved that the number of connected
components of the realizations of strict sign conditions of a family of s polynomi-
als in n variables of degree at most d, is bounded by (4esd/n)n, where e is the base
of the natural logarithm (see also [Mil64, Gri88, HRS90b, JS00, LB01, BPR10]).

For a fixed n, the number of syntactically definable sign conditions, 3s, grows
exponentially with s, while the number of simultaneously geometrically realizable
sign conditions grows only polynomially in s and d. Moreover, the number of
faces of the induced arrangement is also polynomial in s and d, for any fixed n.
The best bound known today [BPR10] for the number of faces of A(P) is

(2d)n

n!
sn +O(sn−1).

Observing this bound, it is natural to try to design an algorithm that solves the
point location problem performing a number of arithmetic operations that grows
logarithmically in s, the number of polynomials in the family P .

1.2 Related Work

Linear Case. Let P ⊂ R[X1, ..., Xn] be a family of s linear polynomials. We
remark that, since the non-empty realizations of P-sign conditions are convex
sets, the sign condition and point location problems for the family P coincide.

Dobkin and Lipton [DL76] were the first to present an algorithm solving
the point location problem, in this context, whose query time is logarithmic
in the numbers s of polynomials; the size of the associated data structure is
O(s2

n−2). Clarkson [Cla87] improved the space complexity to O(sn+ε); in both
cases the query time is exponential in n. Meyer auf der Heide [MadH84] solved
a particular instance of this problem (he considered hyperplanes with integer
coefficients only), that allowed him to derive the existence of a non-uniform
polynomial-time solution to the Knapsack Problem (see also [MadH88]). Finally,
in 1993, Meiser [Mei93] gave a solution with running time O(n5 log(s)) and space
bound O(sn+ε), for arbitrary ε > 0. The preprocessing is done in expected time
O(sn+1+ε), for arbitrary ε > 0. This last algorithm allowed Meiser to derive
a strongly polynomial non-uniform algorithm for the NP-complete Knapsack
problem (see also Chapter 3 in [BCS97]). After the next paragraph, we give a
brief description of Meiser’s algorithm.

Polynomial case. Chazelle and Sharir [CS90] (see also [CEGS91]) proposed an
algorithm, based on Collins’ Cylindrical Algebraic Decomposition [Col75], for
the general algebraic point location problem in the traditional unit-cost RAM
model. The complexity of their method is logarithmic in the number of polyno-
mials, but in the complexity analysis they ignore the dependency of their method
on the degree of the polynomials and on the dimension of the ambient space.
This is a usual practice in computational geometry, where the degree of the poly-
nomials and the dimension of the ambient space are assumed to be bounded by
a constant.
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Grigoriev [Gri00] bounded the branching (or topological) complexity of the
sign condition problem from above by the logarithm of the number of faces of the
arrangementA(P). Nevertheless, the algebraic complexity of Grigoriev’s method
depends linearly on s. See also [Koi00] for further details and for its relation with
the P = NP question over the reals.

Before presenting our work, we briefly summarize Meiser’s algorithm for the
linear case.

Meiser’s algorithm. For future reference, we state Meiser’s result [Mei93] pre-
cisely in our model (see Section 2 for some details on the model).

Theorem 1. Given a family, P ⊂ R[X1, ..., Xn], containing s linear polynomi-
als, there exists an algebraic computation tree ΓP that solves the sign condition
problem for the family P in time O(n5 log(s)).

The size of the tree ΓP is bounded by O(sn+ε) and it can be constructed in
expected time O(sn+1+ε), for arbitrary ε > 0. ��

Meiser’s original algorithm uses the trie data structure. The conversion of this
algorithm to the context of algebraic computation trees is straight-forward. We
observe that the upper bound stated by Meiser for his algorithm is not optimal.
He claims an O(n5 log(s)) bound, but more precisely it is n4 log(n)O(1) log(s).
Meiser’s method behaves well also in the bit model; see his article for further
details.

Roughly, in a first step the algorithm evaluates at the query point all the
polynomials in a subset R of P and determines the degenerated simplex (see
[Mei93]) in a triangulation �A(R) of A(R) containing the query point. The set
R and the triangulation �A(R) are precomputed and have the following key
properties:

– The cardinality of R is bounded by a polynomial in n,
– the degenerated simplex in the triangulation �A(R) containing the query

point can be determined in polynomial time in n, and
– only a constant fraction ε, 0 < ε < 1 of the polynomials in P change their

sign in each degenerated simplex in �A(R).

In this way, after a logarithmic number of steps (log(s)), the problem is reduced
to a number of equations whose number depends on n but not on s. Then, the
sign condition is determined by direct evaluation.

We remark that Meiser’s algorithm is completely linear, i.e., it does not per-
form any non-scalar multiplication.

2 Computational Models and Representations of
Polynomials

Our algorithms are represented by algebraic computation trees over the real
numbers (see [BCS97]; cf. [Str81], [BO83] and [Lic90]). We measure the number
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of arithmetic operations performed by an algorithm and call it its algebraic
complexity.

In some cases, we are also interested in the bit or binary complexity of our
algorithms. To measure this within our computational model, we restrict the
arithmetic operations performed by our algorithms to integer numbers. Rational
and algebraic numbers are represented by tuples of integers and we measure,
besides the number of arithmetic operations, the bitsize of the integers involved
in these operations. For the sake of definiteness, we assume that real algebraic
points in Rn are represented using a Triangular Thom encoding (see [BPR06]).

In this sense, algorithms (like that of Khachiyan [Kha79] for linear program-
ming) that belong to the bit model but are not based on arithmetic operations,
are out of the scope of our model.

Roughly, given a finite family of polynomials we construct, in a preprocessing
stage, a data structure. Then, using this data structure, we answer some queries
about the original family efficiently. Within the model of algebraic computation
trees, the data structure is the tree itself.

The performance of a data structure is measured by the time spent in an-
swering a query (called the query time), the time needed to construct the data
structure (called the preprocessing time) and the size of the data structure. Since
the data structure is constructed only once, its query time and size are more im-
portant than its preprocessing time. If a data structure supports insertion and
deletion operations, the update time is also relevant, but we shall not consider
this situation.

The complexity of some queries depend on the output size—consider, for
instance, the sign condition query. We divide the query time in two parts: the
search time and the reporting time. In some applications, it is important to
distinguish different answers but not to write them down explicitly; in these
cases, the search time plays a fundamental role.

2.1 Computational Models

We introduce the computational models considered in this article along with
their associated complexity measures.

We start defining the algebraic decision tree model, that is a simple model
used to prove lower complexity bounds (see Exercises 3.15 and 11.4 in [BCS97]).
We then introduce the algebraic computation tree model.

A tree is a finite set T of nodes such that

– there is one specially designated node called the root of the tree;
– the remaining nodes are partitioned into m ≥ 0 disjoint nonempty sets
T1, ..., Tm, and each of these sets is in a tree. These trees are call the subtrees
of the root.

The number m of subtrees of a node v ∈ T is called the outdegree of the node.
The root of a tree is called the parent of the roots of its subtrees. The predecessor
relation is defined as the transitive closure of the parent relation. Hence, a node
v1 ∈ T is called a predecessor of a node v2 ∈ T if v1 is the root of a subtree of T
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containing v2. A ternary tree is a tree in which each internal node has outdegree
one, two or three.

Algebraic Decision Trees over the Reals. Let n be a positive integer. An
algebraic decision tree over the reals is a ternary tree together with a function
that assigns to each of its inner nodes v a polynomial Fv in R[X1, ..., Xn], and to
each of its leaves a label (for instance, these labels could be “accept” or “reject”).

The semantics of algebraic decision trees is defined as follows. To any input
x ∈ Rn, we assign a unique path in the tree from the root to a leaf by continuing
with the left son of a node v if Fv(x) < 0, with the middle son if Fv(x) = 0, and
with the right son if Fv(x) > 0. The output of the algebraic decision tree is the
label of the leaf where the path ends.

The number of steps of an algebraic decision tree is defined as the depth of
the underlying tree.

Algebraic decision trees are used to give lower bounds for the branching (also
called topological) complexity of semi-algebraic problems.

Algebraic Computation Trees over the Reals. We now briefly describe
the notion of algebraic computation trees used in this article. Our definitions are
based on the formulation of [BCS97] (see also [Str81], [BO83] and [Lic90]).

Analogous to Strassen [Str81], we define computation trees as consisting of a
subjacent tree, an instruction function and an inference partition of the leaves.

Syntax of computation trees.

Definition 3. Let T be a finite tree with four types of nodes: assignment nodes
(outdegree 1), arithmetic nodes (outdegree 1), test nodes (outdegree 3) and leaf
nodes (outdegree 0). An algebraic computation tree with variables X1, ..., Xn is
a such a tree T together with a function (the instruction function) that associates

- to each assignment node v, a real constant or a variable;
- to each arithmetic node v, an arithmetic operation ◦v ∈ {+,−,×, /} and two

predecessor nodes, p1(v) and p2(v), of v in T ;
- to each test node v, two predecessor nodes, p1(v) and p2(v), of v in T ;
- to each leaf node l, a label.

Semantics of computation trees. Let T be an algebraic computation tree with
variables X1, ..., Xn. We associate to each internal node v ∈ T , a rational func-
tion compv ∈ R[X1, ..., Xn], as follows:

- for an assignment node v, with an associated real constant c, we define
compv := c;

- for an assignment node v, with an associated variableXi, we define compv :=
Xi;

- for an arithmetic node v, we define compv := compp1(v) ◦v compp2(v);
- for a test node v, we define compv := compp1(v) − compp2(v).
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If v is an internal node of T , we say that it computes the rational function compv.
For any x = (x1, ..., xn) ∈ Rn we associate to v the real value compv(x, u) if
compv is defined on x. Otherwise, we say that compv is undefined on x.

Let v be an arithmetic node that computes the product of two preceding
nodes. If one of these two preceding nodes computes a constant from R, we say
that v performs a scalar multiplication Otherwise, we say that it performs a
non-scalar multiplication.

Definition 4 (Computation path, output). The computation path followed
in an algebraic tree T on input x = (x1, ..., xn) ∈ Rn, is the unique path in T
that satisfies the following properties:

- the path starts at the root of T ;
- the successor of an assignment node v in this path is its unique immediate

successor in the tree T ;
- an arithmetic node v has a successor in this path only if compv(x) is defined:

in this case the successor of v in the path is its unique successor in T ;
otherwise, the computation path ends in v;

- the successor of a test node v in this path corresponds to the first, second or
third immediate successor of the node v in T , according to whether compv(x)
is less, equal or greater than zero, respectively—i.e., according to whether
compp1(v)(x) is lower, equal or greater than compp2(v)(x);

- leaf nodes have no successor in a computation path.

We denote by T (x) the last node reached by this computation path. If T (x) is a
leaf, say l, of T , then its label is the result of the execution of T on input x and
we say that the algebraic tree T is executable on x.

Pragmatics of computation trees. Algebraic computation trees provide an excel-
lent model to prove lower bounds for the algebraic complexity of some problems.
Lower bounds are usually proved for the branching complexity or the non-scalar
complexity of any algebraic computation tree solving a fixed problem.

Let T be an algebraic computation tree. Its total complexity is defined as the
length of the longest path in the tree. Its branching complexity is defined as
the maximum number of branching (test) nodes in a single path of the tree. Its
non-scalar complexity is defined as the maximum number of non-scalar multi-
plication nodes in a single path of the tree. Finally, its multiplicative-branching
complexity is defined as the maximum number of non-scalar multiplication nodes
and branching nodes in a single path of the tree.

In order to prove lower bounds, the main drawback of this model is that it does
not include a notion of uniformity. On the other hand, this allows to describe non-
uniform algorithms in this model. For instance, Meyer auf der Heide [MadH84]
described a non-uniform polynomial time solution to the NP-complete Knapsack
problem using a similar (linear) model.

Arithmetic Circuits over the Reals. An arithmetic circuit (see [vzG86,
BCS97]), C, is a finite directed acyclic multigraph (a multigraph is a graph in
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which more than one edge is allowed between a pair of vertices) where each node
has in-degree zero (input nodes or constant nodes) or in-degree two (gate nodes).
Some nodes of the graph are marked as output nodes.

Every gate node is labeled with an arithmetic operation (×,+,−, /). We con-
sider only division free arithmetic circuits, i.e., arithmetic circuits where no gate
node is labeled with /. Each input nodes has an associated variable name and
each constant node an associated constant from R.

We define the size of C as the number of nodes in the circuit (see also [Weg87]).
We will use this number as our measure of sequential complexity, whereas the
parallel complexity is determined by the depth of the circuit (i.e., the length
of the longest path in the subjacent graph, from an input node to an output
node). The non-scalar complexity of C is defined as the number of non-scalar
multiplication nodes in the circuit.

We will not define the semantics of arithmetic circuits. We simply remark that
they furnish a versatile data structure to represent polynomials.

2.2 Representation of the Polynomials

Now, we describe the data types used in this article to represent polynomials.
Let us first introduce some notation.

Definition 5. A sign condition is an element of {0, 1,−1}. For x ∈ R we define

sgn(x) :=

⎧⎨⎩
−1 if x < 0;
0 if x = 0;
1 if x > 0.

Let P ⊂ R[X1, ..., Xn]. A P-sign condition, σ, is an element of {−1, 0, 1}P. We
say that P realizes the sign condition σ at x ∈ Rn, or that x satisfies the sign
condition σ if, for every P ∈ P, sgn(P (x)) = σ(P ). We denote the sign condition
realized by P at x by sgn(P , x).

Let us denote by H(m) the height (or absolute value) of an integer m ∈ Z and
by h(m) its logarithmic height (or bitsize) defined as h(m) := �log(H(m) + 1)�.

For a polynomial P ∈ Z[X1, ..., Xn], we denote by H(P ) its height defined as
the maximal height of all its coefficients and, analogously, by h(P ) its logarithmic
height defined as the maximal logarithmic height of all its coefficients.

Let be given a polynomial F ∈ R[X1, ..., Xn]. We shall consider the following
different representations of it. Besides the number n of variables, each of these
representations has associated some natural parameters measuring the complex-
ity of the representation.

1. Arithmetic-circuit representation. The polynomial F is represented by
a division-free arithmetic circuit Γ over R that computes it. Let us denote
by L the non-scalar complexity of Γ and observe that the degree of F is
bounded by 2L. The parameters associated with this representation are n
and L.
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2. Dense arithmetic representation. Suppose that the polynomial F has
degree d. The dense arithmetic representation of F consists on the tuple in
R(d+n

n ) of its coefficients in the monomial basis. The parameters associated
with this representation are n and d.

3. Dense bit representation. We assume that the polynomial F has integer
coefficients. If F has logarithmic height τ and degree d, its dense bit rep-
resentation is the tuple in Z(d+n

n ) of its coefficients in the monomial basis,
where each integer is represented by its bit encoding (of size at most τ). The
parameters associated with this representation are n, d and τ .

Given a family F := {F1, ..., Fs} of polynomials in R[X1, ..., Xn], the dense
(arithmetic or bit) representation of F is simply the collection of the dense
(arithmetic or bit) representations of each polynomial in the family F .

On the other hand, the arithmetic-circuit representation the family F is
division-free arithmetic circuit Γ over R that computes all the polynomials in
F . Let us denote by L the non-scalar size of Γ and observe that the degrees of
the polynomials in F are bounded by 2L. The parameters associated with this
representation are s, n and L.

We observe that the dense representation can be seen as a special case of the
arithmetic-circuit representation with L equal to

(
d+n

n

)
− n− 1, the number of

monomials of degree between two and d in n variables.
The size of a Triangular Thom encoding (T1, σ1, ..., Tn, σn) (where, for 1 ≤

i ≤ n, Ti is a polynomial and σi a sign condition on the derivatives of Ti, see
[BPR06]) of a real algebraic point x ∈ Rn is defined as the pair (d, τ), where d is
the maximum of the degrees of the polynomials T1, ..., Tn and τ us the maximum
of their logarithmic heights.

3 The Dialytic Method to Solve the Sign Condition
Problem

In this section we introduce the dialytic method1 and show how it enables us to
reduce the sign condition problem to the linear case. We assume the arithmetic-
circuit representation of polynomials. We recall that the dense arithmetic repre-
sentation can be seen as a particular case of this representation.

Let us consider a family F := {F1, ..., Fs} of polynomials in R[X1, ..., Xn] and
suppose that ΓF is a division-free arithmetic circuit of non-scalar complexity L
that computes the family F .

Suppose given a family of polynomials G = {G1, ..., Gk} ⊂ R[X1, ..., Xn] that
generate an R-subspace VG of R[X1, ..., Xn] that contains F . Let us also suppose
that the family G can be evaluated by a division-free arithmetic circuit of non-
scalar complexity LG . We consider the following three different examples of the
family G, called the family of generators :
1 The word dialytic comes from the Greek word διάλυσις, meaning separation

[LSJM40]. This term was used by Sylvester [Syl42] when he introduced the resultant
of a monic polynomial treating each monomial as a different variable.
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– As the family of generators we can take the family GP composed of the
polynomials computed by the non-scalar multiplication nodes in ΓF together
with a basis for the linear polynomials in R[X1, ..., Xn]. In this case, we have
k = L + n + 1 and LGP = L. It is clear that any polynomial in F can be
written as a linear combination of the polynomials in GP .

– Alternatively, as the family of generators we can take a maximal, R-linearly
independent subset GF of {F1, ..., Fs}. In this case, we have k equal to the
dimension of the R-subspace generated F (bounded by L + n + 1, as the
previous example shows) and LGF ≤ L.

– Finally, if the polynomials F1, ..., Fs have degree bounded by d we can also
take, as the family of generators, the monomial basis GB of R[X1, ..., Xn]
obtaining k =

(
n+d

n

)
and LGB =

(
n+d

n

)
− (n+ 1).

We assume fixed any such family of generators G = {G1, ..., Gk}. Then, for
1 ≤ i ≤ s and 1 ≤ j ≤ k, there exist constants α(i)

j ∈ R such that

Fi = Σk
j=1α

(i)
j Gj .

Let Z1, ..., Zk be new indeterminates and consider, for 1 ≤ i ≤ s, the polynomials
Fi := Σk

j=1α
(i)
j Zj ∈ R[Z1, ..., Zk]. Let us denote by G : Rn → Rk the function

defined by G(x) := (G1(x), ..., Gk(x)).

Remark 1. For any x ∈ Rn and for 1 ≤ i ≤ s, the value of Fi(x) is the same as
the value of Fi(G(x)).

In particular, this implies that a solution for the sign condition problem for the
family of linear polynomials {F1, ..., F1} induces a solution for the sign condition
problem for the original family {F1, ..., Fs}.

Theorem 2. Let F := {F1, ..., Fs} ⊂ R[X1, ..., Xn] be a family of polynomi-
als and suppose given an arithmetic circuit ΓF of non-scalar complexity L that
computes the family F .

Then, there exists an algebraic computation tree Γ that solves the sign condition
problem for the family F performing O((L + n)5 log(s)) arithmetic operations.

The size of Γ is bounded by sO(n+L) and it can be constructed in expected
time sO(n+L).

To prove this theorem, we need the following lemma that relates the total com-
plexity of evaluating some polynomials in a given family to the non-scalar com-
plexity of the family.

Lemma 1. Let F := {F1, ..., Fs} ⊂ R[X1, ..., Xn] be a family of polynomials
represented by a division-free arithmetic circuit Γ of non-scalar complexity L.
Let k be a positive integer, 1 ≤ k ≤ s, and let 1 ≤ i1 ≤ ... ≤ ik ≤ s be integers.
Then, Fi1 , ..., Fik

can be computed with total complexity O((L + k)(L+ n)).

Proof. Let us denote by n1, ..., nL the non-scalar multiplication nodes in Γ and
by P1, ..., PL the polynomials in R[X1, ..., Xn] computed by these nodes. We
assume, without loss of generality, that deg(P1) ≤ deg(P2) ≤ ... ≤ deg(PL).
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It is easy to see that, for 1 ≤ i ≤ L, the node ni computes the product of two
polynomials of the form

Σi−1
j=1γjPj +Σn

j=1βjXj + β0,

where the greek letters represent real numbers. Rewriting the circuit if necessary,
each of these linear combinations can be computed from the preceding non-scalar
multiplication nodes and input variables without non-scalar multiplications and
a total complexity of O(n + i). Thus, there exists a division-free arithmetic
circuit, namely ΓP , that computes the family {P1, ..., PL} with total complexity
O(L2 + nL).

We remark that, for any 1 ≤ i ≤ s,

Fi = ΣL
j=1γjPj +Σn

j=1βjXj + β0,

where the greek letters represent real numbers. Hence, each Fi can be computed
from {P1, ..., PL} performing O(L+n) arithmetic operations. Thus, the polyno-
mials Fi1 , ..., Fik

can be computed with a total complexity O(L2+nL)+O(k(L+
n)). This completes the proof.

Proof (Proof of Theorem 2). Let G = {G1, ..., Gk} be one of the families of
generators GP or GF defined above, and denote by G : Rn → Rk the associated
function.

Using Meiser’s result (see Theorem 1) we construct an algebraic computation
tree ΓF that solves the point location problem for the family F := {F1, ..., Fs}
of linear polynomials in R[Z1, ..., Zk], with query time O(k5 log(s)).

Then, given a query point x ∈ Rn the sign condition satisfied by the family
{F1, ..., Fs} at x can be determined using Meiser’s algorithm for the family F at
the point G(x).

The correctness of this method follows from Remark 1. The number of arith-
metic operations needed to compute G(x) is bounded by O((L+n)2) by Lemma
1 since k is bounded by L+n+ 1 by construction. Thus, the total complexity is
bounded by O((L + n)5 log(s) + (L+ n)2) = O((L + n)5 log(s)).

If we use the monomials basis GB as the family of generators, we obtain the
following result.

Corollary 1. Let F := {F1, ..., Fs} ⊂ R[X1, ..., Xn] be a family of polynomials
of degree bounded by d.

Then, there exists an algebraic computation tree Γ that solves the sign con-
dition problem for the family F performing O(

(
d+n

n

)5
log(s)) = O(d5n log(s))

arithmetic operations
The size of Γ is bounded by sO(dn) and it can be constructed in expected time

sO(dn).

Proof. Ordering the monomials in R[X1, ..., Xn] of degree at most d by ascending
degree, each monomial in GB can be computed as a product of two preceding
monomials. Hence, the family GB can be computed by a division-free arithmetic
circuit of non-scalar complexity

(
n+d

n

)
−n− 1. Thus, the result follows from last

theorem.
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If we restrict our algorithms to perform arithmetic operations on integers, using
Algorithm 11.8 (Sign Determination Algorithm) from [BPR06], we obtain the
following result.

Corollary 2. Let F := {F1, ..., Fs} ⊂ Q[X1, ..., Xn] be a family of polynomials
of total degree bounded by d and logarithmic height bounded by τ .

Then, there exists an algebraic computation tree Γ that allows to determine,
for any algebraic point x ∈ Rn given by a triangular Thom encoding of size
(d′, τ ′), the sign conditions satisfied by the polynomials in F at x performing
log(s)d

O(n)
arithmetic operations between integers of logarithmic height bounded

by τd
O(n)

, where τ = max{τ, τ ′} and d = max{d, d′}. The size of the algebraic
computation tree Γ is O(τs(d+1)n

) and it can be constructed in expected time
O(τs(d+1)n+1). ��

Evaluation of First-Order Quantifier-Free Formulas. Let us consider L, the first-
order language defined as the usual first-order language of the reals but allowing
only unary predicates t > 0 and t = 0 for any term t in the language, instead
of the usual binary predicates s = t and s > t for arbitrary terms s and t. Of
course, this does not change the expressive power of the language.

Let ϕ be a quantifier-free formula in this language with n free variables. The
truth value of ϕ evaluated at x ∈ Rn depends only on the signs taken at x by
the polynomials involved in ϕ. Hence, as a consequence of the Corollary 1 we
obtain the following result.

Proposition 1. Let ϕ be a quantifier-free formula with n free variables in the
language L containing s polynomials of degree bounded by d.

Then, there exists an algebraic computation tree Γ that solves the membership
problem for the set {x ∈ Rn | R |= ϕ(x)} performing O(d5n log(s)) arithmetic
operations.

The size of Γ is bounded by sO(dn) and it can be constructed in expected time
sO(dn). �

We remark that the dialytic method performs non-scalar multiplications only to
evaluate the function G (defined before Remark 1) at the input point. The rest
of the algorithm is free from non-scalar multiplications, i.e., it performs only
linear operations on these results and branches according to their signs.

We can ask now: are these complexity bounds reasonable for the simple sign
condition problem? In the next section we shall prove some lower bounds related
to this problem.

4 Lower Bounds for the Sign Condition Problem

We shall analyze the cost of solving the sign condition problem for different
examples of families of polynomials. Each example leads to a different lower
complexity bound for the depth of any algebraic computation tree solving this
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problem. In this way, we obtain lower bounds for the worst case complexity of
the sign condition problem in terms of natural parameters of the given family.

In Example 1 we construct, for any positive integers s and n, a family of
s linear forms in R[X1, ..., Xn] that leads to the lower bound Ω(n · log(s)) for
the branching complexity of any algebraic computation tree solving the sign
condition problem for this family.

In Example 2 we construct, for any positive integers s, L and n with s ≥ n2, a
family of non-scalar complexity L, containing s+1 polynomials in R[X1, ..., Xn],
that leads to the lower bound l(L, n, s) := max{L, n log3(s)

2 } for the multiplicative
branching complexity of any algebraic computation tree solving the sign condi-
tion problem for this family. If we denote by u(L, n, s) := O((L+n)5 log(s)) the
upper bound given by the dialytic method, we obtain that

u(L, n, s) = O(l(L, n, s)6) = l(L, n, s)O(1).

Hence, this example shows that the dialytic method is almost optimal.
The main drawback of Example 2 is that the degrees of the polynomials

involved in it are exponential on L. Example 3 is a modification of it. We obtain,
under a suitable hypothesis, the same results as in the referred example with the
additional property that the polynomials in the constructed family have degree
bounded by O(L2).

In Example 4, we consider a very restricted model: algebraic decision trees that
can only test the sign of the polynomials in the family F at the input point. Our
algorithms do not fit in this model since they evaluate also polynomials that do
not belong to the original family. For this model, we show an Ω(s) lower bound.

4.1 The Algebraic Model

Now, we concentrate on the multiplicative branching complexity of any algebraic
computation tree solving the sign condition problem for a given family of poly-
nomials, i.e., we take into account non-scalar multiplications and comparisons.

First we give a lower bound for the linear case, showing that Meiser’s original
algorithm is almost optimal.

Example 1. This example is a simplified linear version of the example used in
[JS00] to prove a lower bound on the number of sign conditions satisfied by a
family of polynomials.

For any positive integers s and n with s > n, consider s linear forms l1, ..., ls ∈
R[X1, ..., Xn] satisfying:

– for every subset {li1 , ..., lin} of {l1, ..., ls} consisting of n different linear forms,
the linear equation system li1(X) = 0, ..., lin(X) = 0 has exactly one solution
in Rn, and

– for every subset {li1 , ..., lin+1} of {l1, ..., ls} consisting of n+ 1 different lin-
ear forms, the linear equation system li1(X) = 0, ..., lin+1(X) = 0 has no
solutions in Rn.
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We remark that these conditions define a non-empty open set (complementary
to determinantal varieties, see [JS00]) in the space Rs×(n+1) of coefficient of the
linear forms. Hence, it is legitimate to assume the existence of a family {l1, ..., ls}
with the stated properties. The linear forms l1, ..., ls are said to be in general
position. Let us denote by Cs the number of sign conditions realized by this
family in Rn.

The two preceding conditions guarantee that for any two different subsets,
{li1 , ..., lin} and {lj1 , ..., ljn}, of {l1, ..., ls} consisting each of n linear forms,
the unique solution of the linear equation system li1(X) = 0, ..., lin(X) = 0
is different from the unique solution of the linear equation system lj1(X) =
0, ..., ljn(X) = 0. In particular, we obtain that the family {l1, ..., ls} satisfies at
least

(
s
n

)
different sign conditions in Rn, i.e., Cs ≥

(
s
n

)
.

The following proposition follows immediately and plays an important role in
our lower-bound results.

Proposition 2. If an algebraic computation tree computes a partition π of Rn,
then its branching complexity is at least log3(#π).

Proof. We recall that, in any algebraic computation tree, the only nodes with
more than one immediate successor are the branching nodes, that have three
immediate successors. Taking into account that a computation tree has at least
one output node (i.e., one leaf of the subjacent tree) for each element of π, the
proof follows easily by induction.

Suppose that Γ is an algebraic computation tree that solves the sign condition
problem for the family {l1, ..., ls}. Hence, it computes a partition of cardinality
Cs. We conclude, from Proposition 2, that its branching complexity is at least
log3(Cs) > n(log3(s)− log3(n)). In particular, if we take s > n2, we obtain that
the branching complexity of Γ is n log3(s)

2 = Ω(n · log(s)).
We remark that the upper bound given by Meiser’s algorithm is O(n5 log(s)).

Thus, the upper bound is bounded by a polynomial function of the lower bound,
which is satisfactory.

Meiser’s algorithm does not use non-scalar multiplications. From our lower
bound, we conclude that using non-scalar multiplications would not help to
improve essentially the point location algorithm in the linear case.

For the discussion of the next example we need the following technical lemma
that is the key to bound the non-scalar complexity of any algebraic computation
tree that solves the sign condition problem.

Lemma 2. Assume that {F0, ..., Fs} is a family of different irreducible poly-
nomials defining real algebraic hypersurfaces in Rn and that Γ is an algebraic
computation tree solving the sign condition problem for this family.

Then, for every i ∈ N, 0 ≤ i ≤ s, there exists a branching node of Γ testing
the sign of a multiple of Fi evaluated at the input point.

Proof. Let G1, ..., Gk be the non-zero irreducible factors of the polynomials in-
tervening in the branching nodes of Γ and suppose, for the sake of definiteness,
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that F0 is not associated with any of them. We remark that G1, ..., Gk and F0
are irreducible.

Then, a particular form of the real Nullstellensatz for principal ideas (see
Theorem 4.5.1 in [BCR98]) implies that there exists an x ∈ Rn such that F0(x) =
0 and Gi(x) �= 0 for 1 ≤ i ≤ k. Choose ε ∈ R, ε > 0 such that the polynomials
G1, ..., Gk do not vanish anywhere in the ball B = Bε(x).

Therefore, the signs of G1, ..., Gk are constants in B. In particular, the com-
putation path followed by Γ for any two input points of B is exactly the same.

Since {x ∈ Rn | F0(x) = 0} is an hypersurface that cuts B, we conclude that
there are two points y, z ∈ B satisfying the conditions F0(y) = 0 and F0(z) �= 0.
Hence, Γ does not solve the sign condition problem for the family {F0, ..., Fs}.
This contradicts the assumption that Γ solves the sign condition problem for
the family {F0, ..., Fs}.
Example 2. In this example we show that, for any positive integers n, s and
L with s > n2 it is possible to construct a family F of s + 1 polynomials in
R[X1, ..., Xn] such that L(F) = L and any algebraic computation tree solving the
sign condition problem for this family has multiplicative branching complexity
at least max{L, n · log(s)}.

Given positive integers s, n and L with s > n2, consider, as in Example 1, s
linear forms F1, ..., Fs ∈ R[X1, ..., Xn] in general position and let us define the
polynomial F0 := X2L

1 − X2. We denote by F the family F := {F0, F1, ..., Fs}
composed of these polynomials.

Suppose that Γ is an algebraic computation tree that solves the sign condition
problem for this family. Since the family F has at least the same number of re-
alizable sign conditions as the family {F1, ..., Fs}, we conclude, as in Example 1,
that the branching complexity of Γ is at least n log3(s)

2 .
Clearly, the polynomial F0 = X2L

1 −X2 is irreducible and takes positive and
negative values in Rn. Hence, it defines a real algebraic hypersurface. Whence,
the family F satisfies the assumptions of Lemma 2. Thus, Γ evaluates a multiple
of F0. Since the degree of any multiple of F0 is at least 2L, we conclude that the
non-scalar complexity of Γ is at least L.

Summarizing, we have that the branching complexity of Γ is at least n log3(s)
2

and that its non-scalar complexity is at least L. Hence, its multiplicative branch-
ing complexity is at least l(L, n, s) := max{L, n log3(s)

2 }.
The upper bound obtained from the dialytic method is u(L, n, s) := O((L +

n)5 log(s)). In order to compare both bounds, we remark that l(L, n, s) = max{L,
n log3(s)

2 } = Ω(L + n · log(s)). Hence, we obtain that

u(L, n, s) ≤ l(L, n, s)6 = l(L, n, s)O(1).

This proves that the dialytic method behaves very well for the chosen parameters.

Discussion. Let us consider a new parameter M ∈ N defined as the maximum
of the non-scalar complexity of each polynomial in the given family. We remark
that while the upper bound given by the dialytic method depends intrinsically
on L, our lower bound would depend on M instead of L.
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The family of polynomials constructed in this example has two characteristics
that allowed us to derive the lower complexity bound:

1. the non-scalar complexity of some polynomials in the family is close to the
non-scalar complexity of the whole family (L = MO(1)), and

2. the family defines enough different sign conditions (sO(n)).

What is not satisfactory about this lower bound is that the degrees of the poly-
nomials involved are exponential on L. In the following example, we show that,
under a suitable assumption, it is possible to modify our construction to obtain
a polynomial F0 whose degree is quadratic in its non-scalar complexity.

Example 3. This example is a modification of Example 2 and we shall use the
notation introduced there. For any d > 0 sufficiently large, there exists, following
Corollary 3.1 in [BH99], a univariate polynomial Pd ∈ R[X ] of degree d such that
the non-scalar complexity of any multiple of Pd is at least 1

3d
1
2 . In particular,

L(Pd) ≥ 1
3d

1
2 . On the other hand, Horner’s rule give the upper bound, L(Pd) ≤

d− 1.
We make the following (unproven) assumption: For any d > 0 sufficiently

large and for any constant c ∈ R the non-scalar complexity of any multiple of
Pd − c is at least 1

3d
1
2 .

We assume that this conjecture is true and continue with the following
construction.

Consider the polynomial F̃0 := Pd(X1) −X2 ∈ R[X1, ..., Xn]. We claim that
the non-scalar complexity of any non-zero multiple of F̃0 in R[X1, ..., Xn] is
at least 1

3d
1
2 . To prove the claim, consider a straight line program (SLP) γ

of non-scalar complexity L that computes a non-zero multiple P of F̃0. Take
x = (x1, ..., xn) ∈ Rn such that P (x) �= 0, evaluate the SLP γ in (X,x2, ..., xn)
and denote by γ′ the resulting SLP. Then, γ′ computes a non-zero multiple
of Pd − x2 ∈ R[X ] and we conclude from our conjecture that its non-scalar
complexity is at least 1

3d
1
2 . Since the non-scalar complexity of γ is at least that

of γ′, our claim follows.
We define now the family F̃ as in the last example but using the polynomial

F̃0 instead of F0. We immediately obtain the following result.
For any three positive integers n, s and d with s > n2 and d > O(1) there exists

a family F of non-scalar complexity L(F) = dO(1) containing s+1 polynomials in
R[X1, ..., Xn] of degree bounded by d such that any algebraic computation tree
solving the sign condition problem for this family has multiplicative branching
complexity Ω(d+ n · log(s)).

Let us consider now another model.

Algebraic decision tree model. This is the simplest model where the sign con-
dition problem for a family {F1, ..., Fs} of polynomials can be solved. In this
model, an algorithm is an algebraic decision tree (that should not be confused
with the algebraic computation trees of the previous examples) whose tests can
only be based on the sign satisfied by some polynomial in {F1, ..., Fs} evaluated
at the input point.
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Example 4. In this example, we construct a family of linear polynomials in
R[X1, X2] and show that any algebraic decision tree in our restricted model
that solves the sign condition problem for this family must have depth s.

Consider the unit circle in the plane S1 ⊂ R2 and s different points on it,
p1, ..., ps ∈ S1. For 1 ≤ i ≤ s, let us denote by Fi the linear equation pi·(x1, x2)−1
representing the tangent line to S1 passing through pi. We remark that inside
the unit circle all these equations take negative values. Also, for 1 ≤ i ≤ s, all
these linear polynomials take negative values at pi except Fi which is zero.

Suppose now that Γ is an algebraic decision tree satisfying that any of its
decisions (branchings) is based on the sign of some polynomial in the family
F1, .., Fs evaluated at the input point. We claim that for any input whose com-
putation path follows the negative sign branch of each test in this path, all the
polynomials in the family F1, ..., Fs must be evaluated before the sign taken by
all of them at the input is completely determined.

To prove the claim, suppose that F1, ..., Fs−1 are evaluated but not Fs. Con-
sider the point ps; as remarked before, F1, ..., Fs−1 take negative values at ps

and Fs(ps) = 0. Then, there exists a small open ball, Bε(ps) ⊂ R2 such that
F1, ..., Fs−1 take negative values inside this ball. Since Fs = 0 describes a line,
we conclude that there exist two different points, namely x and y, in the ball
Bε(ps) such that Fs(x) > 0 and Fs(y) < 0. Hence, the sign of an input point
cannot be determined evaluating a proper subset of {F1, ..., Fs} at this point.
Thus, the depth of Γ is at least s.

Discussion. This example can be easily generalized to higher dimensions and,
with some more work, to polynomials of any given non-scalar complexity.

This example shows that other polynomials than F1, ..., Fs must be evaluated
in order to obtain an upper bound that depends logarithmically on s. Inspecting
Meiser’s algorithm and the dialytic method, we see that it is enough to admit
to test the sign of linear combinations of the polynomials evaluated in previous
tests.

5 The Dialytic Method for Point Location

Now, we show how the dialytic method can be used to solve the point location
problem for a given family of polynomials.

To solve the point location problem for a family of polynomials, we use the fol-
lowing proposition, that is an immediate consequence ofTheorem 16.18 in [BPR06]
(see [HRS90a,GHR+90,HRS94b,CGV91,GV92, HRS94a,Can93,GR93,BPR99]
for the historical development of this result).

Proposition 3. Let P be a family of s polynomials in R[X1, ..., Xn] of degree
bounded by d. Then, there exists a family P̃ containing sndO(n4) polynomials in
R[X1, ..., Xn] of degree bounded by dO(n3), such that the partition S(P̃) of Rn

induced by the realization of the sign conditions on the family P̃ is finer than
the partition A(P) induced by the connected components of the realization of the
sign conditions on the family P.
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Moreover, there exists an algorithm that, on input P, computes a family P̃ with
the stated properties in time bounded by sn+1dO(n4); if the input polynomials have
integer coefficients whose bitsize is bounded by τ , the bitsize of the coefficients of
the output is τdO(n3). ��

The last proposition implies that a solution of the sign condition problem for
the family P̃ leads to a solution of the point location problem for the family
P . Combining the Corollary 2 with the last proposition, and identifying differ-
ent outputs corresponding to a same face of the arrangement A(P), we obtain
following corollary.

Corollary 3. Let P := {P1, ..., Ps} be a family polynomials in R[X1, ..., Xn]
of total degree bounded by d and logarithmic height bounded by τ . Then, there
exists an algebraic computation tree of size τsdO(n4)

that solves the point location
problem for the family P. For any x ∈ Rn given by a triangular Thom encoding

of size (d′, τ ′), the point location query at x is answered performing log(s)d
O(n4)

arithmetic operations between integers of logarithmic height bounded by τd
O(n)

,
where τ = max{τ, τ ′} and d = max{dO(n3), d′}. The algebraic computation tree

can be constructed in expected time τsdO(n4)
. ��
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Abstract. When interpolating a network of curves to create a C1 surface from
smooth patches, the network has to satisfy an algebraic condition, called the vertex
enclosure constraint. We show the existence of an additional constraint that gov-
erns the admissibility of curve networks for G2 interpolation by smooth patches.

1 Introduction

One much-studied paradigm of geometric design is surface interpolation of a given net-
work of C2 curve segments (see Figure 1). While many C2 constructions exist that
join n patches (e.g. [Hah89, GH95, Ye97, Rei98, Pra97, YZ04, LS08, KP09]), these
constructions generate the boundary curves that emanate from the common point, i.e.
rely on full control of these curves. In many practical scenarios, however, the curves are
feature curves. That is, they are given and may only be minimally adjusted. It is well-
known, that interpolating a network of curves by smooth patches to create a C1 surface
is not always possible when the number of curves is even, since an additional algebraic
constraint must hold for the normal component of the curve expansion at the common
point. This is the first-order vertex enclosure constraint [Pet91, DS91, HPS09]. Here
we discuss whether curve nets have to meet additional second-order vertex enclosure
constraints to allow for their G2 interpolation by smooth surface patches. The two pa-
pers on this subject we are aware of are [DS92] which sketches how one might solve
the G2 constraints but does not discuss whether they can be solved and [Pet92] which
analyzes the case when curves join with equal angles.

In particular, we want to determine constraints, if any, on n boundary curves yj , j =
1, . . . , n so that consecutive patches surrounding a vertex can join with C2 continuity
after reparameterization by some regular map

Φj : R
2 → R

2, Φj(u, v) =: [ σj

τ j ]. (1)

We show constructively under what constraints smooth interpolating surfaces can be
constructed, but we do not discuss how to obtain fair surfaces. Nor are we suggesting
heuristics for the generation of curve networks.

2 Smooth Network Interpolation

As illustrated in Figure 1, we consider n curves yj : R → R3 that start at a point
p ∈ R

3, and we aim at filling-in between the curves using patches xj : R
2 → R

3,
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yj+1
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xj(s, t)

xj+1(u, v)

p

Fig. 1. (left) Network of curve segments. This paper focuses on (right) local network interpolation
(see also Definition 1): curves yj , j ∈ Zn, meeting at a point p are given and pairwise interpo-
lating patches xj are sought. The arrow-labels 1 and 2 indicate the domain parameters associated
with the boundary curves of the patches, e.g. ∂1x

j+1(ν, 0) = ∂2x
j(0, ν).

j ∈ Zn. We note that the angle γj corresponds to patch xj+1 and assume for notational
simplicity that the curves are arclength-parameterized at ν = 0 so that each tangent
vector tj := (yj)′(0) is a unit vector. Differential geometry provides us with two fun-
damental properties that the curve network {yj}must satisfy to be part of a C2 surface.
There must exist a vector n, the normal at p, and I(·, ·), the second fundamental form
acting on the tangent plane components of its two arguments, such that

tj · n = 0, and I(tj , tj) = yj
2 · n, j ∈ Zn. (2)

(We note that n is unique iff there are two linearly independent tj and I is unique iff
there are three pair-wise linearly independent tj . When the tangents form an X, i.e.
when there are just two pair-wise linearly independent tj , then there is a one-parameter
family of second fundamental forms.)

Definition 1 (Smooth Network Interpolation). Let

yj : R → R
3, ν �→ yj(ν), j ∈ Zn = {1, . . . , n} (3)

be a sequence of n regular, C2k continuous curves in R3 that meet at a common point
p in a plane with oriented normal n and at angles γj less than π (cf. Figure 1):

yj(0) = p, tj := (yj)′(0) ⊥ n, 0 < γj := ∠(tj , tj+1) < π. (4)

A Gk surface network interpolation of {yj} is a sequence of patches

xj : R
2 → R

3, (s, t) �→ xj(s, t), j ∈ Zn, (5)

that are regular and C2k at p, that interpolate the curve network according to

xj(ν, 0) = yj−1(ν), xj(0, ν) = yj(ν), (6)

(with index modulon) and that connect pairwise so thatGk constraints (see e.g. [PBP02]
or [Pet02]) hold:

at (u, 0) ∂k1
1 ∂

k2
2 xj+1 = ∂k1

1 ∂
k2
2 (xj ◦Φj), for 0 ≤ ki ≤ k. (7)
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Smooth Network Interpolation restricted to the neighborhood of p is called local net-
work interpolation.

Note that the increased smoothness at vertices is natural for spline constructions but (in-
tentionally) rules out out Gregory’s rational constructions [Gre74, MW91, Her96] and
that, by [HLW99], (7) is equivalent to ∂i

2x
j+1(u, 0) = ∂i

2(xj ◦Φj)(u, 0) for 0 ≤ i ≤ k.
Since the reparameterization appears only on one side, the formulation may appear
asymmetric; but with Φj regular, we can invert the relationship – so this formulation is
as general and powerful as reparameterizing both xj+1 and xj .

Section 3 introduces the constraints for k = 2, resulting from expanding (7) at (0, 0).
Section 4 then classifies the G2 constraints at the vertex and analyzes their solvability
for a fixed curve network. Theorem 1 establishes the existence of second-order ver-
tex enclosure constraints. We conclude with a conjecture on the properties of a matrix
that holds the key to the complete characterization of second-order vertex enclosure
constraints.

3 Notation and Constraints

Since our focus is on curvature continuity at p = xj(0, 0), we abbreviate the kth deriva-
tive of yj evaluated at 0 as yj

k and write

xj
k1k2

:= (∂k1
1 ∂

k2
2 xj)(0, 0), τ j

k1k2
:= (∂k1

1 ∂
k2
2 τ

j)(0, 0), σj
k1k2

:= (∂k1
1 ∂

k2
2 σ

j)(0, 0).
(8)

We drop superscripts whenever the context makes them unambiguous, e.g. we write

xk1k2 := xj
k1k2

, x−
k1k2

:= xj−1
k1k2

, . . . , (9)

yk := yj
k = x0k, y−

k := yj−1
k = xk0, y+

k := yj+1
k = x+

0k. (10)

That is xk1k2 is a vector in R3 and not a vector of vectors [. . . ,xj
k1k2

, . . .].
We also tag the equations arising from (7) for a specific choice of (k1, k2) and j as

(k1, k2)j . Again, to minimize ink, we leave out the superscript when possible. By (6),
Φj has the expansion

Φj(u, v) :=

[
(σj

01 + σj
11u+ . . .)v +(σj

02 + σj
12u+ . . .)v2

2 + . . .

u+ (τ j
01 + τ j

11u+ . . .)v +(τ j
02 + τ j

12u+ . . .)v2

2 + . . .

]
. (11)

Substituting the curves according to (6), we obtain from (7) at (0, 0), via the chain rule,
the G1 constraints

y+
1 = y−

1 σ01 + y1τ01 (0,1)

x+
11 = y−

1 σ11 + x11σ01 + y2τ01 + y1τ11 (1,1)

x+
21 = 2x11σ11 + 2y−

1 σ21 + x12σ01 + y3τ01 + 2y2τ11 + 2y1τ21 (2,1)

x+
31 = 3x12σ11 + 6x11σ21 + 6y−

1 σ31 + x13σ01 + y4τ01 + 3y3τ11

+ 6y2τ21 + 6y1τ31 (3,1)
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and the G2 constraints

y+
2 = y−

2 σ
2
01 + 2σ01x11τ01 + y−

1 σ02 + y2τ
2
01 + y1τ02 (0,2)

x+
12 = 2σ11y−

2 σ01 + 2σ11x11τ01 + y−
1 σ12 + x21σ

2
01 + 2σ01x12τ01

+ x11σ02 + y3τ
2
01 + y2τ02 + 2τ11x11σ01 + 2τ11y2τ01 + y1τ12 (1,2)

x+
22 = 4τ21y2τ01 + 4τ11y3τ01 + 4σ11x11τ11 + 4τ21x11σ01 + 4σ11x12τ01

+ 4σ21x11τ01 + 2σ01x13τ01 + 4σ21y−
2 σ01 + 4σ11x21σ01 + 2y2τ12

+ 4τ11x12σ01 + 2x11σ12 + 2y−
1 σ22 + x12σ02 + y3τ02 + 2y1τ22

+ 2y−
2 σ

2
11 + x22σ

2
01 + y4τ

2
01 + 2y2τ

2
11. (2,2)

Lemma 1 (equivalence of I and normal twist). Let x(u, v) be a patch interpolating
the curves y0(u) and y1(v) with tangents t0 and t1 respectively and x+ its consecu-
tive patch interpolating y1, and y2 with tangent t2. If the tangents tj , j = 0, 1, 2 are
pairwise linearly independent then defining a unique second fundamental form I(·, ·) at
(0, 0) is equivalent to defining x11(0, 0) ·n, the normal component of the corner twist.

Proof. Let t2 = at0 + bt1. Since the second fundamental form is identical for adjacent
patches, at (0, 0),

a2
I(t0, t0) + 2abI(t0, t1) + b2I(t1, t1) = I(at0 + bt1, at0 + bt1) = I(t2, t2) (12)

=(2) x+
02 · n = (a2x20 + 2abx11 + b2x02) · n

=(2) a2
I(t0, t0) + 2abx11 · n + b2I(t1, t1).

If a, b �= 0 then comparing terms shows I(t0, t1) = x11 · n as claimed.

If the tangents form an X, we can define a consistent second fundamental form for the
surface network by choosing the value of

w11 := x0
11 · n = x2

11 · n = −x1
11 · n = −x3

11 · n. (13)

By (1,1), fixing x11 determines τ j
ik, σ

j
ik for 0 ≤ i, k ≤ 1.

4 Constraints on Boundary Curves Arising from G2 Continuity

Let us call the G1 and the G2 constraints (i, s)j for i + s ≤ 4 listed in the previous
section, G2 vertex constraints. First we show that, if we can find a solution satisfying
the G2 vertex constraints then there exists a solution to the local network interpolation.
Later, we analyze under what conditions a solution exists.

Given a network of curves and a solution to the G2 vertex constraints, we construct
a local network interpolation as follows.

Lemma 2. If the G2 vertex constraints hold then there exists a local network interpo-
lation {xk}.
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Proof. Dropping as usual the superscript k, we define a network of surfaces

x(s, t) := y−(s) + y(t) − y0 +
∑
ij∈I

xij
si

i!
tj

j!
+ s3

(
tl1(s) +

t2

2
l2(s)

)
, (14)

where I := {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2)}, J := I ∪ {(1, 0), (2, 0)} and

xij ,ij ∈ I, σ(u, v) :=
∑
ij∈J

σij
ui

i!
vj

j!
, τ(u, v) := u+

∑
ij∈J

τij
ui

i!
vj

j!
(15)

satisfy the G2 vertex constraints. By definition, for any choice of polynomials l1, l2,
x̂(u, v) := x(σ(u, v), τ(u, v)) joins x in a G2 fashion along y; and so does

x+(u, v) := x̂(u, 0) + ∂vx̂(u, 0)v + ∂2
v x̂(u, 0)

v2

2
+ ŷ+(v), (16)

ŷ(ν) := y(ν) − y0 − y1ν − y2
ν2

2

since x+ agrees up to second order with x̂ along y. Therefore x+ and x meet in a G2

fashion along y. Also x+ interpolates y and y+ and the Taylor coefficients of x+ are
designed to be those of x with the superscript increased by 1.

We note that l1 and l2 are not directly involved in the definition of x+ but rather are
defined via (1) for the next curve:

l1(s) :=
∂tx(s, 0)− y1 −

∑2
i=1 xi1

si

i!

s3
, l2(s) :=

∂2
t x(s, 0)− y2 −

∑2
i=1 xi2

si

i!

s3
.

Now we focus on solvability of the Gs constraints, s = 0, 1, 2. The solvability of
(k1, k2)j for k1 + k2 = 2 follows from Lemma 1. Our main goal is therefore to find the
local Gs constraints (k1, k2)j of Section 2 for 3 ≤ k1 + k2 ≤ 4 in terms of the higher-
order derivatives, xj

21, xj
12, xj

31, xj
13, xj

22 and for the reparameterizations’ derivatives
τ j
k1k2

, σj
k1k2

for i, k > 1. We first consider the equations (k1, k2)j when k1 + k2 = 4.

Lemma 3. The equations (k1, k2)j , where k1 + k2 = 4, can always be solved in terms
of xj

31, xj
13, xj

22.

Proof. We have more vector-valued variables, x31, x13, x22, than constraints: (3,1),
(2,2). Equation (3,1) expresses x+

31 in terms of x13 so that we can focus on solving
(2,2) in terms of x13 and x22. Equation (2,2) can be arranged as

x+
22 = σ2

01x22 + 2τ01σ01x13 + f(y,x11,x12,x21), (2,2)

where f(y,x11,x12,x12) is the collection of terms on the boundary or appearing in
lower-order equations. Clearly, we can solve n−1 of these equations for x+

22. In general,
this is all we can hope for since, for equal angles γj , the analysis in [Pet92] shows that
the constraint matrix for solving (2,2) in terms of just x22 is rank-deficient by 1.
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If the tangents do not form an X configuration, i.e. not all consecutive pairs of angles
add to π, then at least one τ j

01 �= 0. Let τ1
01 �= 0. Then, for any choice of x1

22, we can
solve (2,2), for x2

22, . . .x
n
22,x

1
13.

If the tangents form an X then the valence must be n = 4 and τ01 = 0 and we
solve the tangential component for x2

22, . . .x
4
22,x

1
11, σ12 (we may need σ12 to choose

w11 �= 0 for Lemma 6).

Our analysis therefore focusses on the case of k1 + k2 = 3 derivatives. If the cor-
responding constraints are solvable then no second-order vertex enclosure constraint
exists and a construction is always possible. However, the situation is not that simple as
the next lemma shows.

Lemma 4. The equations (k1, k2)j , where k1 + k2 = 3, can be solved in terms of xj
12

and xj
21 if and only if the following n× n system of equations has a solution:

Mh = r, Mjk :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
sinγ, k = j − 1
2 sin(γ− + γ), k = j

sinγ−, k = j + 1
0, else,

(17)

rj :=
1
σ01

(2τ01σ11 + 2τ11σ01 + σ02)x11 (18)

+
1
σ01

((τ01)2y3 + 2τ01τ11y2 + 2σ01σ11y−
2 + τ02y2 + τ12y1 + σ12y−

1 )

+σ01(2σ−11x
−
11 + τ−01y

−
3 + 2τ−11y

−
2 + 2τ−21y

−
1 + 2σ−21y

j−2
1 ).

Proof. We eliminate x21 by substituting (2,1)j−1 into (1,2)j to obtain

x+
12 = x−

12σ
−
01σ

2
01 + 2σ01x12τ01 + g(y,x11), (19)

where g(y,x11) collects the terms depending on y and x11. We divide both sides by

−σ01 := sin γ
sin γ− to obtain for hj := − xj

12

sin γj−1

sin γjhj−1 + 2 sin(γj−1 + γj)hj + sin γj−1hj+1 =
1
σ01

g(y,x11) =: rj . (20)

This is Equation (17).

Although, generically, we can freely choose all τ j
k1k2

and σj
k1k2

for k1 + k2 > 1,
rank deficiency of the matrix M could lead to an additional constraint on the boundary
curves when we consider a higher-order saddle point. For a higher-order saddle point,
n · yj

k = 0 for k = 1, 2 and this can force n · xj
11 = 0 so that

n · rj =
(τ01)2

σ01
n · y3 + σ01τ

−
01n · y−

3 .
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If 
 ∈ Rn is a left null-vector of M, i.e. 
M = 0, then we obtain the second-order
vertex enclosure constraint∑

j

τ j
01(
τ j
01


j

σj
01

+ σj+1
01 
j+1)n · yj

3. (21)

We therefore focus on the rank of M. The next lemma partly characterizes rank(M)
and hence explains in what cases a second-order vertex enclosure constraint can exists
or where no second-order vertex enclosure constraint exists because M is of full rank.

Lemma 5 (rank of M). The rank of M is at least n− 2. The matrix M is of full rank
(rank(M) = n) if either all angles are equal, and n �∈ {3, 4, 6}; or if all angles are
less than π/3.

Proof. Since all sin γj > 0, we can solve (20) for j = 1, . . . , n − 2, i.e. the rank-
deficiency in the general case is at most 2. Discrete Fourier analysis in [Pet92] shows
M to be of full rank if all angles are equal, and n �∈ {3, 4, 6}. If all angles are less than
π/3 then the matrix is strictly diagonally dominant and therefore invertible.

We will see below that, for n = 4 and equal angles, rank(M) = 2; and for n = 5, when
three angles are π/2, then rank(M) = 3. Discrete Fourier analysis in [Pet92] showed
rank(M) = n − 1 if n ∈ {3, 6} and all angles are equal; and rank(M) = n − 2
when all angles are equal and n = 4. In the general case, however, the analysis is more
complex.

As for first-order vertex enclosure constraint, we can focus exclusively on the normal
component of the constraints since, in the tangent plane, we can always choose τ11 and
σ11 to solve (1,1) for an arbitrary choice of xj

11. Then we can use the tangent component
of x11 and the free choice of σ02 to solve the tangent component of (20)1 and (20)n

(while (20)j is solved in terms of xj
12, j = 2, . . . , n − 1). Focussing on the normal

component, we note that the right hand side simplifies to

n · rj =
1
σ01

(2τ01σ11 + 2τ11σ01 + σ02)n · x11 + 2σ01σ
−
11n · x−

11 (22)

+
1
σ01

((τ01)2n · y3 + (2τ01τ11 + τ02)n · y2)

+σ01τ
−
01n · y−

3 + 2(σ11 + σ01τ
−
11)n · y−

2 .

Lemma 6. If n = 3 or n = 4, no second-order vertex enclosure constraint exists for
any choice of γj .

Proof. For n = 3, sin(γ− + γ) = − sinγ+ and M simplifies to

M =

⎡⎣−2 sinγ2 sinγ3 sin γ1

sin γ2 −2 sinγ3 sin γ1

sin γ2 sinγ3 −2 sinγ1

⎤⎦ . (23)

Since 0 < sin γj ≤ 1, multiples of 
 := [1, 1, 1] are the only null-vectors of M; that is,
rank(M) = 2. We have a solution iff

r1 + r2 + r3 = 0. (24)
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If we choose τ j
kl = σj

kl = 0 for k + l > 1 then we have a solution since

r1 + r2 + r3 =
3∑

j=1

τ j
01(

τ j
01

σj
01

+ σj+1
01 )yj

3

=
3∑

j=1

τ j
01

sin(γ− + γ) + sin γ+

− sin γ
yj

3 = 0.

That is, we can choose x1
12 freely and enforce all (1, 2)j by choice of x2

12 and x3
12. Then

xj
21 is uniquely determined by (2, 1)j−1 and all constraints for k1 + k2 = 3 hold.

If n = 4, the determinant of M is

D =

∣∣∣∣∣∣∣∣
2 sin(γ4 + γ1) sin γ4 0 sin γ1

sin γ2 2 sin(γ1 + γ2) sin γ1 0
0 sin γ3 2 sin(γ2 + γ3) sin γ2

sin γ3 0 sin γ4 2 sin(γ3 + γ4)

∣∣∣∣∣∣∣∣ (25)

=
(
4 sin(γ4 + γ1) sin(γ1 + γ2) + sin γ1 sinγ3 − sinγ2 sin γ4)2

(26)

=
(

3 sin
γ1 − γ2 − γ3 + γ4

2
sin

γ1 + γ2 − γ3 − γ4

2

)2

(27)

= 9 sin2(γ2 + γ3) sin2(γ1 + γ2). (28)

The last equation holds because
∑
γj = 2π. That is D = 0 if and only if γ1 + γ2 = π

and therefore γ3 + γ4 = π; or γ2 + γ3 = π and therefore γ4 + γ1 = π. That is D = 0
if and only if at least one pair of tangents, t1,t3 or t2,t4, is parallel.

If γ1 + γ2 = π and γ2 + γ3 = π, i.e. the tangents form an X then sin γj = s,
j = 1, 2, 3, 4, for some scalar 0 < s ≤ 1. The matrix

M =

⎡⎢⎢⎣
0 s 0 s
s 0 s 0
0 s 0 s
s 0 s 0

⎤⎥⎥⎦ (29)

is of rank 2 and has left null-vectors [1, −c, −1, c] and [−c, −1, c, 1] for any c, for
example c := 2 cosγ4. Without loss of generality, we choose 
1 := [1, 0, −1, 0] and

2 := [0, −1, 0, 1]. Since σ01 = 1 and τ01 = 0 and, by (1,1)j−1, n · x−

11 = −n · x11

n · rj := (2τ11 + σ02 − 2σ−11)n · x11 + τ02n · y2 + 2(σ11 + τ−11)n · y−
2 . (30)

Choosing, for example, w11 �= 0 in (13), we can enforce n · rj = 0 by choice of σ02
and the constraints can be satisfied.

If γ1+γ2 = π but γ2+γ3 �= π then s1 := sinγ2 = sin γ1 and s4 := sin γ3 = sin γ4

and hence

M =

⎡⎢⎢⎣
2 sin(γ4 + γ1) sinγ4 0 sin γ1

sin γ1 0 sin γ1 0
0 sinγ4 −2 sin(γ1 + γ4) sin γ1

sin γ4 0 sin γ4 0

⎤⎥⎥⎦ . (31)
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For this M, rank(M) = 3. Since sin(γ4 + γ1) = cos γ4 sin γ1 + cos γ1 sin γ4,


M = 0 for 
 := [1, −2 cosγ4, −1, −2 cosγ1]. (32)

By (13) one n · xj
11 can be chosen freely and we can set


n · r = n · r1 − 2 cosγ4n · r2 − n · r3 − 2 cos γ1n · r4 = 0 (33)

by judicious choice of σj
02.

Our main result, however, proves that a second-order vertex enclosure constraint exists
for a higher valence for some choice of γ.

Theorem 1 (second-order vertex enclosure constraint). For n = 5 and some choice
of γj , a second-order vertex enclosure constraint exists.

Proof. For n = 5, we compute

detM = 18
∏

sin(γj + γj+1). (34)

Abbreviating sj := sin γj and cj := cos γj and assuming, without loss of generality
that γ1 + γ2 = π and therefore γ3 + γ4 + γ5 = π, we get


 := [s3, 2s5(c2s3/s2 + c3)− s4,−s5, s2,−s2]. (35)

If we choose all yj
2 so that n · yj

2 = 0 then (2) and Lemma 1 imply n · xj
11 = 0. With

sj−1,j := sin(γj−1 +γj), the second-order vertex enclosure constraint (21) has to hold
(note again that sj > 0 for all j):

0 =
∑

j

τ j
01(
τ j
01


j

σj
01

+ σj+1
01 
j+1)n · yj

3

=
∑

j

sj−1,j

−sjsj−1
(sj−1,j


j + sj+1

j+1)n · yj

3. (36)

Specifically, for γ = π
6 [3, 3, 2, 2, 2]

[. . . , sj , . . .] = [ 1 1
√

3
2

√
3

2

√
3

2 ], [. . . , cj , . . .] = [ 0 0 1
2

1
2

1
2 ],

[. . . , sj−1,j , . . .] = [ 1
2 0 1

2

√
3

2

√
3

2 ], 
 = [
√

3
2 0

√
3

2 1 −1 ].

Then the second-order vertex enclosure constraint is

0 = [1, 0, 1, 0, 0][. . . ,n · yj
3, . . .]

t = n · y1
3 + n · y3

3. (37)

That is, for the two terms corresponding to the curves with opposing tangents, n ·y1
3 =

−n · y3
3 has to hold.

We note that the case n = 5 yields a doubly rank-deficient matrix M when γ =
π
4 [2, 2, 2, 1, 1].
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5 Higher Valences

Theorem 1 established the existence of a second-order vertex enclosure constraint. An
explicit proof for valences n ≥ 6 requires exhibiting the null-vector 
 and hence a full
understanding of the rank of M in its general form. We have not been able to establish
the rank in generality. But we hazard a conjecture.

Conjecture 1. If, for some j both |2 sin(γj+γj−1)| < sin γj+sinγj−1 and |2 sin(γj+
γj−1)| < sin γj+1 + sin γj−2 then there is a choice of the remaining angles for which
M is rank-deficient.

The conjecture draws on Lemma 5 which proves full rank when M is diagonally dom-
inant. Above, we conjecture that when both the row and column of an index are not
diagonally dominant then additional angles can be found so that the determinant of M
is zero.

We conclude with some examples supporting the conjecture. The following choices
of n angles γj , yield a matrix M with zero determinant:

Examples supporting Conjecture 1.
n [. . . , γj, . . .] =
6 π

6 [2, 3, 1, 3, h, 3− h], h := 6
π atan2

√
3

3 ≈ 1.636886845
7 π

6 [2, 2, 2, 1, 1, 1, 3],
7 π

6 [3, 2, 1, 2, 2, h, 2− h], h := 6
π atan

√
3

29 ≈ 0.1139327031
8 π

6 [2, 2, 1, 1, 1, 1, h, 4− h], h := − 6
π atan 483

√
3

−147−672
√

6
≈ 0.8337394914

12 π
12 [4, 1, . . . , 1, h, 11− h], h ≈ 2.237657840

6 Conclusion

We established the existence of a second-order vertex enclosure constraint that gov-
erns the admissibility of curve networks for G2 interpolation by smooth patches. We
fully analyzed the practically important cases of valence 3,4 and 5 and characterized
the second-order vertex enclosure constraint for valence 5. In all other cases, lacking an
exact characterization of the null-space of M, Lemma 5 establishes bounds on the an-
gle distribution that guarantee admissability of any curve network forG2 interpolation.
Conversely, we showed that a solution to the G2 vertex constraints allows constructing
a G2 local network interpolation.
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Abstract. A canal surface is the envelope of a one-parameter set of
moving spheres. We present an accurate and efficient method for com-
puting the distance between two canal surfaces. First, we use a set of
cone-spheres to enclose a canal surface. A cone-sphere is a surface gener-
ated by sweeping a sphere along a straight line segment with the radius of
the sphere changing linearly; thus it is a truncated circular cone capped
by spheres at the two ends. Then, for two canal surfaces we use the
distances between their bounding cone-spheres to approximate their dis-
tance; the accuracy of this approximation is improved by subdividing the
canal surfaces into more segments and use more cone-spheres to bound
the segments, until a pre-specified threshold is reached. We present a
method for computing tight bounding cone-spheres of a canal surface,
which is an interesting problem in its own right. Based on it, we present
a complete method for efficiently computing the distances between two
canal surfaces using the distances among all pairs of their bounding cone-
spheres. The key to its efficiency is a novel pruning technique that can
eliminate most of the pairs of cone-spheres that do not contribute to the
distance between the original canal surfaces. Experimental comparisons
show that our method is more efficient than Lee et al’s method [13] for
computing the distance between two complex objects composed of many
canal surfaces.

Keywords: canal surface, distance computation, cone-spheres,
bounding volume, distance interval.

1 Introduction

A canal surface is the envelope of a one-parameter set of spheres with radii
r(t) > 0 and centers P (t), t ∈ [0, 1]. It can be regarded as a surface gener-
ated by sweeping a sphere of radius r(t) along P (t), called the center curve.
Canal surfaces are widely used in the CAD/CAM, computer graphics, com-
puter games and animations. Research on the canal surface abounds, including
rendering[10,17,21], modeling [8,14,5], parameterization [3,4], etc.

Distance computation between two objects refers to computing the distance
between two disjoint objects. It is a major research topic in CAD/CAM, NC ver-
ification, robotics, computer animation, and haptic rendering. There are many
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methods for computing the distance between two objects, with the majority of
these methods for polyhedral models (e.g. [1,6,7,11,12,15,18]). Distance compu-
tation for free form surfaces is more difficult [2,19]. Some straightforward algo-
rithms solve a set of polynomial equations, which can be quite time consuming
to solve.

Using line geometry, Sohn et al [20] reformulate the distance computation as
a simple instance of a surface-surface intersection problem, and present an ap-
proach to computing the distance between two ellipsoids or the distance between
an ellipsoid and a simple surface, such as a cylinder, cone, and torus. Johnson
and Cohen [6] present an approach using the convex hulls of control nets–two
closest NURBS patches are detected and their minimum distance is computed
by recursive subdivision to the NURBS patches. Kim et al [9] compute the dis-
tance between a canal surface and a simple surface, such as a cylinder, cone, or
torus, by reducing the distance computation to solving a polynomial equation
in one variable, which can be computed quickly.

We study the distance computation between two canal surfaces. Throughout
we will assume that P (t) and r(t) are rational functions. Several methods have
been proposed for computing the distance between two canal surfaces recently.
Chen et al [2] shrink or grow one surface to touch another one, and obtain
equations for calculating one of the two closest points. It require that the two
surfaces do not intersect and at least one must be implicit. In [13], taking a
canal surface as one parameter family of spheres, Lee et al reduce the distance
computation to computing the minimum distance between two moving spheres.
Both methods need to solve a system of polynomial equations. The degree of
these equations are usually very high and therefore time-consuming to solve even
when the sphere center P (t) and radius r(t) have moderate degrees.

We propose a new method for computing the distance between two disjoint
canal surface. Our contributions are:

– We propose to use cone-spheres as bounding volumes of canal surfaces and
present a method for computing a set of cone-spheres to tightly bound a
canal surface. Computing a cone-sphere bounding volume of canal surfaces
is an important problem in its own right, since such tight bounding volumes
can be applied to distance computation, collision detection, and ray-tracing,
etc. that involve canal surfaces.

– We present a robust algorithm for computing the distance between two canal
surfaces based on iterative subdivision of the canal surfaces and computation
of the bounding cone-spheres of the resulting canal surface segments. For
speeding up the search for the distance we propose an effective pruning
technique based on the notion of distance intervals to eliminate most of the
cone-spheres pairs and the canal surface sections contained therein that do
not contribute to the distance between the two canal surfaces.

The remainder of this paper is organized as follows. In Section 2 we consider
distance computation between two cone-spheres. In Section 3, a method is pre-
sented for computing tight bounding cone-spheres of a given canal surface. In
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Section 4, we describe our algorithm for computing the distance between two
canal surfaces, based on recursive subdivision and pruning using distance in-
tervals. In Section 5 we give experimental results and comparisons with Lee’s
method [13]. We conclude the paper in Section 6.

2 Preliminaries

2.1 Cone-Spheres and Their Distance Computation

As is shown in Fig. 1 and Fig. 2, a cone-sphere consists a truncated right circular
cone (drawn with red lines) and two spheres tangent to it at its two ends [16].
It can also be viewed as a simple canal surface generated by a sphere moving
along a straight line segment with its radius varying linearly.

The distance between two disjoint cone-spheres is the Euclidean distance be-
tween two closest points that come from the surfaces of the two cone-spheres,
respectively. This distance can be realized in three different cases as shown in
Fig. 2. Note that the distance between two intersecting cone-spheres is zero.

The distance between two cone-spheres can be computed as follows. Suppose
that we have two cone-spheres Cp and Cq, generated by moving spheres Op(u)
(u ∈ [0, 1]) and Oq(v) (v ∈ [0, 1]), respectively. Then the center curve and radius
function of Op are

P (u) = P1 + u(P2 − P1) (1)

rp(u) = rp1 + u(rp2 − rp1) (2)

where P1 and P2 are the centers of the spheres at the two ends of the cone-sphere
Cp, and rp1 and rp2 the radii of these two spheres. Similarly, the center curve
and radius function of Oq are

Q(v) = Q1 + v(Q2 −Q1) (3)

rq(v) = rq1 + v(rq2 − rq1) (4)

Here, 0 ≤ u ≤ 1 and 0 ≤ v ≤ 1.
The distance between the two moving spheres Op and Oq is

d(u, v) = ||P (u)−Q(v)|| − rp(u)− rq(v) (5)

C1 C2

TC

HS1

HS2

Fig. 1. An example of cone-spheres
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(a) (b) (c)

Fig. 2. Three cases of distance between two cone-spheres, the distance formed by
(a) cone-cone, or (b) cone-sphere, or (c) sphere-sphere

Then the distance of Cp and Cq is the minimum of d(u, v) over (u, v) ∈ [0, 1]2.
We first fix some notation to simplify derivation. We denote

a = ||−−−→P1Q1||2, b = ||−−−→P1P2||2, c = ||−−−→Q1Q2||2, d = −−−→P1Q1 ·
−−−→
P1P2,

e = −−−→
P1Q1 ·

−−−→
Q1Q2, f = −−−→

P1P2 ·
−−−→
Q1Q2, g = rp2 − rp1, h = rq2 − rq1.

As illustrated in Fig. 2, the distance between Cp and Cq can be realized in three
cases: 1) between two cones; 2) between a cone and a sphere; and 3) between
two spheres. These cases will be considered below, one by one.
Case 1: cone vs. cone– In this case we compute the minimum of d(u, v) with
0 < u < 1 and 0 < v < 1. This entails seeking the zeros of the partial derivatives
of d(u, v), that is

∂d(u, v)
∂u

=
bu− d− fv√

a+ bu2 + cv2 − 2du+ 2ev − 2fuv
− g = 0

∂d(u, v)
∂v

=
cu− e− fv√

a+ bu2 + cv2 − 2du+ 2ev − 2fuv
− h = 0

This system of equations can be written as

v = Au−B (6)

l1u
2 +m1u+ n1 = 0 (7)

where

A =
bh+ fg

fh+ cg
, B =

dh+ eg

fh+ cg
,

l1 = (b −Af)2 − g2(b +A2c− 2Af),
m1 = −2(b−Af)(d−Bf)− 2g2(Ae+Bf − d−ABc),
n1 = (d−Bf)2 − g2(a+B2c− 2Be).

The local minima of d(u, v) can be found from Eqs. (7) and (6) by solving a
quadratic equation. Assuming that the two cone-spheres are disjoint, then by
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geometric observation, the only relevant solution is the one with exactly one
local minimizer (u0, v0) of d(u, v) in (0, 1).
Case 2: cone vs. sphere– In this case, the distance between the two cone-spheres
is realized between one capping sphere of one cone-sphere and the truncated
cone of the other cone-sphere. That is, d(u, v) reaches it minimum with u or v
being 0 (or 1). Without loss of generality, assume v = 0. Then we can find the
minimum by solving the equation

∂d(u, 0)
∂u

=
bu− d√

a+ bu2 − 2du
− g = 0

It can be re-written as
l2u

2 +m2u+ n2 = 0 (8)

where l2 = b(b− g2), m2 = 2d(g2− b), and n2 = d2 − ag2. Note that only a root
u0 in (0, 1) is relevant in this case.
Case 3: sphere vs. sphere– Distances between two capping spheres are the values
of d(0, 0), d(0, 1), d(1, 0) or d(1, 1), which can easily be evaluated and compared
to give the minimum values.

Finally, the distance between the two cone-spheres is computed as the smallest
of all the minima of d(u, v) in the three cases above.

3 Computing Bounding Cone-Spheres

In this section we discuss how to compute bounding cone-spheres of a canal
surface. Fig. 3(a) shows a canal surface from Q1 to Q2. Using the line segment

( )a ( )b ( )c

Q1 Q1 Q1
Q1

Q2
Q2Q2 r2

r1

LC

H
D

D

M

P (t)P (t)

I

Fig. 3. Computation of the bounding cone-sphere of a segment of canal surface
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Q1Q2 and the two spheres centered at Q1 and Q2 we obtain a cone-sphere, as
shown by the dashed outline in Fig. 3(b). Our task is to enlarge (that is, offset)
this cone-sphere to obtain another cone-sphere, as shown by the red, solid outline
in Fig. 3(b), that encloses the canal surface.

Now we are going to determine the necessary offset distance to obtain a bound-
ing cone-sphere. Refer to Fig. 3(c). Suppose that C = P (t) is a point on the
center curve where the moving sphere touches the bounding cone-sphere at D.
Let the line CD intersect the original cone-sphere at H and the line segment
Q1Q2 at L. Let I be the closest point on Q1Q2 to C. Then −→CI is perpendicular
to Q1Q2.

The offset distance ‖HD‖ can be expressed as

‖−−→HD‖ = ‖−−→CD‖+ ‖−→CL‖ − ‖−−→HL‖ (9)

where
‖−−→CD‖ = r(t) (10)

‖−−→HL‖ = r2 +
‖−−→Q2L‖
‖−−−→Q1Q2‖

(r1 − r2) (11)

‖−→CL‖ =
‖−→CI‖
sin α

=

√−→
CI · −→CI
sin α

(12)

with α = � CLI. Furthermore, we have

−→
CI = −−→

CQ2 −
−−−→
Q2Q1 ·

−−→
CQ2

‖−−−→Q2Q1‖2
−−−→
Q2Q1 (13)

To reduce the degree of the equation that we have to solve, in Eqn. (11) we

replace ‖−−→Q2L‖ by ‖−−→Q2I‖ =
−−→
Q2C ·

−−−→
Q2Q1

||
−−−→
Q2Q1||

to obtain an approximation of ‖−−→HL‖ as

GHL = r2 +
‖−−→Q2I‖
‖−−−→Q1Q2‖

(r1 − r2) (14)

For most practical cases the difference between ‖−−→Q2L‖ by ‖−−→Q2I‖ is small – it is
zero when r1 = r2 or when the center curve coincide with Q1Q2. Furthermore, by
an elementary argument, it can be shown that GHL(t) ≤ ‖−−→HL‖ for any t ∈ [0, 1].
Then, defining

f(t) = ‖−−→CD‖+ ‖−→CL‖ −GHL(t) (15)

we have f(t) ≥ ‖−−→HD‖ for any t ∈ [0, 1]. Therefore, the maximum of f(t) in [0, 1]
can be used as the offset distance to obtain a bounding cone-sphere.

To compute the maximum of f(t), we consider the equation f ′(t) = 0, which
is found to be

1
sin α

· (−→CI · −→CI)′

2
√−→
CI · −→CI

+ r′(t)− (||−−→Q2I||)′

||−−−→Q1Q2||
(r1 − r2) = 0
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Clearing the square root yields

[r′(t)− (||−−→Q2I||)′

||−−−→Q1Q2||
(r1 − r2)]2 =

1
sin2 α

· [(−→CI · −→CI)′]2

4−→CI · −→CI

which is

4 sin2 α [r′(t)− (||−−→Q2I||)′

||−−−→Q1Q2||
(r1 − r2)]2 (−→CI · −→CI)− [(−→CI · −→CI)′]2 = 0 (16)

We solve this equation to find the maximum of f(t) and use it as the offset
distance to obtain a bounding cone-sphere. If P (t) and r(t) are polynomials
with deg(P (t)) = m and deg(r(t)) = n, then the degree of this equation is
max{4m− 2, 2m+ 2n− 2}. For example, if both P (t) and r(t) are cubic, Eqn.
(16) has degree 10.

When we compute the bounding cone-sphere, we approximate ‖−−→HD‖ by f(t)
to speed up the computation. This makes the bounding cone-sphere a little
bigger than the exact one, but the difference between them is quite tiny. Fig. 4
shows the comparison of the two bounding cone-spheres. The one drawn with
solid red line is the bounding cone-sphere computed by f(t) and the one drawn
with dashed black line is the exact one computed by ‖−−→HD‖. From the figure, we
can hardly distinguish them. In this example, we set r1 = 3.0 and r2 = 5.5. Then
the offset distance computed by f(t) is 4.384 and the offset distance computed
by ‖−−→HD‖ is 4.365. Hence, using f(t) for computing the offset distance yields a
safe, accurate approximation.

A key assumption in the above argument is that the point L lies within Q1Q2;
for otherwise it is not guaranteed that canal surface is enclosed by the intended

Fig. 4. The tiny difference between approximating and exact computed bounding cone-
spheres

Q1 Q2 L

C

Fig. 5. A case that a bounding cone-sphere doesn’t enclose the surface completely
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bounding cone-sphere constructed above. See such an example in Fig. 5. To pre-
vent such abnormal cases from happening, intuitively we should require that the
center curve P (t) do not vary widely between Q1 and Q2. Specifically, it can eas-
ily seen that such abnormal case does not occur if the angle between the tangent
vector P ′(t) of P (t) and −−−→Q1Q2 is not greater than π/2 for any t ∈ [0, 1]. We will
refer to this condition as the monotonic condition for the center curve P (t).

4 Computing the Distance between Two Canal Surfaces

In this section, we will present the complete algorithm for computing distance
between two canal surfaces S1 and S2. For each of these two canal surfaces,
we perform initial subdivision that cuts its center curve into some segments,
and consequently, each canal surfaces is segmented into a sequence of canal
surfaces, called sections. For each section of S1 and S2, we compute its bounding
cone-sphere, following the discussion in Section 3. Hence we obtain two sets of
bounding cone-spheres, bounding S1 and S2, respectively. Then we compute the
distances between all possible pairs of these bounding cone-spheres and deduce
which pairs may contain canal surface sections that realize the distance between
the original canal surfaces S1 and S2; the other pairs of cone-spheres, which are
called irrelevant pairs, will be discarded without further processing.

To improve the accuracy of distance computation for S1 and S2, those remain-
ing canal surface sections can be further subdivided into even smaller subsec-
tions, and then their bounding cone-spheres are computed and analyzed. These
subdivisions are performed recursively until a pre-specified threshold is reached.
In the following we will discuss in detail the criteria for guiding the subdivision
and explain how to prune most of irrelevant pairs at each level of subdivision
for efficient implementation.

4.1 Segmentation of a Canal Surface

Let S be a canal surface with the center curve P (t) and radius r(t). We segment
S by subdividing the curve P (t) into a series of curve segments. Each curve
segment corresponds a surface section. There are two stages of segmentation in
our algorithm. At the beginning, a possibly long and winded canal surface needs
to be segmented into a number of sufficient short sections so each can be properly
bounded by a cone-sphere; this is called initial segmentation. The second stage is
called recursive subdivision where a canal surface section is cut into two smaller
sections to improve the error of approximation.

For initial segmentation, we propose the following two criteria:

– (1) Radius monotonicity: We require the radius function to change mono-
tonically on each canal surface section, since such a section would be more
compatible with a cone-sphere in shape, whose radius function is always
monotonic, therefore tending to be bounded more tightly. So we solve the
equation r′(t) = 0 to find all points on the center curve P (t) where the radius
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attains local minima or maxima and use them as cutting points to yield the
initial segmentation.

– (2) Bending control: It is clear that a bounding cone-sphere will be quite
loose if the canal surface to be bounded bends too much. The bending of
the surface can be characterized by the deviation angle of the center curve
P (t), t ∈ [0, 1]. Let Q1 = P (0) and Q2 = P (1). The deviation angle of S is
defined to be the angle between the tangent P ′(t) of the center curve and
line segment Q1Q2. Then another consideration in initial segmentation is
the control of the deviation angle.

As discussed in Section 3, to ensure the validness of our computation of
the bounding cone-sphere of S, we require that the deviation angle of S be
less π/2. In fact, it can be shown that if the deviation angle of S is less
than π/4, then the deviation of any subsection of S that may result from
the subsequent recursive subdivision will have its deviation angle less than
π/2, thus ensuring that its bounding sphere can properly be computed by
the method in Section 3. Due to space limitation, we will skip the proof of
this result.

Based on the above analysis, for initial segmentation we will enforce bend-
ing control by subdividing a canal surface section in half if its deviation angle
is greater π/4.

After initial segmentation, two input canal surfaces, represented as two sets of
canal surface sections together with their bounding cone-spheres, will be sub-
jected to analysis for distance computation as will be described in the next
section. During that process, if the error of computation needs to be reduced,
further recursive subdivision of the canal surface sections has to be performed.
When a canal surface section needs to be subdivided at this stage, to optimally
reduce the approximation error, we choose the cutting point to be where the
moving sphere of the canal surface touches the boundary of the existing bound-
ing cone-sphere. (See Fig. 3).

4.2 Pruning Irrelevant Pairs

At any stage of subdivision, let K1 and K2 denote the two sets of bounding cone-
spheres for the two canal surfaces S1 and S2, respectively. Then we examine all
pairs of bounding cone-spheres (C1, C2), C1 ∈ K1 and C2 ∈ K2, to deduce about
the distance between S1 and S2. Typically, the distance between S1 and S2 is only
realized by a smaller number of the pairs of bounding cone-spheres, and these
pairs need to be subdivided further to improve the approximation error. The
others pairs, called irrelevant pairs, cannot contribute the distance computation
and thus should be discarded. Hence, we need an effective scheme to eliminate
as many irrelevant pairs as possible.

The distance of a pair of bounding cone-spheres is only a lower bound of the
distance between the canal surfaces contained therein, so it does not provide
sufficient information for deciding which pair should be discarded as irrelevant
pairs. Consider the example in Fig. 6. Here, The canal surface below is divided
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γ3
β2γ2β3

C1

C2

C3

Fig. 6. Distance interval [β, γ]

into two surface sections bounded by two bounding cone-spheres C2 and C3.
The other canal surface is just one section, bounded by a bounding cone-sphere
C1. So we have two pairs (C1, C2) and (C1, C3) to compare. Although the dis-
tance of (C1, C2) (β2 in Fig. 6) is smaller than that of (C1, C3) (β3), we cannot
conclude (C1, C3) is irrelevant, because the distance between the canals surfaces
in (C1, C2) is bigger than the distance between the canals surfaces in (C1, C3).
That is, discarding (C1, C3) would lead to an erroneous result.

We resolve this issue by assigning a distance interval to each pair of bounding
cone-spheres (C1, C2), and eliminate irrelevant pairs based on comparison of all
distance intervals. For a pair of bounding cone-spheres, let β be the distance
between the two cone-spheres and let γ be the distance between any two spheres
respectively from the two family of moving spheres generating the two canal
surface bounded by C1 and C2. Then the [β, γ] is called a distance interval
associated with (C1, C2). Let d be the distance between the two canal surfaces
bounded by C1 and C2. Then, clearly, β ≤ d ≤ γ. Fig. 6 shows the distance
interval [β, γ] for the two pairs of cone-spheres (C1, C2) and (C1, C3).

In our implementation, from each pair of bounding cone-spheres, we choose the
spheres in the definition of γ as follows. When we compute the closest distance
between the two cone-spheres, we easily find the parameters (u0, v0) ∈ [0, 1]2

that give the minimum of the distance function d(u, v) of the two cone-spheres,
given in Eqn. (5). Then we substitute u0 and v0 into the moving spheres defining
the canal surfaces S1 and S2, respectively, to get two spheres, and designate the
distance between these two spheres to be γ. This selection is motivated by the
need to make the upper bound γ as little as possible so to help eliminate more
irrelevant pairs of bounding cone-spheres.

Distance intervals can be used to eliminate irrelevant pairs as follows. Consider
two pairs of bounding cone-spheres, denoted (C1, C2) and (C′

1, C
′
2), with C1 and

C′
1 bounding sections from a canal surface S1 and C2 and C′

2 bounding sections
from a canal surface S2. Let [β, γ] be a distance interval of (C1, C2) and [β′, γ′] a
distance interval of (C′

1, C
′
2). If γ < β′, then the distance between the two canal

surface sections bounded by (C′
1, C

′
2) will not be the eventual distance between

S1 and S2, thus (C′
1, C

′
2) should be pruned. Similarly, if γ′ < β, then (C1, C2) be

pruned. When [β, γ]
⋂

[β′, γ′] �= ∅, either of (C1, C2) and (C′
1, C

′
2) may contain
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canal surface sections that might realize the distance between S1 and S2, so both
need to be retained for further processing.

4.3 Algorithm

Our complete algorithm is described below.

Algorithm 1 (Computing the distance between two canal surfaces)
Input: Two canal surfaces S1 and S2 with radii ri(t), and centers Pi(t), i = 1..2.
Output: The distance γ min between S1 and S2.

– Step 1: Initialization.

• Segment S1 and S2 into consecutive surface sections respectively. Com-
pute corresponding bounding cone-spheres of these sections, we obtained
two sets of bounding cone-spheres for S1 and S2. Denote them K1 and
K2 respectively.

• Combine two bounding cone-spheres, each from K1 and K2 respectively
to form a pair of bounding cone-spheres. Enumerating all possible com-
binations of the members in K1 and K2. For each pair of the bounding
cone-spheres, compute their distance interval [β, γ]. Taking each combi-
nation of two bounding cone-spheres as a unity, and define it by u.

• Define a set of u as U to record the candidates of the most closed pair
that forms the distance between two input canal surfaces. Add all the
pairs of the bounding cone-spheres computed above into U .

• Randomly initialize γ min to be the γ of the distance interval of a pair
in U .

– Step 2: For each pair of bounding cone-spheres u in the set U . Suppose the
distance interval is [β, γ], do the followings on u.

• If the β > γ min, then remove u from U ;

• Otherwise if γ < γ min, assign γ to γ min, check the other pairs whose
β > γ min, remove them from U ;

– Step 3: If the set U is empty, return the value γ min as the distance between
the two canal surface; otherwise, find the pair among all the pairs in U with
the smallest value γ in its distance interval, again denote the selected pair
by u, pick it out from U , go to step 4.

– Step 4: If both the two surface sections bounded by the cone-spheres in u are
bounded within a pre-specified threshold ε, discard u and go back to step 3;
otherwise, subdivide the surface section whichever is not bounded tightly by
its bounding cone-sphere into two parts. Compute the bounding cone-sphere
for every segment of the surface sections, and combine the new bounding
cone-spheres with those of the other surface section one by one to form new
pairs of bounding cone-spheres. Compute the distance intervals [β, γ] of the
new pairs, add them into U . Go to step 2.
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5 Experimental Results

In this section we present the experimental results for computing the distance
between two objects modeled with canal surfaces. All experiments were run on
the PC with 2.33 GHz Core(TM) 2 Duo CPU and 2 GB memory.

The Table 1 shows how the subdivision level is co-related to the change of the
pre-specified approximation tolerance ε. The second column of Table 1 shows
the depth of bounding tree, and the third one is the number of cone-sphere
pairs which were tested. All the data in Table 1 are obtained by the example in
Fig.7.(c). When we reduce the ε rapidly, the depth of the bounding tree increases
slowly. It means that our bounding cone-spheres converge rapidly. Table 1 shows
that the time and number of testing cone-sphere pairs also increase slowly with
rapidly reducing ε.

In all the following examples, we let the pre-specified threshold ε be 10−5.
We use a group of tests to compare the run time performances and the ac-

curacies of our method and that of the method by Lee et al [13]. In these tests
the two methods are used to compute the distances between two canal surfaces
with center curves P (t) and radius functions r(t) of different degrees. The timing
results are shown in Table 2. Some of these examples are shown in Fig. 7. In the
first column in Table 2, (i, j) stands for the degree of the center curve P (t) and
radii function r(t), respectively. From the comparisons, we see that our method
is faster, while achieving comparable accuracy.

Table 1. The effect of approximation tolerance ε

ε Depth Testing cone- Time (s) Distance
spheres pairs

10−2 4 72 0.017 5.8463058
10−3 6 96 0.025 5.8455473
10−4 7 124 0.031 5.8454567
10−5 9 144 0.039 5.8454345
10−6 10 168 0.043 5.8454344

Table 2. Runtime and distance comparisons of our method and the method in [13] for
computing distances between simple canal surfaces

Benchmarks Method in [13] Our method
Time (s) Distance Time (s) Distance

(2,2) 0.009 65.5312705 0.005 65.5312705
(2,3) 0.032 14.3156072 0.018 14.3156072
(2,4) 0.057 14.7398007 0.020 14.7398016
(3,2) 0.047 52.3472386 0.021 52.3472398
(3,3) 0.058 50.7140234 0.038 50.7140243
(3,4) 0.061 50.7528231 0.039 50.7528237
(4,2) 0.077 8.3783939 0.020 8.3783939
(4,3) 0.082 7.4441963 0.022 7.4441961
(4,4) 0.084 5.8454344 0.039 5.8454345
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(a) Degrees (2,2) (b) Degrees (3,3) (c) Degrees (4,4)

Fig. 7. Some of the test examples in Table 1

Fig. 8. Distance between a stool and
a stick

Fig. 9. Distance between a ring and
a stool

Table 3. Runtime and distance comparisons of our method and the method in [13] for
complex objects

Benchmarks Method in [13] Our method
Time (s) Distance Time (s) Distance

stick and stool 2.236 6.3297552 0.024 6.3297552
ring and stool 2.923 8.9816040 0.047 8.9816041

Fig. 8 and Fig. 9 present the comparisons of the method by Lee et al [13]
and ours for computing the distance between two complex objects consisting of
multiple canal surfaces. The stool in the two figures comprises 28 canal surfaces.
The stick in Fig. 8 comprises 3 canal surfaces and the ring in Fig. 9 comprises 2
canal surfaces. The timing results are shown in Table 3. We see that the efficiency
improvement of our method over the method by Lee et al [13] is more significant
for complex objects than for simple objects.



Computing the Distance between Canal Surfaces 101

Fig. 10. Distance between octopus and floating grass
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Our method
Lee’s method

Fig. 11. Runtime comparisons of our method and the method in [13] when the inputs
are deformable complex objects

Fig. 10 shows an example when the input are two deformable objects modeled
with canal surfaces. The complex object in the figure is an octopus, made up of
9 deformable canal surfaces, and the simple object is a single canal surface. Fig.
10 shows the distances between the two objects at two different moments.

Fig. 11 shows the runtime comparisons of our method and the method in [13]
for computing the distance between these two deformable objects. The horizontal
axis is the time line of motion/deformation, and the vertical axis represents the
computational time cost. The dashed curve represents our method’s runtime,
and the solid line for that of the method in [13]. We see that our method is
again more efficient.

6 Conclusion

We have present a new method for computing the distance between two canal
surfaces. We used cone-spheres as bounding volumes to speed up the computa-
tion. We design an efficient method for computing a bounding cone-sphere of
one section of a canal surface, and present a novel method for pruning the irrele-
vant pairs for efficient distance computation. Our tests show that this method is
much faster than the method by Lee et al [13]. The main reason for this superior
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performance is that we just need to solve equations with one-variables due to
the use of the cone-spheres bounding volumes, while Lee et al’s method needs
to solve a system of equations with two variables.
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Abstract. Semi-algebraic sets occur naturally when dealing with im-
plicit models and boolean operations between them. In this work we
present an algorithm to efficiently and in a certified way compute the
connected components of semi-algebraic sets given by intersection or
union of conjunctions of bi-variate equalities and inequalities. For any
given precision, this algorithm can also provide a polygonal and isotopic
approximation of the exact set. The idea is to localize the boundary
curves by subdividing the space and then deduce their shape within
small enough cells using only boundary information. Then a systematic
traversal of the boundary curve graph yields polygonal regions isotopic
to the connected components of the semi-algebraic set. Space subdivi-
sion is supported by a kd-tree structure and localization is done using
Bernstein representation. We conclude by demonstrating our C++ im-
plementation in the CAS Mathemagix.

Keywords: subdivision algorithm, semi-algebraic set, connected com-
ponent, algebraic curve, topology computation.

1 Introduction

Planar semi-algebraic sets are unions of subsets S of R2 that satisfy a set of bi-
variate polynomial equalities and inequalities. These sets appear naturally when
polynomial constraints are used for instance to describe regions of validity for
a physical problem. Piecewise algebraic representation of shapes is commonly
used in Computer Aided Geometric Design, for instance in B-spline parametric
representation of curves, or even surfaces of volumes, that also belong to the
class of real semi-algebraic sets. Constructive Solid Geometry models also used
in CAGD are semi-algebraic sets if the involved solid primitives are algebraic.
In domains such as optimization, an important problem is the computation of
global optimum of (polynomial) functions under (polynomial) constraints. These
constraints define a semi-algebraic set as the solution space, in which the optimal
points will be searched [15], [12]. In other words, semi-algebraic sets provide a
general framework to handle many shape representations that are commonly
used in Shape Modeling.
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In the present paper we present a new technique to handle semi-algebraic sets
in the plane. We note that our method can be extended to dimension three,
without theoretical obstacles. Indeed, the implementation is done in a generic
programming framework that allows extension to dimension three without rela-
tively little additional effort, since abstract types and templated data structures
are heavily used.

The study of real semi-algebraic sets has a long historical background [18],
with important theoretical contributions for instance on their triangulation [11],
[13]. More algorithmic questions have also been tackled, essentially using the
well-known Cylindrical Algebraic Decomposition [6]. This approach is based on
performing successive projections of semi-algebraic sets onto subspaces of dimen-
sion one less and then lifting back to the projected set. It yields a decomposition
of a semi-algebraic set S into (connected) components, defined by sign conditions
deduced from some “subresultant” polynomial sequences [5], [8], [3].

One of the bottlenecks for practical applications of C.A.D.-based approaches,
even in small dimension, is its double exponential complexity behavior. This
is due mainly to computations with algebraic numbers of possibly high degree.
Other obstacles include the lack of extension to approximate computation, re-
quired by applications in CAGD and the problem of robust description of the
components. Our approach refrains from costly algebraic manipulations, hence
avoids the high complexity of exact computation. It is based on real root isola-
tion techniques, which are well suited for approximate yet certified computations.
Moreover, it gives an answer to the problem of representing the semi-algebraic
set in a way that is both topologically correct and suitable for applications. This
overcomes the inflexible description by sign conditions or other implicit descrip-
tions, for instance the one in [2], where each connected component is described
itself as a semi-algebraic set.

We propose a subdivision approach that concentrates on rectangular domains
of R2 and computes a piecewise linear approximation of a semi-algebraic set
in the domain, which is topologically equivalent to it. The defining equations of
the set are transformed to tensor-Bernstein form. This gives a numerically stable
way to subdivide this representation into sub-domains, until certain regularity
conditions are fulfilled. During the subdivision process the cells that touch the
boundary of the semi-algebraic set are identified and their adjacency structure
is represented as a graph. When this process terminates, we follow this graph to
recover contours that define the geometry of the set. A tolerance ε > 0, given in
the input, controls the precision of the computed approximation. Nevertheless,
the regularity conditions imply a topologically correct result. In this sense, the
algorithm extends the approach in [1] on the topology of algebraic curves, by
providing a efficient way to deal with semi-algebraic regions and to perform
boolean operations on these regions.

We start by defining the family of sets that we are interested in.

Definition 1. The family S ⊆ 2R
2

of semi-algebraic sets is the closure under
union and intersection of subsets of R

2 of the form
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{
(x, y) ∈ R

2 : f(x, y) = 0
}

and
{
(x, y) ∈ R

2 : g(x, y) > 0
}

where f, g ∈ R[x, y].

We call the above sets basic semi-algebraic sets. These definitions extend natu-
rally to higher dimension.

If S ∈ S, its complement Sc = R2\S is easily seen to belong to S. The family
S is thus stable by intersection, union and complementary. Another important
property of semi-algebraic sets is that the projection of a semi-algebraic set is a
semi-algebraic set [3].

Our algorithm has as input an initial frame D0 = [a, b] × [c, d] and a semi-
algebraic set S, given in disjunctive normal form, that is, in the form S1∪· · ·∪Sk

where each Si is an intersection of basic semi-algebraic sets, hence defined as a
subset {(x, y) ∈ R2 : g1 = 0, . . . , gm = 0, f1 > 0, . . . , fn > 0}. It outputs
a boundary effective representation of the connected components of this semi-
algebraic set.

Given a precision ε > 0, it can also output a polygonal approximation of the
set inside the domain D, within the precision ε, which moreover is isotopic to S
in the following sense:

Definition 2. Two semi-algebraic sets S1,S2 of R2 are isotopic if there exists a
continuous application F : R2 × [0, 1] �→ R2 such that F |t=0 is the identity map,
F (S1, 1) = S2 and for all t ∈ [0, 1], F |t : R

2 �→ ImF |t is a homeomorphism.

We introduce some notation. Throughout the text S will refer to an input semi-
algebraic set. By a slight abuse of notation we might denote by S both the
semi-algebraic set and the set of underlying defining polynomials. The meaning
will be clear from the context. Let f be a polynomial of the input. We refer to
parts of the real algebraic curve f = 0 that belong to ∂S, the boundary of S, as
boundary curves. Points where boundary curves intersect (or a single boundary
branch, part of some f = 0 is self-intersecting), are called crossing points. Also,
we will refer to a branch of a curve, defined by two endpoints p, q, as the part
of the curve between these points, e.g. the image of a continuous parametrized
curve r : [0, 1]→ R2 s.t. r(0) = p, r(1) = q and f ◦ r = 0.

This paper is organized as follows: In Sect. 2 we provide details on the repre-
sentation of the main objects in memory. Then in Sect. 3 we describe a subdivi-
sion process that computes a collection of cells covering ∂S. This representation
is used to compute the connected regions of S, in Sect. 4. We specialize the main
functions that appear in the algorithm first for the case of basic sets, in Sect. 5
and then for a general set of S in Sect. 6. We conclude with examples and an
overview of our implementation in Sect. 7.

2 Representation

We begin by describing the main objects in the algorithm, called hereafter cells,
and how they are represented in memory.
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A cell carries local information for S in a rectangular domain D = [a, b]×[c, d].
This information includes the Bernstein representation over D of the defining
equations of Si, whenever Si ∩ C �= ∅. It also carries the intersections of every
branch of ∂S that crosses the cell with the cell frame ∂C. The cells of interest
are exactly the cells that contain branches of boundary curves, i.e. parts of ∂S.
These cells are identified during the subdivision process.

A local description of S in a cell is achieved using the tensor-Bernstein rep-
resentation over D of every polynomial that defines S. This representation is
computed using DeCasteljau’s algorithm. It yields for f ∈ R[x, y], an expansion

f(x, y) =
dx∑
i=0

dy∑
j=0

γi,j B
i
dx

(x; a, b)Bj
dy

(y; c, d) ,

where dx, dy is the degree of f inx, y resp. andBi
dx

(x; a, b) the i−thBernsteinpoly-
nomial of degree dx over the interval [a, b], namelyBi

dx
(x; a, b) =

(
dx

i

)
(x− a)i(b−

x)dx−i (b− a)−dx , 0 ≤ i ≤ dx, b < a. Consequently we store an (dx +1)× (dy +1)
matrix in memory to represent f , i.e. a dense Bernstein representation. A number
of properties of this basis, e.g. convexity, variationdiminishing,positivity etc,make
it suitable for stable approximate computations. See [10] for more information.

The first cell C that is computed as soon as the algorithm is launched is
the one corresponding to the initial frame D0. This initial cell carries all the
polynomials of the input. When a sub-cell is computed, if ∂Si does not cross
that cell, for some i, S = S1 ∪ · · · ∪ Sr, then the polynomials of Si are not kept
in the representation of it.

Another object is the region, which is a linear approximation of a 2-dimensional
connected component of the semi-algebraic set. It is described as a collection of
contours, that are closed loops properly oriented to delimit the region: The outer
contour, or shell, is oriented counter-clockwise (CCW for short) whereas any inter-
nal contours, or holes are clockwise (CW) oriented. See Fig. 4 for a region defined
by three contours.

Every contour is essentially a simple polygon described as a list of vertices
that lie on the boundary of the exact set.

We also employ graph structures to keep adjacency information between cells.
These are internally saved in memory using adjacency-list representation [7].

More specifically, we compute an undirected graph A, in which the points
where ∂S intersects ∂C correspond to edges and subdivision cells C correspond
to vertices. We shall compute the restriction of the semi-algebraic set in a given
initial domain, thus the border of this domain is from a computational point of
view a limit for the regions to compute. For this reason, we also keep a directed
graph containing the cells where boundary curves touch the initial frame and
the four corner cells of D0. This forms a CCW loop and is used to complete any
open contours that touch the boundary.

The space subdivision is tracked using a kd−tree, rooted at D0. The leaves of
this tree is a partition of D0 into cells. The inner nodes represent the sequence
of subdivisions that took place.
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Example. In Fig. 3(left), we have a partition of the domain into 8 regular cells.
The semi-algebraic set is the grayed area, described by a single contour. Here the
graph A is the closed path of cells 2,7,6,8,3,2. The border graph is the directed
closed path 2,1,7,6,4,3,2.

3 Subdivision Process

The subdivision of the initial domain into regular cells is a main operation of
the algorithm. It consists in splitting the initial domain into smaller cells until
certain local properties are satisfied. These properties will allow in a later step
the construction of a topologically correct approximation of the (boundary of
the) set in each cell.

During this process we construct a graph A whose vertices are the cells that
span ∂S. Alg. 3.1 presents the general process. Here a cell is regarded as an
abstract object that supports the following operations:

• Regularity test(IsRegular). A cell is considered regular if the topology of S
inside the cell is known, i.e. it can be deduced using only discrete data stored in the
cell, namely the points in ∂C ∩ ∂S, or even the sign of some derivatives on them.
Hence interesting cases are the cells that contain branches of boundary curves.
Some characteristic examples of this are presented in Fig. 1. If there is more than
one crossing point in the cell, that is, branches that intersect each other, then there
is ambiguity on how the region behaves in the cell. Thus the regularity implies that
we have at most one crossing point inside the cell and that the branches inside C
have a monotone behavior. This behavior is connected to special points on the
boundary curves, namely points with vertical or horizontal tangents.

• Boundary curve intersection test(OnBoundary). It is used to identify if
a cell is intersecting ∂S, i.e. C ∩ ∂S �= ∅. This can be done by inspecting the sign
variations of Bernstein coefficients of the polynomials that define S. Descartes’
Rule of Signs implies that if there is a branch of ∂S in C, then there will be sign
variations on the coefficients of some boundary equation. On the other hand, by
the positivity property of the Bernstein basis, if the coefficients over a cell C of a
curve f = 0 have no sign variations, then there cannot be a branch of this curve
in C.

(c)(b)(a)
1

2

3

4

1

2

3

4

1

2

3

4

Fig. 1. Examples of cells that are regular and intersect S : (a) intersection of two basic
sets, (b) union of two basic sets with a crossing, (c) union of two sets
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Algorithm 3.1. Subdivision algorithm
Input: A cell C0 corresponding to the initial domain D0.
Output: A partition of C0 into regular cells and a cell graph boxruled A.
Initiate a kd−tree K and set its root to C0;
Initiate a graph A with a vertex C0;
for all unvisited leaves C in K do

if OnBoundary(C) and not IsRegular(C) then
subdivide C into two children CL and CR ;
put an edge in A between CL and CR;
distribute the A−neighbors of C to CL, CR;
remove C from A;

else
mark C as visited;

end
return K, A;

end

During the subdivision process the following information is computed:

– Space partition information in the kd-tree structure.
– Local information in the subdivided cells: the tensor-Bernstein representa-

tion over the cell, critical points contained in the cell, intersection points of
∂S with the cell frame.

– Adjacency information between the cells, in horizontal and vertical direction.
The cells in which the boundary curves touch the border ∂D0 are also con-
nected in a counter-clockwise loop, to serve the purpose of limiting the com-
putation inside D0.

• Space Partition. The cells that derive from successive subdivisions are orga-
nized in a kd-tree structure [4], rooted at the initial domain D0. The nodes in this
tree have pointers to their left and right children, as well as to the parent node.
The coordinate in which the subdivision takes place at every level of the tree is
not fixed; it is implied every time by the dimensions of the current cell, thus at the
same level of the tree we may have cell subdivisions either in x or y coordinate.

This structured partition allows to perform fast point location queries. The
reason we have chosen a kd-tree rather than a quad-tree is economy wrt the
overall number of cell subdivisions as well as the modularity that it offers, for
instance it’s direct adaptation to three or more dimensions.

There are two basic tests to be defined, to guide the subdivision process. The
first identifies that a cell is regular, i.e. the topology of the semi-algebraic set in
the cell is known. In this case the subdivision stops at this branch of the kd-tree.
The second test identifies if ∂S intersects the current cell. If not, then either
C ⊆ S or C ∩ S = ∅, thus there is no need to subdivide it any further.

• Cell subdivision. Subdividing a cell C along some coordinate is essentially to
compute, starting from the Bernstein representation over C, representations over
some sub-domains of C. This operation is carried out by one call of DeCasteljau’s
algorithm [10].
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Fig. 2. Cell subdivision along x−direction. Neighbors of the parent (left) are dis-
tributed to the children(right). An edge is added between the latter.

Moreover, along the line where the splitting takes place, we solve a univariate
Bernstein polynomial for every boundary curve that intersects the cell, in order
to compute intersection with the new frame sides. The existing crossing points
and frame intersection points are distributed to the resulting sub-cells, Fig. 2.

• Adjacency graph update. At each subdivision step, a former leaf of the
kd-tree obtains two children. To update the cell graph, we disconnect this node
and distribute it’s neighbors to the new children, according to the direction of
splitting. Finally, we introduce a new edge that joins the two children along the
corresponding direction. These steps, demonstrated in Fig. 2, assure that at any
point of the subdivision, the leaves of the kd-tree, which form a partition of D0,
are connected to the neighboring cells in all four sides.

4 Region Recovery

In this section we explain how we pass from the cell description to a polygonal
approximation of the (connected components of the) semi-algebraic set. We will
demonstrate that as soon as the subdivision Alg. 3.1 terminates, we are able to
recover the shape of the semi-algebraic set, and guarantee the correctness of the
construction.

The output is a list of regions that correspond to connected components of
the semi-algebraic set. The set of cells that intersect a region can readily provide
a triangulation of the region, which can be outputted for use in rendering. Each
region is represented as a set of closed oriented contours. The orientation of every
contour reveals whether it is the exterior boundary, or shell of the region, or an
internal gap, or a hole. There is a unique shell for every region of S.

To compute the regions, it suffices to traverse the cell graph A in a suitable
way and recover the shell and holes of every region in the set. The algorithm for
region computation is summarized in Alg. 4.1.

The orientation check IsCCW depends only on the contour F . Every closed
contour can be assigned an orientation; if one walks around the curve in such a
way as to keep the bounded region on one’s left at all times, the contour is said to
be positively oriented. If the contour is traversed in the opposite direction, then
it is said to be negatively oriented. Let c = (p1, p2, . . . , pn) with pi = (xi, yi),
pn+1 = p1 be a list of points defining a closed polygonal contour. The sign of the
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Fig. 3. Left: Subdivision process, with marked subdivided cells and intersections.
Right: Computed polygonal region, marked with the oriented list of contour points.

Algorithm 4.1. Region computation
Input: A cell graph A covering the semi-algebraic set S .
Output: A list L of polygonal regions, one for every connected component of S .
L← ∅;
for all boundary cells C in A do

if C is not visited then
F ← DiscoverContour(C);
if F IsCCW then

Initialize region R with F ;
push R to L;

else
attach hole F to it’s containing shell

end

end

end
return L;

quantity
s∑

i=1

(xiyi+1 − xi+1yi) determines weather c is positively or negatively

oriented. This sum is twice the (signed) area of the contour.
The function DiscoverContour, presented in Alg. 4.2, returns a contour

that crosses the cell C and is oriented CCW wrt the region it delimits. For
instance, both the holes and the shell of the region in Fig. 4 are CCW oriented
wrt the grayed region. It is required that the cell argument is regular, so that
the global shape of the contour can be determined by following the known local
topology in the cell. This is ensured by the subdivision process of Sect. 3.

Apart from the cells containing branches of the boundary contours, there are
special cells that are needed in order to constrain the computation in the initial
frame D. These are the boundary cells that touch the frame as well as the four
corners of D. They are connected in a CCW loop during the subdivision process
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that is used to complete the contours that escape D and would not be closed
otherwise.

4.1 Following the Boundary Curves around a Region

The main function in Alg. 4.1 is DiscoverContour, which is in turn based on
two routines, Pair and StartingPoint.
• Pair. If a cell intersects both a region and the region’s boundary, then for
every intersection point p there is a unique point q that is connected to p via a
segment of ∂S that lies inside the cell. If the cell in question is also regular, q
can be computed using sign conditions along ∂C. We define this point q to be
the result of Pair(C, p). If this point q is different from p, then evidently it is
connected to p via a branch of some boundary contour of the region. Alg. 4.3
presents a general strategy to compute q.
Example. In Fig. 1 the result of Pair is: (a)1 → 2, (b)4 → 3, (c)2 → 3. Note
that in case (c), the branch 1 → 4 will not occur in the computation, since it
does not belong to ∂S.
• Starting Point. A contour has to be traversed with the correct orientation,
otherwise we would not be able to distinguish between shells and holes of a
region. For this, it suffices to provide the first two points in the point list of
the contour with the correct orientation. This is the task of the Starting-
Point(C) routine. It returns a point p on ∂C s.t. the oriented branch with end-
points p, Pair(p) has on it’s left side the region to be computed. This is a special
case of the Pair computation described in the next paragraph.
Example. For Fig. 1 the result of StartingPoint is: (a)2, (b)3, (c)2. Indeed,
the respective branches (a)2 → 1, (b)3 → 4 and (c)2 → 3, are CCW-oriented
wrt S.

Looking at the graph A induced by Alg. 3.1, we distinguish two kinds of
regular cells:

– Cells that contain non-crossing branches of ∂S.
– Cells that contain branches that intersect at one crossing point.

Fig. 4. A region defined by it’s oriented border. All the contours are CCW-oriented
wrt the grayed region. This leaves the holes CW oriented with respect to the bounded
domain they define.
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Recall that the outcome of Pair(C) is the point connected to p via a branch
which lies inside C. The general algorithm is presented in Alg. 4.3. The essential
tool for this computation is an efficient way to check if a given point on ∂C is
contained in S. This is done using the sign of the Bernstein coefficients. For
every polynomial f of C, there are four extreme coefficients that are equal to
it’s value on the four corners of ∂C. Now taking into account that the sign of f
along ∂C alternates every time we pass a boundary intersection point, we can
determine the sign on any point of ∂C by starting from an extreme coefficient
and counting points along ∂C, up to the desired point.

If there is one crossing point in C the topology of ∂S ∩C is conic (Fig. 1(a,b)).
To choose the correct pair of a given point on ∂C ∩ ∂S, we check whether a
∂C−neighborhood on the left of p belongs to S or on the right of p. We output
accordingly the point on the side where the test was positive.

If there is no crossing point, (Fig. 1(c)) it suffices to return the other end of
the branch that starts from p. We shall see in the sequel how this information is
recovered on regular cells.
Example. In the case of Fig. 3(left) we execute Alg. 4.2. Starting from cell 2,
we obtain a first point of the contour, using StartingPoint routine. Succesive
calls of the pair function give the sequence of points shown in Fig. 3(right). The
process stops when we reach the cell 2 again, thus completing the contour.

Algorithm 4.2. DiscoverContour(C)
Input: A regular cell C of A.
Output: A list F of points in the plane that define a closed contour.
p← StartingPoint(C);
Initialize a contour F and push p to it;
C0 ← C;
repeat

mark C as visited;
p← Pair(C, p);
push p to contour F ;
C ← the A−neighbor of C that contains p;

until C = C0 ;
return F ;

Algorithm 4.3. Pair

Input: A regular cell C and an intersection point p on ∂C.
Output: The intersection point q such that {p, q} lie on a branch of ∂S .
if there is a crossing in C then

Let l, r be the CCW previous and next point, resp., of p, in ∂C ∩ {f = 0};
Based on which of the segments lp or pr lies in S , return either l or r ;

else
return the other end of the C−branch starting from p;

end
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It remains to specialize these functions. We continue by doing so, first in the
case of basic algebraic sets and then in the case of intersection and union.

5 The Case of Basic Semi-algebraic Sets

A basic semi-algebraic set is defined by one polynomial, S = {(x, y) : f > 0}, or
S = {(x, y) : f = 0}. In both cases the treatment is quite the same, and depends
on the boundary curve f = 0, hence we shall suppose S = {(x, y) : f > 0}.
In the case of equality it is only the contour lines that will be outputted rather
than two-dimensional regions. After fully treating this case, we shall generalize
by extending the operations to the cases of intersection and union.

This case is closely related to the topology computation of an implicit real
algebraic curve. The latter is the partition of space into points, edges and faces
defined by the curve f = 0. See Figure 5 for an example. Note that recovering
the topology of the real algebraic curve f = 0 is a special case of our algorithm.
Indeed, it suffices to execute the subdivision algorithm on S = {f = 0} and
then run the region recovery twice, once with S = {f > 0} and once with
S = {−f > 0}. The union of these two outputs is exactly the set of faces defined
by the curve f = 0.

5.1 Regularity Test

We describe the regularity criteria that are used for the boundary curve of the
set. We shall provide a brief overview and refer the reader to [1, Sect. 4] for an
extended presentation.

The regularity depends on special points on the curve, that reveal the local
shape of the curve in a neighborhood around them. These are:

Fig. 5. The 23 faces in the topology of the degree 8 curve f = 2 + 7x − 7y − 14x3 + 7x5 −

x7 − 16y2 + 14y3 + 20y4 − 7y5 − 8y6 + y7 + y8 − 42y2x − 70y3x2 + 35xy4 + 70y2x3 + 42yx2 − 35x3y4 + 7x6y −

21x5y2 − 35x4y +21x2y5 + 35y3x4 − 7xy6 computed by running our algorithm on S = {f > 0},
S = {f < 0} and D = [−4, 4]× [−3, 3]
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Definition 3. The set of extremal points of f ∈ R[x, y] is the solutions of the
system ∂xf(x, y) = ∂yf(x, y) = 0.
The set of singular points of f is the subset of extremal points that also satisfy
the equation f(x, y) = 0.
The set of x-critical (y-critical) points of f is the solution set of ∂xf(x, y) =
f(x, y) = 0} (∂yf(x, y) = f(x, y) = 0}).
Computing these points, approximately but also efficiently, is a vital ingredient
of the algorithm. In [16], an algorithm is presented that acts on polynomials in
Bernstein form. It uses domain subdivision as well as enveloping and precondi-
tioning techniques to provide a robust polynomial solver. We rely on this solver
to obtain good approximations of the points in Def. 3. These points are precom-
puted and during the subdivision process they are isolated between the cells, i.e.
we do not allow more than one of them in a single cell. As a result, after the
subdivision process terminates, we obtain a partition of D0 into regular cells of
the following type:

– x-regular cells, those that contain no x-critical points (similarly for y−regular).
– simply singular cells, that contain a single singular point and all branches of
∂S ∩ C intersect it.

• Regular cells. If a cell is x−regular, it contains a number of x−monotone
branches. In short, the direction of the tangential gradient vector (∂yf,−∂xf)
evaluated at the points in ∂C∩∂S yields the connection of the branches inside C.
The Bernstein representation of the derivatives themselves are easily computed,
since they are given as differences of Bernstein coefficients of f . A sufficient
condition for f to be x-regular is that the Bernstein coefficients of ∂xf maintains
a constant sign. By Descartes’ law, this statement implies that the sign variations
in x−direction should be at most one.

Note that in special cases where the critical point is on ∂C two branches may
share a starting or ending point.

• Simply singular cells. If there is a single singular point in a cell C, and no
additional extremal points, one must test whether all the branches inside C cross
this point. This would imply that the topology inside C is a cone starting from the
singular point. The test is based on computing the topological degree, or Gauss
map [17] of the vector field ∇f = (∂yf, ∂xf) around the closed curve ∂C. This
breaks down to isolating the real roots of ∂xf and ∂yf along ∂C. Khimshiashvili’s
theorem [14] relates the number of branches that reach the singular point to the
topological degree deg(∇f, C); it states that the number of branches is exactly
2 (1 − deg(∇f, C)). If this number coincides with the cardinality of ∂C ∩ ∂S
then we can treat this cell, otherwise there are additional branches in C and the
subdivision will continue until they are isolated from the singular point.

6 The General Case

To treat semi-algebraic sets with more than one defining equation, it suffices
to extend the main operations in this case. Our aim is to have a covering of
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the boundary curves of ∂S by regular cells. The main difference is that crossing
branches in a cell can correspond to two basic sets in a union, or two basic sets
in an intersection. Treating correctly these cases will extend our algorithm to
the whole family of semi-algebraic sets. Again, we assume that the basic sets
are defined by inequalities, since restricting to (in the case of intersection) or
attaching (in the case of union) a curve segment to the output is not essentially
different from treating boundary curves of two dimensional components. In par-
ticular, the cell graph A that we obtain from the subdivision Alg. 3.1 will span
any components of lower dimensions.

Let S = S1 ∪ · · · ∪ Sk. Recall that a cell C carries the polynomials of Si if
∂Si∩∂C �= ∅. For all the other parts Sj , it is either Sj ∩C = ∅ or C ⊆ Sj , hence
C does not interfere with the boundary curves of these components.

We define a regular cell to be a cell in which every attached polynomial is
regular (in the sense of Sect. 5.1) and conforms to any of the following properties:

1. There is only one set Si in C and at most one (self-)intersection.
2. There are two sets Si and Sj and one intersection between a branch of f ∈ Si

and g ∈ Sj .

These intersection points are also computed using the Bernstein solver [16] and
are isolated among the cells during the subdivision process.

Deciding if a region spans ∂S is done by checking whether it belongs to the
boundary of every Si that is carried by C, and consists again in checking signs
on the boundary.

To simplify the process, we rely on basic cells (cells that have branches of a
single basic set contributing to S) for determining the orientation of regions, i.e.
applying StartingPoint. This is a mild assumption, since in any case, bound-
ary curves away from crossings define basic semi-algebraic sets. This assumption
also simplifies the way we deal with cells like Fig. 1(c), since we only need to
know the connection inside the cell in order to traverse them and choose the
correct branch (for instance, in Fig. 1(c), discard the locally redundant curve).

We describe how we compute Pair in the above two cases:
• Case 1. There is a set of branches in the cell that intersect in one point only,
similar to 1(b). Since the corresponding basic sets are combined by intersec-
tion we search around ∂C for a part that attains positive sign on all involved
polynomials, to decide the Pair routine.
• Case 2. Two branches intersect, corresponding to basic sets combined by
union, for instance 1(c). We propagate the search to points around parts of ∂C
that satisfy any of the sign conditions implied by Si or Sj . When we reach a
part that is outside S, we return the last point found.

7 Implementation and Demonstration

Our implementation is generic, working on abstract classes of cells, that define
internally a small number of predicates. We chose to use the open-source project
Mathemagix1, for the fast data structures it provides for polynomials and it’s
1 http://www.mathemagix.org

http://www.mathemagix.org


A Subdivision Approach to Planar Semi-algebraic Sets 117

Fig. 6. S = {(x, y) : f1 > 0, f2 > 0} with f1 = x4 + 2x2y2 + y4 + 3x2y − y3,
f2 = −105y2x4 − 80y3 + 140x3y3 − 140y3x + 35y4 − 105y4x2 + 48y5 + 42xy5 − 42x2 +
35x4 − 7x6 + 32y + 84xy − 140x3y + 42x5y + 210x2y2 − 42y2 − 7y6 − 8y7 + 7 over the
box [−1, 1]2

Fig. 7. Left: defining curves and cell graph. Right: boundary contours of the underlying
set.

support to certified arithmetic primitives. Our code is written in the frame of
the shape module, which is the part of Mathemagix providing a variety of
geometric operations in two or three dimensions.

Solution of univariate and bi-variate systems of polynomial is performed using
the algorithm in [16], which is hosted in the module realroot. This module also
provides algebraic operations, Bernstein dense representation and a variety of
zero-dimensional system solvers. Hardware accelerated rendering of output has
been made possible using Axel2 platform.

2 http://axel.inria.fr

http://axel.inria.fr
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Fig. 8. Left: Two connected components of a semi-algebraic set, each containing a hole.
Right: regions of the complementary set.

Fig. 9. Computing the topology of a degree 28 algebraic curve with cusps

A first example is given in Fig. 6, where we can see the cells deduced by the
subdivision process together with the defining curves (left), and the computed
regions (right) based on this cell graph. The boxes span only the actual boundary
curves of ∂S, but we also draw the full defining curves to give an idea of the
situation.
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Fig. 10. Semi-algebraic set defined by: f1 = −105y2x4−80y3+140x3y3−140y3x+35y4−105y4x2+

48y5 +42xy5−42x2+35x4−7x6+32y+84xy−140x3y+42x5y+210x2y2−42y2 −7y6−8y7 +7, f2 = x2+3y2−1,

f3 = x6 + y2x4 − y4x2 − 2x4 − y6 + 2y4 + x2 − y2 + xy in domain [−3, 3]2
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Fig. 11. Topology of a degree 76 curve coming from the self-intersection locus of a 3D
surface

Fig. 12. A (degree 12) apparent contour of 3D surface with cusps
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Fig. 13. Regions in the arrangement of three curves, of resp. degrees 32,4,4(top),
32,4,13 (bottom) computed using our algorithm on the underlying semi-algebraic
domains.
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A precision of ε = 0.05 is used, that is, the cells are subdivided down to this
size, to obtain a smooth visual result. Note the two branches that are almost
tangent near the bottom left corner. They cause the subdivision to continue
further around this area until the branches are properly separated.

In Fig. 7 we compute a set S = {(x, y) : f1 > 0, f2 > 0} defined by a degree
6 and a degree 32 polynomial. The domain of computation is [−1.5, 1.5]2 and
precision set as before, ε = 0.05. The running time for this example is less
than one second. Our implementation is able to handle polynomials of quite
higher degree, up to 100 or more. Here the resulting regions contain holes, which
are correctly recognized. Finally, Fig. 7 presents the complementary set, Sc =
{(x, y) : −f1 > 0} ∪ {(x, y) : −f2 > 0} given by 4 connected components.

The purpose of the third example is to demonstrate how our implementation
can handle degenerate cases, namely cusps. We treat a single curve of degree 28,
having several cusps. This curve is taken from a real application in non-linear
computational geometry, namely the computation of the Voronoi diagram of
ellipses, see recent paper [9]. We compute all regions defined by the curve, in the
domain [−7, 3]2 and set precision to ε = 0.5. Detailed output is shown in Fig. 9.

Acknowledgments. The research leading to these results has received funding
from the European Community’s Seventh Framework Programme [FP7/2007-
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Abstract. We present a method for medial surface reconstruction from
volumetric data of thin-plate objects including junctions. Given medial
voxels and distance fields computed from binarized volumes, we polygonize
medial voxels by covering them with spherical supports and connecting the
center points of the supports. These spherical supports are constructed by
distributing spheres depending on the topological type of the voxels so that
junction and boundary voxels are distributed first. Triangular meshes are
built from Voronoi diagrams on medial voxels. This improvement builds
correct junctions, whereas conventional voxel-based methods tend to re-
sult in small cavities around them. This paper also demonstrates several
results computed from CT-scanned engineering objects.

1 Introduction

This paper outlines a method for converting volumetric data of thin-plate ob-
jects to polygonal meshes for use in digital engineering applications. Thin-plate
engineering objects are made of metal plates, and are formed by stamping and
welding; they are often found in cars and home electronics. Industrial companies
measure such objects as volumetric images using X-ray CT scanners or non-
destructive scanning devices (Fig. 1 (a)). Since each voxel has a CT value that
identifies its material, we can extract volumetric data with certain threshold val-
ues from CT images. Companies need polygonal meshes of these CT images for
use in accelerating engineering processes such as comparison with CAD models
and CAE simulation.

It is well known that polygonal meshes can be obtained by isosurface con-
touring of volumetric data [1,2]. This is effective for solid objects, but can create
closed surfaces with thin-plate objects (Fig. 1 (b)). The center-line surfaces (Me-
dial surfaces) of the objects shown in Fig. 1 (c) are preferable because common
CAD systems represent thin-plate objects as open surfaces [3].

Thin-plate objects are usually welded to other objects for reinforcement. The
medial surfaces of such objects become non-manifold, and their welded parts
become junctions. Since our focus here is on engineering application, these forms
must be reconstructed correctly. One of the challenges involved is capturing non-
manifold junctions from CT images correctly as shown in Fig. 1 (c).

The computingation of medial surfaces from volumetric data has been ex-
tensively discussed in previous studies [3,4,5]. The basic approach first creates

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 124–136, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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(a) CT data (b) Isosurface of (a) (c) Medial surface of (a)

Fig. 1. CT images of welded aluminum and its polygonal meshes. The resolution of
volumetric data (a) is 350x330x220 and its isosurface (b) and medial surface have
130,000 and 3,000 faces (Computation Time: about 1 min.) respectively. Note that the
junction edges (red) of the medial surfaces created using our method (c) are correctly
reconstructed. Lower row shows corresponding illustrations.

medial voxels from input volumetric data, and polygonal meshes are then cre-
ated formed based on the resulting voxel connectivity. However, this approach
creates small cavities around junctions (Fig. 3 (b)) even though no such cavi-
ties exist in the input data. This is due to the ambiguity of triangulation from
voxel connectivity. Prohaska and Hege [4] introduced a look-up table for non-
manifold topology polygonization. However, local voxels are still checked due to
the existence of bad cases of cavities.

We present a method of medial surface reconstruction from volumetric data
of thin-plate objects including junctions. Given medial voxels with distance, we
first apply sub-sampling to these voxels so that junction and boundary voxels
can be preferentially selected. This computation is performed by covering the
medial voxels with spherical supports [6]. We then perform Voronoi diagram
computation for medial voxels using the sampled points as Voronoi sites to build
vertex connectivity, from which triangular meshes are then created.

This approach offers various advantages in medial surface reconstruction from
volumetric data. In particular, spherical supports in the sub-sampling phase
remove unnecessary voxels around junctions. This contributes to the absorption
of various types of artifacts, including branches and small cavities. Indeed, we
confirmed this by applying the method to CT-scanned engineering objects.

This paper consists of five sections. We review related work in Section 2,
the proposed algorithm is introduced in Section 3, we outline the experimental
results and discuss them in Section 4, and Section 5 concludes the paper.
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2 Related Work

Our issue is related to a medial axis whose formulation was first introduced in
[7]; that is, the set of center points of a collection of maximal inscribed spheres.
Many approaches involving MATs (medial axis transforms) have been studied
over a period of four decades in the image processing and geometric modeling
community. This section reviews several approaches related to our objective.

Volume-based methods. Volume-based approaches compute medial voxels from
binarized volumetric data. This produces a volumetric version of the medial
axis. A typical strategy is topological thinning, or voxel pruning, which leaves
the topology of the input data unchanged (such voxels are called “simple voxels”)
and preserves the ends of surface voxels. This process is iteratively applied until
no more voxels can be removed.

Sequential thinning removes simple voxels one by one. This approach preserves
the topology of the original data, but the order of pruning may preserve excess
simple voxels and cause many branches or bumps. Although several solutions
to this have been discussed (e.g., sub-cycles [8], distance fields [9] and relaxed
conditions [10]), the issue has not yet been completely resolved.

Parallel thinning removes all simple voxels on the boundary of an object simul-
taneously. Tsao and Fu [11] formulated conditions for building smooth surfaces,
but the topology of the input model may be lost with this technique. The result-
ing surfaces are relatively smooth, but it is difficult to preserve topology because
many voxels are removed at once. There are also topology-preserving methods
for parallel thinning [12,13], but these cause a deterioration in voxel quality.
Prohaska and Hege [4] used the geodesic distance between two closest boundary
voxels to determine pruning priority. This global metric is more stable for noisy
data, and hardly any unnecessary branches are generated. Accordingly, it is used
in a number of engineering applications [3,5,14].

Polygonal meshes can be computed from medial voxels. For instance, we can
cast this issue to surface reconstruction problems (e.g., [15]). However, non-
manifold surfaces cannot be handled. Another approach builds triangular meshes
using voxel connectivity, but this method produces ambiguous cases of triangu-
lation from such connectivity, and small cavities may be created. Prohaska and
Hege [4] introduced a look-up table for the polygonization of non-manifold topol-
ogy. However, local voxels are still checked due to the existence of bad cases of
cavities.

Polygon-based methods. Alternative approaches involve computing medial axes
from polygonal meshes. Although an exact solution can be computed by solving
algebraic equations, this is not practical for large models, and most polygon-
based methods deal with approximate solutions of MAT. One popular approach
is the use of Voronoi diagrams[16,17,18,19].

The structures of medial axes computed using the above methods are usually
complex, and may have small branch surfaces. For simplified medial axes, these
are usually removed using certain criteria. One popular criterion is the separation
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(a) (b) (c)

(d) (e)

Fig. 2. An overview of our approach. (a) Medial voxels. Each voxel includes a distance
to the closest boundary point (indicated by color mapping). (b) Topology classification
of (a). Junction and boundary voxels are shown in red and green, respectively. (c)
Spherical supports produced by sub-sampling medial voxels based on (b). (d) Voronoi
diagram on medial voxels. (e) Result of meshing.

angle of sheets [16,20]. Dey and Zhao [19] used additional conditions to improve
enhancement the of quality of medial surfaces. Sud et al. [21] also improved the
medial axis simplification method [20] so that to preserve the homotopy of the
input data is preserved.

When these techniques are applied to our issue, polygonal meshes must be com-
puted using isosurface extraction methods. This is straightforward, but the result-
ing meshes have several problems including numerical issues for complex models
and artifacts caused by noise and blur in CT images. Accordingly, polygon-based
approaches are not practical in achieving our objective.

3 Medial Surface Reconstruction from Medial Voxels

The goal of this algorithm is to compute medial surfaces with junctions as polyg-
onal meshes from volumetric data. Fig. 2 shows an overview of our method.

In our method, the input is a set of binary voxels generated by thresholding
a volumetric model obtained by scanning a thin-plate structure. Note that the
medial voxels M = {vi} and distance field D = {di} of the input volumetric
models are pre-computed using conventional methods (Fig. 2(a)), where di is
the distance value of vi from its nearest voxel in the volumetric data on the
boundary computed using distance transforms.
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Our method consists of three steps:

Sub-sampling - distributes spherical supports on voxels iteratively so that they
completely cover the input medial voxels (Fig. 2(c)).

Voronoi diagram - computes a Voronoi diagram on voxels to build mesh edges
(Fig. 2(d)).

Non-manifold meshing - computes polygonal meshes by finding three ver-
tices connected to each other and applies topological cleaning to remove
excess non-manifold edges (Fig. 2(e)).

3.1 Sub-sampling of Medial Voxels

The first step of the algorithm involves medial voxel sub-sampling. Given a set
of medial voxels M , we select one voxel vi from M and set it to vertex list V .
Then, we remove neighboring voxels vj such that ||vi − vj || < αdi from M ,
where vi denotes the coordinates of vi, and α denotes the radius scaling factor.
Note that a larger value for α makes robust triangulation at very thin parts of
the object because the radii of such parts are usually small and may cause bad
sampling of medial voxels. Accordingly, a value of α = 2 is set for all examples
in this paper. Iteration is performed until M is empty.

An important point here is how to find these vi voxels from M , because their
distribution affects mesh topology directly. Fig. 3 illustrates a 2D example. Ran-
dom distribution may not involve placement at junctions, and sampling points
around junctions may be connected to each other, thereby creating small cavities
as shown in Fig. 3 (a). On the other hand, in Fig. 3 (b), spheres are distributed
at junction and boundary voxels first, and correct polygonization is obtained.
We therefore introduce topology-dependent distribution as described below.

Topology criterion control sampling is implemented so that points are well
distributed on junctions and boundary edges. This contributes to fastening low-
dimensional topology features such as junctions and boundaries, as shown in
Fig. 3 (b). We use it here as the primary priority. A similar idea can be found in
the bubble mesh algorithm [22] for polygonal meshes with explicit topology, and

Sub-sampling

(a) (b)

Fig. 3. A 2D comparison of meshing results with random distribution (a) and topology-
dependent distribution (b). In each figure, the voxels shown in red denote sampled
points, and dotted circles represent the spherical supports of voxels. The red lines
show medial surfaces connected by a Voronoi diagram on medial voxels.
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we apply similar approach to volumetric data. Classification of voxel topology is
described in Appendix A.

We also consider the distance value of voxels as a secondary criterion. This is
because medial voxels have relatively larger distances than neighboring voxels,
and it is natural that such voxels should be selected first.

Finally, the topology-dependent sub-sampling algorithm is summarized as
below.

1. Find the vi with the top priority in M and copy it to V .
2. Remove vj from M such that ||vi − vj || < αdi.
3. Iterate 1 and 2 until M becomes empty.

3.2 Building a Voronoi Diagram on Medial Voxels

We next build mesh edges from the set of sampled vertices V . In our targeting
of objects of thin-plate structures, we can assume that medial voxels can be
decomposed into a collection of subsets, each of which is an analog of a two-
manifold surface (See below for details). Therefore This subset therefore inherits
the properties of a two-manifold surface. In particular, it allows us to define
Voronoi diagrams on this subset. Fig. 4 illustrates the formulation of Voronoi
diagrams on medial voxels. Given sites V = {vi} ⊆ M , we define the region
R(vi) as follows :

R(vi) = {x|d(vi, x) ≤ d(vj , x), ∀j �= i} , (1)

where d(vi, x) denotes the shortest path length between vi and x in the voxel
space. In practice, we compute it using the wavefront propagation of distance
from the sites. Fig. 2(d) shows the result of the diagram for medial voxels.We
define an edge (vi, vj) if there is a neighboring voxel pair (x, y) such that x ∈
R(vi) and y ∈ R(vj) in 26-adjacent.

Validity of polygonization. Medial voxels in our method can be divided into
surface, boundary and junction types by topology classification. They can be

vi : Site 

d(vi,x) :

Shortest path length

R(vi) : Region 

Adjacency

Fig. 4. Voronoi diagram definition on medial voxels. Identically colored voxels belong
to the same sites.
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(a) (b)

Fig. 5. Medial voxels can be separated into three simple sheets consisting of boundary
and surface voxels

v B0(v)

B1(v) F(v)

Planer graph

Fig. 6. 2D illustration of neighboring voxels in surface voxels. Note that the planer
graph can be defined between F (v) and B0(v) (indicated by the bold red line).

separated into a set of sheets consisting of boundary and surface voxels by junc-
tion voxels (Fig. 5 (b)). We can also consider that the Voronoi diagram is defined
on a surface composed of the faces of foreground voxels shared by background
voxels. It should be noted here that a voxel is regarded as a cubic volume.

Based on the definition of topological classification, each surface voxel v in
a sheet separates its 26-neighboring voxels N(v) into two background compo-
nents Bi(v)(i = 0, 1) using one foreground component F (v) (Fig.6). When we
focus on B0(v) and F (v), the boundary surface between their voxels is topolog-
ically equivalent to a disk, because B0(v) is 6-connected and its surface must be
two-manifold. This indicates that every surface piece at a voxel on the sheet is
topologically equivalent to a disk and thus the total surface of the sheet is topo-
logically equivalent to a two-manifold surface. The Voronoi diagram is therefore
defined on surface voxels and we can generate a polygonal mesh by taking the
dual of the Voronoi diagram.

3.3 Non-manifold Meshing from Vertex Connectivity

In the final step, polygonal meshes are constructed from the vertices and edges
computed in the previous steps. This computation is performed by finding triples
(vi, vj , vk) that are connected to each other (Fig. 7).

This approach creates non-manifold meshes with no small cavities caused by
invalid sampling, but may also create overlapping triangles on surface voxels
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vi vk

vj

Fig. 7. Polygonal mesh generation from a Voronoi diagram

(a)The result of meshing (b) After cleaning

Fig. 8. Topological cleaning for non-manifold meshes. The red and blue lines show
junctions and boundaries, respectively.

(Fig. 8 (a)) for similar reasons related to the degeneration of Delaunay triangu-
lation. Such triangles must be eliminated so that necessary ones around junctions
are not removed.

Based on medial voxel topology classification, we decompose all vertices into
manifold vertices (on surfaces) and non-manifold vertices (on boundaries or junc-
tions), and then apply manifold cleaning [6] to the manifold vertices only.

Simply speaking, this method performs iteration to find a planar graph from
the one-ring neighborhood of each vertex such that the number of vertices in the
graph is maximized. Triangles excluded from the planar graph are removed from
the mesh. Fig. 8 (b) shows the results of cleaning. Note that some overlapping
triangles may still be left if all vertices belong to junctions. Such issues are
generally seen when junctions are very close.

4 Result and Discussion

The experimental results of meshing are shown in Figs. 1, 9 and 10. The re-
sults of decomposition into a set of manifold polygonal surfaces are also given in
Fig. 9 (c). All examples were tested on a 3.16 GHz computer, and the computa-
tion times are provided in the caption of each figure. There is room for improve-
ment here, as our prototype is not yet optimized. The current bottleneck lies in
Voronoi diagram creation and mesh cleaning. Since Voronoi
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(a) Input volumes (b) Medial surfaces (c) Segmentation

Fig. 9. Experimental results for CT-scanned shock absorber data (400 x 400 x 576
voxels; computation time: 5 min.))

(a) Input volume (b) Result

Fig. 10. Experimental results for a crushed automobile frame (708 x 965 x 813 voxels;
computation time: over 8 hours)

diagrams compute using a multi-source Dijkstra’s algorithm, the computation
cost is O(n log n). Note that although connecting spherical supports [6] may cre-
ate polygons fast, the technique truncates topology information hidden in medial
voxels, whereas the Voronoi-based method considers such topological informa-
tion. The non-manifold mesh data structure used in cleaning is based on an
IndexedFaceSet (a.k.a. Wavefront OBJ format), and takes a long time to search
neighboring voxels. An advanced data structure for non-manifold meshes (e.g.,
[23]) is expected to improve the level of performance.

Using topology-dependent sampling, medial surfaces with junctions were re-
constructed from CT-scanned engineering objects. In addition, sub-sampling
with spherical supports contributes to the recovery of non-manifold junctions.

Fig. 11 shows an efficient example with junctions connecting to multiple
sheets. In voxel space, it is hard to represent such complex junctions exactly, so
they are represented by a set of simple junctions as an approximation
(Figs. 11 (b) and (c)). Since conventional methods create polygonal meshes from
them, the meshing result also includes a set of simple junctions. On the other
hand, our method removes neighboring junction voxels during the sub-sampling
phase using spherical supports. This is because correct junction voxels have
larger distance values, and unnecessary ones are included in the spherical sup-
ports of correct junction points. Fig. 11 (d) shows the outcome, and non-manifold
edges are also shown in Fig. 11 (e). Note that the center axis of the object is
represented by one line sequence.
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(a) Input volume (b) Medial voxel (c) Intersection of (b)

(d) Medial surface (e) Junction edges

Fig. 11. Medial surface reconstruction from an artificial volume (256 x 256 x 256) with
high-valence junctions. Note that the center axis can represent only one edge sequence
in (d) and (e).

Fig. 12. CAD surface reconstruction from the bottom part of shock absorber model

Our method contributes to the acceleration of digital engineering processes.
One possible application is in conversion to parametric surfaces (a.k.a. reverse
engineering). Fig. 12 shows the results of converting NURBS surfaces using re-
verse engineering software. Once CAD models are converted, they can be used
for a number of advanced applications such as CAE and quality assurance.

One limitation of our method is that the output surfaces represent only thin-
plate objects even though solid objects are given. It is necessary to combine
isosurface meshing techniques with our method to handle thin-plate and solid
objects simultaneously (see [10] for details). Another limitation is its use with
thin objects. We use medial voxels sampled on a uniform grid, which causes sin-
gularity of dual meshes when the thickness value is small. This can be eliminated
by taking larger spherical supports or larger values of α. However, with larger α
values, close junctions may be merged.
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5 Conclusion and Future Work

This paper has proposed a method for non-manifold medial surface reconstruction
using volumetric data of thin-plate objects. The technique applies sub-sampling
on medial voxels with spherical supports depending on digital topology so that
junctions and boundary voxels are preferentially sampled. Triangular meshes are
computed by connecting neighboring triple vertices. Since sampling points are
placed on singular voxels, junction edges are well reconstructed. Indeed, we ap-
plied this method to several CT images of thin-plate engineering objects.

A number of directions need to be followed in future work. The first is the
simultaneous meshing of solid, surface and wire objects [10]. We believe our
approach has the potential to handle this issue by controlling the distribution of
sub-sampling. Another direction is to extend the method to unrecognized points
extracted by laser scanners. If junctions and boundary points can be estimated
in a similar way to digital topology, then our method can be applied to point
sets of non-manifold models, whereas conventional methods assume manifolds.
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A Topology Classification of Voxels

The topology of each voxel can be estimated by counting the number of fore-
ground and background components in neighboring voxels [24]. In this method,
the following two entities are used:

– C∗ : The number of 26-connected foreground voxel components in 26-neighbor
voxels of v that are 26-adjacent to v.

– C̄ : The number of 6-connected background voxel components in 18-neighbor
voxels of v that are 6-adjacent to v with the exception of v itself.

Using these entities, junction, boundary and surface voxels can be classified as
follows :

– Junction voxel : C∗ = 1 C̄ > 2
– Boundary voxel : C∗ = 1 C̄ = 1
– Surface voxel : C∗ = 1 C̄ = 2

Fig. 13 shows examples of classification.

(a) Junction (b) Boundary (c) Surface

Fig. 13. Examples of topology classification. Foreground and background voxels are
indicated in black and white, respectively.
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Abstract. Along with the rapid growth of industrial X-ray CT scanning  
systems, it is now possible to non-destructively acquire the entire meshes of as-
semblies consisting of a set of parts. For the advanced inspections of the assem-
blies, such as estimation of their assembling errors or examinations of their  
behaviors in the motions, based on their CT scanned meshes, it is necessary to 
accurately decompose the mesh and to extract a set of partial meshes each of 
which correspond to a part. Moreover it is required to create models which can 
be used for the real-product based simulations. In this paper, we focus on CT 
scanned meshes of gear assemblies as examples and propose beneficial methods 
for establishing such advance inspections of the assemblies. We first propose a 
method that accurately decomposes the mesh into partial meshes each of which 
corresponds to a gear based on periodicity recognitions. The key idea is first to 
accurately recognize the periodicity of each gear and then to extract the partial 
meshes as sets of topologically connected mesh elements where periodicities 
are valid. Our method can robustly and accurately recognize periodicities from 
noisy scanned meshes. In contrast to previous methods, our method can deal 
with single-material CT scanned meshes and can estimate the correct bounda-
ries of neighboring parts with no previous knowledge. Moreover it can effi-
ciently extract the partial meshes from large scanned meshes containing about 
one million triangles in a few minutes. We also propose a method for creating 
simulation models which can be used for a gear teeth contact evaluation using 
extracted partial meshes and their periodicities. Such an evaluation of teeth con-
tacts is one of the most important functions in kinematic simulations of gear as-
semblies for predicting the power transmission efficiency, noise and vibration. 
We demonstrate the effectiveness of our method on a variety of artificial and 
CT scanned meshes. 

1   Introduction 

Mechanical products, especially the ones used in power transmission machineries, such 
as gear trains, bearings, ball screws and chain sprockets, are composed as assemblies 
consisting of a set of parts. Since such assemblies are typically covered by housings, it 
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is difficult to observe the assembling errors of each part or the dynamical behavior in 
their motions from outside. If one could non-destructively capture the source of the 
assembling errors or the behaviors in the motions of the assemblies, it would enable real 
product-based inspections. Such advanced inspections would be a big contribution for 
the performance improvements of mechanical products. 

On the other hand, industrial X-ray CT scanning systems have been rapidly devel-
oped and it is now possible to non-destructively capture the “static” conditions of the 
entire products inside the housings. However such CT scanned static data cannot be 
directly used for inspections of assemblies. Specifically, for investigating the source 
of the assembling errors, the spatial position and the posture of each part should be 
identified. And for examining the behavior in the motions, the model of each part and 
their contact relations should be identified, the kinematic or multi-body dynamic 
simulation models need to be created, and then real-product based simulations must 
be performed. Hence, to achieve such advanced inspections of the assemblies, it is 
necessary to extract a set of separated data each of which corresponds to a part from 
their CT scanned static data and to create models which can be used for simulating the 
assembling conditions and the motions. 

The problems become much difficult when we deal with single material assem-
blies. Although the entire surface meshes of the assemblies can be acquired by the CT 
scannings, the boundary information between parts cannot be clearly captured in the 
meshes. Therefore, using the current methods, we cannot decompose the assembly 
mesh and generate a set of models each of which corresponds to a single part. 

In this paper, we focus on the periodicities on the surfaces of assembly components 
and propose beneficial methods that contribute to the advanced inspections of me-
chanical products based on periodicity recognitions. We first propose an automatic 
method that decomposes a CT scanned surface mesh of parts assembly into separated 
partial meshes each of which corresponds to a part based on periodicity recognition. 
Our method recognizes a set of rotational periodicities of parts from a CT scanned 
assembly mesh. Then, using the periodicities, the parts boundaries which cannot be 
captured by the CT scanning are estimated in the proper way from the engineering 
view points and the mesh is decomposed into separated parts along the boundaries. 
Our proposed method enables the accurate decomposition of single material scanned 
meshes which previous methods failed. And it also enables the generation of partial 
meshes whose boundaries are properly interpolated. In addition, as an application of 
our mesh decomposition, we propose a new method for advanced inspections, esti-
mating teeth contacts, of gear trains which are the most frequently used assemblies in 
power transmission machineries. Our method generates models for estimating assem-
bling conditions and for performing real-product based kinematic simulations.  

We deal with only gear trains in this paper, but our method is not limited to them. It 
can also be used for the assemblies where rotational periodicities exist in the contact 
area between parts, i.e., power transmissions such as bearings and chain sprockets. 

2   Related Works 

2.1   Periodicity Recognition 

Many algorithms have been proposed for recognizing periodicities in 2D images. Lin 
et al. [6] proposed an algorithm that recognizes a translational periodicity in a 2D 
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texture based on the generalized Hough transform. Liu et al. [7] proposed an algo-
rithm that recognizes a variety of periodicities, including translations, rotations, and 
reflections, based on the crystallographic theory. Müller et al. [8] proposed an algo-
rithm for extracting a translational periodicity from a 2D façade image of a building 
by subdividing the image and evaluating the mutual information between the subdi-
vided images. However such algorithms cannot be easily extended to 3D meshes. 

Periodicity recognitions have strong relations with symmetry detections in the 
sense that they both find pairs of local shapes that can be matched each other under 
certain transformations. Recently symmetry detections have gained much attention 
and many algorithms have been proposed in computer graphics field [9,10,11].  
However these algorithms aim at detecting pairs of congruent regions and their  
transformations for the matching, and they cannot extract the parameters defining the 
periodicities.  

Liu et al. [12] proposed an algorithm that extracts a single region from the periodi-
cally displaced ones in a 3D mesh of a relief with user interactions. However, this 
algorithm cannot extract a set of periodically-displaced regions and the parameters 
defining their periodicity. Pauly et al. [13] proposed an algorithm that discovers a 
class of periodicities defined by a combination of translations, rotations, and uniform 
scalings. The algorithm is based on computations of transformations under which 
pairs of local coordinate systems around the points can be matched and their voting to 
a transformation space, grid fittings in transformation space for sets of voted points, 
and the simultaneous registration in 3D space. However the algorithm needs to  
evaluate a large number of pairs of points for stably and robustly discovering peri-
odicities on large and noisy scanned data, therefore, it needs long computational time 
for such data. 

Li et al. [21] proposed an algorithm for detecting a wide class of approximate 
symmetries from B-rep CAD models by extracting characteristic points and analyzing 
their connectivity. The authors then used detected symmetries for estimating design 
intents from B-rep models [22]. However, the symmetry detection algorithm proposed 
in [21, 22] may be unable to work or to accurately detect the symmetries in case of 
noisy CT scanned meshes. Moreover the method cannot explicitly compute the pa-
rameters defining the periodicities such as rotational axes or the basis angles in case 
of the rotational periodicity. 

2.2   Decomposition of 3D Models into Parts 

Many methods have been proposed for decomposing 3D models into parts in the 
computer graphics field [2,3]. These methods aim at segmenting character models 
such as animals into parts, i.e., heads, bodies, and legs. However these methods finds 
only the authentic-looking boundaries between neighboring parts by analyzing con-
cave area of the model based on optimizations and thus cannot uniquely define the 
correct boundaries in meshes of parts assemblies. 

Alternative methods have been proposed in the digital engineering field. Shammaa 
et al. [4] proposed a method that registers the original CAD data corresponding to 
each part with CT volumetric data of parts assemblies and then accurately decom-
poses the data into parts each of which can be closely registered with a CAD data. 
However this method cannot be used when the original CAD data are not provided,  
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for example, a case of old products. Shammaa et al. [5] also proposed a method that 
decomposes the multi-material CT volumetric data into parts by analyzing the CT 
values which differ per material based on graph cut. However this method cannot be 
used for single-material data such as gear trains where CT values are almost constant. 

3   An Overview of Our Method 

From this section, the details of our method are described by taking a gear train as an 
example. In CAD systems, an entire model of a single gear can be designed first by 
creating a partial model including one tooth and then by rotating it around the axis by 
the integral multiple of the basis angle. Therefore, as shown in Figure 1, for recogniz-
ing such a rotational periodicity from a scanned mesh, it is required to extract a basis 
region 0R  and a set of parameters defining the periodicity, such as an axis directional 

vector d , a point on an axis p , and a basis angle θ . 

In this paper, we propose a new method that recognizes rotational periodicities on a 
CT scanned surface mesh of an assembly and then decomposes the mesh into partial 
meshes each of which corresponds to a part based on the periodicities. In addition, we 
propose a method that evaluates gear teeth contact, which is one of the most important 
functions in kinematic simulations, using the results of periodicity recognition and the 
partial meshes. As shown in Figure 2, our method consists of following four steps. 

R0

(d,p)

(a) Gear (b) Scanned mesh (c) Rotational grid
 

Fig. 1. Periodicity recognition 

Step1: Segmentation and classification of regions (Section 4) 
Given a CT scanned surface mesh of a gear train generated from its CT volumetric 
data, principal curvatures are estimated at each vertex based on local polynomial 
fittings and high curvature vertices are detected by thresholding the estimated curva-
tures [14,15] (Section 4.1). Then a mesh is segmented into separated regions, which 
are sets of topologically connected vertices, so that each region can be bounded by 
high curvature vertices (Section 4.1). Next, the pairwise ICP matching [16] is per-
formed for finding a set of congruent regions mostly corresponding to gear teeth from 
the segmented regions under the fact that all teeth in a single gear represent the same 
geometry (Section 4.2). Finally the congruent regions are classified into groups each 
of which corresponds to a gear based on the RANSAC algorithm (Section 4.3). 
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Step4
Evaluation of Gear Teeth Contact

Step3
Generation of Partial Meshes

Partial meshes
corresponding to each gear
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Geometric synthesis

Gear teeth contact

Step1
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Periodically displaced regions
corresponding to gear teeth Periodicities of each gear

Curvature estimation
Congruency test

RANSAC-based classification

Planar parameterization
Basis estimation

Simultaneous matching

X-ray CT scanned mesh
of a gear assembly

 

Fig. 2. An overview of our method 

Since the top, bottom, and sides of teeth in almost all gears include minute fillets or 
chamfers and the estimated curvatures in such regions are high compared with those 
in teeth regions, our simple segmentation can extract a set of regions corresponding to 
gear teeth separately. Moreover our method uses only boundary vertices of regions for 
congruency tests based on the ICP matching, and it much reduces the computational 
cost without decreasing the matching accuracy. 

Step2: Periodicity recognition (Section 5) 
For each group of regions, a least-squares plane is fitted to a set of barycenters of the 
regions. Then the barycenters are projected onto the plane and their 2D parameters are 
calculated (Section 5.1). Then the regions in a group are classified into sub groups in the 
case of gears whose tooth are originally designed by multiple faces in CAD system 
(Section 5.2). Next, for each group or each sub group, an initial rotational axis and a 
basis angle are extracted based on our basis estimation method [20] which is the modifi-
cation of Lin's [6] and then an index that specifies the multiple of the basis angle is 
assigned to each region (Section 5.3). Finally optimal parameters defining the periodic-
ity are extracted based on our simultaneous matching algorithm [20] (Section 5.4). 

Our basis estimation and simultaneous matching methods enable accurate extrac-
tion of parameters defining the periodicities from noisy scanned meshes. Our method 
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also uses only boundary vertices of regions for the simultaneous matching and it 
much reduces the computational cost without decreasing the extraction accuracy. 

 

Step3: Generation of partial meshes (Section 6) 
Extracted regions in step 1 are then simultaneously enlarged by our region growing 
according to the periodicities (Section 6.1). Next, points are interpolated by our geo-
metric synthesis algorithm in the area where the regions are missing due to the seg-
mentation and classification failure or where the surface meshes are not generated in 
the contact area of neighboring parts. This algorithm enables to generate all-round 
points for each gear (Section 6.2). Finally the partial meshes each of which corre-
sponds to a gear can be generated by triangulating the points. 

Our region growing enables the extraction of as large regions as possible where pe-
riodicities are valid under the user specified tolerance. And our geometric synthesis 
enables to accurately estimate the boundaries of neighboring gears and to extract the 
partial meshes each of which corresponds to a single gear. 

Step4: Evaluation of gear teeth contact (Section 7) 
Then pairs of partial gear meshes which are contact each other are sequentially rotated 
around the axis by the constant pitch angle and their teeth contacts are estimated at 
every angle. In our method, estimations of teeth contacts are reduced to the distance 
computations between surfaces approximating the regions corresponding to the teeth. 

Such surface approximations reduce the effect of the scanning noise for the evalua-
tions of gear teeth contacts. Moreover our method enables to estimate the behaviors in 
the motions of real-world gear assemblies based on their CT scanned surface meshes. 

From the next section, the details of our method are explained using the mesh in 
Figure 3. To generate this mesh, we first copied the CAD model of the single gear 
with thirty six teeth in Figure 3(a) and then created the gear train model consisting of 
three gears in Figure 3(b). Then we tilted the rotational axes of the two gears by five 
degrees with reference to the one and generated the gear train mesh with 447,840 
triangles in Figure 3(c) by triangulating the CAD model using the CAE meshing 
software. We also added the artificial noise to the mesh by displacing each vertex 
along its normal direction by a Gaussian distributed random distance with the stan-
dard deviation 5% proportional to the averaged mesh edge length. 

(c) Mesh of gear assembly
(#tri: 447,840)

(a) CAD model of a 
single gear (#teeth=36)

64mm

(b) CAD model of
gear assembly  

Fig. 3. An artificial mesh of a gear assembly 
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4   Segmentation and Classification of Regions 

4.1   Curvature Estimation and Segmentation 

In the beginning of our method, principal curvatures are estimated at each vertex 
based on the local quadratic polynomial surface fitting [14,15] as shown in Figure 
4(a). Then, if the estimated maximum principle curvature maxκ  at each vertex satisfy 

avghigh lth<max1 κ , it is classified as high curvature vertex. As shown in Figure 4(b), 

most of high curvature vertices are in the vicinity of minute fillets or chamfers. Here 

highth  is the threshold which must be set in trial-and-error manner depending on the 

geometry and the resolutions of the mesh and avgl  is the averaged mesh edge length. 

Then the mesh is segmented into separated regions each of which is a set of topologi-
cally connected vertices and is bounded by high curvature vertices as shown in Figure 
4(c). Since the top, bottom, and sides of teeth in almost all gears include minute fillets 
or chamfers and the estimated curvatures in such regions are high compared with 
those in teeth regions, our simple segmentation can extract a set of regions corre-
sponding to gear teeth separately.  

(g) Classified regions(e) Barycenters of 
congruent regions

(f) Barycenters of 
classified regions

(a) Max. curvature (b) High curvature vertices

(c) Regions (d) Boundary vertices
of congruent regions

 

Fig. 4. Segmentation and classification of regions 
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4.2   Selection of Congruent Regions 

Next, under the fact that all gear teeth in a single gear represent the same geometry, 
the congruency tests are performed for the segmented regions }1|{ segnR ≤≤ αα  based 

on the pairwise ICP algorithm [16] for selecting a set of congruent regions mostly 
corresponding to gear teeth. Here we assume that the most of }{ αR  are congruent 
ones. The ICP algorithm matches pairs of regions so that the sum of the distances 
between corresponding points can be minimized. The congruent regions represent the 
same geometry and the pair of them can be matched by the ICP algorithm so that their 
averaged distance is minimized. However, when non congruent regions are paired, the 
distance will be larger. Based on this fact, our method applies the following proce-
dures for selecting congruent regions. 

Our method first randomly select the user specified number of regions }{ βQ  
among }{ αR , and for each βQ , create a set of pairs }1|,{ segnRQ ≤≤〉〈 ααβ . 

1. For each pair in },{ 〉〈 αβ RQ , apply the ICP algorithm to match them and compute 
the averaged distances }{ αβe  between the corresponding points. 

2. For each βQ , count the number of false pairs αβn  whose αβe  is more than the 

threshold congth . We set congth so that it becomes proportional to the averaged 

mesh edge length avgl , such that avgcongcong lth τ= . We set 0.1=congτ . 

3. If segcong nwn >αβ , verify that βQ  is not a congruent region and then do not apply 
the following procedure to any 〉〈 αβ RQ , . Otherwise, select βQ  as a congruent 
region and then evaluate αβe

 
for each pair 〉〈 αβ RQ , . If αβe

 
is less than congth , 

select αR
 
as a congruent region. Here we set 5.0=congw . 

As a result of this process, a set of congruent regions most of which correspond to 
gear teeth can be accurately selected. As shown in the Figure 4(d), our method uses 
only boundary vertices of regions for the ICP matching and it much reduces the com-
putational cost without decreasing the matching accuracy. We note that several re-
gions which do not correspond to gear teeth remain in the end of this test.  

4.3   Classification of Regions 

Then, under the assumption that the reference points of gear teeth of a single gear 
should be positioned on a circle, the barycenters of the congruent regions in Figure 4(e) 
are classified into groups each of which corresponds to a gear based on the RANSAC-
based circle fittings as shown in Figure 4(f). If a set of barycenters lie on one circle 
within a certain tolerance, they are classified into the group. This process classifies the 
regions into groups }{ j

ii RG =  as shown in Figure 4(g) and it also eliminates the re-

mained false regions which do not correspond to gear teeth from any iG . 

5   Periodicity Recognition 

5.1   Planar Parameterization 

Next, for each group iG , a least-squares plane iP  is fitted for a set of barycenters 

}{ j
iB  of }{ j

iR . Each j
iB  is then projected onto the plane and their 2D parameters 
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),( j
i

j
i vu  are calculated. The axes u and v on the plane are arbitrarily defined so that 

they can be orthogonal each another. 

5.2   Sub Grouping 

As shown in the inset figure, the gear shapes may be defined with several faces, e.g., 
top, bottom, and two side faces, in CAD system. We observed that the surface area of 
the top and the bottom faces are smaller than those of 
two side faces and that the mesh vertices correspond-
ing to their faces are classified as high curvature verti-
ces in step 1. Therefore the regions that correspond to 
top and bottom faces are not extracted by our segmen-
tation and the only regions from two sides regions are 
extracted. Our current method of the periodicity rec-
ognition can deal with the case where one single re-
gion or two sides regions are extracted from a single gear tooth. An examples of sin-
gle regions is shown in Figure 14 and those of two side regions are in Figure 4, 15, 17 
and 18. When the two sides regions are extracted, our method separates them into sub 
groups, i.e., right side and left side sub groups, by the following procedures. The 
entire procedure is illustrated in Figure 5.  

1. For each region j
iR , compute the normal vector j

iN  as the averaged vector of 
the vertex normal vectors in j

iR . 
2. Arbitrarily select a region x

iR  among iG  and apply the following process for 
other regions }{ j

iR . 

2.1. Rotate the normal vector j
iN  by the angle between x

iB  and j
iB , and 

compute the angle jx
i

,θ  between x
iN  and the rotated normal vector j

iN̂ .  
2.2. If xj

i
,θ  is smaller than the threshold subth , classify j

iR  into the same sub 
group with x

iR . We set deg0.45=subth  for all the meshes in this paper. 

3. Repeat the process 2 until there is no region which have not been classified into 
any sub groups. 

Group Init/Opt
parameters

Merged
region &

parameters

Congruent
regions

Sub group

Mesh

Segmentation & Selection
(Sec. 4.1&4.2)

Classification
(Sec. 4.3)

Sub grouping
(Sec. 5.2)

Recognition
(Sec. 5.3 & 5.4)

Merging

 

Fig. 5. Classification of regions 

bottom

top two sides
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Fig. 6. Initial estimation 

In the following section, we describe our periodicity recognition method for each sub 
group. After periodicities are recognized by the methods describe in section 5.3 and 
5.4, our method merges the sub groups into the group and obtains the merged regions 
and the common rotational axis and the basis angle of the group. The method is very 
simple and easy to implement, we skip to describe the details of it. From the next 
section, we refer the sub group as group and denote it as }{ j

ii RG =  for simplicity. 

5.3   Initial Estimation and Assignment of Indices 

Then, for each group iG , our method estimates the initial parameters defining the 

periodicity, including an axis directional vector d, a point on an axis p, and a basis 
angle θ. In rotational periodicities, a set of projected barycenters j

iB
~

 approximately 

forms a rotational grid on the plane as shown in Figure 6. The grid is spanned by a 
rotational basis angle around a center of rotation. A single region j

iR  can be simulta-

neously matched to others under a set of periodic rotations, and therefore a projected 
barycenter j

iB
~

 can also be approximately matched to others under the same transfor-

mations. Under this assumption, our method first estimates the initial parameters 
using our basis estimation method [20] which is the modification of Lin’s [6]. The 
estimated parameters are then used to assign an index to each j

iR .  

Since we deal with CT scanned meshes, the projected barycenters have several per-
turbations which are caused by spatial distribution of vertex position and by scanning 
noise and they form an approximate rotational grid. The advantage of our method is 
the robustness for such distortions of the grid. Our method is a kind of voting scheme 
and it extracts the best parameters among several candidates. 

Estimation of the initial axis: 
The estimation of the axis is easy and intuitive. It is simply computed by performing 
the following procedures. 
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1. Calculate the initial directional vector init
id  of the rotational axis as the normal 

vector of the projection plane iP .  
2. Fit a circle to }

~
{ j

iB  and compute the initial point on the axis init
ip  as the center of 

the circle. 

Estimation of the initial basis angle: 
In the beginning of this step, we regard the projected barycenters as a set of vectors 

}1|),(
~

{ i
j

i
j

i
j
i Njvu ≤≤=B  originated by init

ip . We define the basis angle as the one 

whose absolute value is small and which other angles between pairs of vectors can be 
represented by its integral multiples as possible. Examples are shown in Figure 6. As 
for the example in Figure 6(a), if we select aθ  for the basis angle, bθ  cannot be repre-

sented by its integral multiple and therefore aθ  is incorrect as a basis angle. In con-

trast, as for the example in Figure 6(b), bθ  can be represented by the integral multiple 

of aθ , and therefore aθ  is suitable for the basis angle. To find such a basis angle 

among all the angles between pairs of vectors, our method performs the following 
procedures. 

1. Create a 2D accumulate array ),( kjS  and initialize entries of the array 
0),( =kjS  for iNkj ≤≤ ,1 . 

2. For each pair of vectors j
iB

~
 and k

iB
~

, where iNkj ≤<≤1 , perform the follow-
ing procedures: 

2-1. For each vector l
iB

~
, where iNl ≤≤2 , compute the value a using aba θθ= , 

where )
~

,
~

( k
i

j
ia angle BB=θ  and )

~
,

~
( l

i
j
ib angle BB=θ . Let a′  be the round inte-

ger of a. 
2-2. Update the value of ),( kjS  using the scoring rule in Eq.(1). 

{ }γ
)

~
,

~
(

21
),(),(

k
i

j
iangle

aa
kjSkjS

BB

′−−
+←  (1) 

3. Let the entry with the highest score in the array S locate at )ˆ,ˆ( kj  and then set the 
initial basis angle init

iθ  as )
~

,
~

(
ˆˆ k
i

j
iangle BB .  

In our method, for each pair of vectors j
iB

~
 and k

iB
~

, if the vectors were located near 

the vertices of an accurate rotational grid and if their angle is small, their correspond-
ing score becomes high. We set 5.0=γ  for all meshes in this paper and we found it 

provides satisfactory results from various experiments. 

Assignment of Indices to the PDRs: 
For each j

iB
~

, compute the value c using init
cc θθ= , where )

~
,

~
( 1

i
j
ic angle BB=θ . Let 

c′  be the round integer of c. Then the index of j
iB

~
 is computed as c′ . 
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5.4   Optimal Estimation 

In this section, we describe our simultaneous matching algorithm [20] which extracts 

optimal parameters optoptopt θ,,pd  defining the rotational periodicities. The initial 

parameters calculated in section 5.2 includes large estimation error of the rotational 
axis and the basis angle due to the perturbations of the projected barycenters, there-
fore, this step minimizes the error by an optimization and extracts more accurate pa-
rameters. Our simultaneous matching algorithm is the extension of ICP [16]. The ICP 
iterates computing a transformation and finding corresponding points for a single pair 
of regions, and it finally estimates an optimal transformation under which a pair of 
regions can be matched each other so that the sum of distances between correspond-
ing points can be minimized. In contrast to the ICP, our simultaneous matching algo-
rithm iterates computing a rotational axis and a basis angle and finding corresponding 
points for all the pairs of regions, and finally it estimates an optimal axis and an angle 
under which any single region can be matched to others by a periodic rotations using 
their indices so that their matching error can be minimized. More simply, our algo-
rithm can be regarded as the bidirectional distance minimization between correspond-
ing points in all pairs of regions. 

Here we denote a region j
iR  in a group iG  as a set of points 

}1,1|{ ,
j

ii
j

ki
j

i nkNjR ≤≤≤≤= x . The point j
ki,x  can be closely matched to its corre-

sponding point l
kci )(,x  in l

iR  by )( ,
j
ki

itr xT , where )( ,
j
ki

itr xT  is the rotation around the 
axis pd,  with the angle θ))()(( l

i
j

i RidRid − . Here )( j
iRid  and )( l

iRid  are the indi-
ces of j

iR  and l
iR  respectively. And )(kc  is the vertex ID of l

kci )(,x  corresponding to 
j
ki,x . To estimate optimal parameters, our algorithm performs the following proce-

dures.  

1. Initialize: Set init
ii dd =0 , init

ii pp =0 , init
ii θθ =0  and 0=itr . 

2. Find closest points: For each j
iR , where iNj ≤≤1 , perform the following 

process: 
For each point )( ,

j
ki

itr xT  in the current position of j
iR , find the set of closest 

point }{ )(,
l

kcix  in each l
iR . And for each point l

mi,x  in the initial position of l
iR , 

find the set of closest point )}({ )(,
j

mci
itr xT  in the current position of each j

iR . 
3. Compute parameters: Compute the parameters itr

i
itr
i

itr
i θ,,pd  by minimizing 

the sum of squared distances between corresponding points in Eq.(2): 

 
∑ ∑∑ ∑
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Here )( l
i

j
i

itr RRD →  and )( j
i

l
i

itr RRD →  are described in Eq.(3) and Eq.(4)  
respectively. 
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This non-linear equation can be solved for itr
id , itr

ip , and itr
iθ  using Levenberg-

Marquardt algorithm [19]. 
4. Update points and calculate distance: Update the points such that 

j
ki

j
ki

itr
,, )( xxT ←  using the current parameters itr

id , itr
ic , and itr

iθ . Then calculate 
the averaged distance from Eq.(2) as all

i
itritr NDE = , where all

iN  is the total 
number of pairs of corresponding points in group iG .  

5. Termination condition: If ε>− +1itr
i

itr
i EE , update 1+← itritr  and repeat the 

process from Step 2. Otherwise, output the optimal parameters as itr
i

opt
i dd = , 

itr
i

opt
i pp =  and itr

i
opt
i θθ = , and then stop the process. (We set ε  such that 

avgoptlw=ε , typically with 001.0=optw .) 

6   Generation of Partial Meshes 

For the purpose of inspecting the assembling errors of gear trains, the methods men-
tioned in the previous section are sufficient where the rotational axes are estimated. 
However, for performing kinematic simulations based on their CT scanned meshes, 
the meshes obtained from the periodicity recognition are still insufficient because 
several number of gear teeth portions are missing in the mesh at the gear-to-gear con-
tact are. A set of complete meshes each of which expresses closed surface of an indi-
vidual gear must be used in the simulation of gear teeth contacts. To generate such a 
complete mesh of each gear, our method first enlarges the gear teeth regions and ex-
tracts as large regions as possible where periodicities are valid by our region growing. 
Then it interpolates the points by our geometric synthesis for the false regions where 
the appropriate regions are not detected by our segmentation and classification (men-
tioned in section 4) and where surface meshes are not created in the area that the 
neighboring parts are contact in the CT scanning. These processes can extract the 
enlarged and the synthesized all-round point sets for each gear and the complete 
meshes of each part can be easily created by triangulating them.  

6.1   Region Growing 

For each group }{ j
ii RG = , the regions extracted in step 1 are simultaneously enlarged 

by our region growing algorithm according to the estimated periodicity. Since we deal 
with scanned meshes, mesh vertices of each congruent regions do not lie in the 
equivalent position. Therefore our method uses a tolerance that allows the vertex 
perturbations. Our region growing enables the extraction of as large regions as  
possible where periodicities are valid under the user specified tolerance. As shown in 
Figure 7, our method performs the following procedures. 
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4. Terminate condition
Stop if the number of 
added vertices is zero.

: Boundary vertices
: Vertices in 1-ring outside
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1. Extraction of candidate points
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point search

θ
θ2θ3
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3. Vertex additionRepeat if the number of
added vertices is
more than one.

 

Fig. 7. An overview of our region growing 

1. Extraction of candidate points: Extract a set of candidate points }{ ,
j
ki

j
iC x=  

for addition to the regions. Here j
iC  includes vertices which lie on the bounda-

ries of the current region and vertices which lie outside of it among their 1-ring 
vertices. 

2. Rotation and closest point search: For each vertex 1
,kix  in 1

iC , transform it to 
}{ 1

,
j

ki
→x  by rotating it by opt

ii
j

i RidRid θ))()(( 1−  so that 1
iC  can be matched to 

each j
iC . Then, for each point j

ki
→1
,x , search a set of closest points }{ )(,

j
kcix  in 

each j
iC  and compute the distances }{ ,1

,
j

kid  between points.  
3. Vertex addition: For each point j

ki
→1
,x , if all the distances }{ ,1

,
j

kid  are less than 
threshold addth , add 1

,kix  to 1
iR  and }{ )(,

j
kcix  to }{ j

iR  respectively. We set 

avgadd lth 0.1=  for all the examples in this paper.  
4. Terminate condition: If the number of points added to 1

iR  is more than one, 
continue the process from process 1. Otherwise, stop the process. 
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As a result of the process described above, regions can be enlarged as shown in  
Figure 10(a). In this figure, regions are colored according to their indices, i.e. light for 
odd and deep for even indices.  

6.2   Geometric Synthesis  

When pairs of teeth in gears are contact or close each other in the CT scanning proc-
ess, these areas on meshes are connected and their boundaries cannot be measured as 
shown in Figure 8 due to the blur of CT values. Our segmentation and congruency 
tests in step 1 cannot detect regions corresponding to gear teeth separately from such 
areas. Moreover, even when the meshes are appropriately created, our segmentation 
may fail to extract regions due to the inadequate threshold setting especially when the 
number of vertices in the regions is small. In addition, even when our segmentation 
successes, our classification method may fail to appropriately classify regions into a 
group due to the perturbations of the regions' barycenters. In these cases, it results that 
there exists several false regions after region growing mentioned in section 6.1 as 
shown in Figure 10(a), 14(c,f), and 15(c). Therefore our geometric synthesis interpo-
lates points in such areas and plausibly estimates the original geometry.  

 

Fig. 8. Connected area on meshes due to the blur of CT values 
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Fig. 9. Geometric synthesis 
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(a) Grown regions (b) Interpolated points (c) Partial meshes  

Fig. 10. Generation of partial meshes 

In our method, an arbitrarily selected region j
iR  is transformed to the false region 

{}=l
iR  by rotating it by optl

i
j

i RidRid θ))()(( −  and points on the boundaries are in-
terpolated as shown in Figure 9 and 10(b). This enables to generate all-round points 
for each gear, and then partial meshes }{ iM  can be easily generated by triangulating 
them as shown in Figure 10(c). We are currently using commercial software Geo-
magic [18] but existing meshing algorithms such as marching cubes [19] can be used. 

We note that our method cannot estimate the completely correct boundaries of the 
gears and can find only the boundaries where periodicities are valid. However such 
boundaries are sufficient for the kinematic simulation purposes. 

7   Evaluation of Gear Teeth Contact 

In this section, a method is described for evaluating gear teeth contacts using the ex-
tracted periodicities and the partial meshes. Such an evaluation is one of the most 
important functions in kinematic simulations of gear assemblies for predicting the 
power transmission efficiency, noise and vibration.. In our method, evaluations of 
gear teeth contacts are replaced by the distance computations between surfaces ap-
proximating the teeth regions. More precisely, our method rotates the pair of partial 
meshes biting each other around each axis by a specified pitch angle and computes 
the distances between the approximating surface of one tooth and the vertices pro-
jected onto the surface approximating the other one at each rotation. The surface ap-
proximations can decrease the effect of scanning noise for the contact evaluations. We 
use bicubic polynomial surfaces [15] for the approximations so that they can be 
closely fitted for a larger class of teeth faces. Our method performs the following 
procedures. 

1. Extraction of pairs of partial gear meshes: Extract the pairs of partial gear 
meshes ji MM ,  biting each other by simply thresholding the shortest distance 
between pairs of approximating surfaces of the teeth. 

2. Computation of pitch angle ratio: For each pair ji MM , , compute a pitch 
angle ji φφ ,  as ii L/360=φ  and jj L/360=φ  respectively, where iL  and jL  
are the numbers of teeth in each gear. Then compute their ratio ijijr φφ= .  
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Fig. 13. Results for artificial meshes 

Table 1. Accuracy evaluation of parameters extraction 

Max. Direction error (deg)

Max. Basis angle error (deg)

0.19  0.05  0.45

0.01  0.01  0.01

0.15  0.02  0.21

0.01  0.01  0.01

0.05  0.02  0.29

0.01  0.01  0.01

Noise level (a%) 5.0  10.0  15.0 5.0  10.0  15.0 5.0  10.0  15.0

Normal-type Floating-type Tilting-type
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3. Initial matching: For each pair ji MM , , find the pair of regions t
j

s
i RR ,  

corresponding to gear teeth which are almost contact. Then the initial matching 
can be performed so that the pair can be completely contact. First a bicubic 
polynomial surface )( s

iRf  is fitted to s
iR  in a least-squares manner. Next, as 

shown in Figure 11, t
jR  is sequentially rotated by a specified pitch angle ϕΔ , 

the collision is tested between )( s
iRf  and t

jR , and the adjacent angle initϕ  is de-
tected before their collision. Then the initial matching can be performed by rotat-
ing jM  by the computed angle initθ  such that jj MM ′→ . We set deg01.0=Δϕ  
for the example in Figure 16. For more accurately performing the initial match-
ing, we can up-sample the surface )( t

iRf  and make ϕΔ  smaller. 
4. Evaluation of teeth contacts: Rotate iM  and jM ′  at the pitch angle φΔ  and 

φΔijr  respectively, and evaluate the contacts as the distance between the surface 
)( s

iRf  and the region t
jR′  which are in contact at each rotation. We set 

deg1.0=Δφ  for the example in Figure 16. 

8   Results 

We applied the proposed method for various meshes and verified its effectiveness. All 
the experiments were run on the PC with Core2Duo 2.4GHz CPU and 2GB RAM.  

Figure 13 shows the results of periodicity recognitions for the artificial meshes of 
gear trains. These three types of meshes are generated in the similar ways with the 
mesh in Figure 3. The first mesh is normal-type which are simply generated by 
triangulating CAD model of the gear assembly using CAE meshing software. The 
second mesh is floating-type which are generated first by moving two CAD models 
along the rotational axis by 3mm with reference to the one, which imitates posi-
tional offset error along the axis between gears, and then by triangulating them in 
the same way. The third mesh is tilting-type which are generated first by rotating 
two CAD models by five degrees with reference to the one, which imitates the axis 
misalignments between gears, and then by triangulating them in the same way. 
These three meshes contain about 450,000 triangles. We added the artificial noise to 
the meshes by displacing each vertex along its normal direction by Gaussian dis-
tributed random distances with the standard deviation α% proportional to the aver-
aged mesh edge length. We set α=5.0, 10.0, 15.0, and evaluated the accuracy of 
parameters extraction at each setting. Our method extracted the periodicities de-
scribed by the grids in Figure 13 from all meshes at any noise level settings. We 
evaluated the axis directional vector and the basis angle extracted by our method 
with the theoretical values. The results are shown in Table 1. The maximum estima-
tion error of directional vectors among the three gears in a mesh was 0.45deg in the 
case of normal-type mesh with α=15.0. The errors of basis angles were less than 
0.01deg in all cases. The averaged number of vertices in the interior of the regions 
corresponding to gear teeth was about 90 and the total running time for the perio-
dicity recognitions were about 70 seconds. 
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Fig. 14. Results for CT scanned meshes of the gear in crankshaft 

Figure 14 shows the results of the generations of partial meshes from the CT 
scanned mesh of the single gear in the mechanical part in Figure 14(a). We interac-
tively extracted the portions in the mesh corresponding to the gear shown in orange 
box. Assuming that the pairs of gear teeth are contact during the CT scanning process 
and that surface meshes cannot be properly created, we manually cut off the one and 
the two portions as shown in Figure 14(b) and (e). Estimation errors of the basis an-
gles were less than 0.01deg with reference to the theoretical angle in both meshes. 
This result shows that our method can accurately recognize periodicities even when 
segmentation cannot be appropriately performed. Moreover it could generate all-
round partial meshes from such incomplete meshes as shown in Figure 14(d) and (g). 
We set the threshold highth  for classifying high curvature vertices (mentioned in sec-

tion 4.1) as 0.3=highth  and the running time was less than 2 seconds for both meshes. 

Figure 15 shows the results for the decomposition of the CT scanned mesh in Fig-
ure 15(a) of a LEGO gear assembly. The object includes six gears and our method 
generated three meshes among them. As for the detected three gears, our method 
could interpolate the points even when regions cannot be appropriately extracted in 
step 1 as shown in Figure 15(c) and generate partial meshes in Figure 15(d). The 
estimation errors of the basis angle were less than 0.01deg in all gears. The mesh 
includes 981,036 triangles. The running time was 261 seconds in step 1, 6 seconds in 
step 2, and 3 seconds in step 3 except for mesh generations from interpolated points. 
We note that most of the times in step 1 were spent for the congruency test based on 
pairwise ICP matching as in [13]. As shown in Figure 15(b), since many regions 
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which did not correspond to gear teeth still remained after congruency tests based on 
ICP matching, the following RANSAC algorithm could not classify the regions that 
correspond to gear teeth. We set 0.10=highth  for this mesh. 

Figure 16 show the results for the evaluation of gear teeth contacts for the pair of 
meshes M1 and M2 in Figure 15(d). In this figure, the contacts of the pair of teeth at 
several rotation starting from an angle xϕ  are shown. Red color corresponds to larger 

distance and yellow to zero. In the case of spur gears as shown in this figure, if the 
rotational axes of the pair of gears are parallel, the teeth contact area should be a 
straight line parallel to the axes and the line move from the root to the head of the 
teeth. As shown in Figure 16, the behaviors of the real gear assemblies were observed 
on their CT scanned meshes by our method. We also observed the similar behaviors 
from other pairs. The total running time was about 10 seconds for this pair. 

M1

M2

M3

(a) Scanned mesh of 
a gear assembly of LEGO

(#tri; 981,036)

(b) Barycenters of congruent regions

(d) Extracted partial meshes(c) Interpolated points
 

Fig. 15. Results for a generation of partial meshes from a CT scanned mesh 
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Fig. 16. Result for evaluating gear teeth contact 

(b) Scanned mesh
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(c) Interpolated points (d) Generated mesh

(e) Scanned mesh
(#teeth=10, #tri: 101,924) (f) Interpolated points (g) Generated mesh
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Cut off
(#teeth=2) Cut off

(#teeth=2)

Cut off
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Fig. 17. Result for the all-round mesh generation from a CT scanned mesh of an gear 

Figures 17 and 18 show the results for the single bevel gears. In both figures, the par-
tial meshes are manually cut off in the same way as the meshes in Figure 14. These 
results show that our proposed processes can be applied for the various types of CT 
scanned meshes of real gears and that it can well generate the all-round surface meshes. 
Therefore, it is highly probable that our whole algorithm still works well for real CT 
data of real gear trains. We set 0.10=highth  for all meshes in Figure 17 and 18. 
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(c) Interpolated points(a) gear (b) Scanned mesh
(#teeth=15, #tri: 301,924)

Cut off
(#teeth=2) Cut off

(#teeth=2)

 

Fig. 18. Result for the all-round points generation from a CT scanned mesh of an engineering 
object 

Discussion. Our segmentation algorithm mentioned in section 4 may fail to extract 
regions corresponding to gear teeth due to the scanning noise and to the inappropriate 
threshold setting for the classification of high curvature vertices. Moreover it cannot 
detect regions of gear teeth which are contact in the CT scanning process. In addition, 
our classification algorithm based on RANSAC based circle-fittings may fail to clas-
sify the regions into groups each of which corresponds to a single gear due to the 
perturbation of the barycenters of the regions. Even in such cases, our periodicity 
recognition and partial mesh generation algorithms can recover such false regions and 
reconstruct the complete meshes. Examples are shown in Figure 14 and 15. In these 
figures, although several regions are not correctly segmented or classified, our method 
could generate the complete meshes which can be usefully used for kinematic simula-
tions. In our experiments, our algorithm can generate the complete meshes when 
about half of regions are correctly segmented and classified. We note that the extrac-
tion accuracy of parameters, such as rotational axes and basis angles, decreases when 
fewer regions are segmented and classified.  

9   Conclusion and Future Works 

In this paper, we proposed a new method for decomposing CT scanned surface 
meshes of parts assemblies based on periodicity recognition. We demonstrated the 
effectiveness of our proposed method from various experiments on the artificial and 
the CT scanned meshes. By taking the gear trains as examples, we verified that our 
method enabled to uniquely determine the correct boundaries between parts and to 
accurately decompose single material CT scanned surface meshes into partial meshes 
each of which corresponds to a gear without reference data such as original CAD data 
and CT values. Moreover we proposed a method for evaluating gear teeth contacts 
using the generated partial meshes and the recognized periodicities as an example of 
kinematic simulations. We found that our method could estimate the behaviors in the 
motions of real gear assemblies based on their CT scanned meshes. 
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Our proposed method can be used not only for gear trains as presented in this paper 
but also for a wide class of assemblies where rotational periodicities exist in the con-
tact area between parts, e.g., bearings, chain sprocket. We will test the versatility of 
our method for such assemblies in future works. 

Limitations. In some gears, the surface area of a tooth is very small and therefore the 
number of vertices in such a region in a scanned mesh is also small. Our segmentation 
cannot appropriately extract the regions corresponding to such teeth due to the diffi-
culties of the threshold setting and thus cannot generate partial meshes of such gears.  

As for the practical evaluations of gear teeth contacts, more precise evaluations are 
required, e.g., a few micron order, and the current resolution of CT scanning is not 
enough for the practical use of our method. However it can be estimated that the reso-
lution of CT scanning will be higher in near future and we believe that our method 
can be practically used in such days. 
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Abstract. Riemann surfaces naturally appear in the analysis of com-
plex functions that are branched over the complex plane. However, they
usually possess a complicated topology and are thus hard to understand.
We present an algorithm for constructing Riemann surfaces as meshes
in R

3 from explicitly given branch points with corresponding branch in-
dices. The constructed surfaces cover the complex plane by the canonical
projection onto R

2 and can therefore be considered as multivalued graphs
over the plane – hence they provide a comprehensible visualization of the
topological structure.

Complex functions are elegantly visualized using domain coloring on
a subset of C. By applying domain coloring to the automatically con-
structed Riemann surface models, we generalize this approach to deal
with functions which cannot be entirely visualized in the complex plane.

1 Introduction

Riemann surfaces are a fundamental concept in modern complex analysis, topol-
ogy and algebraic geometry. Bernhard Riemann himself introduced them 1851
in his dissertation “Grundlagen für eine allgemeine Theorie der Functionen einer
veränderlichen complexen Größe”, but it was Felix Klein and Hermann Weyl who
caused his idea to become known among the mathematicians in the beginning
20th century. Since then, among other things, Riemann surfaces serve as general-
ized domains for complex functions because multi-valued complex functions can
be turned into single-valued functions when defined on such a surface instead of
the complex plane. However, these surfaces might possess a complicated topolog-
ical structure since multi-valued functions give rise to ramifications determined
by characteristic points - the so-called branch points.

Riemann surfaces on manifolds are used for several methods in computer
graphics. For example, [1] uses a universal covering for the computation of short-
est cycles in each homotopy class of a surface. The surface parameterization
method [2] computes a 4-sheeted covering in order to represent the (multival-
ued) parameter function on higher genus surfaces. The notion of covering spaces
provides a nice theoretical foundation of this parameterization approach.
� Supported by DFG Research Center Matheon “Mathematics for key technologies”.
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1.1 Related Work

Surprisingly there is very little about the computer-aided visualization of Rie-
mann surfaces. The most important contribution might be the work by Trott [3,4]
for Wolfram Research. He uses the symbolic derivation and nonlinear equations
solver provided by Mathematica and computes 3D plots based on an explicit
function definition. To the best of our knowledge it is the only work that auto-
matically generates visualizations of Riemann surfaces – most available images
of Riemann surfaces usually show explicitly parametrized surfaces.

Important achievements concerning the technique of domain coloring are done
by Farris [5], who also introduced this term. He uses simple color gradients
without further features. The colorings of Pergler [6] and Lima da Silva [7] are
of better quality and Lundmark [8] gives a detailed introduction and uses a
color scheme revealing several important aspects of complex functions. Hlavacek
[9] provides a gallery of complex function plots, using color schemes similar to
Lundmark’s and Pergler’s. Further advancement and additional indicators are
provided in [10].

1.2 Contribution

In this paper we present an algorithm for computing 3D models for Riemann
surfaces based on given branch points and branch indices. Usually these surfaces
possess a non-trivial topology and are thus hard to capture. The models we con-
struct are a visualization technique for an easier understanding of the topology
of these surfaces. This process consists of two parts:

1. Cutting the surface open, either by a user given cut graph or by computing
the shortest cut graph as in [11], and computing multiple surface layers.

2. Computing a height function for each of the layers. The resulting surface is
then interpreted as a graph over the complex plane. Since this embedding is
used for visualization, there is possibly more than one height function that
could be used in order to produce reasonable results. We use harmonic height
functions as a natural choice as they produce almost smooth surfaces.

Whereas Trott’s method [3] provides 3D plots of Riemann surfaces, we generate
triangulated meshes which can be used as 3D models for further processing. As
our meshes will be patched together from single sheets, we can easily extract
parts of the model in order to focus on the important features of the surface.

We also apply domain coloring to these Riemann meshes – a method tradi-
tionally used for visualizing complex functions by a color map on the complex
plane. However, complex functions usually define a covering of the complex plane,
which can be explicitly constructed as a triangle mesh with our method. Using
this triangle mesh as new domains for domain coloring, we can visualize analyt-
ical extensions of functions that are discontinuous when defined on the complex
plane which helps for an overall understanding of those functions.

The paper is organized as follows: Sect. 2 introduces Riemann surfaces and
gives the theoretical background and general setting of our approach. Sect. 3
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explains the main concept of our visualization approach. The algorithm itself is
explained in Sect. 4, and in Sect. 5 results are presented and discussed.

2 Riemann Surfaces and Complex Analysis

2.1 Problem Statement

The problem of visualizing covering surfaces has arisen to us in the analysis of
complex functions. Given a holomorphic map η : U ⊂ C → V ⊂ C between
two simply connected domains in the complex plane, its geometrical structure
can be visualized by domain coloring as demonstrated in [10]. Domain coloring
uses a reference image which is defined over V and transfers it to U via η. The
resulting image in U yields many information about η.

Fig. 1. Domain coloring (cf. section 5.2) is a technique that makes use of a color
scheme to visualize complex valued functions. The left image shows a reference color
scheme that represents the complex plane. The right image shows a typical color plot
of a meromorphic function. The black spots denote zeros, here with multiplicity 2 (the
bigger one on the left) and 1 (the one on the right). The white spot in the upper third
is a double pole whereas the punctual spot at the bottom is a simple pole. This can
also be seen from the multiplicity and order of the colors around these points – the
double zeros and poles are surrounded by the complete color circle twice in contrast to
the simple zeros and poles.

A problem arises if η is non-injective and one ones to color its inverse η−1

which is now a multivalued function. In this case, there are points in U which
obtain more than one color and we would obtain sort of a multivalued image.
We present a method for visualizing even those functions. The main idea is to
use a covering surface X of V and a bijective map f : U → X that encodes the
same geometrical information as η.

2.2 Theoretical Background

This section gives a short introduction into Riemann Surfaces and covering
spaces. Good introductions to the general theory are e.g. [12, 13, 14, 15].

Definition 1 (Riemann Surface). A Riemann Surface is a Hausdorff space
together with a holomorphic structure, i.e. with an atlas of charts {(Ui, hi)}, hi :
Ui → C whose transition maps hj ◦ h−1

i are biholomorphic complex functions.
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In our setting, we use the notion of coverings from complex analysis. They are
special cases of topological coverings equipped with a complex structure and can
be easily described using local winding maps:

Definition 2 (Winding Map, Covering, Branch Point, Branch Index).
A winding map η : U → V between two disks is a map which is isomorphic to
the function z �→ zn on a unit disk in C. n is called the winding number of η.

A covering (X, η) of a Riemann Surface Y is defined by a map η : X → Y ,
such that each point y ∈ Y has a neighbourhood V whose inverse image is a
union of countably many disks (layers) and the restriction of η to each of these
disks is a winding map (with winding number n(x), ∀x ∈ η−1(y)).

If there is a point x with n(x) ≥ 2, the covering is branched and y = η(x) is
a branch point with branch index n(x). If n(x) = 1 for all x ∈ X, the covering
is unbranched.

The preimage of a point y ∈ Y is called the fibre of y. One can show, that if the
fibre is finite then the sum gr(η) :=

∑
x∈η−1(y) n(x) is independant of the choice

of y and is therefore called the grade of η.
Theoretically, our approach can handle finite or infinite coverings. However,

for simplicity we restrict to coverings with finite fibres. For instance, they arise
naturally as coverings induced by implicit functions that are defined by algebraic
equations. In particular, if one assumes η to be proper (i.e. preimages of compact
sets are compact) and to have only finite fibres, η is called a finite map and we
have the following theorem:

Theorem 1. Every finite holomorphic map between Riemann surfaces defines
a covering.

The finite holomorphic maps C → C are exactly the non-constant polynomials,
hence the powers z �→ zn and all finite concatenations of them are coverings
with finite fibres. An example of an infinite covering is the exponential map
exp : C → C∗.

For a given coveringX , a Deck map is an automorphism on X which leaves all
fibres invariant, i.e. D(η) := {g ∈ Aut(X) : η ◦g = η}. A Deck map of a covering
η is uniquely defined by a given point a ∈ X and its image η(a). The set of all
Deck maps form a group and this Deck group uniquely defines the topology of
the covering.

We consider coverings which are normal and cyclic meaning that the Deck
group is isomorphic to the modulo group (Z/nZ,+).

3 Approach

3.1 Visualization of Holomorphic Functions

We construct a topologically correct triangle mesh X for a given covering η :
U → V on given simply connected sets U, V ⊂ C. For simplicity, let η be finite
(i.e. η has finitely many layers). The surface X covers V in the same way as U
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does, i.e. there is a covering map π : X → V and an isomorphism f : U → X ,
such that η = f ◦ π. Thus, both coverings π and η are isomorphic (Fig. 2, left).

We realize the surface X as a triangle mesh, which admits the same combi-
natorics as V and whose vertices live in C × R. The projection operator π is
just the Euclidean projection (z, r) �→ z. The covering can therefore be seen as
a (multivalued) graph over the complex plane. However, in general X cannot be
embedded in R3 and we usually obtain self-intersections.

As an additional visualization, one can now apply the domain coloring tech-
nique to these Riemann surfaces (Fig. 2, right). Instead of V , the surface X
gets colored by transfering the domain image via f onto X . This will produce
a continuous pattern, since f is bijective (in contrast to η). Since π is just a
projection along the real axis, all the metric information about the function is
still contained in f and can intuitively be captured by the viewer.

Fig. 2. Left: Given covering η will be visualized by X. Right: Domain coloring of
η(z) = z2.

This visualization helps to recognize the different types of extraordinary points.
Branch points are characterized as center points of a helix, whereas singularities
can be recognized as special points in the texture on the covering.

3.2 Branch Points and Branch Graph

Given the position of all branch points B = {b0, . . . , bd−1} ⊂ V with correspond-
ing ramification indices (r0, . . . , rd−1), this uniquely defines a covering over the
complex plane which is normal and cyclic up to isomorphism.

A neighborhood of a branch point p ∈ η−1(B) on the covering looks like the
union of one or more helices with ri layers. Away from branch points, V \ B is
covered by an unbranched surface – the fibre of every open disc is isomorphic
to just N ∈ N copies of the disk. For a globally consistent covering, we need at
least N := lcm(r0, . . . , rd−1) many layers (the covering is of degree N). Thus,
the fibre over each branch point bi consists of N/ri many helices with ri layers
each.
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For the construction we need to enumerate the different layers ofX . In general,
there is no globally consistent enumeration since the covering is a connected
surface and the layers exchange their role in different regions.

Given an arbitrary point v0 ∈ V \ B as root point, its fibre consists of N
disjoint points which will be enumerated by x0, . . . , xd−1. For each pair of points
(x0, xi), i ∈ {0, . . . , d − 1}, there is a unique Deck map (defined on the whole
covering) which maps x0 to xi. This Deck map transfers the cyclic order of the
layers to any other fibre in V (the Deck map is a permutation in each fibre).
Thus, all fibres in the covering are global consistently ordered in the same cyclic
manner.

We can therefore enumerate the d layers as follows: Let G be a cut graph of
V \ B, i.e. the union of paths {γk}, which cut the surface open into a simply
connected disk (Fig. 3). Each path γk must start and end either at a branch
point or at the boundary of V . The covering η−1(V \G) of this slotted surface
then decomposes into d disjoint connected components Xi.

The preimage η−1(γk) of a cut path on the covering consists of d paths in X .
Each of these (lifted) paths separate two layers: Xi on the left side and Xj on
the right side of the directed path. Because of the cyclic order, the difference
sh(γk) = j − i is the same for all these lifted paths and is called the shift of γk.
The paths γk together with their shifts sh(γk) form a branch graph of V .

Fig. 3. A branch graph on a surface

The branch graph just connects different layersXi to a closed covering surface.
When a given point p ∈ Xi in an arbitrary layer of the covering is continuously
moved around, it still stays on Xi until a cut path is crossed. In this case, the
layer changes to X(i±sh(γk)) mod d (with a + sign if it crosses the path from left
to right).

The labeling Xi therefore depends on the choice of the cut graph. However,
the covering itself is independant from this choice. Our algorithm will construct
an arbitrary branch graph from given branch points and uses it for the generation
of the covering. The topology of the covering surface will not depend on G, but
only on the position and indices of branch points.

3.3 Shifts

The shifts of a cut path define, how the different layers on the left and right side
of the path are connected. Similarly, we introduce the shift at a branch point:
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Fig. 4. 2D cut through the layers of different coverings. Top left : Branch point with
ri = 2. Bottom left : branch point with ri = 3. Right : Covering with N = 6 sheets and
two branch points. The left one has ri = 2 and a shift of 3, the right one has ri = 3
and a shift of 2.

Definition 3 (Lifting, Layer Shift). Given a point p ∈ V and an infinitesimal
small loop δ : [0, 1]→ V around p (counterclockwise). Let δ′ be a lifting of δ, i.e.
a (not necessarily closed) path in X with π(δ′) = δ. Denote Xi, Xj the layers of
X, such that δ′(0) ∈ Xi and δ′(1) ∈ Xj. Then sh(p) := (j − i) mod N is called
the layer shift of the point p.

The layer shift just measures how many layers are being crossed when walking
around p once. The shift is 0 for all regular points and �= 0 at branch points. The
shifts of branch points and the shifts of cut paths are related by the following
equation:

Let bi be a branch point and γk the set of paths starting or ending in bi. Then
the shift of bi is the sum

sh(bi) =
∑

starting γk

sh(γk)−
∑

ending γk

sh(γk). (1)

This defines a linear relation between shifts of the d branch points and shifts of
the d cut paths (since V has a boundary, which is also connected by the branch
graph G). The sum −

∑
bi

sh(bi) mod N is called the shift of the boundary. If it
is 0, then the boundary of V lifts to a closed loop on X , otherwise walking along
the boundary once will end on another layer on the covering.

The shift at a branch point depends on the ramification index as follows:
The neighborhood of each branch point consists of N/ri helices whose layers
are entwinded. Thus, the shift is an arbitrary number siN/ri, si ∈ N, but si

must be coprime to ri in order to produce the correct number of helices, e.g. set
sh(bi) := N/ri.

The algorithm only needs the branch graph and the shifts of all cut paths. If
only the branch points and their ramification indices are given, then their shifts
can be chosen as described above and the shifts of the cut paths uniquely follow
from Eqn. 1 (assuming that the shift of the boundary is also prescribed, e.g.
to 0).

For the application of domain coloring, it is necessary to explicitly prescribe
the shifts in addition to the ramification indices (see Sect. 5.2). This would be
an optional input for the algorithm.
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4 Algorithmic Generation of Riemann Surface Models

The algorithm for generating the surface models can be separated into several
parts. As an input it takes a set of branch points {b0, . . . , bd−1} which are located
on vertices on a simply connected planar geometryMh, i.e. a triangulated planar
mesh.

Additionally, the number of layersN of the covering and the shift of the branch
points sh(bi) are given. One could alternatively prescribe the local ramification
indices ri of all branch points and then set N := lcm(r0, . . . , rd−1) and sh(bi) :=
siN/ri for any arbitrary integer si which is coprime to ri. The shift of the
boundary is set to −

∑
bi

sh(bi).
The following subsections describe the individual steps of the algorithm:

Algorithm 1. Compute Riemann Surface
Input: Triangulated domain Mh, Branch points bi, Shifts sh(bi)
Generate a branch graph (Sect. 4.1)1
Cut domain geometry along the branch graph (Sect. 4.2)2
Compute height function on branch graph in all sheets (Sect. 4.3)3
Extend height function smoothly to the inner (Sect. 4.4)4

4.1 Building the Cut Graph

The cut graph of the surface Mh consists of paths γk along edges of Mh, whose
union cut the surface open into a topological disk. Branch points are thereby
considered as infinitesimal holes in the surface, thus they must be connected by
the branch graph.

The choice of a special cut graph to given singularities is not unique. There
may be more than one graph and these paths might be topologically different
and the choice of another cut graph alters the embedding of our constructed
surface into C × R. However the topology of the embedding does only depend
on the branch points and not on the cut graph.

Hence, we allow any user given cut graph as an input. If such a graph is not
specified explicitly, it can be automatically generated – a canonical choice is the
shortest cut graph of the surface. [11] describes an algorithm on computing this
shortest cut graph for surfaces without boundary. A generalization to surfaces
with boundary can be found in [16].

Given the cut paths γi, their shifts are computed as explained in Sect. 3.3.
They are completely determined by the shifts of the branch points.

4.2 Cutting the Base Geometry

The next step is cutting the plane Mh along all cut paths. Each cut path γk is
given as a path on edges of the planar domain geometry, i.e. it can be described
by a list of vertices v1, . . . , vk. Cutting Mh along γk means that every vertex
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v

Mh

γk

v v′

v v′

γk

Fig. 5. Cutting Mh along γk

vj , j ∈ {2, . . . , k − 1} has to be duplicated and its neighborhood has to be
updated. The original vertex vj is connected with vertices on the left hand side
of γk, whereas the copy v′j is connected with vertices on the right hand side only.
Figure 5 demonstrates this procedure.

The resulting geometry then represents one sheet of the future covering sur-
face. Since all sheets are of the same topology, the slotted domain surface is
copied N − 1 times and we obtain a total of N geometries Xi all cut in exactly
the same manner.

4.3 Boundary Constraints for the Height Function

After having cut the domain, we now have N triangle meshes Xi representing
the different sheets of the covering, which still live in the complex plane. This
section and Sect. 4.4 deals on lifting them into C × R by computing a height
function. We start by prescribing height values on the boundary of Xi, i.e. on
the cut path and the outer surface boundary.

The sheets in the resulting geometry should be stacked according to their
cyclic order, i.e. X0 is at the bottom and XN−1 is the top most layer. The
height difference between two consecutive sheets is defined by a constant Δ > 0,
thus layer Xi is assigned a height value of iΔ.

Given a sheet Xi and a cut path γk between two branch points bm and bn,
we will now describe, how the height values for the vertices on the left side of
γk are computed. The vertices on the right side are then handled in the same
manner, but using the inverted path with a negative shift value of −sh(γk).

The vertices in Xi on γk (on the left side) should be connected to vertices of
the layer X(i+sh(γk)) mod N . The height function must therefore change smoothly
from iΔ (in Xi) to (i+ sh(γk)) mod N ·Δ (in the neighboring sheet). The path
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γk is somewhere between these two layers, thus let is give it a height of the
average hleft(γk) := (i+ (i+ sh(γk)) mod N)/2 for a moment.

If we just assigned this constant height value to all vertices on γk, it would
cause problems in the vicinity of the start and end points of γk (branch points
bm, bn), since several layers with different height values are glued together there.
Hence we interpolate smoothly between these height values.

As described in Sect. 3.2, the branch point bm occures exactly N/rm = sh(bm)
times in the covering. Denote them by b′m,0, . . . , b

′
m,N/rj−1. Each b′m,i connects

all the sheets Xi, Xi+sh(bi), . . . , XN−sh(bj) (Fig. 6, left). We define the height of
b′m,i as the average value ((N − sh(bj))/2 + i)Δ.

We can now define the height function on γk with the following properties:

– Height in start point bm is ((N − sh(bm))/2 + (i mod sh(bm)))Δ.
– Height in end point bn is ((N − sh(bn))/2 + (i mod sh(bn)))Δ.
– Height of vertices between bn and bm is (i+ ((i+ sh(γk)) mod N))/2.

We let the height function be constant on the middle third of the branch cut
and interpolate on the other parts with a clamped cubic spline, i.e. a polynomial
of the form

s(x) = a+ bx+ cx2 + dx3 (2)

with given boundary values and first derivatives at the end points (Fig. 6, right).

(N − (bm))Δ

(N − (bm))Δ/2
Δ

Fig. 6. Computing the height function. Left: Vicinity of a branch point bm, where
different layers are connected. Right: Height function along a cut path γk.

It remains to define a height function on the outer boundary of Xi. All our
examples are constructed such that the shift of the outer boundary is 0 (i.e.
the shifts of all branch points sum to 0). In this case, the height on the outer
boundary is just the constant iΔ. If the shift of the boundary is not 0, then
the height function must interpolate smoothly between the different layers when
walking around the boundary once. It does not matter how this interpolation is
done as long as it defines a smooth height function along the boundary.
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4.4 Computing the Height Function on the Inside

Having defined a height function on the boundary of each layer Xi, we now solve
the Dirichlet problem with given boundary values:

Δf = 0 in Xi

f = prescribed height values on ∂Xi (3)

More precisely, we solve the corresponding discrete variational formulation

Av = b with v, b ∈ R
d×1, A ∈ R

d×d (4)

where d is the number of vertices of Xi, A is the Laplacian matrix, containing
the well-known cotan weights of the underlying triangle mesh, and b is the right
side, which is almost zero except for the boundary values f .

The solution is a harmonic function and produces a smooth surface in the
interior of all sheets. However, along the cuts the surface is in general not C1

continuous.
It should be mentioned that this height function is just one option and of

course one is free to choose any arbitrary height function. Heuristically, har-
monic functions often produce elegant surfaces and they are closely related to
holomorphic functions (in fact, real and imaginary part of a holomorphic func-
tion are harmonic functions). The only thing one has to care about is that the
values on the boundary fit together, such that the “gluing” is correctly reflected
by the model.

5 Results

5.1 Riemann Surface Models

The following models are generated by our algorithm. We applied further domain
coloring techniques on some models, which are then shown in Sect. 5.2. Branch
points are highlighted as small yellow balls. The transition between adjacent
layers as well as the surface boundary is marked by black lines.

Figures 7 and 8 show a two-sheeted Riemann surface with two branch points of
shift 1 (i.e. index is 2). We generated two embeddings using different cut graphs.
The cut graph in Fig. 7 directly connects both branch points, whereas in Fig. 8,
the two branch cuts emanate from a singularity and both meet at infinity. Thus,
the situation is indeed the same and both surfaces are therefore topologically
equivalent. Since we can only compute a compact subset of the infinite Riemann
surface, we have to take care, that the height function respects the layer shift at
the patch boundary, whenever the cut graph meets the boundary.

Figure 9 shows a Riemann surface with three sheets and two branch points
of index 3, the shifts are 1 and −1. When crossing the branch cut between the
two singularities from left to right one ends up the next lower sheet, or on the
top most sheet when starting from the lowest one.
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Fig. 7. A surface with two sheets and two branch points of index 2

Fig. 8. Another embedding of the Riemann surface from Fig. 7

Fig. 9. A surface with three sheets and two branch points. (a) shows the whole surface.
(b)-(d) show the three sheets separately.
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Fig. 10. Riemann surface with four layers and four branch points. (a) Whole surface.
(b) Second and third sheet slightly rotated.

Fig. 11. Riemann surface with four sheets and four branch points. (a) Whole surface.
(b) Second and third sheet. (c) Displaying only the third sheet reveals the hidden
branch points.

A more complex model is shown in Fig. 10. It has four sheets and four branch
points A,B,C,D of shift 1, 2, 2 and 3, respectively. The branch points form a
square (the branch point on the corner in the back is hidden) and are connected
by branch cuts between A and B, B and C and C and D. The two leftmost
branch points (A and D) in (a) are not connected. When starting from the right
on the upper sheet and crossing the branch cuts between C and D and A and
B, one does not change the layer. This corresponds to the fact that the branch
shifts along these cuts sum up to four which is zero modulo four.

Figure 11 again shows the same situation with the same branch points as in
Fig. 10, but with a different branch graph. This time, A and C are connected as
well as B and D, so the branch graph is disconnected. Note that this is also a
valid configuration since the branch shifts along each cut sum up to zero modulo
four. However, we obtain a different embedding in R3, although all branch shifts
are the same as in the previous picture. In (b) one can clearly see the layer shift
of one when crossing the cut in the front of the picture. Note that the second
branch cut in the back connects two branch points of shift 2 and thus the model
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locally decomposes into two connected components around this cut. That is why
a second pair of branch points is introduced which can be slightly seen.

5.2 Domain Coloring on Riemann Surfaces

As mentioned in Sec. 2.2, Riemann surfaces are naturally induced by holomorphic
covering maps. However the visualization of complex functions as graphs over
a domain is not possible, since their graphs live in C2 ∼= R4. That is why one
often makes use of an elegant technique called domain coloring (see [5] or [10]),
which encodes the range of a complex function as a color scheme that is plotted
directly onto the domain. We use this technique to visualize complex functions
whose proper domains are Riemann surfaces. In particular, for a given covering
map η as in Fig. 2, we can define its inverse mapping as a function living on
the Riemann surface. Those functions are naturally multivalued when defined
over the complex plane and hence cannot be properly defined as holomorphic
functions on C – in fact they are not even continuous and one has to cut the
plane in order to define at least a so called holomorphic branch of a function.
With the notation of Fig. 2, these branches can be considered as restrictions of
f−1 to a sheet Xi ⊂ X and π |Xi becomes an isomorphism between the cut
complex plane and Xi.

Fig. 12. A function having two branches and a branch cut between the branch points
−1 and +1. (a) and (b) show the model from Fig. 7 with the coloring for f−1(z) := (z−
1)1/2(z+1)1/2. Whereas the restriction to a single sheet results in a color–discontinuous
planar plot (see (d) and (e)), the coloring on the surface is continuous. (c) shows the
local topology of our model close to a branch point. The typical two-sheeted helix is
a picture often shown as an explicitly parametrized surface for the Riemann surface
induced by z �→ z2.
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Fig. 13. Domain coloring of a function with three branches. (c) Local model in a neigh-
borhood of a branch point The planar color plots (d)–(f) are discontinuous between
the branch points which is resolved on the Riemann surface model.

Fig. 14. (a) and (b) Domain colored Riemann surface with two disconnected branch
cuts. (c) and (d) The planar domain coloring of the function is discontinuous at the
branch cut.
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Fig. 15. A 6-sheeted covering of a function having two branch cuts with different shift
and thus with branch points of different branch indices – two of index 3 and two of
index 2. Top left: whole covering. Top right: 2d view on top most layer. The black lines
are the cut paths with not vanishing shift (shift 2 and 3). The 6 pictures below show
the layers separately.

We apply domain coloring to Riemann surfaces and obtain globally color-
continuous plots corresponding to globally holomorphic mappings on the sur-
faces. These surfaces are computed by using our method with the branch points
and the shifts of η which can be derived from the function definition. The color-
ing is induced by f−1 and the colored surfaces reveal the behaviour of a function
as well as the topology of the induced Riemann surface.

Note that the composition f−1 ◦ (π |Xi)−1 maps from the cut complex plane
into C and can be visualized using planar domain coloring, but the unrestricted
map (π◦f)−1 is in general multivalued. Figures 9 – 12 show some colored surfaces
together with planar domain colorings obtained by restriction to a single sheet.
A two-sheeted Riemann surface with domain coloring is shown in Fig. 12.

Figure 13 shows the domain coloring of a function having three sheets and
a two branch points at +1 and −1. The Riemann surface is the same one as
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in Fig. 9, this time equipped with domain coloring of a holomorphic function.
One can see the smooth transition between the first and the third sheet in (a)
whereas (b) shows the transition between the second and third sheet.

Figure 14 shows a Riemann surface with two branch cuts which are not con-
nected, or, equivalently, as being connected by a branch cut with shift 0, which
does not cause any sheet transition. As in the example in Fig. 12, the branch
cuts connect two sheets and the restriction to a single sheet results in a dis-
continuouities of the branched function, see (c), (d). Note that the function is
continous on every sheet between the branch cuts.

6 Outlook

Although our algorithm is capable to deal with a large class of functions, there
are some issues left to solve.

Having realized the generation of Riemann surface models in R3 it is tempt-
ing to switch to the projective setting and consider compact surfaces over the
compactified complex plane C∪{∞}, i.e. the Riemann sphere. A closely related
advancement is the consideration of covering surfaces over arbitrary manifolds.

Another challenging task is the extension of domain coloring to maps between
arbitrary Riemann surfaces, i.e. maps which are multivalued and non-injective
when defined on the complex plane. This implies that neither the map itself nor
its inverse can be continuously defined on C.
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Abstract. T-junctions usually appear in surface modeling processes
that start with a given curve network. However, since T-shaped patches
are not available in current CAD system so existing G1 surface genera-
tion methods are restricted to n-sided patches. Therefore a designer must
design a curve network without T-junctions, or subdivide it into n-sided
patches, to avoid T-shaped topologies. We generate G1 Bézier surfaces
at a T-junction by combining the coplanar G1 continuity condition with
the de Casteljau algorithm to avoid the collision of twist points. Both
T-junctions in the middle of boundary curves and at 3-valent vertices
are considered. Our method requires no subdivision or triangulation of
the surface, and the curve network is not changed.

1 Introduction

In modeling processes which start from a given curve network, continuity of the
resulting surface is usually important. For example, a car body can be modeled
by surfacing a curve network. The resulting surface has to meet criteria such as
low air resistance and a smooth surface is also likely to be aesthetically pleas-
ing. Similarly, the hull of a ship should be smooth to create as little drag as
possible. Surface continuity is critical in modeling these types of structure. But
the curve networks on which composite surfaces are constructed usually have
some T-junctions. G1 current CAD systems cannot generate smooth surfaces at
T-junction, and the designer usually has to re-design the curve network, or it is
preprocessed to reduce the T-junctions.

A great deal of work has been done on the interpolation[1] of a surface over a
given curve network. Bézier[2] himself introduced a method of joining two Bézier
patches with G1 continuity across the common boundary curve, and Farin[3] and
Sarraga[4] developed this condition in terms of the Bézier control points of ad-
jacent patches. Several other authors[5, 6, 7, 8, 9] have dealt with the coplanar
condition for G1 continuity, employing patches and boundary curves of vari-
ous degrees. Loop[10] devised another way to construct a C2 boundary curve
network of arbitrary topological type using the theory of circulant matrices,
so that the network approximates the vertices of a triangular control mesh. In
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an extension of Loop’s scheme, Hanmann and Bonneau[11] suggested domain-
splitting techniques in which a macro triangle consists of 4 quintic triangular
Bézier patches, while the boundary curves are piecewise C1 continuous cubics.
Liu and Mann[12] also adopted Loop’s scheme to interpolate parametric trian-
gular surfaces to achieve approximate G1 continuity. Recently, Cho et al.[13]
have proposed a method of interpolation for ship hulls that cares G1 Bézier
surfaces over an irregular curve network; they analyzed the degree of the fill-
in patches and the local singularities that can occur during construction[14].
However, several subdivision schemes are required to preprocess curves with T-
junctions, which still represent topological restrictions on the curve network,
although some improvements can be found in more recent work[15, 16].

We extend the work of Cho et al., and present a new method of generating
a G1 Bézier surface at a T-junction, which combines the coplanar G1 continu-
ity condition with the de Casteljau algorithm to satisfy the vertex enclosure
constraint. The advantages of our method can be summarized as follows:

(1) We can generate a G1 continuous Bézier surface from a given boundary
curve which has a T-junction by classifying the T-junction into two types
and applying a different G1 surface generation method in each case.

(2) We do not need to subdivide or change the given curve network.
(3) Our method is applied locally to the vertex and edge conditions.

The rest of this paper is structured as follows: In Section 2, we introduce the two
types of T-junction that we deal with. In Section 3, we describe the geometric
conditions for G1 continuity, and the algorithm to generate a smooth surface
for both types of T-junction. In Section 4, we show the results of our algorithm
on example surface configurations, showing the resulting continuity by drawing
reflection lines. We conclude the paper in Section 5.

2 Two Types of T-Junction

In this paper we consider two types of T-junction; one occurs when an edge ends
in the middle of a boundary curve(Fig. 1(a)); the other occurs when three edges,
two of which are collinear, meet at a 3-valent vertex(Fig. 1(b)). The topology
in Fig. 1(a) frequently occurs when modeling starts with a given curve network,
while that in Fig. 1(b) is less frequent: nevertheless, we present a method for
each type of T-junction. In this paper, we only consider about boundary curve
with ‘a’ T-junction. If there are many T-junctions at boundary curves, it should
be much more complicated problem. We will remain it as future work.

3 Generating a G1 Bézier Surface at a T-Junction

3.1 T-Junction on a Boundary Curve

Consider three triangular patches S1, S2, and S3, of degree 6 (see Fig. 2). Here,
and throughout this paper, we will assume that boundary curves are of degree 3,
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(a) T-junction on a boundary
curve

(b) T-junction at a 3-valent vertex

Fig. 1. Two types of T-junction

Fig. 2. The distribution of control points on the initial surfaces

with a linear weight function λ(t) and a quartic weight function μ(t), as in pre-
vious work[14]. It is proved that the edge condition and the vertex condition
can be solved separately when we use the triangular patches of degree 6(the
degree will be 5 at rectangular case) in previous work. Farin[1] described the
G1 surface generation method using coplanar condition between two triangu-
lar patches using linear weight functions. Furthermore, he extended the result
to the rectangular patches using degree-elevation method to the rectangular
boundary. If we elevate the degree to the one boundary curve of the rectangle,
the boundary curve and the cross boundary curve’s topology will be same as tri-
angle boundary. For example, if the rectangular patch’s degree is 5, and elevate
the one boundary curve for G1 surface generation, then the degree is same as
triangular patch with degree 6. Therefore, we suggest the G1 surface generating
algorithm among the triangular patches, and the algorithm can be extended to
the rectangular patches by boundary degree-elevation.
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G1 Condition at the vertex. Cho et al.[14] suggest a method of solving
the equations that determine both the vertex and the edge condition, so as to
generate G1 surface. We use this method to solve the T-junction problem. The
T-junction is itself a vertex, but we cannot directly apply the same condition that
we apply to other vertices because there is no information about the interior of
the surface S2 in Fig. 2. So we subdivide S2 at parameter c and create auxiliary
control points r̃1

i , r̃2
i [1]. The parameter c can be calculated by given boundary

curve and intersecting point(q2
0). Keeping the requirement for planarity at the

junction in mind, we define the control point r̃1
5 to be collinear with p1

5 and q2
0.

For simplicity, we choose the ratio of p1
5q

2
0 and q2

0r̃
1
5 to be 1 : 1. This ratio can

be changed depending on the shape of the surface.
Fig. 3 shows the subdivided surface with the auxiliary control points. Now

we can apply the same approach as Cho et al. to obtain equations for both
the vertices and edges that correspond to the G1 continuity condition between
surface S1 and S2, which can then be expressed as follows:

k = 0 :
(
λ1

0p
1
0 + λ1

0r̃
1
0

)
=

(
μ1

0q
1
0 + μ1

0q
1
1

)
k = 1 : 5

(
λ1

0p
1
1 + λ1

0r̃1
1

)
+

(
λ1

1p
1
0 + λ1

1r̃1
0

)
= 2

(
μ1

0q
1
1 + μ1

0q
1
2

)
+ 4

(
μ1

1q
1
0 + μ1

1q
1
1

)
k = 2 : 10

(
λ1

0p
1
2 + λ1

0r̃1
2

)
+ 5

(
λ1

1p
1
1 + λ1

1r̃1
1

)
=

(
μ1

0q
1
2 + μ1

0q
1
3

)
+ 8

(
μ1

1q
1
1 + μ1

1q
1
2

)
+ 6

(
μ1

2q
1
0 + μ1

2q
1
1

)
k = 3 : 10

(
λ1

0p
1
3 + λ1

0r̃1
3

)
+ 10

(
λ1

1p
1
2 + λ1

1r̃1
2

)
= 4

(
μ1

1q
1
2 + μ1

1q
1
3

)
+ 12

(
μ1

2q
1
1 + μ1

2q
1
2

)
+ 4

(
μ1

3q
1
0 + μ1

3q
1
1

)
k = 4 : 5

(
λ1

0p
1
4 + λ1

0r̃1
4

)
+ 10

(
λ1

1p
1
3 + λ1

1r̃1
3

)
= 6

(
μ1

2q
1
2 + μ1

2q
1
3

)
+ 8

(
μ1

3q
1
1 + μ1

3q
1
2

)
+

(
μ1

4q
1
0 + μ1

4q
1
1

)
k = 5 :

(
λ1

0p
1
5 + λ1

0r̃
1
5

)
+ 5

(
λ1

1p
1
4 + λ1

1r̃
1
4

)
= 4

(
μ1

3q
1
2 + μ1

3q
1
3

)
+ 2

(
μ1

4q
1
1 + μ1

4q
1
2

)
k = 6 :

(
λ1

1p
1
5 + λ1

1r̃
1
5

)
=

(
μ1

4q
1
2 + μ1

4q
1
3

)
.

(1)

The continuity equations at the boundaries S2S3 and S3S1 are the same as there,
except for the indices of the control points.

Then the equations for the vertices will be

5
(
λ1

1p
1
4 + λ1

1r̃1
4

)
= −

(
λ1

0p
1
5 + λ1

0r̃1
5

)
+ 4

(
μ1

3q
1
2 + μ1

3q
1
3

)
+ 2

(
μ1

4q
1
1 + μ1

4q
1
2

)
,

5
(
λ2

0p
2
1 + λ2

0r̃2
1

)
= −

(
λ2

1p
2
0 + λ2

1r̃2
0

)
+ 2

(
μ2

0q
2
1 + μ2

0q
2
2

)
+ 4

(
μ2

1q
2
0 + μ2

1q
2
1

)
,

5
(
λ3

0p
3
1 + λ3

0r
3
1

)
= −

(
λ3

1p
3
0 + λ3

1r
3
0

)
+ 2

(
μ3

0q
3
1 + μ3

0q
3
2

)
+ 4

(
μ3

1q
3
0 + μ3

1q
3
1

)
.
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Fig. 3. The subdivided control points derived from the initial surfaces

We can see from Fig. 3 that p3
1 = p1

4 and r3
1 = p2

1, and hence we obtain

5

⎡⎢⎣λ1
1 λ

1
1 0 0

0 0 λ2
0 λ

2
0

λ3
0 0 λ3

0 0

⎤⎥⎦
⎡⎢⎢⎣

p1
4

r̃1
4

p2
1

r̃2
1

⎤⎥⎥⎦ =

⎡⎣ rhsT
1 (μ1

3)
rhsT

2 (μ2
1)

rhsT
3 (μ3

1)

⎤⎦ ,
where

rhsT
1 (μ1

3) = −
(
λ1

0p
1
5 + λ1

0r̃1
5

)
+ 4

(
μ1

3q
1
2 + μ1

3q
1
3

)
+ 2

(
μ1

4q
1
1 + μ1

4q
1
2

)
,

rhsT
2 (μ2

1) = −
(
λ2

1p
2
0 + λ2

1r̃2
0

)
+ 2

(
μ2

0q
2
1 + μ2

0q
2
2

)
+ 4

(
μ2

1q
2
0 + μ2

1q
2
1

)
,

rhsT
3 (μ3

1) = −
(
λ3

1p
3
0 + λ3

1r
3
0

)
+ 2

(
μ3

0q
3
1 + μ3

0q
3
2

)
+ 4

(
μ3

1q
3
0 + μ3

1q
3
1

)
.

This system is underdetermined because there are three equations and four un-
knowns. By Gaussian elimination we can put it into matrix form, as follows:⎡⎢⎣λ1

1 λ
1
1 0 0 : rhsT

1

0 0 λ2
0 λ

2
0 : rhsT

2

λ3
0 0 λ3

0 0 : rhsT
3

⎤⎥⎦⇒
⎡⎢⎢⎣
λ1

1 λ1
1 0 0 : rhsT

1

0 −λ3
0

λ1
1
λ1

1 λ
3
0 0 : rhsT

3 −
λ3
0

λ1
1
rhsT

1

0 0 λ2
0 λ

2
0 : rhsT

2

⎤⎥⎥⎦ .

Since λ1
1 �= 0, λ2

0 �= 0, and λ3
0 �= 0, the matrix has a full rank of 3, and the system

can be solved iteratively by the least-squares method from an initial guess.

G1 Condition at the Edges. We only need to consider the G1 continuity
condition the between the edges of patches S1 and S2, because the conditions at
the edges S2S3 and S3S1 are the same as those for S1S2, except for the indices



184 M.-j. Oh, S.H. Park, and T.-w. Kim

of the control points. The conditions at the edge S1S2 can be written in matrix
form as follows:

10

⎡⎢⎣λ1
0 λ

1
0 0 0

λ1
1 λ

1
1 λ

1
0 λ

1
0

0 0 λ1
1 λ

1
1

⎤⎥⎦
⎡⎢⎢⎣

p1
2

r̃1
2

p1
3

r̃1
3

⎤⎥⎥⎦ =

⎡⎣ rhs11(μ1
1, μ

1
2)

rhs12(μ
1
1, μ

1
2, μ

1
3)

rhs13(μ
1
2, μ

1
3)

⎤⎦ , (2)

where

rhs11(μ
1
1, μ

1
2) = −5

(
λ1

1p
1
1 + λ1

1r̃1
1

)
+

(
μ1

0q
1
2 + μ1

0q
1
3

)
+8

(
μ1

1q
1
1 + μ1

1q
1
2

)
+ 6

(
μ1

2q
1
0 + μ1

2q
1
1

)
,

rhs12(μ
1
1, μ

1
2, μ

1
3) = 4

(
μ1

1q
1
2 + μ1

1q
1
3

)
+ 12

(
μ1

2q
1
1 + μ1

2q
1
2

)
+4

(
μ1

3q
1
0 + μ1

3q
1
1

)
,

rhs13(μ
1
2, μ

1
3) = −5

(
λ1

0p
1
4 + λ1

0r̃1
4

)
+ 6

(
μ1

2q
1
2 + μ1

2q
1
3

)
+8

(
μ1

3q
1
1 + μ1

3q
1
2

)
+

(
μ1

4q
1
0 + μ1

4q
1
1

)
.

Since the parameters μ1
1 and μ1

3 are determined from the vertex condition, the
right-hand side has only one parameter, μ1

2.
System (2) is underdetermined, with three equations and four unknowns. By

Gaussian elimination, we can find the augmented matrix

⎡⎢⎣λ1
0 λ

1
0 0 0 : rhs11

λ1
1 λ

1
1 λ

1
0 λ

1
0 : rhs12

0 0 λ1
1 λ

1
1 : rhs13

⎤⎥⎦⇒
⎡⎢⎢⎣
λ1

0 λ1
0 0 0 : rhs11

0 λ1
1 −

λ1
1

λ1
0
λ1

0 λ
1
0 λ

1
0 : rhs12 −

λ1
1

λ1
0
rhs11

0 0 λ1
1 λ

1
1 : rhs13

⎤⎥⎥⎦ .

Note that

λ1
1 −

λ1
1

λ1
0

λ1
0 =

λ1
1 − λ1

0

λ1
0

.

Thus, if λ1
1 �= λ1

0, the matrix has a full rank of 3, and the system can be solved
iteratively by the least-squares method. On the other hand, if λ1

1 = λ1
0, then the

system will be

10

⎡⎣λ1
0 λ

1
0 0 0

0 0 λ1
0 λ

1
0

0 0 0 0

⎤⎦
⎡⎢⎢⎣

p1
2

r̃1
2

p1
3

r̃1
3

⎤⎥⎥⎦ =

⎡⎣ rhs11
rhs12 − rhs11

rhs13 − rhs12 + rhs11

⎤⎦ .
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For this system to have a solution, the right-hand side rhs13−rhs12 +rhs11 should
be zero:

rhs13 − rhs12 + rhs11

= −5
(
λ1

0p
1
4 + λ1

0r̃1
4

)
+ 6

(
μ1

2q
1
2 + μ1

2q
1
3

)
+ 8

(
μ1

3q
1
1 + μ1

3q
1
2

)
+

(
μ1

4q
1
0 + μ1

4q
1
1

)
−4

(
μ1

1q
1
2 + μ1

1q
1
3

)
− 12

(
μ1

2q
1
1 + μ1

2q
1
2

)
− 4

(
μ1

3q
1
0 + μ1

3q
1
1

)
−5

(
λ1

1p
1
1 + λ1

1r̃1
1

)
+

(
μ1

0q
1
2 + μ1

0q
1
3

)
+ 8

(
μ1

1q
1
1 + μ1

1q
1
2

)
+6

(
μ1

2q
1
0 + μ1

2q
1
1

)
= 0.

When λ1
1 = λ1

0, the formulae for k = 0 and 1 in Eq.(1) reduce to

5
(
λ1

1p
1
1 + λ1

1r̃1
1

)
= −

(
μ1

0q
1
0 + μ1

0q
1
1

)
+ 2

(
μ1

0q
1
1 + μ1

0q
1
2

)
+ 4

(
μ1

1q
1
0 + μ1

1q
1
1

)
,

and the formulae for k = 5 and 6 reduce to

5
(
λ1

0p
1
4 + λ1

0r̃
1
4

)
= −

(
μ1

4q
1
2 + μ1

4q
1
3

)
+ 4

(
μ1

3q
1
2 + μ1

3q
1
3

)
+ 2

(
μ1

4q
1
1 + μ1

4q
1
2

)
.

Using these two relations, the right-hand side becomes

rhs13 − rhs12 + rhs11

=
(
μ1

4q
1
2 + μ1

4q
1
3

)
− 4

(
μ1

3q
1
2 + μ1

3q
1
3

)
− 2

(
μ1

4q
1
1 + μ1

4q
1
2

)
+6

(
μ1

2q
1
2 + μ1

2q
1
3

)
+ 8

(
μ1

3q
1
1 + μ1

3q
1
2

)
+

(
μ1

4q
1
0 + μ1

4q
1
1

)
−4

(
μ1

1q
1
2 + μ1

1q
1
3

)
− 12

(
μ1

2q
1
1 + μ1

2q
1
2

)
− 4

(
μ1

3q
1
0 + μ1

3q
1
1

)
+

(
μ1

0q
1
0 + μ1

0q
1
1

)
− 2

(
μ1

0q
1
1 + μ1

0q
1
2

)
− 4

(
μ1

1q
1
0 + μ1

1q
1
1

)
+

(
μ1

0q
1
2 + μ1

0q
1
3

)
+ 8

(
μ1

1q
1
1 + μ1

1q
1
2

)
+ 6

(
μ1

2q
1
0 + μ1

2q
1
1

)
= q1

0
(
−μ1

0 + 4μ1
1 − 6μ1

2 + 4μ1
3 − μ1

4
)

+3q1
1
(
μ1

0 − 4μ1
1 + 6μ1

2 − 4μ1
3 + μ1

4
)

+3q1
2
(
−μ1

0 + 4μ1
1 − 6μ1

2 + 4μ1
3 − μ1

4
)

+q1
3
(
μ1

0 − 4μ1
1 + 6μ1

2 − 4μ1
3 + μ1

4
)

=
(
μ1

0 − 4μ1
1 + 6μ1

2 − 4μ1
3 + μ1

4
) (
−q1

0 + 3q1
1 − 3q1

2 + q1
3
)

= 0.
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Therefore we have
μ1

0 − 4μ1
1 + 6μ1

2 − 4μ1
3 + μ1

4 = 0,

or
μ1

2 =
1
6
(
−μ1

0 + 4μ1
1 + 4μ1

3 − μ1
4
)
.

Using the value μ1
2, we can solve the edge equation.

Merging the Subdivided Surfaces. We have now solved the G1 continuity
problem, but we still have the difficulty that S2 should be a single surface,
because we want only three surfaces to meet at the T-junction. So we need
to merge the surfaces created by the subdivision. However it turns out to be
impossible to merge the modified surfaces with G1 continuity condition using
the reverse de Casteljau algorithm. We will now suggest a series of steps that
are capable of merging the subdivided surface into one patch.

Step 1: Solve the vertex condition (Fig. 4(a))
Step 2: Calculate r1 and r4 (Fig. 4(b))
Step 3: Calculate r2 and r3 using the relation (Fig. 4(c))
Step 4: Calculate the control points for the edge condition using the de Castel-

jau algorithm (Fig. 4(d))
Step 5: Solve the edge condition for the control points (Fig. 4(e))

At first step, we can calculate the control points p1
1, r̃1

1, p1
4, p2

1, r̃1
4, r̃2

1, p2
4, and

r̃2
4 from the vertex conditions. At step 2, r1 and r4 can be calculated by the de

Casteljau algorithm using control points from step 1. At step 3, r2 and r3 can
be obtained by the relation which is in the Fig. 4(c). The relation of the control
points is also from the de Casteljau algorithm. These control points consist of
cross boundary curve on S2. Now we can get the r̃ values from cross boundary
curves because r̃ values are from the subdivided cross boundary curve like step 4.
Finally, we can get the p1

2, p
1
3, p

2
2, and p2

3 values by solving edge condition using
fixed r̃ values. Since we have already defined the vertex and edge conditions, we
can apply the above steps to the G1 continuity equation, and thus resolve the G1

continuity problem at a T-junction without requiring any subdivision process.
The other interior control points which do not related with the cross boundary
for G1 continuity can be selected by coons’ patch method. In this paper, we use
the Coons’ patch method to select the control points, but it is possible to use the
other surface interpolating method from boundary curves because these points
have no effect on the vertex and edge conditions.

3.2 T-Junction at a 3-Valent Vertex

In this case, we also choose an auxiliary control point q̂4
2 (see Fig. 5) to allow

the G1 continuity condition to be met on the boundary curve at the T-junction.
The q̂4

i are control points on the auxiliary boundary curve with degree 6. We
determine q̂4

2 in the same way that we selected r̃1
5 in the previous section. In

fact q̂4
0 and q̂4

1 are both the same as q1
0, because the two edges are collinear.
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(a) Calculate the vertices values by
solving vertex condition

(b) Calculate the values of r1 and r4

using the de Casteljau algorithm

(c) Relation of r2 and r3 from the de
Casteljau algorithm

(d) Calculate r̃1
2, r̃1

3, r̃2
2, and r̃2

3 using
the de Casteljau algorithm

(e) Solve the edge condition for p1
2, p1

3,
p2

2, and p2
3

Fig. 4. Sequence of solving the G1 continuity equations

That means that there is no plane to be satisfied by the G1 continuity condition
because q1

1, q1
0, and q2

1 are collinear. So we cannot apply the G1 continuity
condition at the T-junction. Instead, we use the control point q̂4

2 to establish the
G1 continuity condition.
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Fig. 5. The auxiliary control point for subdivision at a 3-valent T-junction

Fig. 6. Subdivision of triangle patch

Then we can apply the same method as before to a T-junction at a vertex.
However, there are some differences in this case. We can apply the vertex con-
dition and edge condition using the auxiliary control point like in Fig. 6. When
we apply the vertex condition about q̂4

0, q̂4
2 is needed because q̂4

0 and q̂4
1 are

same we have already mentioned. Also we should consider about the relation of
the q̂1

2, r̃1
1, q̂4

2, r̃2
1, and q̂2

2. These control points should satisfy the de Casteljau
algorithm with subdivision parameter c. And we do not need to merge the sub-
divided surface like T-junction on a boundary case, because r̃1

i r̃2
i are related

with the near boundary control points. For instance, r̃1
2 is a subdivision point of
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q̂1
3 and r1

2 with parameter c. So we can solve the edge condition directly without
fixing the r̃1

i and r̃2
i values. After we determined r̃1

i and r̃2
i using the edge con-

dition, we can re-calculate the control points of the original surface using the de
Casteljau algorithm.

4 Results

Figs. 7 and 8 show some results produced by our method. We can see the differ-
ence between the two examples when we look carefully at the lower surface: in

(a) Reflection lines on three ini-
tial surfaces constructed as G0

Coons’ patches and meeting at a
T-junction

(b) Reflection lines of a G1 sur-
face constructed by applying our
method to the initial surfaces

Fig. 7. G1 surface at a T-junction on boundary curves

(a) Reflection lines on three initial
surfaces constructed as G0 Coons’
patches and meeting at a 3-valent
T-junction

(b) Reflection lines of a G1 sur-
face constructed by applying our
method to the initial surfaces

Fig. 8. G1 surface with a 3-valent T-junction
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Fig. 7(a) it is flatter than it is the Fig. 8(a). We have checked the angles between
the adjacent Bézier surfaces.The angles are same within numerical round-off er-
ror bounds. Also, we show the reflection lines about the Bézier surfaces. The
reflection lines have one degree less continuity than the surfaces, and thus illus-
trate continuity: where a reflection line has G0 continuity, the surface has G1

continuity. Thus the figures show that all the surfaces have G1 continuity.

5 Conclusions and Future Work

We presented a method of constructing a G1 Bézier surface at a T-junction. We
examined two different types of T-junction and suggested a way of constructing
a G1 surface in each case. We confirmed the functionality of our algorithm on
example surfaces using reflection lines to clarify the continuity of the resulting
surfaces. This is the first method of generating a G1 surface at a T-junction that
has appeared so far. So we expect it to have wide application in surface modeling
processes that begin with a curve network. In future research we intend to look
at the generation of surfaces with many T-junctions. We only consider about
the surfaces with ‘a’ T-junction in this paper. We think that the problem can
be possible when we extend our concept. Also, we will develop the generation
algorithm for surfaces at T-junctions with near-G2 continuity. We believe that
this can be achieved by choosing the auxiliary control point more carefully.
Furthermore, we hope that this method may be applicable to T-splines [17] and
to polynomial hierarchical t-splines [18].
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G. (ed.) Geometric Modeling: Algorithms and New Trends, pp. 221–233. SIAM,
Philadelphia (1987)
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Abstract. We present an efficient algorithm for projecting a given point
to its closest point on a family of freeform C1-continuous curves and
surfaces. The algorithm is based on an efficient culling technique that
eliminates redundant curves and surfaces which obviously contain no
projection from the given point. Based on this scheme, we can reduce
the whole computation to considerably smaller subproblems, which are
then solved using a numerical method. In several experimental results,
we demonstrate the effectiveness of the proposed approach.

1 Introduction

The projection of a point to a set is the closest element of the set to the given
point. The point projection problem plays a crucial role in many important geo-
metric computations such as the Hausdorff distance computation, the minimum
distance computation, simulation, haptic rendering, tolerance checking, freeform
shape fitting and reconstruction, to mention only a few [1,2,3,4,5]. Because of
its importance, many previous methods have been developed for the solution of
the problem [5,6,7,8,9,10,11,12].

There are many variants of the point projection problem, depending on what
to project, where to project, which distance-metric to use, etc. In this paper,
we consider a basic type of the point projection problem, where we project a
static point p to a finite family of freeform curves Ci(t), 0 ≤ t ≤ 1, or surfaces
Si(u, v), 0 ≤ u, v ≤ 1, for i = 1, . . . , n. An immediate application of this problem
can be found in an interactive selection of the nearest curve Ck to the cursor
location p among all curves on the display screen. For a further manipulation of
the selected curve Ck, we may also need to find the parameter t∗ of the nearest
curve point Ck(t∗).

Translating the point p and the curves Ci(t) or surfaces Si(u, v) by −p, we
may assume that the query point p is located at the origin. The problem is then
reduced to finding an index k and a curve parameter t∗ or surface parameters
(u∗, v∗) such that

‖Ck(t∗)‖ = min
1≤i≤n

min
0≤t≤1

‖Ci(t)‖, or ‖Sk(u∗, v∗)‖ = min
1≤i≤n

min
0≤u,v≤1

‖Si(u, v)‖.

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 192–205, 2010.
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(a) (b) (c) (d)

Fig. 1. Efficient culling via an axis-aligned bounding square for a clipping circle: (a) a
clipping circle determined by the nearest sample point to the query point, (b) an axis-
aligned bounding square for the clipping circle, (c) curves remaining after the culling
stage, and (d) curves remaining after an additional culling with a rotated square

Conventional approaches attack this problem for curves by solving the foot-
point constraint: 〈Ci(t), C′

i(t)〉 = 0, and then comparing the distances to all
solution curve points of this equation as well as to the curve end points. For sur-
faces, the footpoint constraint is a system of equations:

〈
Si(u, v), ∂Si

∂u (u, v)
〉

= 0
and

〈
Si(u, v), ∂Si

∂v (u, v)
〉

= 0. The distances to all solution surface points are then
compared with those to the four boundary curves of the surface. (See Johnson [5]
for an extensive literature survey on conventional methods.) Since the majority
of these solutions turn out to be redundant, it is important to reduce the expen-
sive equation solving as much as possible. Recent results propose efficient culling
or clipping techniques for this purpose.

Chen et al. [6] proposed a circle/sphere clipping method that applies a certain
Bézier clipping technique to the squared distance function of a NURBS curve.
This is an improvement over Selimovic [8], which is based on a Voronoi cell
test. The circle/sphere clipping demonstrates a better result. Nevertheless, as
discussed in more details in Appendix A, it is quite expensive to set up the
squared distance function which has degree almost twice higher than the original
curve or surface degree(s). Moreover, it is also time-consuming to subdivide the
squared distance function, in particular for the surface case.

In this paper, we propose an approach that is based on the clipping cir-
cle/sphere, but only conceptually; for efficiency reason, we instead use simple
clipping lines/planes tangent to the circle/sphere. The simplest lines/planes for
our purpose are those orthogonal to the coordinates axes. For example, given a
clipping circle of radius r centered at the origin, we may consider the clipping
lines x = ±r and y = ±r. Figure 1 shows an example where many input curves
can easily be eliminated from further consideration using a simple window clip-
ping. When a Bézier curve has control points (xi, yi) with xi > r for all i (or
xi < −r for all i), the distance to this curve must be larger than r and can safely
be eliminated. Similarly, we can check the y-coordinates of the control points.
We may then proceed to checking xi + yi >

√
2 r for all i, etc (Figure 1(d)).
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In some sense, our approach employs the k-DOP structure that bounds the
control points of the freeform curves or surfaces [13]. Though less tight than
the convex hull of the control points, the k-DOP is considerably easier to con-
struct; moreover, it is much tighter than the bounding circle/sphere of the control
points. In our application, the k-DOP is constructed incrementally, which is es-
sential for improving the overall performance of our algorithm. (According to our
experiments, the first couple of separation tests usually cull away a large number
of freeform curves and surfaces; thus the construction of a complete k-DOP is
rarely needed.)

The real advantage of Chen et al. [6] is in checking the uniqueness of local
minimum of the squared distance function, which can be tested by the same
condition for the control coefficients of the function. Nevertheless, it is difficult
to extend the uniqueness condition of Chen et al. [6] to the surface case. Conse-
quently, Chen et al. [11] propose no property for testing the uniqueness of local
minimum distance between two freeform curves. A simple remedy for this defi-
ciency is to employ the condition of Elber and Kim [12] (Theorem 1) for testing
the uniqueness of solution for a system of polynomial equations in a restricted
domain.

Chen et al. [6] pointed out that there may be redundant solutions in the sys-
tem of equations that Elber and Kim [12] solve. However, the chance of getting
redundancy is extremely low in our approach. As the result of applying an effi-
cient culling and clipping procedure, the remaining freeform curves and surfaces
are usually defined on small domains. Consequently, the tests for the unique-
ness of solution are mostly successful and no further expensive subdivisions are
needed in the majority of case. Once the uniqueness is guaranteed, the equations
can be solved efficiently using a numerical method.

The main contribution of this work can be summarized as follows:

– An efficient culling or clipping technique is proposed that can significantly
reduce the problem size, i.e., the number of freeform curves and surfaces and
also the size of their remaining subsegments and subpatches.

– Our technique is based on geometric concepts such as the separating axis
and the k-DOP bounding volume [13], though they are only incrementally
constructed on-the-fly as needed for freeform curves and surfaces; thus our
basic approach can easily be extended to more general projection problems or
combined with other geometric computations based on these useful concepts.

– For the point-to-surface projection problem, employing the condition of El-
ber and Kim [12] (Theorem 1), we can test the uniqueness of solution for
a system of polynomial equations. This approach can also be extended to
more general multivariate projection problems.

The rest of this paper is organized as follows. Section 2 presents a brief review on
related previous work and also the basic idea of our approach. In Section 3, the
details of our algorithm are presented. In Section 4, we demonstrate the effec-
tiveness of our approach using several experimental results. Finally, in Section 5,
we conclude this paper with discussions on future work.



Efficient Point Projection to Freeform Curves and Surfaces 195

2 Related Work and Our Basic Idea

In his PhD Thesis, Johnson [5] presented an extensive literature survey on
the minimum distance computation and the associated applications in virtual
prototyping and haptic rendering. He made an interesting observation that con-
ventional methods for polygonal models mainly considered efficient pruning tech-
niques; on the other hand, those for parametric surfaces developed numerical
techniques for the minimum distance computation. Johnson [5] then proposed a
pruning technique for freeform curves and surfaces.

The method of Johnson [5] starts with taking some samples on the freeform
curves or surfaces and consider a circle/sphere centered at the query point and
containing the nearest point among the samples. After that, the algorithm then
prunes away curves and surfaces when the convex hulls of their control points
have no overlap with the current clipping circle/sphere. To do the overlap test,
the distance is computed from the query point to each convex hull, which is the
main computational bottleneck of the algorithm.

In this paper, we instead use separation axis tests with simple directions such
as the coordinate directions and other combinations of them. This approach is
essentially the same as incrementally constructing a k-DOP bounding volume
for the set of all control points.

There are some previous methods for testing a sufficient condition for the
point-projection to a curve end point or to a surface corner point. We start with
discussing the method of Ma and Hewitt [7]. (Selimovic [8] does the same thing
but more efficiently; nevertheless, it is easier to visualize the condition of Ma
and Hewitt [7].) Figure 2(a) shows a region A where each point p is guaranteed
to be projected to the left end point b0 of a cubic Bézier curve. Consider the
Voronoi cell decomposition for the convex hull of the Bézier control points. Then
the region A is in fact the Voronoi cell for the end point b0 in the exterior of the
convex hull; consequently, all points in the region A are closer to the end point
b0 than to any other points in the convex hull including all the curve points. For
higher degree curves, the convex hull computation can be somewhat intricate,
in particular, for space curves. The same sufficient condition can be formulated
for the surface case as well; however, the convex hull computation becomes even
more cumbersome for the control points of a freeform surface.

Selimovic [8] tests the same sufficient condition more efficiently. When a point
p is in the Voronoi cell, it is on an outward normal line of the convex hull
from the end point b0. Now consider a line/plane (passing through the end
point b0) which is orthogonal to the normal line and divides the whole space
into two half-spaces. All the Bézier control points are then contained in a half-
space opposite to that of the query point p. Selimovic [8] checks this condition
by testing 〈b0 − p,bi − b0〉 > 0, for i = 1, . . . , d. Since these sign tests are
considerably easier than the construction of a convex hull and the Voronoi cell
of a vertex, Selimovic [8] is more efficient than Ma and Hewitt [7].

Now the next question is whether the Voronoi cell concept is indeed a good
idea for the point-projection problem. Figure 2(b) shows a region B which may
immediately lead us to a negative answer to this question. In this specific example
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Fig. 2. (a) A region where each point is guaranteed to be projected to the left end
point of the curve. (b) A similar region of points to be projected to b0, but which
cannot be detected as such by the Voronoi cell test of the previous methods of Ma and
Hewitt [7] or Selimovic [8].

of a symmetric cubic Bézier curve, all query points p in both regions A and B
of Figures 2 will be projected to the curve end point b0. Thus we need a better
condition than the Voronoi cell test [7,8].

Geometrically speaking, the circle/sphere clipping of Chen et al. [6] is optimal
in the sense that, if a query point p has its projection to the end point b0, the
circle with center p and radius ‖b0 − p‖ contains no other curve point in its
interior. But the problem is how to test this condition efficiently. Chen et al. [6]
employed the squared distance function; however, as discussed in Appendix A,
it is quite expensive to set up the squared distance function, in particular, for
freeform surfaces and rational curves of high degree. Thus we propose more
efficient geometric tests than the circle/sphere test.

Figure 3(a) shows a clipping circle centered at p and a tangent line of the
circle with normal (1, 1). The Bézier clipping technique [14,15] applied to this
line can remove some part of the curve as shown in Figure 3(b). The remaining

(a) (b) (c)

Fig. 3. Efficient curve clipping using tangent lines to the clipping circle: (a) a clipping
line with normal (1, 1), (b) a segment of the curve approximately clipped, and (c)
the left end point is shown to be the closest point by the Voronoi cell condition of
Selimovic [8]
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curve segment can be tested by the Voronoi cell condition of Selimovic [8], which
will guarantee the projection of p to b0 (Figure 3(c)).

The problem becomes more difficult when the point p is located in the concave
area of a curve and the projection occurs in the curve interior. The squared
distance function of Chen et al. [6] plays an important role here as more details
to be discussed in the following section.

3 Our Approach

Our approach starts with sampling the given family of curves and surfaces, and
making an initial guess of the minimum distance and the associated clipping cir-
cle/sphere. Simple tangent lines/planes are then considered for culling or clipping
away redundant curves or surfaces. To the remaining curves and surfaces, geo-
metric tests are applied to detect special cases of point-projection: (i) to a curve
end point or a surface corner point, (ii) to a surface boundary curve, where the
problem is reduced to a point-to-curve projection, or (iii) to a unique interior
point of a curve segment or a surface patch, where a numerical method can be
applied. Otherwise, the freeform curves and surfaces are further subdivided and
the whole procedure is repeated recursively.

3.1 Clipping Circle/Sphere and Clipping Lines/Planes

Given a query point p and its nearest point pk among all sample points pi,
i = 1, . . . , n, we consider the circle/sphere with center p and radius r = ‖pk−p‖
that will be used for culling or clipping redundancies from the given freeform
curves or surfaces. To make the whole algorithm efficient, we should take only a
suitable number of sample points that would be sufficient to give a good initial
guess on the minimum distance. When there are many curve segments or surface
patches to consider, we take only the curve end points and the surface corner
points into account at the beginning. As we converge to a small number of
freeform curves and surfaces, we may take more samples in their interior.

For the sake of simplicity of presentation, we consider the curve case in de-
tail; however, a similar technique can be applied to surfaces as well. Given a
curve C(t), the clipping based on a squared distance: ‖C(t)− p‖2 > r2, is quite
expensive as discussed in Appendix A. Thus we instead do an approximate clip-
ping with a few simple tangent lines to the clipping circle: ax + by + c > 0,
where c2 = (a2 + b2)r2 and (a, b) is an outward normal direction of the tangent
line. When all the control points bi = (xi, yi), i = 0, . . . , d, satisfy the following
condition:

axi + byi + c > 0, for i = 0, . . . , d,

we can guarantee that the whole curve C(t) is outside the clipping circle as well
as the clipping line and thus contains no projection from the query point p.
However, this approach requires 2(d+1) multiplications, 2(d+1) additions, and
(d+ 1) sign tests. We can do better. Following the approach of k-DOP [13] , we
consider simple normal directions such as (±1, 0), (0,±1), (±1,±1), etc. Using
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these direction vectors, many multiplications in the culling/clipping tests can be
replaced by additions and subtractions of xi’s and yi’s. In the majority of case,
only one or two of these directions would be needed to cull away redundancies.

3.2 Uniqueness of Solution

After the culling and clipping stage, we will end up with a relatively small num-
ber of freeform curve segments or surface patches. For each of these remaining
curves and surfaces, we compute the nearest point from the query point p and
dynamically update the minimum distance and the clipping circle/sphere when
a closer projection point is found than the current one.

We consider a Bézier curve C(t) of degree d defined by (d+ 1) control points
bi, for i = 0, . . . , d. If p is closer to b0 than to bd, we test the projection of p
to the end point b0 using the Voronoi cell condition of Selimovic [8]:

〈b0 − p,bi − b0〉 > 0, for i = 1, . . . , d.

If the query point p is closer to bd than to b0, the projection of p to the other
end point bd is tested as follows:

〈bd − p,bi − bd〉 > 0, for i = 0, . . . , d− 1.

Even if the above Voronoi cell condition is not met, we cannot completely exclude
the possibility of projection to b0 or bd (as shown by the regionB of Figure 2(b));
however, the chance is quite low since the region B is very small for a short
curve segment we are dealing with after the culling and clipping stage. Thus
we employ the squared distance function: ‖C(t)− p‖2 of Chen et al. [6]. When
the Bézier control coefficients fi, i = 0, . . . , 2d, of this function have only one
local minimum, the function graph will have a U-shape with only one local
minimum, which is thus the global minimum. (The exact curve location for the
minimum distance can be computed by a numerical method.) Otherwise, the
squared distance function is subdivided into two and each subproblem is tested
recursively.

For a Bézier surface S(u, v) of degree (d1, d2) defined by (d1+1)(d2+1) control
points bij , for i = 0, . . . , d1 and j = 0, . . . , d2, we may assume that p is closer
to b00 than to three other corner points. We can then test the projection of p
to the surface corner point b00 using the condition of Selimovic [8]:

〈b00 − p,bij − b00〉 > 0, for i = 0, . . . , d1; j = 0, . . . , d2; i+ j > 0.

Selimovic [8] also presents a condition for checking the projection of p to a
boundary curve S(u, 0):〈

bi0 − p,
∂S

∂v
(u, v)

〉
> 0, for i = 0, . . . , d1, and 0 ≤ u, v ≤ 1.

The projection to other boundary curves can be tested similarly.
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However, the above condition is difficult to check since the set of all v-partial
derivatives forms another freeform surface of degree (d1, d2 − 1). From the rela-
tion: ∂S

∂v (u, v) =
∑d1

l=0
∑d2−1

j=0 (bl,j+1−bl,j)Bd1
l (u)Bd2−1

j (v), we suggest a simpler
sufficient condition for the projection of p to the boundary curve S(u, 0):

〈bi,0 − p,bl,j+1 − bl,j〉 > 0, for all i, l = 0, . . . , d1; j = 0, . . . , d2 − 1.

Now when the above conditions are not met, the minimum distance may occur
in the surface interior (even though we cannot exclude some possibility of getting
the minimum distance on the boundary curve or even at a corner point). Using
the condition of Elber and Kim [12] (Theorem 1), we consider how to test the
uniqueness of local minimum distance on the interior of the surface S(u, v):
0 < u, v < 1. At each local minimum distance, the solution point S(u, v) must
satisfy the following two bivariate equations:

F (u, v) =
〈
S(u, v),

∂S

∂u
(u, v)

〉
= 0, G(u, v) =

〈
S(u, v),

∂S

∂v
(u, v)

〉
= 0.

When there is a unique solution for this system of equations in the uv-domain:
0 < u, v < 1, this solution may correspond to the minimum distance from the
query point p.

The above system of bivariate equations has at most one solution if the fol-
lowing condition is met [12]:

{α∇F (u, v) | α ∈ R, 0 < u, v < 1} ∩ {β∇G(u, v) | β ∈ R, 0 < u, v < 1} = {0}.

3.3 Numerical Improvement

For the curve case, we compute the minimum of the squared distance function
D2(t) =

∑2d
i=0 fiB

2d
i (t), by solving the unique solution of the following derivative

equation:
2d−1∑
i=0

(fi+1 − fi)B2d−1
i (t) = 0.

We employ Brent’s method for the sake of robustness in solving the above equa-
tion [16]. Note that the uniqueness of solution is guaranteed by the condition of
Chen et al. [6].

For the surface case, we employ a bivariate Newton-Raphson method as dis-
cussed in Elber and Kim [12] and implemented in the IRIT solid modeling sys-
tem [17].

4 Experimental Results

We have implemented our point-projection algorithm in C on an Intel Pentium
IV 2.4GHz PC with a 2GB main memory. To demonstrate the effectiveness of our
approach, we have tested the algorithm for several freeform curves and surfaces.
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Figure 4(a) shows a circle composed of four circular arcs of the same length.
The circle itself is represented as a rational quadratic B-spline curve. The four
end points of these component arcs are used as samples for estimating the initial
guess on the minimum distance. To compare the performance of different algo-
rithms, we randomly generate 100 query points within a box that is 50% larger
in each dimension than the axis-aligned minimum bounding square of the circle.
Table 1(a) shows the result of measuring the performance of different algorithms
on these query points averaged over 100 independent tests.

As the first step of the experiment, we start with converting the B-spline
representation of the circle to four rational quadratic Bézier curves, which takes
approximately 11.6μs on average. The conversion time is not included in Ta-
ble 1(a), since it is common in all four algorithms under comparison. For each
random query point p, the distances to the four curve end points are compared
and the minimum is taken as the radius of an initial clipping circle centered at
the query point p, which takes approximately 0.9μs on average. This part is also
common and thus not included in the performance measure.

Figure 4(b) shows a character font G that is designed with a non-uniform
quadratic B-spline curve which can be converted to 38 quadratic Bézier curves.
The conversion takes approximately 285μs. Figure 4(c) shows a uniform cubic
B-spline space curve which can be converted to 9 cubic Bézier space curves,
approximately in 37μs.

(a) (b) (c)

Fig. 4. (a) A rational quadratic B-spline circle, (b) a character G with a non-uniform
quadratic B-spline curve, and (c) a uniform cubic B-spline space curve

In Table 1, the column under D2 only shows the result of Chen et al. [6]
applied to the Bézier curves. The column under Circle+D2 corresponds to
an algorithm that first culls away some redundant Bézier curves when their
bounding circles have no overlap with the initial clipping circle. (The bounding
circle of a Bézier curve has its center at the center of mass of the Bézier control
points and its radius is taken to be the maximum distance from the center to
the control points.) After that, the algorithm employs Chen et al. [6] for the
remaining Bézier curves. The next column under Kdop+D2 shows the result
of applying our algorithm proposed in this paper; namely, we apply a k-DOP
based culling to the Bézier curves and employ Chen et al. [6] for the remaining
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Table 1. Results for (a) a rational B-spline circle (Fig. 4(a)), (b) a non-uniform B-
spline character (Fig. 4(b)), and (c) a uniform B-spline space curve (Fig. 4(c))

D2 only Circle+D2 Kdop+D2 K+Selim+D2

Cull/Clip 0.000 16.110 16.034 16.767
D2+Subdiv 118.666 58.282 45.191 44.518
Numeric 9.482 5.834 5.106 5.104
Total (in μs) 128.148 80.227 66.331 66.389
# curve 4.000 2.170 1.690 1.650
# subdiv 0.000 0.000 0.000 0.000
# num iter 7.920 4.640 4.040 4.040

(a)

D2 only Circle+D2 Kdop+D2 K+Selim+D2

Cull/Clip 0.000 111.623 112.147 112.607
D2+Subdiv 553.575 37.542 27.580 23.069
Numeric 20.079 6.856 5.637 5.707
Total (in μs) 573.655 156.022 145.364 141.384
# curve 38.000 2.690 1.980 1.580
# subdiv 0.010 0.000 0.000 0.000
# num iter 20.480 5.260 4.140 4.140

(b)

D2 only Sphere+D2 Kdop+D2 K+Selim+D2

Cull/Clip 0.000 30.687 30.913 31.324
D2+Subdiv 145.569 36.451 23.657 22.148
Numeric 19.949 8.167 5.673 5.582
Total (in μs) 165.518 75.306 60.243 59.054
# curve 9.000 2.630 1.700 1.570
# subdiv 0.610 0.250 0.120 0.120
# num iter 24.400 9.030 6.070 5.920

(c)

Bézier curves. For the k-DOP based tests, we have employed only a subset of 8
directions: (±1, 0), (0,±1), (±1,±1) for planar curves, and a subset of 14 direc-
tions: (±1, 0, 0), (0,±1, 0), (0, 0,±1), (±1,±1,±1) for space curves and surfaces.
The last column under Kdop+Selim+D2 reports the result from a variant of
our algorithm where we apply Selimovic [8] immediately after the k-DOP based
culling and right before we employ Chen et al. [6].

The first four rows in each of Table 1(a)–(c) show the computing time for each
algorithm in each step of the computation, measured in micro seconds (μs). The
first row reports the time taken in culling or clipping redundant Bézier curves.
The second row shows the computing time for setting up the squared distance
functions for all remaining Bézier curves and checking the uniqueness of local
minimum for each function and recursively subdividing those with potentially
multiple local minimums. The third row is for the stage of numerical improve-
ment. The total computing time is shown in the fourth row.
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The last three rows in each of Table 1(a)–(c) show the average number of
Bézier curves remaining after the initial culling, the number of subdivisions taken
in all the squared distance functions D2(t) until the uniqueness of local minimum
is guaranteed for each curve segment, and the total number of Brent iterations
for all subdivided curves in the numerical improvement stage. The numerical
approximation is made within a precision of 10−6 in the Bézier curve parameter.
All the data in each table show the average of results over 100 independent tests
on randomly selected query points.

Note that, in the first column D2 only of Table 1(b), the number of Brent
iterations is smaller than the number of remaining curve segments. This is be-
cause, for some curve segments, the control coefficients of the squared function
D2(t) are all larger than the current minimum squared distance and thus no
numerical iteration is needed for these redundant curves.

In Table 1, we can observe that the computing times for culling redundant
curve segments are about the same in the two different methods: Circle+D2

and Kdop+D2. However, the latter is more effective in the culling result it-
self, since the k-DOP bounding volume is usually tighter than the circle/sphere
bounding volume. In Table 1(b)–(c), some performance improvement is achieved
by employing the end-point projection condition of Selimovic [8] as reported in
the last column under Kdop+Selim+D2, though it is not obvious in Table 1(a)
because of the relatively larger size of the Bézier curve segments than those in
other examples.

Figure 5(a) shows the spout of the Utah teapot represented as a non-uniform
bicubic B-spline surface which can be converted to 4 bicubic Bézier surfaces.
Figure 5(b) shows the B-spline surfaces for the whole Utah teapot which can be
converted to 28 bicubic Bézier surfaces. In the surface case, after culling away
redundant Bézier surfaces, we compute the local minimum distance to each of
the remaining Bézier surfaces by employing the bivariate equation solver of Elber
and Kim [12] as implemented in the IRIT solid modeling system [17].

In Table 2, the first row shows the conversion time from the B-spline rep-
resentation to bicubic Bézier surfaces, the second row shows the culling time,
and the third row shows the time taken in the solution procedure by the IRIT

(a) (b)

Fig. 5. The B-spline surfaces for: (a) the spout and (b) the Utah teapot
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Table 2. Results for: (a) the spout (Fig. 5(a)) and (b) the Utah teapot (Fig. 5(b))

Sphere+D2 Kdop+D2

Conversion 43.023 43.064
Culling 9.897 7.516
IRIT 1186.613 1005.708
Total (in μs) 1196.510 1013.224
# surface 2.220 1.890

(a)

Sphere+D2 Kdop+D2

Conversion 438.731 434.625
Culling 35.287 25.906
IRIT 1690.218 1228.548
Total (in μs) 1725.505 1254.455
# surface 5.420 3.810

(b)

solver. Because of the large number of control points for the surface case, we
can observe that the sphere method takes more culling time than the k-DOP
method. Similarly to the curve case, for the culling result itself, the k-DOP is
also more effective than the sphere.

5 Conclusions

We have presented an efficient point-to-curve/surface projection algorithm that
computes the nearest point on a family of freeform curves and surfaces from a
given query point. Effectively using only a small number (usually one or two)
of separation axes among the k-DOP directions, we have developed a culling
method as efficient as the circle/sphere method for the curve case and even more
effective than the sphere for the surface case. Tighter than circles/spheres, our
approach produces better culling results and consequently better performance
for both curve and surface cases.

In future work, we plan to extend the current result to the case of projecting a
dynamically moving point to freeform curves and surfaces. In this more general
case, we may need an effective pre-processing of the freeform shapes so that
we can fully utilize their geometric structure in the main computation of the
projection problem. Furthermore, we hope our approach could be extended to the
more general distance problems dealing with freeform shapes under continuous
deformation.
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A Operation Counts for Squared Distance Functions

A.1 Squared Distance Functions for Cubic Bézier Curves

Given a cubic planar Bézier curve C(t) = (x(t), y(t)), 0 ≤ t ≤ 1, with four
control points bi = (xi, yi), for i = 0, 1, 2, 3, the x-coordinate function is given
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as x(t) = (1 − t)3[x0] + 3(1 − t)2t[x1] + 3(1 − t)t2[x2] + t3[x3], and its squared
function is a Bézier function of degree 6:

x(t)2 = (1− t)6[x2
0] + 6(1− t)5t[x0x1] + 15(1− t)4t2[0.4x0x2 + 0.6x2

1]
+20(1− t)3t3[0.1x0x3 + 0.9x1x2] + 15(1− t)2t4[0.4x1x3 + 0.6x2

2]
+6(1− t)t5[x2x3] + t6[x2

3].

Note that the seven control coefficients can be computed using 16 multiplications
and 3 additions. Similarly, the squared distance function for the curve is given
as follows:

‖C(t)‖2 = x(t)2 + y(t)2

= (1 − t)6[x2
0 + y2

0 ] + 6(1− t)5t[x0x1 + y0y1]
+15(1− t)4t2[0.4(x0x2 + y0y2) + 0.6(x2

1 + y2
1)]

+20(1− t)3t3[0.1(x0x3 + y0y3) + 0.9(x1x2 + y1y2)]
+15(1− t)2t4[0.4(x1x3 + y1y3) + 0.6(x2

2 + y2
2)]

+6(1− t)t5[x2x3 + y2y3] + t6[x2
3 + y2

3 ],

which can be constructed as a Bézier polynomial function D2(t) using 26 multi-
plications and 13 additions.

Now the squared distance function for a cubic space Bézier curve can be com-
puted using 36 multiplications and 23 additions. For a cubic rational planar
Bézier curve C(t) = (X(t), Y (t),W (t)), represented in a homogeneous coordi-
nate, its squared distance function D2(t) = (X(t)2 + Y (t)2)/W (t)2 is a rational
Bézier function of degree 6, which can be constructed using 47 multiplications,
16 additions, and 7 divisions. (The additional 7 divisions are needed to get the
control coefficients of D2(t) by dividing each control coefficient of X(t)2 +Y (t)2

by the corresponding coefficient of W (t)2.) Similarly, for a cubic rational space
Bézier curve, it requires 57 multiplications, 26 additions, and 7 divisions.

A.2 Differential of Squared Distance Functions

The local extremes for the squared distance function D2(t) = ‖C(t)‖2 can be
computed by solving the constraint equation: < C(t), C′(t) >= 0. At first, a
direct multiplication of C(t) and C′(t) may look a reasonable approach to con-
structing the Bézier representation of < C(t), C′(t) >. However, because of the
asymmetry of C(t) and C′(t), it is not the case.

For a cubic Bézier curve C(t) with its squared distance function D2(t) with
7 control coefficient fi, i = 0, . . . , 6, the function 1

3 < C(t), C′(t) > can be
computed as a Bézier polynomial of degree 5 with 6 control coefficients fi+1−fi,
for i = 0, . . . , 5.
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Abstract. Minimal surface is an important class of surfaces. They are
widely used in the areas such as architecture, art and natural science
etc.. On the other hand, subdivision technology has always been active
in computer aided design since its invention. The flexibility and high
quality of the subdivision surface makes them a powerful tool in ge-
ometry modeling and surface designing. In this paper, we combine these
two ingredients together aiming at constructing minimal subdivision sur-
faces. We use the mean curvature flow, a second order geometric partial
differential equation, to construct minimal Catmull-Clark’s subdivision
surfaces with specified B-spline boundary curves. The mean curvature
flow is solved by a finite element method where the finite element space
is spanned by the limit functions of the modified Catmull-Clark’s subdi-
vision scheme.
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1 Introduction

Surfaces whose mean curvature H is zero everywhere are minimal surfaces. Min-
imal surfaces are often used as models in architecture because of having several
desirable properties. Most important of all, minimal surfaces have the least sur-
face area, which makes them almost indispensable in large scale and light roof
constructions. Secondly, minimal surfaces are separable. Any sub-patch, no mat-
ter how small, sheared from a minimal surface still has the least area of all surface
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patches with the same boundary. Thirdly, minimal surfaces have the balanced
surface tension in equilibrium at each point on the roof, as on a soap film, which
stabilizes the whole construction. Finally, there are no umbilicus points on a
minimal surface; hence no water can stay on the minimal surface roof. Architec-
ture inspired from minimal surfaces embodies the unity of economy and beauty.
The most representative buildings of that architectural style are the roofs of
the Munich Olympic stadium, the former Kongreßhalle in Berlin. In art world
we see plenty of ingenious sculpture works playing the ultimate of minimal sur-
faces. Scientists and engineers have anticipated the nanotechnology applications
of minimal surfaces in the areas of molecular engineering and materials science.

Studies on minimal surfaces was traced back 250 years ago (1744) with Euler
as the forerunner, whose research focused on the rotation surface with minimal
area. Since then the research of minimal surfaces has been active for several hun-
dred years. In 1760, Lagrange derived the equation minimal surfaces satisfy. The
well-known Plateau (1855-90) problem is the existence problem of constructing
a piece of surface that interpolates the given boundary curve and has minimal
area. This problem, though raised by Lagrange in 1760, was named after Plateau,
who created several special cases experimenting with soap films and wire frames.
Various special forms of this problem were solved, but it was only in 1930 that
general solutions were found independently by Douglas and Rado. The general
solution of the equation H = 0 was given by Weierstrass (1855-90).

The construction of minimal surfaces have been a heat topic in the area of
computer aided design. According to Consin and Monterde [4], there are certain
conditions that the control points of Bézier surfaces must satisfy, and in the
bicubical case all minimal surfaces are pieces of the Ennerper surfaces up to
an affine transformation. Using the four-sided Bézier surface to approximate the
minimal surface, Monterde (see [12]) solved Plateau-Bézier problem by replacing
the area functional with the Dirichlet functional. Triangular Bézier surface based
on a variational approach was constructed by Arnal et al.[1]. Much has been
done (see [8], [10], [11]) on the use of minimal surfaces in geometry modeling
and shape design. Discrete minimal surfaces were studied by Polthier in [15].
Minimal surfaces as the steady solution of the mean curvature flow (see [16])
were also produced, where they can be both continuous and discrete, usually
Bézier surfaces, or B-spline surfaces for the former.

B-splines have been widely accepted as representation tools for curves and
surfaces in the industrial design, however there is a serious limitation for de-
signing minimal surfaces with any shaped boundaries using Bézier, B-spline and
NURBS because they require the surface patch to be three- or four-sided. In
1974, Charkin first brought the concept of discrete subdivision into the area of
computer graphics. Doo-Sabin (see [6]) and Catmull-Clark (see [3]) respectively
proposed the subdivision schemes of biquadratic and bicubic B-spline for quadri-
lateral mesh in 1978. The quartic triangular B-splines was developed by Loop
(see [9]) in 1987. Henceforth, subdivision surfaces have rapidly gained popularity
in computer graphics and computer aided design. Subdivision algorithms have
no limitation on the topology of the control mesh. They can efficiently generate
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smooth surfaces from arbitrary initial meshes through a simple refinement algo-
rithm, and they are flexible in creating the features of surface without difficulty.

It is obvious that these well-known subdivision algorithms suffer from seri-
ous problems when applied to a control mesh with a boundary because they
are suitable for the interior control mesh. Boundary subdivision rules are very
important: a plenty of surface designing work deals with the input mesh with
boundaries, marked edges and vertices, and the specific treatment for the fea-
tures of boundaries, such as concave corners, convex corners, sharp creases and
smooth creases etc., is always necessary in order to satisfy the designing require-
ment. For many surface modeling problems, such as the construction of bodies
of cars, aircrafts, machine parts and roofs, surfaces are usually piecewise con-
structed with fixed boundaries. The following are the related works. Subdivision
rules of Doo-Sabin surfaces for the boundaries were discussed by Doo (see [5])
and Nasri (see [14]). Based on the work of Hoppe et al.(see [7]) and Nasri (see
[13]), Biermann et al.(see [2]) extended the well-known subdivision schemes of
Catmull-Clark and Loop. They solve some problems of the original ones, such
as lack of smoothness at extraordinary boundary vertices and folds near concave
corners, and improve control of the surface shapes with prescribed normals both
on the boundary and in the interior.

In this paper, we construct minimal subdivision surfaces based on the modi-
fied Catmull-Clark’s subdivision algorithms [2] which improves the subdivision
scheme around boundaries, and it is preferable and acceptable to use B-spline to
represent surface boundary. The well-known mean curvature flow with Dirichlet
boundary condition is our evolution model. We adopt the finite element method,
where the finite element space spanned by the limit functions of the modified
Catmull-Clark’s subdivision scheme, as the discretization tool. All the above
frameworks contribute to our target, successful construction of desirable mini-
mal subdivision surfaces.

The remainder of this paper is organized as follows: Section 2 is a brief review
of the Catmull-Clark’s subdivision scheme and its modification of the bound-
aries, as well as the evaluation of standard and nonstandard Catmull-Clark’s
subdivision surfaces. In Section 3 we provide the mean curvature flow used to
construct the minimal surfaces, and the details of its discretization and numerical
computation. Section 4 show several graphic examples and some error comparing
results to illustrate the effects of our method. Section 5 is the conclusion.

2 Evaluation of Catmull-Clark’s Subdivision Surfaces

Our goal is to construct Catmull-Clark’s subdivision surface with specified bound-
ary curves and minimal area. The subdivision surface is defined as the limit of an
iterative refinement procedure starting from an initial control mesh where a se-
quence of increasing refined meshes can be achieved according to the subdivision
scheme. The Catmull-Clark’s subdivision scheme requires all faces of the initial
control mesh must be quadrilaterals. The subsequent refined meshes consist of
only quadrilaterals. The control vertices of the refined meshes are generated from
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(a) (b)

(c) (d)

Fig. 1. (a): A regular patch over the shaded quadrilateral with its neighboring 16
control vertices. (b): An irregular patch over the shaded quadrilateral with an extraor-
dinary vertex labeled ’1’ whose valence is 5. (c): Subdividing this irregular patch once
generates 3 shaded sub-patches, and enough control vertices for evaluating them. (d):
A unit square is subdivided into unlimited group of quadrilateral sub-domains.

the control vertices of the previous step by a portfolio of weight coefficients. Fi-
nally, this sequence of meshes converges to a limit surface composed of unlimited
number of surface patches.

We can refer to [3] for the standard Catmull-Clark’s subdivision scheme, and
its modification proposed by Biermann et al. is described in [2]. we need classify
the control mesh into two groups, i.e., standard mesh and nonstandard mesh.
Nonstandard mesh includes boundary quadrilaterals and sub-boundary quadri-
laterals. Standard mesh consists of only interior quadrilaterals. The quadrilater-
als containing boundary vertices are named as boundary quadrilaterals, the ones
adjacent to the boundary quadrilaterals are called sub-boundary quadrilaterals,
and all others are called interior ones.

2.1 Evaluation of Standard Catmull-Clark’s Subdivision Surface

In this section, we briefly describe the evaluation of the standard Catmull-Clark’s
subdivision surface whose control mesh consists of only interior quadrilaterals.
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Each quadrilateral of the control mesh corresponds to one quadrilateral patch
of the limit surface. The quadrilateral of the control mesh is regarded as the
parameter domain of the surface patch. We choose a unit square

Ω =
{
(u, v) ∈ R

2 : 0 ≤ u ≤ 1, 0 ≤ v ≤ 1
}

as the local parametrization for each quadrilateral tα and (u, v) as its barycentric
coordinates. A regular patch whose four control vertices have a valence of 4 can
be represented by 16 basis functions and their corresponding 16 control vertices:

xα(u, v) =
16∑

i=1

Bi(u, v)xi, (1)

where the label i refers to the local sorting of the control vertices shown in
Fig.1(a). The bicubic B-spline basis functions Ni are:

Bi(u, v) = N(i−1)%4(u)N(i−1)/4(v), i = 1, 2, · · · , 16,

where ”%” and ”/” stand for the remainder and division respectively. The func-
tions Ni(t) are the cubic uniform B-spline basis functions:

N0(t) = (1− 3t+ 3t2 − t3)/6,
N1(t) = (4− 6t2 + 3t3)/6,
N2(t) = (1 + 3t+ 3t2 − 3t3)/6,
N3(t) = t3/6.

If a quadrilateral is irregular, i.e., at least one of its control vertices has a va-
lence other than 4, the resulting patch is not a bicubic B-spline. Now we assume
extraordinary vertices are isolated, i.e., there is no edge in the control mesh
such that both of its vertices are extraordinary. This assumption can be fulfilled
by subdividing the mesh once. Under this assumption, any irregular patch has
only one extraordinary vertex. In order to evaluate the surface at any parametric
value (u, v) ∈ tα, the mesh needs to be subdivided repeatedly until the parameter
values of interest are interior to a regular patch. Each subdivision of an irreg-
ular patch produces three regular sub-patches and one irregular sub-patch (see
Fig. 1(b) and (c)). Repeated subdivision of the irregular patch produces three
groups of regular patches. This irregular surface patch can be piecewise param-
eterized as shown in Fig.1(d). The sub-domains Ωn

j , n ≥ 1, j = 1, 2, 3, which can
be evaluated, are given as:

Ωn
1 = {(u, v) : u ∈ [2−n, 2−n+1], v ∈ [0, 2−n]},

Ωn
2 = {(u, v) : u ∈ [2−n, 2−n+1], v ∈ [2−n, 2−n+1]},

Ωn
3 = {(u, v) : u ∈ [0, 2−n], v ∈ [2−n, 2−k+1]}.

(2)

They can be mapped onto the unit square Ω through the transform

t1,n(u, v) = (2nu− 1, 2nv), (u, v) ∈ Ωn
1 ,

t2,n(u, v) = (2nu− 1, 2nv − 1), (u, v) ∈ Ωn
2 ,

t3,n(u, v) = (2nu, 2nv − 1), (u, v) ∈ Ωn
3 .
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The surface patch xα(u, v) is then defined by its restriction to each quadrilateral

xα(u, v)|Ωn
j

=
16∑

i=1

Ni(tj,n(u, v))xj,n
i , j = 1, 2, 3; n = 1, 2, · · · , (3)

where xn,j
i are the properly chosen 16 control vertices around the irregular patch

at the subdivision level n = floor(min(−log2(u),−log2(v))). Three sets of control
vertices are (see Fig.1(c))

{x1,n
i }= [ xn

8 ,xn
7 ,xn

2N+5,x
n
2N+13,x

n
1 ,xn

6 ,xn
2N+4,x

n
2N+12,x

n
4 ,xn

5 ,xn
2N+3,x

n
2N+11,

xn
2N+7,x

n
2N+6,x

n
2N+2,x

n
2N+10 ],

{x2,n
i }= [ xn

1 ,xn
6 ,xn

2N+4,x
n
2N+12,x

n
4 ,xn

5 ,xn
2N+3,x

n
2N+11,x

n
2N+7,x

n
2N+6,x

n
2N+2,

xn
2N+10,x

n
2N+16,x

n
2N+15,x

n
2N+14,x

n
2N+9 ],

{x3,n
i } = [ xn

2 ,xn
1 ,xn

6 ,xn
2N+4,x

n
3 ,xn

4 ,xn
5 , xn

2N+3, x
n
2N+8,x

n
2N+7,x

n
2N+6,x

n
2N+2,

xn
2N+17,x

n
2N+16,x

n
2N+15,x

n
2N+14 ].

With the subdivision matrix A and the extended subdivision matrix Ā, we can
get these control vertices by

Xn = AXn−1 = · · · = AnX0

and
X̄n+1 = ĀXn = ĀAnX0

where Xn = [xn
1 , · · · ,xn

2N+8]
T and X̄n = [xn

1 , · · · ,xn
2N+17]

T .

2.2 Evaluation of Nonstandard Catmull-Clark’s Subdivision Surface

As noted above, for the nonstandard Catmull-Clark’s subdivision surface, whose
control mesh includes boundary quadrilaterals and sub-boundary quadrilaterals,
we adopt the modified Catmull-Clark’s subdivision rules. Subdividing a sub-
boundary quadrilateral once will result in four interior quadrilaterals, so it is
easy to evaluate their corresponding patches using the evaluation method of the
standard Catmull-Clark’s subdivision surface.

The condition of boundary quadrilaterals is a little complicated, however
we can repeatedly subdivide it till its sub-patches belong to the class of sub-
boundary quadrilaterals. The patches for sub-boundary quadrilaterals can be
evaluated using the method stated in the previous paragraph. The boundary
quadrilaterals may need to be further subdivided if the parameter values, where
the surface patch need to be evaluated, are in this domain. This process are
carried through repeatedly till the parameter values to be evaluated are within
a sub-boundary quadrilateral.

In the next section, we will introduce the evolution equation and its finite
element method based on the modified Catmull-Clark’s subdivision scheme.
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3 Minimal Surface Construction

LetM0 be a compact immersed orientable surface in R3 and x ∈M0 be a general
surface point. We intend to find a family {M(t) : t ≥ 0} of smooth orientable
surfaces in R3 which evolve according to the mean curvature flow

∂x
∂t

= 2Hn, M(0) = M0, (4)

whereH and n are the mean curvature and the surface normal ofM respectively.
It is well known that the mean curvature flow is area reducing. The area reducing
stops when H = 0. Since

Δsx = 2Hn,

the steady solution of the following mean curvature flow

∂x
∂t

= Δsx, M(0) = M0, (5)

is the minimal surface. We use a finite element method to obtain the numerical
solution of (5), and our finite element basis functions are the limit form of the
modified Catmull-Clark’s subdivision scheme.

3.1 Finite Element Method for the Mean Curvature Flow

Let M be the limit surface of the modified Catmull-Clark’s subdivision scheme
for the control mesh Md. We multiply a trial function ψ for (5) and apply the
Green’s formula, then we obtain the following weak form equation⎧⎪⎪⎨⎪⎪⎩

Find x(t) ∈ V 3
M(t), such that∫

M(t)

[
∂x(t)
∂t

ψ + (∇sx(t))T∇sψ

]
ds = 0, ∀ψ ∈ VM(t) ∩ C1

0 (M(t)),

M(0) = M0, ∂M(t) = Γ, ∀x ∈ Γ,

(6)

where VM(t) ⊂ C1(M(t)) is a finite dimensional function space defined by the
modified Catmull-Clark’s subdivision scheme for the discrete function values on
the vertices. C1(M(t)) is the function space consisting of C1 smooth functions
onM(t), and C1

0 (M(t)) consists of functions of C1(M(t)) with compact support.
Let φi be a basis function of VM(t) corresponding to the control vertex xi

(i = 1, · · · ,m) of the surface M(t), where we assume {xi}m0
i=1 are the interior

vertices, and the remaining {xi}m
i=m0+1 are the boundary vertices. Then x(t)

can be represented as

x(t) =
m0∑
i=1

xi(t)φi +
m∑

i=m0+1

xi(t)φi, xi(t) ∈ R
3.
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Take trial function ψ to be φj(j = 1, · · · ,m0), (6) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

m0∑
i=1

x′
i(t)

∫
M(t)

φiφjds+
m0∑
i=1

xi(t)
∫

M(t)
(∇sφi)T∇sφjds

= −
m∑

i=m0+1

xi(t)
∫

M(t)
(∇sφi)T∇sφjds, j = 1, · · · ,m0,

xj(0) = xj , j = 1, · · · ,m,

(7)

where xj is the j-th control vertex of the initial surface M(0). (7) is a set of
nonlinear ordinary differential equations for the unknowns xi(t), i = 1, · · · ,m0.
The system is nonlinear because the domain M(t), over which the integrations
are taken, is also unknown. We use forward Euler scheme to discretize x′

i(t)

as xk+1
i −xk

i

τ for a given temporal step-size τ , and use a semi-implicit scheme to
discretize the remaining terms. A linear system is obtained⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

m0∑
i=1

xk+1
i

∫
Mk

φiφjds+ τ

m0∑
i=1

xk+1
i

∫
Mk

(∇sφi)T∇sφjds

=
m0∑
i=1

xk
i

∫
Mk

φiφjds− τ
m∑

i=m0+1

x0
i

∫
Mk

(∇sφi)T∇sφjds, j = 1, · · · ,m0,

x0
j = xj , j = 1, · · · ,m,

(8)

for the unknowns xk+1
i , where Mk is the limit surface of the control vertices xk

i .
System (8) is iteratively solved for k = 0, 1, · · · , using GREMS method till the
termination condition

max
i
‖xk+1

i − xk
i ‖ ≤ ε

(ε is a given small value) is satisfied.

3.2 Definition of Basis Functions

As mentioned above, the basis functions of our finite element function space
VM(t) is the bicubic B-spline. We use φi to represent the basis function asso-
ciating with the control vertex xi of the surface M , including its interior ver-
tices, corner vertices and boundary vertices. The basis function φi is defined by
the limit of the modified Catmull-Clark’s subdivision scheme where its function
value is one at this vertex xi, but zero at any other vertices. The support of φi

is compact and it covers the 2-ring neighborhoods of vertex xi.
It needs to evaluate φi and its partial derivatives in forming the linear system

(8), whose parameter values are chosen to be the Gaussian quadrature knots
within a unit square. Therefore we only need a few subdivision steps so as to
bring these Gaussian quadrature knots into the interior of a regular quadrilateral.
Let ej , j = 1, · · · ,mi be the 2-ring neighborhood elements of xi. If ej is regular,
the expression (1) exists for φi on ej . If ej is irregular, local subdivision, as
described in §2.1 and §2.2, is needed around ej until the parameter values of
interest are interior to a regular patch.
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3.3 Parametrization of Subdivision Surface and Functions on the
Surface

In Riemannian geometry, differentiable functions are smooth and C∞. However,
our discretized version of the diffusion problem will be in the class C1. As we
mentioned earlier, the functions are defined by the limit form of the modified
Catmull-Clark’s subdivision. Such a function is C2 smooth everywhere except at
the extraordinary vertices, where it is C1. The function is locally parameterized
as the image of the unit square defined by

Ω = {(u, v) ∈ R
2 : 0 ≤ u ≤ 1, 0 ≤ v ≤ 1}.

That is, (u, v) is the barycentric coordinate of the quadrilateral. Using this
parametrization, our discretized representation of M is

M =
k⋃

α=1

Tα, T̊α ∩ T̊β = ∅ for α �= β,

where T̊α is the interior of the quadrilateral function patch Tα. Each quadrilateral
surface patch is assumed to be parameterized locally as

xα : Ω → Tα; (u, v) �→ xα(u, v), (9)

where xα(u, v) is defined by (1) and (3). Function itself on the surface and its
partial derivatives, such as tangents and gradients, can be computed directly.
The integration of a function on the surface M is calculated as∫

M

fdx :=
∑
α

∫
Ω

f(xα(u, v))
√
det(gij)du dv, (10)

where gij are the coefficients of the first fundamental form of the surface M . The
integration on the square Ω is computed adaptively using Gaussian quadrature
formulas (see [17]).

4 Experimental Results

In this section, we present several graphical and numerical results to show that
the proposed method for constructing minimal subdivision surface is effective.

4.1 Graphical Examples

We firstly show three models of minimal surfaces with the analytic forms, Heli-
coid, Catenoid and Ennerper. In Fig. 2, we discretize these three analytic surfaces
at a rough level and perturb their interior domain as shown in the first column,
then we linearly refine them several times as the initial constructions of our equa-
tion evolution. The minimal subdivision surfaces as the steady solutions of (6)
are presented in the forth column. We show their corresponding Catmull-Clark’s
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(a) (a′) (a′′) (a′′′)

(b) (b′) (b′′) (b′′′)

(c) (c′) (c′′) (c′′′)

Fig. 2. The first row is the Helicoid surface model, the second row is the Catenoid
model and the third row is Ennerper model. (a), (b) and (c) are their initial rough
meshes. (a′), (b′) and (c′) are the initial constructions for the equation evolution by
linearly refining the meshes in the first column. (a′′), (b′′) and (c′′) are the Catmull-
Clark’s surface resulting from refining the rough constructions in the first column by the
modified Catmull-Clark’s subdivision scheme. On the base of the initial constructions
in the second column, we show their corresponding minimal subdivision surfaces by our
equation evolution in (a′′′), (b′′′) and (c′′′). The density of meshes in the third column
and in the forth column is the same.
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(a) (a′) (a′′) (a′′′)

(b) (b′) (b′′) (b′′′)

(c) (c′) (c′′) (c′′′)

Fig. 3. (a), (b) and (c) are the roughest surface meshes of three models. (a′), (b′)
and (c′) are their corresponding initial constructed surface meshes by linearly refining
(a), (b) and (c) respectively. (a′′), (b′′) and (c′′) are their subdivision surfaces through
refining the meshes in the first column according to the modified Catmull-Clark’s sub-
division scheme. (a′′′), (b′′′) and (c′′′) are their corresponding minimal subdivision
surfaces constructed by use of our method based on the initial constructions in the
second column.

surfaces in the third column which are obtained by refining the rough meshes in
the first column according to the modified Catmull-Clark’s subdivision scheme
until they have the same density as the corresponding meshes do in the second
column. It is clear to see that the Catmull-Clark’s surfaces are very different
from the final minimal subdivision surfaces.

Fig. 3 shows three examples with fixed boundaries and arbitrary genus. We
construct their initial surfaces only from the boundary information at a rough
level in the first column. We refine the initial meshes several times by linear
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Table 1. k describes the subdivision times, where we subdivide the six models at 6
more and more dense levels respectively. The data from the second to the seven row
are the maximum approximate errors of the mean curvature |H | computed from the
discrete solutions of the PDE evolution.

Asymptotic maximal values of |H |
Models k k + 1 k + 2 k + 3 k + 4 k + 5
Fig 2(a) 3.783E-2 1.858E-2 1.009E-2 6.092E-3 4.236E-3 3.467E-3
Fig 2(b) 5.748E-2 2.972E-2 1.658E-2 1.077E-2 8.132E-3 6.787E-3
Fig 2(c) 4.638E-2 2.321E-2 1.418E-2 9.558E-3 7.628E-3 6.650E-3
Fig 3(a) 6.223E-2 3.015E-2 1.684E-2 9.713E-3 6.787E-3 5.595E-3
Fig 3(b) 1.073E-1 5.327E-2 2.916E-2 1.631E-2 1.061E-2 7.837E-3
Fig 3(c) 3.234E-1 1.628E-1 8.674E-2 5.607E-2 4.132E-2 3.314E-2

method and show the results in the second column which are the initial con-
structions of the equation evolution. The boundary curves can have discontinu-
ity on its tangent direction, as shown in Fig. 3 (a′), and some model meshes
have extraordinary vertices clearly presented in Fig. 3 (b′) and (c′) where the
face valence of some control vertices is 6. Similarly we also compare the result-
ing minimal subdivision surfaces in the forth column with their corresponding
Catmull-Clark’s surfaces in the third column where they have the same density,
but the difference of them is very clear.

4.2 Refinement and Convergence

In order to further show the proposed method is effective, we compute the max-
imum values of |H | from the discrete solutions of our numerical method for the
six models used above. We construct the initial surfaces of these models as the
initial value of the PDE evolution by subdividing the six models at gradually
more and more dense level according to the modified Catmull-Clark’s subdivision
scheme. The maximal asymptotic values of |H | are presented in Table 1. From
the numerical results, we can see that the maximal values of |H | monotonously
decline as the increasing of subdivision times k. Hence, our numerical method is
convergent.

5 Conclusions

Extensive research work has been done about minimal surfaces. The fascinating
characters of minimal surfaces make them widely used in shape designing and
many other areas. Subdivision algorithm is a simple and efficient tool to describe
free surfaces with any topology. In this paper we adopt the modification of the
Catmull-Clark’s subdivision scheme which improves the boundary subdivision
rules for quadrilateral mesh. We successfully construct minimal Catmull-Clark’s
subdivision surfaces with given boundary curves using the mean curvature flow,
and adopt the numerical method of the finite element based on the modified
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Catmull-Clark’s subdivision scheme. Our framework can uniformly and flexibly
treat all kinds of boundary conditions. The asymptotic error data show our
numerical method is also convergent.
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Kumar, V., Gavrilova, M.L., Tan, C.J.K., L’Ecuyer, P. (eds.) ICCSA 2003. LNCS,
vol. 2669. Springer, Heidelberg (2003)

2. Biermann, H., Levin, A., Zorin, D.: Piecewise-smooth Subdivision Surfaces with
Normal Control. In: SIGGRAPH, pp. 113–120 (2000)

3. Catmull, E., Clark, J.: Recursively generated B-spline surfaces on arbitrary topo-
logical meshes. Computer-Aided Design 10(6), 350–355 (1978)
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Abstract. Parameterizations have a wide range of applications in computer
graphics, geometric design and many other fields of science and engineering.
Although surface parameterizations have been widely studied and are well devel-
oped, little research exists on the volumetric data due to the intrinsic difficulties
in extending surface parameterization algorithms to volumetric domain. In this
paper, we present a technique for parameterizing star-shaped volumes using the
Green’s functions. We first show that the Green’s function on the star shape has
a unique critical point. Then we prove that the Green’s functions can induce a
diffeomorphism between two star-shaped volumes. We develop algorithms to pa-
rameterize star shapes to simple domains such as balls and star-shaped polycubes,
and also demonstrate the volume parameterization applications: volumetric mor-
phing, anisotropic solid texture transfer and GPU-based volumetric computation.

1 Introduction

The recent decade has witnessed the great advancements of surface parameterizations,
exemplified in a wide range of applications exhibited in science and engineering. De-
spite these successes, most real-world objects are in fact volumes rather than surfaces.
It remains both unclear and challenging on how to generalize existing surface param-
eterization methods from surfaces to volumes. And with volume parameterization, we
envision a large pool of applications that can benefit from the result, including solid tex-
ture mapping, volumetric tetrahedralization for simulation, and volumetric registration.

Due to the intrinsic difference between surfaces and volumes, many classical results
on surface parameterization cannot be directly generalized to produce volume param-
eterization. For example, it is well-known that a harmonic map between a topological
disk (a genus zero surface with a single boundary) and a planar convex domain is dif-
feomorphic (i.e., bijective and smooth), if the boundary map is homeomorphic (i.e., bi-
jective and continuous). This result plays an important role in surface parameterization.
Unfortunately, such an approach is not applicable to volumes, i.e., volumetric harmonic
map is not guaranteed to be bijective even though the target domain is convex. In this
paper, we aim at handling the challenges by proposing a theoretically sound algorithm
that can produce a diffeomorphism between two star-shaped volumes.

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 219–235, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Our volume parameterization method is strongly motivated by the property of elec-
tric field. Given a closed genus-0 metal surface S, let M denote its interior volume, i.e.,
∂M = S. We construct an electric field by putting a positive electric charge at a point c
inside M, and connecting the boundary surface S to the ground. The electric potential
inside M is a Green’s function, G : M → R, such that{

ΔG(x) = δ (x− c)
G|∂M ≡ 0,

(1)

where δ (x−c) is the Dirac function. In general, the level set of G, G−1(r),r ∈R
+ or an

isopotential surface is a smooth surface in M. The gradient of the electric potential ∇G
is the electric field. Electric field lines are the integration curves of the electric field, i.e.,
the tangent vectors of the electric field lines are parallel to the electric field. Different
electric field lines only intersect at the points where we put the electric charge, or at
the critical point of the potential. Electric field lines start from the electric charge and
are orthogonal to the iso-potential surfaces everywhere, in particular to the boundary
surface ∂M.

If M is a star-shaped volume, every ray cast from c intersect S only once, and there
are no other critical points of the potential. Therefore, all the iso-potential surfaces can
be topological spheres and all electric field lines intersect only at point c (see Fig. 1).
Since each point inside M is now uniquely determined by a corresponding electric field
line and an iso-potential surface, determining the map between two star-shaped volumes
is equivalent to constructing the map between the corresponding iso-potential surfaces
and the electric field lines. Therefore, we map the boundary surface to the unit sphere,
thereby putting each iso-potential surface to a concentric sphere, the electric field lines
to the radii, and the center c to the origin. In this way, the star-shaped volume can be
parameterized to the unit solid ball. With the help of ball parameterization, the map
between two star shapes can then be constructed by mapping each shape to the unit
ball and constructing a bijective map between the two unit balls. Such a constructed
volumetric map is guaranteed to be a diffeomorphism.

(a) (b) (c) (d)

Fig. 1. Electric field on the star shape. Given a metal surface S, we put a positive charge at the
center (the red point) and then connect S to the ground (shown in (a)). The electric field is a
Green’s function shown in (b). If the surface S is star-shaped, then the Green’s function has a
unique critical point. As a result, all iso-potential surfaces are topological spheres (shown in (c)).
The electric field line (red curve in (d)) is perpendicular to all iso-potential surfaces.
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Our contributions include

– First, we show that the Green’s function on star shapes has a unique critical point
and all level sets inside the star shape are topological spheres. Then we prove that
the Green’s function can induce a diffeomorphism between two star shapes. To our
knowledge, this is the first constructive proof of the existence of a diffeomorphism
between two non-trivial shapes.

– Secondly, based on our theoretical results, we develop algorithms to parameterize
star shapes to star-shaped domains, such as solid balls and star-shaped polycubes.

– Thirdly, we showcase a variety of applications that benefit from our volume pa-
rameterization method, including volumetric morphing, anisotropic solid texture
transfer and GPU-based volumetric computation.

The remaining of the paper is organized as follows. We first briefly discuss the previ-
ous work in Section 2. Next, we introduce the theoretic background in Section 3, and
present our volume parameterization algorithm in Section 4. Experimental results are
then reported in Section 5. We conclude this work in Section 6. The theoretic proofs are
presented in the Appendix.

2 Previous Work

Extensive research has been done on surface parameterization due to its wide applica-
tions in computer graphics. The surveys of [1][2] provide excellent reviews on various
kinds of mesh parameterization techniques. In the following, we briefly review the re-
lated work on volumetric meshing and volumetric harmonic map.

Labelle and Shewchuk introduced the isosurface stuffing algorithm to generate tetra-
hedron meshes with bounded dihedral angles in [3]. The volumetric discrete Laplace-
Beltrami operator used in this work generalizes the cotan formula in the surface case;
the cotan value of dihedral angles is used to replace those of corner angles. The range
of the dihedral angles affects the parameterization quality. A Delaunay-based varia-
tional approach to isotropic tetrahedral meshing is introduced by Alliez et al. in [4];
this method can produce well-shaped tetrahedra by energy minimization. Tandem algo-
rithm is introduced to isosurfaces extraction and simplification in [5]. The volumetric
harmonic map depends on volumetric Laplacian; Zhou et al. [6] applied volumetric
graph Laplacian to large mesh deformation.

Harmonicity in volumes can be similarly defined via the vanishing Laplacian, which
governs the smoothness of the mapping function. Wang et al. [7] studied the formula of
harmonic energy defined on tetrahedral meshes and computed the discrete volumetric
harmonic maps by a variational procedure. Volumetric parameterization using funda-
mental solution method is introduced in [8] and applied to volumetric deformation and
morphing. Other than that, harmonic volumetric parameterization for cylinder volumes
is applied for constructing tri-variate spline fitting in [9]. All the above approaches rely
on volumetric harmonic maps. Unfortunately, as pointed out previously in Section 1,
these volumetric harmonic maps cannot guarantee bijective mappings even though the
target domain is convex.
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Besides the volumetric harmonic map, another stream of research studies the mean
value coordinates for closed triangular mesh [10,11]. Mean value coordinates are a
powerful and flexible tool to define a map between two volumes. However, there is no
guarantee that the computed map is a diffeomorphism.

Our approach differs intrinsically from these existing approaches in two-fold. First,
we solve the Green’s functions on star shapes and show that the resultant functions
have unique critical points. As a result, the Green’s function induced map is guaranteed
to be a diffeomorphism. Second, we use fundamental solution method [12,8,13] rather
than the conventional volumetric harmonic map [7], since the fundamental solution
method is truly meshless, thus, it does not depend on the tetrahedral mesh. In sharp
contrast, volumetric harmonic map heavily depends on the quality of the tetrahedral
mesh. Irregular tetrahedralization may lead to numerical error and degeneracy of the
volumetric harmonic map even on convex or star shapes.

Our work is also related to polycube map which can be used as the parametric do-
main for the volume parameterization. Tarini et al. pioneered a method to construct
polycube map by projecting the vertices to the polycube domain [14]. Wang et al. pre-
sented an intrinsic approach to construct polycube map that is guaranteed to be a diffeo-
morphism [15]. Later, they developed a method that allows the users to freely specify
the extraordinary points on the 3D models [16]. Lin et al. presented an automatic al-
gorithm to construct polycube map with simple geometry and topology [17]. Using the
divide-and-conquer strategy, He et al. developed a polycube map construction method
that can process large 3D models [18].

3 Theoretic Foundation

This section briefly introduces the theoretic foundation of star shape parameterization;
see the detailed proof in the Appendix section.

A volume M is called a star shape if there exists a point c ∈M such that any ray cast
from c intersects the boundary of M only once. The point c is called the center of M. In
particular, any convex volume is a star shape, where any interior point can serve as the
center. From the implementation point of view, computing the intersection of a ray with
a surface is typically computationally expensive. Thus, we use an alternative approach
to define a star shape:

Lemma 1. A volume M is a star shape if and only if there exists a point c ∈ M such
that for any boundary point p ∈ ∂M,

(c−p,n(p))≤ 0, (2)

where n(p) is the normal vector at p and (,) is the dot product.

The following lemmas reveal some nice properties of star shapes and lay a crucial role
in our work.

Lemma 2 (Green’s function on a star shape). Suppose M is a star shape with a center
c∈M, G is the Green’s function (see Eqn. (1)) with a pole at c, then c is the only critical
point of G.



Parameterization of Star-Shaped Volumes Using Green’s Functions 223

Lemma 3. Suppose M is a star shape with a center c ∈M, G is the Green’s function
with a pole at c. Then for any r ∈ R+, the level set G−1(r) is topologically equivalent
to a sphere.

Let γ1 and γ2 be two integration curves of the gradient field, ∇G. If γ1 and γ2 intersect
at point p, i.e., p ∈ γ1 ∩ γ2, then ∇G(p) must be zero. Namely, p must be a critical
point of G. Since G has only one critical point c, γ1 and γ2 only intersect at the cen-
ter c. Furthermore, each integration curve of ∇G intersects the boundary surface ∂M
perpendicularly.

A map between two star-shaped volumes M and M̃ with centers c and c̃, respectively,
can be constructed in the following manner. First we compute a bijective map between
their boundaries φ : ∂M → ∂M̃. Then we compute two Green’s functions G and G̃ on
M and M̃ with poles c and c̃, respectively. Let r ∈ R+, then the level set G−1(r) ⊂M
matches the level set G̃−1(r) ⊂ M̃. Let p ∈ ∂M, the integration curve through p in M
matches the integration curve through φ(p) in M̃. The centers of M and M̃ are mapped
to each other. Each interior point (other than the origin) is the intersection of a unique
level set and a unique integration curve, therefore, every point in M can be uniquely
mapped to a point in M̃.

Therefore, we arrive at the following theorem, which lays down the theoretic foun-
dation of our volumetric parameterization algorithm.

Theorem 1. Suppose M and M̃ are star-shaped volumes with centers c and c̃, G and G̃
are Green’s functions with poles at c and c̃, respectively. If the boundary map ∂M →
∂M̃ is a diffeomorphism, then the map f : M → M̃ induced by G and G̃ is also a
diffeomorphism.

Theorem 1 laid down the foundation of the proposed volume parameterization frame-
work. We should point out that even though c and c̃ are poles of the Green’s functions G
and G̃, the induced map f : M→ M̃ is smooth everywhere including the pole c since we
define f (c) := c̃. This can be elucidated by the physical meaning of Green’s function.
Consider the phenomenon of a grounded conducting surface surrounding a charged
body at the center c. The electric potential inside the volume bounded by the surface
is the Green’s function. If the volume is a solid ball and the center is the origin, then
parameterization induced by the Green function is equivalent to the polar coordinate.
The center is the pole of the polar parameterization, but the mapping between two balls
induced by the polar coordinates has no singularity [19].

Remark. Gergen showed that the gradient of a Green’s function in a star-shaped three
dimensional region never vanish[20]. This implies that there is no interior singularity
of the Green function, therefore the level sets are topological spheres, the integration
curves of the gradient field do not intersect either. This gives alternative proof for our
main theoretic result.

4 Volume Parameterization Using Green’s Functions

This section presents the algorithmic detail of parameterizing star-shaped volumes to
simple domains, such as the unit ball and star-shaped polycubes.
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4.1 Parameterizing a Star Shape to a Ball

Step 1. Star shape verification and center detection. The input of our algorithm is a
closed genus-0 surface S which encloses a volume M, i.e., S = ∂M. S is represented by a
triangular mesh with vertices {vi}n

i=1. First, we need to verify whether M is star-shaped.
If it is true, we determine the center of M. Note that for a given star shape, there could
be infinite possible choices for the centers and the distribution of Green’s function. A
badly chosen center may introduce severe bias in the volume parameterization. Thus,
we prefer a geometry-aware center, where a natural choice is a center that is close
to the center of mass of M. This leads to the following linear constrained quadratic
programming problem:

min
c

1
n

n

∑
i=1

‖c−vi‖2

sub ject to (c−vi,ni)≤ 0 i = 1, · · · ,n .

The objective function aims to minimize the distance between the center c and the center
of mass, where the linear constraints precisely ensure the detected center c satisfies the
star shape requirement (see Eqn. 3). If M is not star-shaped, then no valid solution will
be found. In our implementation, we use the MOSEK optimization software [21] to
solve this quadratic programming problem.

Input: S, the boundary mesh of a star-shaped volume M
Output: f : M → B3 is diffeomorphism
Find the center of M;1.1

Compute the Green’s function on M, GM : M → R;1.2

Map the center c to the center of B3, f (c) = 0;1.3

Parameterize the boundary points by constructing a conformal spherical1.4

mapping φ : ∂M → ∂B3;
for every interior vertex p ∈M1.5

Trace the integration curve γ from p to the boundary point q ∈ ∂M;1.6

Set f (p) = φ(q)
GM(p)+11.7

end for1.8

Algorithm 1. Ball parameterization of star shapes

Step 2. Computing Green’s functions on M and B3. Next, we compute the Green’s
function on the star-shaped volume M using the method detailed in the fundamental
solution [12,8]. Suppose we have an electric charge qi at point pi, the electric potential
caused by qi at point r is

K(qi,pi;r) =
1

4π
qi

|pi− r| .

We need to put m electric charges {qi} at m points {pi} on an offset surface above the
boundary surface of ∂M, such that on the boundary ∂M, the total potential equals zero,

GM(r) =
m

∑
i=1

K(qi,pi;r)+ G(1,c;r) = 0,∀r ∈ ∂M,
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Fig. 2. Green’s function induces a diffeomorphism between the star shape M and the unit ball
B3. The input model is a triangular mesh (shown in (a)) which encloses a star-shaped volume.
The red point in (b) shows the star shape center. Then we compute the Green’s function on M
using the fundamental solution method. (c) The source point placed on the offset surface of ∂M.
(d) The Green’s function on M. (e) The Green’s function on B3 which is given by a closed form
formula 1

r − 1. (f) The boundary parameterization by constructing a conformal spherical map
φ : ∂M → ∂B3. (g) We parameterize the interior point p by tracing the integration curve γ to the
boundary point q. Note that the integration curve is perpendicular to the iso-surfaces of G. (h)

The image of p is given by φ(p)
GM(p)+1 . (i) and (j) show the volume rendering of a soccer ball texture

on M and B3, respectively.

where qi’s are unknowns. The equation is converted to a dense linear system, which
can be solved using the singular value decomposition method provided in Matlab. As
suggested in [8], we place m = 0.6n source points on the offset surface with offset
distance equals 0.05 times the main diagonal of M.

The Green’s function on B
3 (with the origin as the center) has a closed form, GB(p)=

1
r −1, where r is the distance from p to the origin.

Step 3. Parameterizing the boundary points. Furthermore, we compute the boundary
map φ : ∂M → B

3. Since the boundary of the unit ball is the sphere S
2, the conformal

spherical mapping [22] is a diffeomorphism, and thus, can serve as the boundary map.
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Fig. 3. Parameterizing a star shape M to a polycube P using the Green’s function. We first con-
struct the conformal polycube map φ : ∂M → ∂P. Then, we parameterize M and P to the ball
using Algorithm 1. The conformal polycube map φ induces an identity map between ∂B3

M and
∂B3

P. The volume parameterization is then given by f = fM ◦ f−1
P .

Step 4. Parameterizing the interior points. The interior of the volume is represented
by a tetrahedral mesh. We use Tetgen [23] to generate a tetrahedral mesh for a given
surface mesh S to meet the boundary constraints. To improve the meshing quality, we
employ the variational tetrahedral meshing techinque [4] which can significantly re-
duce the slivers and produce well-shaped tetrahedral meshes. The tetrahedral mesh M
is represented by M = (V,E,F,T ) where V,E,F, and T are the vertex, edge, face, and
tetrahedra sets, respectively. The Green’s function GM is represented as a piecewise lin-
ear function, GM : V →R. The gradient of G can be computed as follows: suppose ti jkl

is a tetrahedron with vertices {vi,v j,vk,vl}, the face on the tetrahedron against vertex vi

is fi; similarly v j, vk, and vl are against f j , fk, and fl , respectively. We define si to be
the vector along the normal of fi with length equal to 2 times the area of fi, and so can
s j,sk,sl be defined. Then, the gradient of GM in ti jkl is a constant vector field

∇GM = GM(vi)si + GM(v j)s j + GM(vk)sk + GM(vl)sl.

We then define the vertex gradient as the average of the gradient vectors in the neigh-
boring tetrahedra.

Finally, the parameterization from M to B3, f : M → B3 is constructed as follows.
We map the center c to the origin, i.e., the center of B3. Given an interior point p ∈M
(other than the center c), we trace the integration curve γ of the gradient field from p, γ
intersects the boundary surface ∂M at q, then γ corresponds to the radius of B3 through
the point φ(q). Suppose the Green’s function value at p is GM(p), then the image of p
is defined by
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f (p) =
φ(q)

GM(p)+ 1
.

Figure 2 illustrates the pipeline of parameterizing the dog head to a solid ball. To vi-
sualize the parameterization, we design a soccer ball texture on B3 and then map it to
the dog head. Note that the iso-parameter surfaces in M are curved, but the cut view is
obtained by a cutting plane. Thus, the texture on the intersection plane in Fig. 2(l) may
look irregular.

Input: boundary meshes of a star shape M and a star-shaped polycube P
Output: f : M → P is diffeomorphism
Parameterize P to the unit ball fP : P→ B3

P;2.1

Parameterize M to the unit ball fM : M → B3
M;2.2

Construct the polycube map φ : ∂M → ∂P;2.3

Construct the map between two balls ψ : B3
P → B3

M induced by the polycube map2.4

φ ;
Compute the composite map f : M → P, f = fM ◦ψ ◦ f−1

P .2.5

Algorithm 2. Polycube parameterization of star shapes

4.2 Parameterizing a Star Shape to a Polycube

Ball parameterization is useful for the star shapes which resemble the geometry of the
sphere. However, a general star shape may be significantly different from a ball. Thus,
ball parameterization may result in large distortions. For such cases, we propose to use
the star-shaped polycube as the parametric domain since it resembles the input object
better than the ball.

Given a star shape M and a polycube P, we want to find a bijective and smooth map
f : M → P. Rather than computing the map directly, we first individually parameterize
M and P to the unit balls using Algorithm 1 (see Sec 4.1). Then we seek a smooth map
between two balls ψ : B

3
M → B

3
P. Finally, the polycube parameterization is given by the

composite map f = fM ◦ψ ◦ f−1
P .

The polycube parameterization can be illustrated clearly by the following commuta-
tive diagram:

M P

B
3
M B

3
P

�f :M→P

�
fM :M→B3

M

�
fP:P→B3

P

�
ψ:B3

M→B3
P

Note that there exists infinitely many smooth maps between two unit balls, but different
ψ could result in different volumetric parameterization. To find a low-distortion volu-
metric parameterization, i.e., mapping the head of Moai (see Fig. 3(a)) to the top of the
polycube, and so on, the polycube map can serve as a feasible boundary constraint. In
our implementation, we choose the approach of conformal polycube map (for genus-0
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Fig. 4. Parameterizing the pig model to a polycube. Row 1 and 2 show the volume rendering of
the volumetric data and polycube parameterization respectively.

Fig. 5. Comparison. We map the dog head to unit ball using volumetric harmonic map [7] and our
approach. As shown in the cut view of iso-parametric curves, our method is more robust and leads
to hexahedral meshes with better quality. Our approach also guarantees that the iso-parametric
curve which follow the direction of the gradient is orthogonal to the other two iso-parametric
curves which span the iso-surface of the Green’s function.

surfaces) [15]. Figure 3 illustrates the pipeline of parameterizing the star shapes to the
polycube.

5 Experimental Results and Applications

This section showcases the experimental results and a variety of applications that can
benefit from our star-shape parameterization method, from volumetric morphing to
volume-based computation on the GPU.

Results. Figure 4 shows the parameterization of the pig-shaped coin box to a polycube.
The volume rendering and the cut views reveal the quality of the parameterization.

We compared our method with the volumetric harmonic map method [7]. As men-
tioned above, the volumetric harmonic map is not guaranteed to be homeomorphic even
though the domain is convex. In Figure 5, we parameterized the star model to the unit
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ball. As shown in the cut view and iso-parametric curves, our method is robust and leads
to hexahedral meshes with better quality.

Volumetric Morphing. To morph from one star-shape to another, we parameterize
them to a common parametric domain, such as a ball and then determine a smooth map
(e.g., identity map in our current implementation) between the balls. Figure 6 shows a
running example from star to Venus head.

Anisotropic Solid Texture. Solid textures [24], or anisotropic solid textures [25],
allow us to fill the interior of 3D models with spatially-varying and anisotropic texture
patterns. Takayama et al. [25] proposed a lapped texture approach [26] to synthesize
anisotropic solid textures by pasting solid texture examplars [24] repeatedly over the
tetrahedron structure of 3D geometries. This approach can result in high-quality and
large-scale solid textures with low computation cost; to create such a texture, the user,
however, has to mark up volumetric tensor field and edit the texture in a geometry-
dependent fashion.

Our star-shape volume parameterization method can further broaden the applicability
of the lapped solid texture results to a larger pool of geometric models. As illustrated in
Figure 7, we can first parameterize a given star shape that has been pre-synthesized with
lapped solid texture to a solid ball using the Green’s function; hence, we can transfer the
synthesized texture information from the input geometric model to our star-shape model
through the common parametric ground. Our approach allows the reuse of synthesized
anisotropic solid textures without incurring additional texture synthesis. Furthermore,
since our volume parameterization method is a diffeomorphism, we can guarantee the
bijectivity and smoothness in the texture transfer process, as demonstrated in Figure 7.

GPU-based Volumetric Computation. Another advantage of having a smooth volume
parameterization is the luxury of being able to perform computations throughout the
volume by taking the computation process to the highly-structured parametric domain.
Here we can parameterize the given star-shape model by a cube model (or polycube) so
that the data inside the parametric domain can naturally be modeled by a 3D texture;

Fig. 6. Volumetric morphing between the star and the Venus head
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Fig. 7. Transferring the anisotropic solid texture from kiwi (column 1) to star shapes (column 2:
dog head; column 3: star)

Fig. 8. Volumetric reaction-diffusion computation on the GPU. The first column shows the
reaction-diffusion results in equilibrium state over the cube-based parametric domain, whereas
the second column shows the reaction-diffusion results after mapped to the star-shaped model.
Without distortion compensation by the metric matrix, we can see distortion in the lower right
pattern, but such a distortion can be corrected (see upper row) if we take the metric matrix into
account.
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as a result, we can carry out the computation on the GPU and further accelerate the
computation performance.

In detail, we first parameterize a given star-shape model by a cube shape so that
the reaction-diffusion data (concentration values, etc.) can be naturally modeled as
3D textures stored in our GPU implementation. Here, we employ and extend Turing’s
reaction-diffusion model [27,28] to three-dimensional, and expectedly, 3D sphere-like
spot patterns will be developed when the chemical concentrations reach a dynamic equi-
librium state. Furthermore, we employ Witkin and Kass’s method [29] to account for
the distortion caused by the parameterization (since we compute the reaction-diffusion
on the parameterization grid): Given the parameterization from star-shape to cube, we
compute the local Jacobian per voxel element over the 3D parameterization grid; then,
we can compute the metric tensor as a three-by-three matrix M = JT J. Hence, we can
adaptively and locally modify the rate of diffusion by the diagonal values in the metric
matrix; this allows us to temper the reaction-diffusion pattern, thereby compensating
the volumetric distortion in the parameterization. Figure 8 shows the reaction-diffusion
results on the Venus head model.

6 Conclusion and Future Work

This paper presented a volume parameterization technique for star shapes. On the theo-
retical side, we showed that the Green’s function in a star-shaped volume has a unique
critical point and then give a constructive proof of the existence of a diffeomorphism
between two star shapes. On the application side, we developed algorithms to parame-
terize star shapes to simple domains such as solid balls and star-shaped polycubes. We
also applied the star shape parameterization to several applications, such as volumetric
morphing, anisotropic solid texture transfer and GPU-based volumetric computing.

The proposed technique has several limitations that can lead to further investiga-
tions. First, the current framework only applies to star-shaped volumes. However, most
real-world shapes are not star-shaped. One possible solution to parameterize volumes
of arbitrary topology and geometry is to segment the shape into a set of disjoint star
shapes, then parameterize each shape individually, and finally glue patches together
with a certain order of continuity. As a future direction, we will develop automatic
techniques to facilitate the segmentation and gluing procedures. Second, from the im-
plementation point of view, we solve the Green’s function using fundamental solution
method, which requires solving a dense linear system. Thus, it is not efficient when the
number of source points is too large.
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Appendix

We prove the main theoretical results in this appendix.

Lemma 1. A volume M is a star shape if and only if there exists a point c ∈ M such
that for any boundary point p ∈ ∂M,

(c−p,n(p))≤ 0, (3)

where n(p) is the normal vector at the point p.

Proof. Assume the boundary surface ∂M is represented by the zero level set of an
implicit function f : R

3 → R, i.e., ∂M = f−1(0) and the interior points r ∈M satisfy
f (r)< 0.

(=⇒ necessary condition) If M is a star shape, for any boundary point p∈M, the ray
p− c intersects ∂M only once and the intersection point is p. Thus, for any ε ∈ [0,1],
the point q = p+ εc−p∈M is inside M. Then, for a small ε > 0,

f (q) = f (p)+ ε! f (p) · (c−p)+ O(ε2‖c−p‖2).

Note that f (p) = 0 and f (qε )≤ 0, thus,! f (p) ·(qε−p)≤ 0. Since! f (p) points to the
normal direction n(p), and c−p has the same direction as qε−p, then (c−p,n(p))≤ 0.

(⇐= sufficient condition) Given a point c ∈ M, for every boundary point p, (c−
p,n(p)) ≤ 0 holds. Assume M is not a star shape, then there exists a ray from c which
intersects ∂M at least twice. Without loss of generality, say p1 and p2 are the first two
intersection points and p1 is closer to c. Consider a point q = ε(p1 − p2) + p2 with
ε > 0. Clearly, q is on the segment p1p2 and out of M. Thus, f (q) > 0. Using Taylor
expansion,

f (q) = f (p2)+ ε! f (p2) · (p1−p2)+ O(ε2‖p1−p2‖2).

Note that f (p2) = 0 and! f (p2) points to the same direction as normal n(p2), p1−p2

points to the same direction as c− p2, thus, ! f (p2) · (p1 − p2) ≤ 0 and f (q) ≤ 0,
contradiction! Q.E.D.

Lemma 2 [Green’s function on a star shape]. Suppose M is a star shape with a cen-
ter c∈M, G is the Green’s function with a pole at c, then c is the only critical point of G.
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Proof. Without loss of generality, we assume c is at the origin in R3. Let B(c,ε) be a
small ball centered at c with radius ε . Consider the following function, the inner product
of the point p = (x1,x2,x3) and the gradient of G at p,

f (p) = (p,∇G) = x1
∂G
∂x1

+ x2
∂G
∂x2

+ x3
∂G
∂x3

.

By direct computation, it is easy to verify that

Δ f = (∑
k

∂ 2

∂x2
k

)(∑
i

xi
∂G
∂xi

) = 0.

In details,
∂ 2

∂x2
k

(∑
i

xi
∂G
∂xi

) = 2
∂ 2G

∂x2
k

+∑
i

xi
∂ 3G

∂x2
k∂xi

,

therefore

(∑
k

∂ 2

∂x2
k

)(∑
i

xi
∂G
∂xi

) = 2ΔG+∑
i

xiΔ
∂G
∂xi

.

Because G is harmonic, therefore, ∂G
∂xi

is also harmonic, and the above equation equals
zero.

Therefore f (p) is a harmonic function on M/B(c,ε). According to the maximum
principle of harmonic maps, f reaches its max and min values on the boundary surfaces
∂M and ∂B(c,ε). Here by definition, and c is the pole of f , f is negative on ∂B(c,ε).
Because M is a star shape, on ∂M, (n, p)> 0, where n is the normal on p to ∂M. ∇G is
orthogonal to ∂M and is on the opposite direction of n. Therefore, f is always negative
in the whole volume M/B(c,ε), ∇G is non-zero in M/B(c,ε). Since ε is arbitrary, ∇G
is non-zero for all points in M/{c}. We conclude that G has no critical points in M
except c. Q.E.D.

Lemma 3. Suppose M is a star shape with a center c ∈ M, G is the Green’s function
with a pole at c. Then for any r ∈ R+, the level set G−1(r) is a topological sphere.

Proof. Let r ∈ R+, G−1(r) is the level set of G. G−1(0) is the boundary of M, ∂M,
which is a topological sphere. By lemma 2, there is no critical points in G−1([0,r]).
According to Morse theory, G−1(r) and G−1(0) share the same topology. In fact, we
can start from a point p ∈ G−1(r) and trace along the integration curve of the gradient
of G and reach a unique point q on G−1(0), this gives us a diffeomorphism from G−1(r)
to G−1(0). Q.E.D.

Theorem 1. Suppose M and M̃ are star-shaped volumes with centers c and c̃, G and
G̃ are Green’s functions with the poles at c and c̃ respectively. The Green’s functions
induce foliations. If the boundary map ∂M→ ∂M̃ is a diffeomorphism, the map M→ M̃
constructed using the foliations is a diffeomorphism.

Proof. We first introduce the concepts of foliation and leaf.



Parameterization of Star-Shaped Volumes Using Green’s Functions 235

A dimension m foliation of an n-dimensional manifold M is a covering by charts
Ui together with maps φi : Ui → Rn, such that on the overlaps Ui ∩Uj, the transition
functions φi j = φ j ◦φ−1

i take the form

φi j(x,y) = (φ1
i j(x),φ

2
i j(x,y))

where x denotes the first n−m coordinates, y denotes the last m coordinates. In each
chart Ui the x = const stripes match up with the stripes on Uj. The stripes piece
together from chart to chart to form maximal connected injectively immersed subman-
ifolds called the leaves.

The we show the proof. Let F1 be the foliation of M by topological spheres induced
by the level sets of G, F2 be the foliation of M induced by the gradient lines of G.
We choose an open cover of M/{c}, {(Uα ,φα)}, Uα is the union for leaves in F2,
Uα = ∪ f , f ∈ F2, such that φα : Uα → R3, leaves in F1 are mapped to the planes z =
const, leaves in F2 are mapped to lines (x,y) = const. {(Uα ,φα )} is a differential atlas.
Similarly, we can construct a differential atlas of M̃/{c̃}, {Ũ , φ̃β}, the level sets and
the integration lines are mapped to canonical planes orthogonal to the z-axis and lines
parallel to the z-axis.

The restriction of the map f : M → M̃ on the local coordinate system

fαβ = φ̃β ◦ f ◦φ−1
α : φα (Uα)→ φ̃β (Ũβ )

has the following form
fαβ (x,y,z) = (g(x,y),z),

where g(x,y) is determined by the restriction of f on the boundary, f |∂M : ∂M → ∂M̃.
The restriction is a diffeomorphism, therefore g(x,y) is a diffeomorphism, and fαβ is a
diffeomorphism. Because Uα and Ũβ is arbitrarily chosen, f itself is a diffeomorphism.
Q.E.D.
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Abstract. In isogeometric analysis (IGA for short) framework, compu-
tational domain is exactly described using the same representation as
that employed in the CAD process. For a CAD object, we can construct
various computational domain with same shape but with different param-
eterization. One basic requirement is that the resulting parameterization
should have no self-intersections. In this paper, a linear and easy-to-check
sufficient condition for injectivity of planar B-spline parameterization is
proposed. By an example of 2D thermal conduction problem, we show
that different parameterization of computational domain has different
impact on the simulation result and efficiency in IGA. For problems with
exact solutions, we propose a shape optimization method to obtain opti-
mal parameterization of computational domain. The proposed injective
condition is used to check the injectivity of initial parameterization con-
structed by discrete Coons method. Several examples and comparisons
are presented to show the effectiveness of the proposed method. Com-
pared with the initial parameterization during refinement, the optimal
parameterization can achieve the same accuracy but with less degrees of
freedom.

Keywords: isogeometric analysis; analysis-aware parameterization of
computational domain, injectivity, shape optimization, steepest descent
method.

1 Introduction

CAGD software usually relies on splines or NURBS representations,but the analy-
sis software for CAD object uses mesh-based geometric descriptions (structured or
unstructured). Therefore, in conventional approaches, several information trans-
fers occur during the design phase, yielding approximations and non-linear trans-
formations that can significantly deteriorate the overall efficiency of the design
optimization procedure.

The isogeometric approach proposed by Hughes et al. [19] is employed to
overcome this difficulty by using CAD standards as unique representation for all
disciplines. The isogeometric analysis consists in developing methods that use
NURBS representations for all design and analysis tasks:

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 236–254, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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– the geometry is defined by NURBS curves or surfaces;
– the computation domain is defined by planar NURBS surfaces or NURBS

volumes instead of discrete meshes;
– the solution fields are obtained by using a finite-element approach that uses

NURBS basis functions instead of classical Lagrange polynomials;
– the optimizer controls directly NURBS control points.

This framework allows to compute the analysis solution on the exact geome-
try (not a discretized geometry), obtain a more accurate solution (high-order
approximation), reduce spurious numerical sources of noise that deteriorate con-
vergence, avoid data transfers between the design and analysis phases. Moreover,
NURBS representation is naturally hierarchical and allows to perform refinement
operations to improve the analysis result.

In finite element analysis (FEA), mesh generation, which generates discrete
geometry as computational domain from given CAD object, is a key and the
most time-consuming step. In IGA framework, parameterization of computa-
tional domain, which corresponds to the mesh generation in FEA, also has some
impact on analysis result and efficiency. Moreover, in FEA, one can perform ar-
bitrary refinements on the computational mesh, but in IGA using tensor product
B-splines, the refinement is not arbitrary, we can only perform refinement op-
erations in u direction and v direction by knot insertion or degree evaluation.
Hence, parameterization of computational domain is more important in IGA.

The parameterization of a computational domain in IGA is determined by
control points, knot vectors and the degrees of B-spline objects. For IGA problem
of two dimension, the knot vectors and the degree of computational domain are
determined by the given boundary curves. Hence, finding the optimal placement
of inner control points for a specified physical problem, is a key issue in IGA.
A basic requirement of resulting parameterization for IGA is that it doesn’t
have self-intersections. In this paper, we first propose a linear and easy-to-test
sufficient condition for injectivity of planar B-spline parameterization. Then we
show that different parameterizations of computational domain has different
impact on the simulation results in IGA. For problems with exact solutions, a
shape optimization method is proposed to obtain an optimal parameterization of
computational domain. Some examples and comparisons are presented based on
the heat conduction problem to show the effectiveness of the proposed method.

The remainder of the paper is organized as follows. Section 2 reviews the re-
lated work in isogeometric analysis. Section 3 proposes the linear sufficient con-
ditions for injectivity of planar B-spline parameterization. Section 4 describes
a test IGA model and shows the impact of different parameterizations of com-
putational domain. Section 5 presents the shape optimization method to obtain
an optimal parameterization of a computational domain. Some examples and
comparisons are also presented in Section 5. Finally, we conclude this paper and
outline future works in Section 6.
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2 Related Work

In this section, we review related works in IGA and parameterization of compu-
tational domains.

The concept of IGA was firstly proposed by T.R Hughes et al. [19] in 2005
to achieve the seamless integration of CAD and FEA. Since then, many re-
searchers in the fields of mechanical engineering and geometric modeling were
involved in this topic. The current work on isogeometric analysis can be classi-
fied into three categories: (1) application of IGA to various simulation problems
[2,5,6,10,14,18,20,27,28]; (2) application of various geometric modeling tools to
IGA [7,12,24]; (3) accuracy and efficiency improvement of IGA framework by
reparameterization and refinement operations [1,3,8,9,15,21,25].

The topic of this paper belongs to the third field. As far as we know, there are
few works on the parametrizations of computational domains for IGA.
T. Martin et al. [25] proposed a method to fit a genus-0 triangular mesh by
B-spline volume parameterization, based on discrete volumetric harmonic func-
tions; this can be used to build computational domains for 3D IGA problems.
A variational approach for constructing NURBS parameterization of swept vol-
umes is proposed by M. Aigner et al [1]. Many free-form shapes in CAD systems,
such as blades of turbines and propellers, are covered by this kind of volumes.
E. Cohen et.al. [8] proposed the concept of analysis-aware modeling, in which the
parameters of CAD models should be selected to facilitate isogeometric analy-
sis. They also demonstrated the influence of parameterization of computational
domains by several examples. In this paper, a method for generating optimal
analysis-aware parameterization of computational domain is proposed based on
shape optimization method.

3 A Linear Sufficient Condition for Injectivity of Planar
B-spline Parameterization

The main idea of the isogeometric approach is to use the same representation for
the geometry and the physical solutions we are interested in. Schematically, the
geometry Ω involved in the physical problem can be a surface or a volume in a
three-dimensional space R

3. Let us call x = (x, y, z) the coordinates associated to
this space. In our case, this geometry will be represented by a parameterization
σ for a domain P of the parameter space. Let us call u the coordinates of this
parameter domain, which could be of dimension 2 for a surface or 3 for a volume.
This parameterization will be given by B-spline functions with knots in P and
control points in R3.

The concept of isogeometry consists in representing the physical quantities
Φ ∈ Rp on the geometry Ω using the same type of B-spline representation as for
the geometry Ω. In other words, given a point x = σ(u) ∈ Ω with u ∈ P , we
associate to it the physical quantities Φ(u) where Φ(u) is a B-spline function with
nodes in P and control points in Rp. This means that the map x ∈ Ω �→ Φ ∈ Rp

is defined implicitly as x �→ Φ ◦ σ−1(x).
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Consequently, the framework of isogeometry is thus valid when the parame-
terization σ of the geometry is injective (or bijective on its image). We are going
to describe sufficient and easy-to-check conditions for the injectivity of σ. We
will consider this problem in the context of finding a “good” parameterization
of a domain when its boundary is given. In [23], a general sufficient condition is
proposed for injective parameterization.

Proposition 1. Suppose that σ is a C1 parameterization from a compact do-
main P ⊂ Rn with a connected boundary to a geometry Ω ⊂ Rn. If σ is injective
on the boundary ∂P of P and its Jacobian Jσ does not vanish on P, then σ is
injective.

For a parameterization σ from [a, b]× [c, d] to Ω ⊂ R
2, we define the boundary

curves as the image of {a} × [c, d], {b} × [c, d], [a, b] × {c}, [a, b]× {b} by σ. We
say that σ defines a regular boundary if these curves do not intersect pairwise,
except at their end points and if they have no self-intersection.

As a consequence of the previous proposition, we get the following injectivity
test for standard B-spline tensor product parameterization of a planar domain.

Proposition 2. Let σ be a C1 parameterization from [a, b] × [c, d] to Ω ⊂ R2

which defines a regular boundary. If its Jacobian Jσ does not vanish on [a, b]×
[c, d], then σ is injective.

These tests involve injectivity conditions on the boundary, which can be checked
recursively using the same techniques, non-intersection tests for boundary curves
and surfaces which are provided for instance by geometric (subdivision) algo-
rithms and the local injectivity condition corresponding to the non-vanishing
of the Jacobian. This last condition requires to test on all the domain Ω that
the Jacobian does not vanish. Hereafter we propose a sufficient and easy-to-test
condition to ensure the local injectivity condition.

We consider first the case of a planar parameterization

σ : u ∈ P := [a, b]× [c, d] �→ σ(u) :=
∑

0≤i≤l1,0≤j≤l2

ci,jNi,j(u),

where ci,j ∈ R2 are the control points and Ni,j(u) are the B-spline basis func-
tions. The derivative of σ(u) with respect to u1 can be expressed in terms of the
differences Δ1

i,j := ci+1,j − ci,j :

∂u1σ(u) :=
∑

0≤i≤l1−1,0≤j≤l2

ω1
i,jΔ

1
i,jN

1
i,j(u),

where N1
i,j is the B-spline basis function with one degree less in u1, ω1

i,j is a
positive factor. We denote by C1(c) the convex cone of R2 generated by the half
rays R+ ·Δ1

i,j .
Similarly, the derivative of σ(u) with respect to u2 can be expressed in terms

of the differences Δ2
i,j := ci,j+1 − ci,j :

∂u2σ(u) :=
∑

0≤i≤l1−1,0≤j≤l2−1

ω2
i,jΔ

2
i,jN

2
i,j(u),
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(a) transverse cone (b) non-transverse cone

Fig. 1. Injectivity test by cones

where N2
i,j is the B-spline basis with one degree less in u2, ω2

i,j is a positive
factor. We denote by C2(c) the convex cone of R2 generated by the half rays
R+ · Δ2

i,j . If there exist two opposite vectors, which are on a straight line, we
define Ci(c) as a half-plane.

We say that two cones C1, C2 are transverse if R · C1 and R · C2 intersect only
at {0}.

Proposition 3. Let σ be a B-spline parametrisation, which is at least C1 from
P := [a, b]× [c, d] to Ω ⊂ R2 given by the control points c. If the boundary curves
do not intersect and have no self-intersection point and the cones C1(c), C2(c)
are transverse, then σ is injective on P.

Proof. We check first that the transversality of the cones C1(c), C2(c) implies
that the Jacobian of σ is not vanishing. This jacobian Jσ(u) is obtained by
taking the determinant |∂u1σ, ∂u2σ| which expands as∑

0≤i≤l1−1,0≤j≤l2

∑
0≤i′≤l1−1,0≤j′≤l2−1

|Δ1
i,j , Δ

2
i′,j′ |ω1

i,jω
2
i′,j′N

1
i,j(u)N2

i′,j′ (u).

Since the cone C1(c) and C2(c) are transverse, the determinants |Δ1
i,j , Δ

2
i′,j′ | have

a constant sign for Δ1
i,j ∈ C1(c), Δ2

i′,j′ ∈ C2(c). As the basis functions and the
factors are positive, the Jacobian Jσ(u) cannot vanish at u ∈ G, except if all the
N1

i,j(u)N2
i′,j′(u) vanish, which is not possible.

The map σ is locally injective on P . By Proposition 2, we deduce that σ is
globally injective on P . �

Fig.1 shows two examples of the injectivity testing method. In Fig.1 (a), it sat-
isfies the sufficient condition in our method, but it does not satisfy the sufficient
condition of the method proposed in [17]. Hence, our method is an improved
version of the method presented in [17].
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Linear constraint for injectivity. This condition can be used to devise an
algorithm which constructs an injective parameterization for given boundary
control points. We first consider the planar case. Given four planar boundary
curves described by the controls points ci,0, ci,l2 , c0,j , cl1,j , with 0 ≤ i ≤ l1, 0 ≤
j ≤ l2, we define the boundary cone C0

1(c) (resp. C0
2(c)) as the cone generated

by the vectors Δ1
i,0(c), Δ

1
i,l2

(c) for 0 ≤ i ≤ l1 − 1 (resp. Δ2
0,j(c), Δ

2
l2,j(c) for

0 ≤ j ≤ l2−1). We assume that these boundary curves form a regular boundary
and that the two boundary cones C0

1(c), C0
2(c) are transverse. R · C0

1(c) is the
cone defined by F+

1 (C0
1(c)) ≤ 0, F−

1 (C0
1(c)) ≤ 0, where F+

1 and F−
1 are the linear

equations defining the boundary of R · C0
1(c). We defined similarly F+

2 , F
−
2 for

C0
2(c).
To apply Proposition 3, the inner control points ci,j should satisfy the follow-

ing linear constraints for injective parameterization:{
F+

1 (ci+1,j − ci,j) ≤ 0, F−
1 (ci+1,j − ci,j) ≤ 0, 0 ≤ i < l1, 0 < j < l2

F+
2 (ci,j+1 − ci,j) ≤ 0, F−

2 (ci,j+1 − ci,j) ≤ 0, 0 < i < l1, 0 ≤ j < l2.
(1)

The linear condition in (1) is a rather restrictive condition, and it is sufficient to
require that the two cones constructed from the first derivative vectors are sep-
arated. Inspired from [22], the following constraints are proposed as alternative
condition{

F+
2 (ci+1,j − ci,j) + F−

1 (ci+1,j − ci,j) ≤ 0, F−
2 (ci+1,j − ci,j) + F+

1 (ci+1,j − ci,j) ≥ 0,
F+

2 (ci,j+1 − ci,j) + F−
1 (ci,j+1 − ci,j) ≥ 0, F−

2 (ci,j+1 − ci,j) + F+
1 (ci,j+1 − ci,j) ≥ 0,

where 0 < i < l1, 0 ≤ j < l2.

Remarks 1. For 3D case, the 3D convex cones can be also constructed from the
derivative vectors in three parametric directions. The difference is that the cross
product condition should be considered in the injectivity condition as in [17].

These conditions provide an easy-to-check method for the injectivity of a
parameterization. In Section 5, we will employ it to check the injectivity of
initial parameterization.

4 Isogeometric Analysis and Parameterization of
Computational Domain

In this section, we aim at presenting the reasons why solutions from IGA depend
strongly on the choice of the parameterization. This will be illustrated by a heat
conduction problem.

4.1 Test Model — Heat Conduction Problem

Given a domain Ω with Γ = ∂ΩD ∪ ∂ΩN , we consider the following thermal
conduction problem:

∇(κ(x)∇T (x)) = f(x) in Ω
T (x) = T0(x) on ∂ΩD

κ(x)
∂T

∂n
(x) = Φ0(x) on ∂ΩN ,

(2)
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where x are the Cartesian coordinates, T represents the temperature field and
κ the thermal conductivity. Dirichlet and Neumann boundary conditions are
applied on ∂ΩD and ∂ΩN respectively, T0 and Φ0 being the imposed temperature
and thermal flux (n unit vector normal to the boundary). f is a user-defined
function that allows to generate problems with an analytical solution, by adding
a source term to the classical heat conduction equation.

According to a classical variational approach, we seek for a solution T ∈
H1(Ω), such as T (x) = T0(x) on ∂ΩD and:∫

Ω

∇(κ(x)∇T (x)) ψ(x) dΩ =
∫

Ω

f(x) ψ(x) dΩ ∀ψ ∈ H1
∂ΩD

(Ω),

where ψ(x) are test functions. After integrating by parts and using boundary
conditions, we obtain:

−
∫

Ω

κ(x)∇T (x) ∇ψ(x) dΩ +
∫

∂ΩN

Φ0(x) ψ(x) dΓ =
∫

Ω

f(x) ψ(x) dΩ. (3)

According to the IGA paradigm, the temperature field is represented using B-
spline basis functions. For a 2D problem, we have:

T (ξ, η) =
ni∑

i=1

nj∑
j=1

N̂pi

i (ξ) N̂pj

j (η)Tij ,

where N̂i functions are B-Spline basis functions and u = (ξ, η) ∈ P are domain
parameters. Then, we define the test functions ψ(x) in the physical domain such
as:

Nij(x) = Nij(x, y) = Nij(T (ξ, η)) = N̂ij(ξ, η) = N̂pi

i (ξ) N̂pj

j (η).

The weak formulation Eq. 3 reads:
nk∑

k=1

nl∑
l=1

Tkl

∫
Ω

κ(x)∇Nkl(x) ∇Nij(x) dΩ =
∫

∂ΩN

Φ0(x) Nij(x) dΓ +
∫

Ω

f(x) Nij(x) dΩ.

Finally, we obtain a linear system similar to that resulting from the classical
finite-element methods, with a matrix and a right-hand side defined as:

Mij,kl =
∫

Ω

κ(x)∇Nkl(x) ∇Nij(x) dΩ

=
∫
P
κ(T (u))∇uÑkl(u)B(u)TB(u) ∇uÑkl(u)J(u) dP

Sij =
∫

∂ΩN

Φ0(x) Nij(x) dΓ +
∫

Ω

f(x) Nij(x) dΩ

=
∫

∂PN

Φ0(T (u)) Ñkl(u)J(u) dΓ̃ +
∫
P
f(T (u)) Ñkl(u)J(u) dP .

where J is the Jacobian of the transformation, BK is the transposed of the
inverse of the Jacobian matrix. The above integrations are performed in the
parameter space using classical Gauss quadrature rules.
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(a) control point placement I (b) control point placement II

(c) isoparametric curves I (d) isoparametric curves II

Fig. 2. Two different parameterizations of computational domains. (a),(b): two differ-
ent placements of inner control points. (c), (d): isoparametric curves on the computa-
tional domain with respect to the control points placements in (a) and (b).

Starting from a planar B-spline surface as computational domain, a general
framework of an isogeometric solver for thermal conduction problem (2) has been
implemented as plugins in the AXEL1 platform, yielding a B-spline surface as
solution field. Gauss-Seidel algorithm is employed to solve the linear system. In
order to improve the simulation results, refinement operation can be performed
for two parametric directions. Additional details concerning the methods can be
found in [13].

4.2 Isogeometric Analysis with Different Parameterization

As mentioned above, given four boundary planar B-spline curves, we can construct
various planar B-spline surfaces with different parameterizations. For Example I
in Fig. 2, we present two kinds of parameterization for a computational domain
1 http://axel.inria.fr/
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(a) solution surface of
parameterization I

(b) colormap of solution surface
based on parameterization I

(c) solution surface of
parameterization II

(d) colormap of solution surface
based on parameterization II

(e) exact solution surface (f) colormap of exact solution
surface

Fig. 3. Simulation results and exact solution
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Fig. 4. Error analysis with the curve (log
√

M, log e), where M is the number of control
points in each refinement

Ω(x, y) = [0, 6] × [0, 6] represented by cubic B-spline surfaces, where the knot
vectors in u and v directions are both {0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4}. Fig. 2 (a) and
Fig. 2(b) present two different placements of inner control points, Fig. 2 (c) and
Fig. 2(d) show the isoparametric curves on the computational domain with respect
to different placements of inner control points.

We test these two parameterizations on the heat conduction problem (2) with
source term

f (x, y) = −4
9

sin(
πx

3
) sin(

πy

3
). (4)

For this problem with boundary condition T 0(x ) = 0 and Φ0(x ) = 0, the exact
solution over the computational domain [0, 6]× [0, 6] is

T (x, y) = 2 sin(
πx

3
) sin(

πy

3
). (5)

Fig.3 (a) and Fig.3 (b) show the approximate solution surface, color map and
iso-temperature lines with respect to parameterization I; Fig.3 (c) and Fig.3
(d) show the approximate solution surface, color map and iso-temperature lines
with respect to parameterization II. In Fig.3 (e) and Fig.3(f), the exact solution
surface and its colormap are presented. Obviously, parameterization I is better
than parameterization II for this specified heat conduction problem.

Refinement via knot insertion is an efficient operation to improve the result
of isogeometric analysis. We compare the error history during refinement opera-
tion for these two different parameterization in Fig.4. The error is computed in
relative L2 norm as follows [24]

e =

√√√√∫
Ω

(T − T̃ )T (T − T̃ )dΩ∫
Ω

TT TdΩ
,
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where T is the exact solution and T̃ is the approximate solution. From Fig.4,
we see that different parameterizations have different impact on the final result
after refinement operation. Though the convergence rates of the two different
parameterization are in good agreement with theoretical convergence (4 for cubic
parameterization), for an error value about 5×10−5, parameterization I requires
35× 35 control points, and parameterization II requires 67 × 67 control points.
One reasonable explanation is that with B-spline tensor product surfaces, we
can only perform the refinement operations along the parametric directions in
IGA, hence it is more restricted than the refinement of a mesh in FEA.

The above example and its analysis show that good parameterization of com-
putational domain is a key issue for IGA. In the next section, we will propose a
shape optimization method to construct optimal parameterization of a compu-
tational domain.

5 Optimization Method for Parametrization of
Computational Domain

5.1 Problem Statement

The problem studied in this section can be stated as follows: given four coplanar
boundary B-spline curves, find the inner control points such that the parameter-
ization of a computational domain is optimal for an IGA problem with known
exact solution. The extension of the proposed method to isogeometric problems
without known exact solution is one of our ongoing work.

5.2 Shape Optimization Method

The shape optimization problem consists in finding the shape which is optimal in
that it minimizes a certain cost function while satisfying given constraints. The
purpose of shape optimization in CAE is to optimize the CAD object for some
physical problem, and the design variables are the control points of the CAD
object. For 2D isogeometric shape optimization problem, the design variables
are the control points of boundary B-spline curves.

Inspired from the idea of shape optimization, in order to obtain optimal pa-
rameterization of computational domain, we should let the inner control points,
rather than boundary control points, be the design variables for the shape opti-
mization, and find the best placement of inner control points to make the value
of a cost function as small as possible.

Initial construction of inner control points. As the shape optimization
problem, we need to construct an initial placement of inner control points as
starting point in the iteration process. We rely on the discrete Coons method
presented in [16] to generate inner control points as initial value from boundary
control points.
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Fig. 5. Example II
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Given the boundary control points P0,j ,Pn,j ,P i,0,P i,m, i = 0, . . . , n, j =
0, . . . ,m, the inner control points P i,j (i = 1, . . . , n − 1, j = 1, . . . ,m − 1) can
be constructed by the discrete Coons method as follows:

P i,j = (1− i

n
)P0,j +

i

n
Pn,j + (1 − j

m
)P i,0 +

j

m
P i,m

−[1− i

n

i

n
]
(

P0,0 P0,m

Pn,0 Pn,m

)(
1− j

m
j
m

)
Remarks 2. Since the sum of the coefficients equals 1, the resulting inner control
points lie in the convex hull of the boundary control points.

Remarks 3. For some given boundary curves, this construction may cause some
self-intersections, and lead to an improper parameterization for IGA. We use the
linear injectivity condition proposed in Section 3 to check the injectivity of initial
parameterization. If it does not satisfy the condition, the linear programming
method is used to produce another initial parameterization.

Optimization method. In the proposed approach, we minimize the error com-
puted from the IGA solution and the exact solution, by moving inner control
points of the computational domain. Therefore, we consider as optimization vari-
ables the coordinates of the inner control points and as cost function the error
of the IGA solution. The optimization algorithm used for this study is a classi-
cal steepest-descent method in conjunction with a back-tracking line-search. For
this exercise, the gradient of the cost function is approximated using a centered
finite-differencing scheme.

Each iteration k of the optimization algorithm can be summarized as follows,
starting from a point xk in the variable space:

1. Evaluation of perturbed points xk + εek

2. Estimation of the gradient ∇f(xk) by finite-difference
3. Define search direction dk = −∇f(xk)
4. Line search : find ρ such as f(xk + ρdk) < f(xk)

These steps are carried out until a stopping criterion is satisfied.

5.3 Examples and Comparison

In this section, we will present some parameterization results and compare them
with the initial solution with respect to the heat conduction problem (2).

Example II . The second example is for the parameterization of the domain
Ω = [0, 3]× [0, 3] by cubic Bézier surfaces. The corresponding source term and
exact solution is presented in (4) and (5). The parameterization result and com-
parison with initial parameterization are shown in Fig.5. The initial error is
reduced by 24.52% as shown in Fig.5 (e). The final parameterization is clearly
better than the initial parameterization during refinement operations as pre-
sented in Fig.5 (f).



Optimal Analysis-Aware Parameterization of Computational Domain in IGA 249

Fig. 6. Example III
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Fig. 7. Example IV
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Fig. 8. Interface for isogeometric solver in AXEL

Example III . The next example is for the parameterization of the domain

Ω(x, y) = {(x, y)| − 1 ≤ y ≤ x2, 0 ≤ x ≤ 1}

by Bézier surface with degree 3× 6. The parabola is represented by degenerate
cubic Bézier curve. For the problem with boundary condition T 0(x ) = 0 and
Φ0(x ) = 0 in (2), we can construct an exact solution T (x, y) as follows

T (x, y) = sin(π(y − x2)) sin(πx) sin(πy)

The initial placement of inner control points is produced by the discrete Coons
method as shown in Fig.6 (a). The final parameterization results and some com-
parisons are also shown in Fig.6. We can find that there are some self-intersections
on the control mesh in Fig.6 (b). However, there is no self-intersection on the final
parameterization as shown in Fig.6 (c). During the optimization, the initial error
is reduced by 14.65% as shown in Fig.6 (g). The error history during refinement
operation is presented in Fig.6 (h).

Example IV . The final example is for the parameterization of the domain Ω =
[0, 3]× [0, 6] by cubic B-spline surface with knot vector {0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4}
in the u direction and knot vector {0, 0, 0, 0, 1, 1, 1, 1} in the v direction. The cor-
responding source term and exact solution is presented in (4) and (5). The initial
placement of inner control points is non-uniform as shown in Fig.7 (a), and the
final parametrization result and some comparison are also shown in Fig.7. During
the optimization, the initial error is reduced by 3.31% as shown in Fig.7 (g). The
error history during refinement operation is presented in Fig.7 (h).
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6 Conclusion and Future Work

Parameterization of computational domains is the first step in an IGA process.
In this paper, we show that for different parameterizations of a computational
domain, different simulation results can be obtained. Based on this observation
and inspired by shape optimization, an approach for optimal parameterization of
computational domain is proposed. We also proposed a linear and easy-to-check
sufficient condition for injectivity of planar B-spline parameterization. Several
examples are presented to illustrate the effectiveness of the proposed method.
As shown in Fig.8, a user-friendly interface for isogeometric solver and optimizer
is implemented as plugin in the AXEL platform.

The proposed method will be tested on more complex computational domain
and generalized to 3D cases with exact solutions in the future. The construction
of a proper parameterization of computational domain for general problem, in
which the exact solution is unknown, is also a part of our ongoing work. One
possible way is to find an accurate posteriori error estimation method for IGA,
and perform the optimization based on this estimation. We will discuss this topic
in another paper.
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Abstract. In this paper, we present a method for constructing Loop’s
subdivision surface patches with given G1 boundary conditions and a
given topology of control polygon, using several fourth-order geometric
partial differential equations. These equations are solved by a mixed fi-
nite element method in a function space defined by the extended Loop’s
subdivision scheme. The method is flexible to the shape of the bound-
aries, and there is no limitation on the number of boundary curves and
on the topology of the control polygon. Several properties for the basis
functions of the finite element space are developed.

Keywords: Subdivision Surface, Geometric Partial Differential
Equations, G1 continuity.

1 Introduction

A surface satisfing a geometric partial differential equation (PDE) is referred to
as geometric PDE surface in this paper. Geometric PDE surfaces, such as mini-
mal surfaces (see [13]), constant mean-curvature surfaces (see [7,16]), Willmore
surfaces (see [3,9,10,19])) and minimal mean-curvature variation surfaces (see
[23]), are important and preferred in the shape designing and modeling because
they share certain optimal properties. For instance, the minimal surfaces have
minimal area, the Willmore surfaces have minimal total squared mean curva-
ture and minimal mean-curvature variation surfaces have minimal total mean-
curvature variation. Here the terminology total means the integration over the
surfaces. Various type geometric PDE surfaces have been constructed in the lit-
eratures (see [21]). Most of them are discrete surfaces (triangular or quadrilateral
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control polygons), a few of them are continuous surfaces. Usually, the represen-
tation of the continuous surfaces are Bézier (see [8]), rational Bézier, B-spline
(see [11,12]) and NURB surfaces.

Obviously, Bézier surfaces, B-spline and NURB surfaces have to be three-
or four-sided. This is a serious limitation for designing geometric PDE surfaces
with arbitrary shaped boundaries. In this paper, our intension is to construct
geometric PDE subdivision surfaces with piecewise B-spline curve boundaries
and tangent conditions. There is no limitation on the number of spline curve
pieces. B-spline representation for curves and surfaces have been widely accepted
in the CAD and industrial design. Using B-spline to represent surface boundary
is preferable and acceptable. To represent a surface patch with any topology,
subdivision surfaces are the best candidates, since there is no limitation on the
topology of the control polygon. However, subdivision surfaces, such as Loop’s
subdivision surfaces and Catmull-Clark subdivision surfaces are traditionally
closed, which cannot be used directly for serving our purpose.

For many surface modeling problems, such as the construction of the bodies
of cars and aircrafts, machine parts and roofs, surfaces are usually constructed
in a piecewise manner with fixed boundaries for each of the pieces. In such
a case Loop’s subdivision scheme cannot be applied near the boundary of the
control polygon. Therefore, an extension of the Loop’s scheme to control polygon
with boundaries is required. On this aspect, an excellent work has been done by
Biermann et al [2] and that is just sufficient for achieving the goal of constructing
piecewise smooth surface.

In this paper we construct geometric PDE subdivision surface patches with
given G1 boundary conditions and a given topology of the control polygon using
several fourth-order geometric partial differential equations. These equations are
solved by a mixed finite element method in a function space defined by the
extended Loop’s subdivision scheme. By the term topology of the control polygon,
we mean the connection mode among the vertices of the control polygon.

Fourth-order geometric flows have been used to solve the problems of dis-
crete surface blending, N-sided hole filling and the free-form surface fitting
(see [4,17,18,22]). In [17,18], the surface diffusion flow has been used for fair-
ing/smoothing meshes while satisfying the G1 boundary conditions. The finite
element method is used by Clarenz et al. [4] to solve the Willmore flow equa-
tion, based on a new variational formulation of this flow, for the discrete surface
restoration.

Problem Description

Input: Given an initial open control polygon (a piece of triangular mesh) of a
surface patch with fixed boundary control points, and some of the boundary
control points are to be interpolated. The boundary curve is defined as piece-
wise cubic B-spline with the boundary control points as the B-spline control
points and equal spaced knots for each piece. The interpolated boundary
control points are served as the end-points of the B-spline curves. On each
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of the boundary curves, we are also given a tangential vector (co-normal)
curve, which is represented in the same form as the boundary curve.
Output: We want to construct a geometric PDE subdivision surface that
interpolates the boundary curves and tangents, at the same time its control
polygon has the same topology as the initial one.

2 Geometric PDEs and Their Weak-Form Formulations

To describe precisely the geometric partial differential equations used in this
paper, we need introduce a few notations (see the details in [21]).

2.1 Notations

Let
S :=

{
x(u1, u2) ∈ R

3 : (u1, u2) ∈ D ⊂ R
2}

be a parametric surface which is sufficiently smooth and orientable. Let

gαβ = 〈xuα ,xuβ 〉 and αβ = 〈n,xuαuβ 〉

be the coefficients of the first and the second fundamental forms of S with

xuα =
∂x
∂uα

, xuαuβ =
∂2x

∂uα∂uβ
, α, β = 1, 2,

n = (xu × xv)/‖xu × xv‖, (u, v) := (u1, u2),

where 〈·, ·〉, ‖ · ‖ and ·× · stand for the usual inner product, Euclidean norm and
cross product in R3, respectively.

Curvatures. To introduce the notions of the mean curvature and the Gaussian
curvature, we use the concept of Weingarten map or shape operator (see [5]). It
is a self-adjoint linear map on the tangent space

TxS := span{xu,xv}.

In matrix form, it can be represented by a 2× 2 matrix

S = [ bαβ ][ gαβ ] with [ gαβ ] = [ gαβ ]−1.

The eigenvalues k1 and k2 of S are the principal curvatures of S and their
arithmetic average and product are the mean curvature H and the Gaussian
curvature K, respectively. That is

H =
k1 + k2

2
=

tr(S)
2

,

K = k1k2 = det(S).

Let H = Hn. It is referred to as the mean curvature normal.
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Tangential gradient operator. Suppose f ∈ C1(S), where C1(S) stands for
a function space consisting of C1 smooth functions on S, then the tangential
gradient operator ∇s acting on f is defined as

∇sf = [xu, xv][ gαβ ][fu, fv]T ∈ R
3. (1)

For a vector-valued function

f = [f1, · · · , fk]T ∈ C1(S)k,

its gradient is defined as

∇sf = [∇sf1, · · · ,∇sfk] ∈ �3×k.

The third tangential operator. Let f ∈ C1(S). Then the third tangential
operator # acting on f is defined as

#f = [xu,xv][ gαβ ]S[fu, fv]T ∈ R
3.

Apart from these two tangential operators, there is another one, called the second
tangential operator (see [21]). Since it is not involved in this work, we do not
introduce it.

Divergence operator. Suppose v is a smooth vector field on surface S, then
the divergence operator divs acting on v is defined as

divs(v) =
1
√
g

[
∂

∂u
,
∂

∂v

] [√
g [ gαβ ] [xu,xv]T v

]
. (2)

Laplace-Beltrami operator. Let f ∈ C2(S). Then the Laplace-Beltrami op-
erator (LBO) Δs acting on f is defined as (see [5], p. 83)

Δsf = divs(∇sf).

Theorem 1 (Green’s formula for LBO). Let S be an orientaable surface, Ω
a subregion of S with a piecewise smooth boundary ∂Ω. Let nc ∈ TxS (x ∈ ∂Ω)
be the outward unit normal (also named as co-normal) along the boundary ∂Ω.
Then for a given C1 smooth vector field v on S, we have∫

Ω

[〈v,∇sf〉+ f div(v)]dA =
∫

∂Ω

f〈v,nc〉ds. (3)

2.2 Used Geometric PDEs

For completeness, we describe briefly the equations used and their behaviors.
More details on these equations can be found in [21].

Surface Diffusion Flow

∂x
∂t

= −2ΔsHn. (4)
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This flow was introduced by Mullins in 1957 (see [14]), to describe the interface
motion law of the growing crystal. It is well known that surface diffusion flow
is volume preserving and area shrinking. The area shrinkage stops when H is a
constant. Surfaces with constant mean curvature are the steady solution of (4).

Willmore flow

∂x
∂t

= −2
[
ΔsH + 2H(H2 −K)

]
n. (5)

Willmore flow is derived from minimizing total squared mean-curvature
∫
S H

2dA.
A factor 2 is added to the original Willmore flow for comparability with other
equations used in this paper. There are sound published research papers that use
this flow (see [3,9,10,19]). There is no volume/area preserving/shrinking prop-
erty for this flow. However, if the initial surface is a sphere, Willmore flow keeps
the spherical shape unchanged. Moreover, surfaces with zero mean curvature are
the the steady solution of (5). A torus with R/r =

√
2 is a steady solution of

(5), where the torus is defined by rotating a circle with radius r along another
circle with radius R.

Quasi-surface diffusion flow

∂x
∂t

= −Δ2
sx. (6)

This flow is introduced in [22], and used in discrete surface design. We remove
the tangential movement of (6) because tangent motion of a surface does not
alter the surface shape (see [6]), then obtain the following geometric flow

∂x
∂t

= −2
[
ΔsH − 2H(2H2 −K)

]
n. (7)

Quasi-surface diffusion flow is area diminishing and the solution surfaces of (6)
approach to the minimal surface.

These three flows share the same fourth-order term −2ΔsHn and only the
second order terms are different, however, their behaviors are quite different.

2.3 Mixed Variational Formulations

Let
y(x) = H(x)n(x) ∈ R

3

stand for the mean curvature normal. Then the mixed variational form of SDF
(4) is: Find (x,y) ∈ H2(S)3 ×H1(S)3 such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∫
S

∂x
∂t
φ dA+ 2

∫
S

[
φ# y − n(∇sφ)T∇sy

]
n dA = 0, ∀φ ∈ H1

0 (S),∫
S
yψ dA+

1
2

∫
S
(∇sx)T∇sψ dA− 1

2

∫
∂S

ncψ ds = 0, ∀ψ ∈ H1(S),

S(0) = S0, ∂S(t) = Γ, nc(x) = n(Γ )
c (x), ∀x ∈ Γ,

(8)
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where n(Γ )
c is the given co-normal on the boundary curve Γ . The mixed varia-

tional form of (5) and (7) are similar, and the differences occur only in the first
equation. For WF (5), the first equation of the mixed variational form is∫

S

∂x
∂t
φ dA+ 2

∫
S

[
φ# y − n(∇sφ)T∇sy

]
n dA

+ 4
∫
S
n(H2 −K)φnTy dA= 0, ∀φ ∈ H1

0 (S).
(9)

For QSDF (7), the first equation of the mixed variational form is∫
S

∂x
∂t
φ dA+ 2

∫
S

[
φ# y − n(∇sφ)T∇sy

]
n dA

− 4
∫
S
n(2H2 −K)φnTy dA= 0, ∀φ ∈ H1

0 (S).
(10)

3 Subdivision Surfaces and Finite Element Space

In this section, systems (8)–(10) are discretized in a finite element space de-
fined by the extended Loop subdivision scheme. The original Loop’s subdivision
scheme is usable only for control polygons without boundary. Therefore, an ex-
tension of the subdivision scheme to control polygons with boundary is required.
We use Biermann et al’s extension (see [2]) to achieve our goal. For saving the
space, we do not describe them.

3.1 Basis Functions and Their Properties

Now let us define the basis functions of the finite element function space, de-
noted as VS(t). For each control point xi, including the corner control point and
boundary control points, of a control polygon Sd, we associate it with a basis
function φi, where φi is defined as the limit of the extended Loop’s subdivision
scheme with the zero control values everywhere except at xi where it is one.

The control polygon Sd, as a piecewise linear surface, is served as the definition
domain of the basis function φi. The mapping from Sd to φi is defined by a
dual subdivision process. More precisely, when the extended Loop’s subdivision
scheme is applied to the control function values recursively, the linear subdivision
scheme (each triangle is partitioned into four equal-sized sub-triangles) is applied
to the control polygon correspondingly. The limit of the former is φi and that of
later is Sd itself.

The basis functions share some important properties:

1. Positivity.
The weights of the extended subdivision rules are positive. Hence the basis
function φi is nonnegative everywhere and positive around xi.
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2. Locality.
The limit value at a control point is a linear combination of the one-ring
neighbor values. Hence, the limit value is zero at a control point if the con-
trol values on the one-ring neighbor control points are zeros. Therefore, the
support of the basis function is within the two-ring neighborhood.

3. Partition of Unity.
Since all the subdivision rules have the properties that the weights are
summed to one. Therefore, if we choose all the control values as one. The
control values after one subdivision step are still one. This implies that

m∑
i=0

φi(x) = 1.

This property is called partition of unity.
4. Interpolatory Properties at the Boundary.

The extended subdivision rules on the boundary do not involve the inte-
rior control points. Hence the basis functions for the interior control points
are zero at the boundary. This means that the given boundary curves are
interpolated.

5. Tangential Property.
Let xi be a control point, with non of its one-ring neighbor control points is
boundary control points. Then ∇sφi vanishes on the boundary. This fact can
be observed by considering the eigen-decomposition of the control points. Let
p(k) ∈ R

(n+1)×3 be a vector consisting of one-ring neighbor control points
of x(k)

i at the subdivision level k, S ∈ R(n+1)×(n+1) the local subdivision
matrix that convert p(k) to pk+1, i.e.,

p(k+1) = Sp(k) = Skp(1), k = 1, 2, · · · .

Here n stands for the valence of x(k)
i . Suppose p(1) is decomposed into

p(1) = e0aT
0 + e1aT

1 + e2aT
2 + · · ·+ enaT

n , aj ∈ R
3,

where e0, e1, · · · , en are the eigenvectors of S. Here we assume that these
eigenvectors are arranged in the order of non-increasing eigenvalues λj . Then

p(k+1) = λk
0e0aT

0 + λk
1e1aT

1 + λk
2e2aT

2 + · · ·+ λn
nenaT

n ,

where λ0 = 1, λ1 = λ2 < 1. The limit position at the center is a0. The
tangent direction at this point are a1 and a2, and aj is given by

aT
j = ẽT

j p(1),

where ẽj are the left eigenvectors of S with normalized condition ẽT
j ej = 1.

6. Linear independency.
As a set of basis functions, {φi}m

i=0 must be linearly independent. For Loop’s
subdivision scheme, this fact is implied by a result from [20] on the solvability
of interpolation problem:
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For the given function values {fi}m
0 , find the control function values {gi}m

0
such that

m∑
j=0

gjφj(vi) = fi, i = 0, · · · ,m, (11)

where vi is the limit position of the subdivision surface corresponding to the
control point xi.

3.2 Spatial Discretizations

Suppose φi is a basis function of VS(t) corresponding to control point xi, i =
0, · · · ,m. Assume x0, · · · , xm0 are the interior control points, and xm0+1, · · · ,
xm are the boundary control points. Then x(t) ∈ S(t) can be represented as

x(t) =
m0∑
j=0

xj(t)φj +
m∑

j=m0+1

xj(t)φj , xj(t) ∈ R
3, (12)

and therefore,

∇sx(t) =
m0∑
j=0

∇sφj [xj(t)]T +
m∑

j=m0+1

∇sφj [xj(t)]T , xj(t) ∈ R
3×3. (13)

The mean curvature vector of the surface is represented approximately as

y(t) =
m∑

j=0

yj(t)φj , yj ∈ �3, ∇sy(t) =
m∑

j=0

∇sφj [yj(t)]T ∈ R
3×3. (14)

Since the boundary control points are fixed and the interior control points are
to be determined, the coefficients xj in the first term of (12) are unknowns,
while the coefficients xj in the second term are the given control points on the
boundary. Furthermore, since the curvature on the surface boundary involves
the unknown interior control points, hence all the coefficients in (14) are treated
as unknowns.

Now let us discretize equations (8)–(10) in the finite space VS(t). Since these
equations are similar in form, we treat them together. Let S be the limit surface
of the extended Loop’s subdivision scheme for the control polygon Sd. Substitut-
ing (12)–(14) into (8)–(10), and taking the test functions φ as φi(i = 0, · · · ,m0),
ψ as φi(i = 0, · · · ,m), and finally noting that

∂xj(t)
∂t

= 0 if j > m0,

we obtain the following matrix representations of (8)–(10):⎧⎨⎩M
(1)
m0

∂Xm0 (t)
∂t + L

(1)
m Ym(t) = 0,

M
(2)
m Ym(t) + L

(2)
m Xm(t) = B,

(15)
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where
Xj(t) = [xT

0 (t), · · · ,xT
j (t)]T ∈ R3(j+1),

Ym(t) = [yT
0 (t), · · · ,yT

m(t)]T ∈ R3(m+1),

are matrices consisting of the control points for the surface and the mean cur-
vature normals, respectively, and

B = [bT
0 , · · · ,bT

m]T ∈ R3(m+1),

M
(1)
m0 = (mijI3)

m0,m0
ij=0 , M

(2)
m = (mijI3)

m,m
ij=0 ,

L
(1)
m =

(
l
(1)
ij

)m0,m

ij=0
, L

(2)
K =

(
l
(2)
ij I3

)m,K

ij=0
.

are the coefficient matrices. The elements of these matrices are defined as follows:

mij =
∫
S
φiφj dA,

l
(1)
ij =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

l
(s)
ij for SDF,

l
(s)
ij + 4

∫
S

[
n(H2 −K)φiφj

]
nTdA for WF,

l
(s)
ij − 4

∫
S

[
n(2H2 −K)φiφj

]
nTdA for QSDF,

l
(2)
ij =

1
2

∫
S

[
(∇sφi)T∇sφj

]
dA,

bi =
1
2

∫
Γ

ncφi ds, (16)

with

l
(s)
ij = 2

∫
S

[
φi # φj − n(∇sφi)T∇sφj

]
nT dA.

Moving the terms relating to the known control points xm0+1, · · · , xm in the
second equation of (15) to the equations’ right-hand side, we can rewrite (15) as⎧⎨⎩M

(1)
m0

∂Xm0 (t)
∂t + L

(1)
m Ym(t) = 0,

M
(2)
m Ym(t) + L

(2)
m0Xm0(t) = B(2).

(17)

Note that, matrices M (1)
m0 and M

(2)
m are symmetric and positive definite. The

integrals in defining the matrix elements are computed using Gaussian quadra-
ture formulas over the domain triangles. The knots in the barycentric coordinate
form and weights of the Gaussian quadrature formulas can be found in [1].

In the boundary integrals (16), nc is the co-normal of the surface, it is in-
feasible to compute these co-normals nc from the previous approximation, since
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Fig. 1. First column: the boundary curves. Second column: the boundary curves with
the co-normals. Third column: the initial control meshes. Last column: the control
mesh of the constructed PDE subdivision surfaces.

they do not satisfy the given boundary condition. The right way is to replace nc

with n(Γ )
c . That is

bi =
1
2

∫
Γ

n(Γ )
c φi ds.

3.3 Temporal Direction Discretization

Suppose we have approximate solutions

X(k)
m0

= Xm0(tk) and Y (k)
m = Ym(tk)

at t = tk. We want to obtain approximate solutions X(k+1)
m0 and Y (k+1)

m at t =
tk+1 = tk + τ (k) using a forward Euler scheme. Specifically, we use the following
approximation

Xm0(tk+1)−Xm0(tk)
τ (k) ≈ ∂Xm0

∂t
.
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The matrices M (1), M (2), L(1) and L(2) in (17) are computed using the surface
data at t = tk. This yields a linear system with X(k+1)

m0 and Y (k+1)
m as unknowns:[

M
(1)
m0 τ

(k)L
(1)
m

L
(2)
m0 M

(2)
m

] [
X

(k+1)
m0

H
(k+1)
m

]
=

[
τ (k)B(1) +M

(1)
m0X

(k)
m0

B(2)

]

Though the matrices M (1) and M (2) are symmetric and positive definite, the
total matrix is neither symmetric nor positive definite. However the coefficient
matrix of this system is highly sparse, hence a stable iterative method for its
solution is desirable. We use Saad’s iterative method, namely GMRES (see [15]),
to solve our sparse linear system. The numerical tests show that this iterative
method works very well.

4 Illustrative Examples

To illustrate our surface construction method is effective. We give several graphi-
cal examples in this section. The Given G1 boundary conditions means specifying

(a) (b) (c)

(d) (e) (f)

Fig. 2. (a) is the boundary curves, (b) is boundary curves with different co-normals.
(c) is the boundary curves with the same co-normals. (d) is the initial control polygon.
(e) and (f) are the control polygons of the PDE subdivision surfaces corresponding to
the boundary curves (b) and (c), respectively.
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B-spline boundary curves with co-normals on these curves where the boundary
B-spline control points need to be interpolated.

For easy to illustrate, several existing triangle mesh models are used as the
initial control mesh. Boundary control polygon are extracted from these models.
The co-normals are computed from the initial control mesh. To show the power
of our approach, the interior control vertices are sometimes perturbed.

In Fig. 1, we show one surface patch construction process. The first column
in Fig. 1 shows the boundary curves. The second column shows the boundary
curves as well as the co-normals on the curves. The third column shows the initial
control meshes. The last column shows the control mesh of the constructed PDE
subdivision surfaces. The control meshes of PDE subdivision surfaces shown in
the last row, from the top down, are produced using quasi-surface diffusion flow,
surface diffusion flow, Willmore flow and surface diffusion flow, respectively. The
temporal step-sizes are 0.0001 for the first two, and 0.001 for the last two. The
iteration numbers used are 100 for the first three, and 25 for the last one.

In Fig.2 and 3, we join several surface patches together to form closed surfaces.
For each patch, boundary curves and co-normals are provided. At the common
boundaries, the co-normals may not be the same. Hence, surfaces with sharp
feature can be constructed. The control meshes of the PDE subdivision surfaces
as shown in Fig.2(e) and (f) are generated using Willmore flow with 20 iterations
and temporal step-size 0.01. The control mesh of the PDE subdivision surface
as shown in Fig. 3(d) is generated using surface diffusion flow with 20 iterations
and temporal step-size 0.0001.

(a) (b)

(c) (d)

Fig. 3. (a), (b), (c) and (d) are the boundary curves, boundary curves with co-normals,
initial control mesh and the PDE subdivision surface



Construction of Subdivision Surfaces by Fourth-Order Geometric Flows 267

5 Conclusions

Mesh subdivision technology can provide a simple and efficient method to con-
struct surfaces with any topology structure, at the same time satisfy some
smoothness requirement. Geometric PDEs are powerful tools for constructing
high quality surfaces. In this paper, we combine these two ingredients together.
We construct geometric PDE Loop’s subdivision surfaces, with given G1 bound-
aries condition, using three fourth-order geometric flows. A numerical solution
method of the finite element based on the extended Loop’s subdivision scheme
is adopted, and the geometric PDE subdivision surfaces are therefore efficiently
constructed.
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Efficient Computation of 3D Clipped Voronoi
Diagram
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Abstract. The Voronoi diagram is a fundamental geometry structure
widely used in various fields, especially in computer graphics and geom-
etry computing. For a set of points in a compact 3D domain (i.e. a finite
3D volume), some Voronoi cells of their Voronoi diagram are infinite, but
in practice only the parts of the cells inside the domain are needed, as
when computing the centroidal Voronoi tessellation. Such a Voronoi dia-
gram confined to a compact domain is called a clipped Voronoi diagram.
We present an efficient algorithm for computing the clipped Voronoi di-
agram for a set of sites with respect to a compact 3D volume, assuming
that the volume is represented as a tetrahedral mesh. We also describe
an application of the proposed method to implementing a fast method
for optimal tetrahedral mesh generation based on the centroidal Voronoi
tessellation.

Keywords: Voronoi diagram, Delaunay triangulation, centroidal
Voronoi tessellation, tetrahedral meshing.

1 Introduction

The Voronoi diagram (VD) is a fundamental and important geometry structure
which has numerous applications in different areas, such as shape modeling [3],
motion planning [18], scientific visualization [5], collision detection [19], geogra-
phy [11], chemistry [16] and so on. For a finite set of sites (points in 3D), each
site is associated with a Voronoi cell containing all the points closer to the site
than to any other sites; all these cells constitute the Voronoi diagram of the set
of sites.

Suppose that a set of sites in a compact domain in 3D are given. The Voronoi
cells of those sites that on the boundary of the convex hull of all the sites are infi-
nite. However, in many applications one often needs only the parts of the Voronoi
cells inside the domain, as when computing the centroidal Voronoi tessellation.
That is, the Voronoi diagram with respect to the given domain is defined as
the intersection of the 3D Voronoi diagram and the domain, and is therefore
called the clipped Voronoi diagram. The corresponding Voronoi cells are called
the clipped Voronoi cells, see Figure 1 for 2D examples.

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 269–282, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Computing the clipped Voronoi diagram in a convex domain is relatively easy
– one just needs to compute the intersection of each Voronoi cell and the do-
main, both being convex. However, the operations would be more involved if
the domain is non-convex and there has been no previous work on computing
exact clipped Voronoi diagram for non-convex domains with arbitrary topol-
ogy. A brute-force implementation would be inefficient because of the domain
complexity.

Contributions: We present an efficient algorithm for computing clipped Voronoi
diagrams of arbitrary closed 3D objects. The idea of our approach is to represent
the input domain by a set of convex primitives. We use tetrahedron as the basic
primitive in this paper – that is, the 3D domain is represented as a 3D tetrahedral
mesh. Then the intersection of a 3D Voronoi cell and the input domain is reduced
to computing the intersection of a 3D Voronoi cell and a set of tetrahedra, which
can be done efficiently. The key to an efficient implementation is assigning each
tetrahedron to its incident Voronoi cells, i.e., those Voronoi cells that intersect
with the tetrahedron. Then we only need to compute the intersection between
the tetrahedron and its incident cells. We identify the incident Voronoi cells for
all the tetrahedra using neighborhood propagation.

This work extends our previous work [22] on computing the restricted Voronoi
diagram (RVD) of a mesh surface in the following aspects. There we discuss how
to compute a Voronoi diagram of sites on a triangle mesh surface by restricting
the 3D Voronoi diagram of the sites to the surface, which involves the inter-
section of 3D Voronoi cells with individual triangles of the mesh surface. Also,
in [22], we assume no connectivity information between the triangle elements
and the intersection pairs of Voronoi cells and triangle elements are found with
the assistance of a kd-tree. In this paper, we further improve the efficiency of
surface RVD computation algorithm [22] by replacing the kd-tree query by a
more efficient neighbor propagation approach, assuming the availability of the
mesh connectivity information.

1.1 Previous Work

A detailed survey of the Voronoi diagram is out of the scope of this paper, the
reader is referred to [4,10,15] for the properties and applications of the Voronoi
diagram. Existing techniques can compute the Voronoi diagram for point sites in
2D and 3D Euclidean spaces efficiently. There are several robust implementations
that are publicly available, such as CGAL [1] and Qhull [6].

To speed up the Voronoi diagram computation in specific applications, many
researchers focus on computing approximated Voronoi diagram on discrete spaces
with the help of the GPU (Graphical Processing Unit). Hoff III et al. [12] propose
a technique for computing discrete generalized Voronoi diagram using graphics
hardware. The Voronoi diagram computation is cast into a clustering problem
in the discrete voxel/pixel space. Sud et al. [19] present an n-body proximity
query algorithm based on computing the discrete 2nd order Voronoi diagram on
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the GPU. GPU based algorithms are fast but produce only a discrete approxi-
mation of the true Voronoi diagram.

Yan et al. [22] present a direct algorithm for computing the restricted Voronoi
diagram (RVD) [9] on mesh surfaces. In that method no connectivity informa-
tion between the triangle facets is assumed, and a kd-tree is used to find the
nearest sites of each triangle in order to identify its incident Voronoi cells. The
incident 3D Voronoi cells of each triangle face are identified starting from the
nearest site and the intersection between the triangle and its incident Voronoi
cells is computed by Sutherland’s clipping algorithm [20]. Let m be the number
of triangles and n the number of sites. Then the time complexity of the method
in [22] is O(m logn) assuming that the number of incident cells of each triangle
is bounded, since a kd-tree is used for the nearest site query.

1.2 Outline

The remainder of this paper is organized as follows: We give the problem formu-
lation in Section 2 and the overview of our algorithm in Section 3. We present
our algorithm for computing clipped Voronoi diagram of 3D objects in Section
4. As an application of our algorithm, we present in Section 5 a CVT-based
tetrahedral meshing method built on the top of our new method for computing
the 3D clipped Voronoi diagram. Experimental results are given in Section 6 and
we draw conclusions in Section 7.

2 Problem Formulation

We consider computing the exact clipped Voronoi diagram of closed 3D objects.
Figure 1 illustrates the problem with two 2D examples of the clipped Voronoi
diagram with a convex domain and a non-convex domain, respectively.

(a) (b)

Fig. 1. Clipped Voronoi diagram on 2D convex (a) and non-convex (b) domains. Shaded
cells are boundary Voronoi cells. The number of seeds is 200 for each example.
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Given a set of sites X = {xi}n
i=1 in 3D, the Voronoi diagram of X is defined

by a collection of n Voronoi cells Ω = {Ωi}n
i=1, where

Ωi = {x ∈ R
3, ‖x− xi‖ ≤ ‖x− xj‖, ∀j �= i}.

Each Voronoi cell Ωi is the intersection of a set of 3D half-spaces, delimited by
the bisecting planes of the Delaunay edges incident to the site xi.

LetM denote the input domain, which is assumed to be a connected compact
set in 3D. The clipped Voronoi diagram for the sites X with respect to M is
defined as the intersection of the 3D Voronoi diagram Ω and M, denoted as
Ω|M = {Ωi|M}n

i=1, where

Ωi|M = Ωi

⋂
M = {x ∈M, ‖x− xi‖ ≤ ‖x− xj‖, ∀j �= i},

which is the intersection of the Voronoi cell Ωi and M. We call Ωi|M the clipped
Voronoi cell with respect to M.

3 Algorithm Overview

In this section we describe an efficient algorithm for computing the clipped
Voronoi diagram of 3D objects. We suppose that the domain M is represented
as a set of tetrahedra; other types of convex primitives can be used for this
decomposition as well.

Suppose that the input domain M is given by a tetrahedral mesh, that is
M = {V , T }, where V = {vk}nv

k=1 is the set of mesh vertices and T = {ti}m
i=1 is

the set of tetrahedral elements. Each tetrahedron (tet for short in the following)
ti stores the information of its four incident vertices and four adjacent tets. The
four vertices are assigned indices 0, 1, 2, 3 and so are the four adjacent tets. The
index of an adjacent tet is the same as the index of the vertex which is opposite
to the tet. The boundary ofM is a triangle mesh, denoted as S = {fj}nf

j=1, which
is assumed to be 2-manifold. Each boundary triangle facet fj stores the indices
of three neighboring facets and the index of its containing tet.

The clipped Voronoi cells {Ωi|M} can be classified into two types: inner
Voronoi cells that are contained in the interior ofM and boundary Voronoi cells
that intersect the boundary S of the domain M. Since the inner Voronoi cells
of Ω|M are entirely inside the domain, there is no need to clip them against the
boundary surface S. So we just need to concentrate on computing the boundary
Voronoi cells, see Figure 1 for 2D examples of clipped Voronoi diagrams.

Therefore the problem now is how to identify all the sites whose Voronoi
cells intersect the boundary S. To solve this problem, we first compute the
surface restricted Voronoi diagram (RVD) for all the sites X. The sites whose
Voronoi cells intersect the domain boundary surface are called the boundary
sites and their cells are the boundary Voronoi cells. So we will just compute
the intersection of the boundary Voronoi cells with the domain M. The reader
is referred to [21,22] for details of surface RVD computation. In this paper, we
further improve the RVD computation algorithm by replacing the kd-tree search
in [22] by a more efficient neighbor propagation approach.
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4 Clipped Voronoi Diagram Computation

There are three main steps of our algorithm for computing the clipped Voronoi
diagram:

1. Voronoi diagram construction: This step computes the Delaunay trian-
gulation for the input sites, from which we extract the 3D Voronoi diagram;

2. Surface RVD computation: We compute the surface RVD to identify all
the boundary Voronoi cells;

3. Clipped Voronoi cells construction: The 3D clipped Voronoi cells for all
the boundary Voronoi cells are computed.

In the following, we will explain each step in details.

4.1 Voronoi Diagram Construction

We first build a 3D Delaunay triangulation from input sites X = {xi}n
i=1, using

CGAL. The corresponding 3D Voronoi diagram Ω = {Ωi}n
i=1 is constructed as

the dual of the Delaunay triangulation, as defined in Section 2.

4.2 Surface RVD Computation

For the given set of sites X = {xi}n
i=1 and the boundary surface S, the restricted

Voronoi diagram (RVD) is defined as the intersection of the 3D Voronoi diagram
Ω and the surface S, denoted as R = {Ri}n

i=1, where Ri = Ωi

⋂
S [9]. Each

Ri is called a restricted Voronoi cell (RVC). We compute the surface RVD using
neighbor propagation, which is faster than searching using the kd-tree structure,
as shown by our tests.

Now we are going to explain the propagation steps. Refer to Figure 2. We
start from a seed triangle and one of its incident cells, which can be found by a
linear search function. Here we assume that a triangle f0 of boundary S is the
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Fig. 2. Illustration of propagation process
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seed triangle and the Voronoi cell Ω0 is the corresponding cell of the nearest site
of f0, as shown in Figure 2(a). We use an FIFO queue Q to store all the incident
cell-triangle pairs to be processed. To start, the initial pair {f0, Ω0} is pushed
into the queue. The algorithm repeatedly pops out the pair in the front of Q and
computes their intersection. During the intersection process, new valid pairs are
identified and pushed back into Q. The process terminates when Q is empty.

The key issue now is how to identify all the valid cell-triangle pairs during the
intersection. Assume that {f0, Ω0} is popped out from Q, as shown in Figure 2.
We clip f0 against the bounding planes of Ω0, which has five bisecting planes, i.e.,
[x0,x1], [x0,x2]..., [x0,x5]. The resulting polygon is represented by q0,q1, ...,q5,
as shown in Figure 2(b). Since the line segment q0q1 is the intersection of f0 and
[x0,x1], we know that the opposite cell Ω1 is also an incident cell of f0, thus the
pair {f0, Ω1} is an incident pair. Since the common edge of [f0, f1] has intersection
with Ω0, the adjacent facet f1 also has intersection with cell Ω0, thus the pair
{f1, Ω0} is also an incident pair. So is the pair {f2, Ω0}. The other incident pairs
are found in the same manner. To keep the same pair from being processed
multiple times, we store the incident facet indices for each cell. Before pushing a
new pair into the queue, we add the facet index to the incident facet indices set
of the cell. The pair is pushed into the queue only if the facet is not contained
in the incident facets set of the cell; otherwise the pair is discarded. Each time
after intersection computation, the resulting polygon is made associated with
the surface RVC of the current site. The surface RVD computation terminates
when the queue is empty. Those sites that have non-empty surface RVC are
marked as boundary sites, denoted as Xb = {xi|Ri �= ∅}. The pseudo code of
the algorithm is given in Algorithm 4.1.

Algorithm 4.1. Surface RVD computation algorithm
input : sites X, boundary mesh S
output: surface RVD R of X on S
begin

Ω ← VoronoiDiagram(X) ;
{f0, Ω0} ← FindInitialPair() ;
queue Q← {f0, Ω0} ;
while Q �= ∅ do
{ft, Ωt} ← Q.pop() ;
polygon poly ← Intersect(ft, Ωt) ;
Rt ← Rt

⋃
poly ;

Q.push(NewIncidentPairs(poly)) ;
end

end

4.3 Clipped Voronoi Cells Construction

Once the boundary sites Xb are found, we will compute the clipped Voronoi
cells for these sites. The boundary Voronoi cells computation is similar to the
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surface RVD computation presented in Section 4.2, with the difference that we
restrict the computation on boundary cells only. For each boundary cell, we
have recorded the indices of its incident boundary triangles. We know that the
neighboring tet of each boundary triangle is also incident to the cell. We also
store the indices of incident tet for each boundary cell. The incident tet set is
initialized as the neighboring tet of the incident boundary triangle.

We use an FIFO queue to facilitate this process. The queue is initialized by a
set of incident cell-tet pairs (Ωi, tj), which can be obtained from the boundary
cell and its initial incident tet set.

The pair (Ωi, tj) in front of Q is popped out repeatedly. We compute the
intersection of Ωi and tj again by Sutherland-Hodgman clipping algorithm [20]
and identity new incident pairs at the same time. We clip the tet tj by bounding
planes of cell Ωi one by one. If the current bounding plane has intersection with
tj , We check the opposite Voronoi cell Ωo that shares the current bisecting plane
with Ωi, if Ωo is a boundary cell and tj is not in the incident set of Ωo, a new pair
(Ωo, tj) is found. We also check the neighbor tets who share the facets clipped
by the current bisecting plane. Those cells that are not in the incident set of Ωi

are added to its set, and new pairs are pushed into the queue. After clipping,
the resulting polyhedron is made associated with the clipped Voronoi cell Ωi|M
of site xi. This process terminates when Q is empty.

5 Tetrahedral Mesh Generation

As an application, we implemented an efficient method for tetrahedral meshing
based on centroidal Voronoi tessellation (CVT) [7,8], which utilizes heavily the
computation of the 3D clipped Voronoi diagram. The L-BFGS method in [14]
for computing CVT is used in our implementation. We will briefly describe this
framework and present our experimental results in Section 6.

The centroidal Voronoi tessellation is a special kind of Voronoi tessellation
such that each seed xi coincides with the mass center of its Voronoi region.
In the context of CVT based tetrahedral meshing, the CVT energy function is
defined on the input mesh M, i.e.,

F (X) =
n∑

i=1

∫
Ωi|M

ρ(x)‖x− xi‖2 dσ, (1)

where ρ(x) > 0 is a user-defined density function. When ρ is a constant, we get
a uniform CVT. The reader is referred to [7] for preliminaries of CVT and [14]
for details of convergency analysis of CVT energy functions. We omit them here
since they are not the main contribution of this paper.

There are three steps of the CVT based meshing framework: initialization,
iterative optimization, and mesh extraction. Our mesh generation framework is
illustrated by the example in Figure 3.
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(a) (b) (c) (d)

Fig. 3. Illustration of the proposed tetrahedral meshing algorithm. The wire frame is
the boundary of input mesh. (a) Clipped Voronoi diagarm of initial sites (the boundary
Voronoi cells are shaded); (b) result of unconstrained CVT with ρ = 1; (c) result of
constrained optimization. Notice that boundary seeds are constrained on the surface
S ; (d) final uniform tetrahedral meshing result.

5.1 Initialization

In this step, we build a uniform grid to store the sizing field for adaptive meshing.
Following the approach in [2], we first compute the local feature size (lfs) for all
boundary vertices and then use a fast matching method to construct a sizing
field on the grid. This grid is also used for efficient initial sampling (Figure 3(a)).
The reader is referred to [2] for details.

5.2 Optimization

There are two phases of the global optimization part: unconstrained CVT op-
timization and constrained CVT optimization. In the first phase, we optimize
the positions of the sites inside the input volume without any constraint, which
yields a well-spaced distribution of the sites within the domain, with no sites
lying on the domain boundary surface (Figure 3(b)). In the second phase, we
identify all the boundary sites, i.e. those sites whose Voronoi cells intersect the
domain boundary surface; we project these sites onto the boundary surface and
they will be constrained to the boundary surfaces during the subsequent opti-
mization. Then all the boundary sites and the inner sites are optimized simul-
taneously, again with respect to the CVT energy function (Figure 3(c)). The
details of these steps are explained in the following.

CVT optimization. In the first phase, we use the L-BFGS method [14] to
compute the CVT by minimizing the CVT energy function (Eqn. 1). To apply
the L-BFGS method to minimize the CVT energy function we need the gradient
of the CVT energy function. The partial derivative of the energy function w.r.t.
each site is given by the following equation [13]:

∂F

∂xi
= 2mi(xi − x∗

i ), (2)

here mi =
∫

Ωi|M ρ(x)‖x− xi‖2 dσ, and x∗
i is the centroid given by
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x∗i =

∫
Ωi|M ρ(x)xdσ∫
Ωi|M ρ(x)dσ

. (3)

To integrate this function, each clipped Voronoi cell Ωi|M is split into a set of
sub-tets {τk} by simply connecting the centroid of each clipped polyhedron of
Ωi|M with its triangulated facets (see Section 4.3). As discussed in [2], the exact
integration of the density function may not improve the quality very much, since
the density function is also discretely defined. We use a one-point approximation
of the density function at the centroid of each sub-tet of the Voronoi cells, i.e.,

x∗i =

∑
τk∈Ωi|M ρ(ck)ck · |τk|∑

τk∈Ωi|M ρ(ck) · |τk|
, (4)

where ck and |τk| are the centroid and the volume of sub-tet τk, respectively.
Once the L-BFGS method is used to compute the updated sites, we need to

compute the exact clipped Voronoi cells of these sites in the domainM. Then we
start the next iteration until convergence or some termination condition is met.
After convergence, all the sites of the boundary Voronoi cells will be projected
to the domain boundary surface.

Constrained CVT. During the second phase of optimization, all the boundary
sites will be constrained on the boundary. The partial derivative of the energy
function w.r.t each boundary site is computed as:

∂F

∂xi

∣∣∣∣
S

=
∂F

∂xi
−

[
∂F

∂xi
·N(xi)

]
N(xi), (5)

where N(xi) is the unit normal vector of the boundary surface at the boundary
site xi [14]. The partial derivative with respect to an inner site is still computed
by Eqn. (2). Both boundary and inner sites will be optimized simultaneously,
applying again the L-BFGS method to minimize the CVT energy function.

Sharp features are preserved in a similar way as how the boundary sites are
treated. For example, we project sites on sharp edges on the boundary and allow
them to vary only along these edges during the second stage of optimization.
For details, please refer to [22] where these steps are described in the context of
surface remeshing.

5.3 Final Mesh Extraction

After convergence, we shall extract a well-shaped surface triangle remesh for
the domain boundary as well as a tetrahedral mesh for the domain interior as
the dual of the final CVT. We first compute a boundary remesh S′ from all
the boundary seeds Xb [22]. The final tetrahedral mesh is then extracted by
computing a conformal Delaunay triangulation from S′ and all the inner seeds
(Figure 3(d)).
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6 Experimental Results

Our algorithm is implemented in C++ on both Windows and Linux platform.
We use CGAL [1] for Delaunay triangulation and TetGen [17] for background
mesh generation when the input is given only as a closed boundary mesh. All
the experimental results are tested on a laptop with 2.4Ghz processor and 2Gb
memory.

Efficiency. We first demonstrate the performance of the proposed clipped VD
computation algorithm. We progressively sample points inside an input tetrahe-
dral mesh, which contains 1k boundary triangles and 3, 368 tets. The number
of sites increases from 10 to 6 × e5. The results are shown in Figure 4 and the
timing curves are shown in Figure 5. From the timing curve in Figure 5, we can
see that the time spent on surface RVD computation is much less than Delaunay

(a) (b) (c) (d)

Fig. 4. (a) Input Bone model (3, 368 tets and 1k boundary triangles); (b) clipped
Voronoi diagram of 100 sites; (c) 1k sites; (d) 10k sites
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Fig. 5. Timing curve of clipped Voronoi diagram computation against the number of
sites on Bone model
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Fig. 6. Results of clipped Voronoi diagram computation

Table 1. Statistics of clipped Voronoi diagram computation on various models. |T |
is the number of input tetrahedra. |S| is the number of boundary triangles. |X| is the
number of sites. |Xb| is the number of boundary sites. Time (in seconds) is the total
time for clipped Voronoi diagram computation, including both Delaunay triangulation
and surface RVD computation.

Model |T | |S| |X| |Xb| Time
Twoprism 68 30 1k 572 0.2

Bunny 10k 3k 2k 734 1.8
Elk 34.8k 10.4k 2k 1,173 3.1

Block 77.2k 23.4 1k 659 4.7
Homer 16.2k 4,594 10k 2,797 6.3

Rockerarm 212k 60.3k 3k 1,722 12.1
Bust 68.5k 20k 30k 5k 16.2

triangulation, since only a small portion of all the sites are boundary sites. More
results of clipped Voronoi diagram computation of various 3D objects are given
in Figure 6 and the timing statistics are given in Table 1.

The computational time of the clipped VD computation algorithm is propor-
tional to the total number of incident cell-tet pairs (Section 4.3). Therefore, an
input mesh with a small number of tetrahedral elements would help improve the
efficiency. In our experiments, all the input tetrahedral meshes are generated by
the robust meshing software TetGen [17] with conforming boundary.

Tetrahedral meshing. The complete process of the proposed tetrahedral mesh-
ing framework is illustrated in Figure 3. Figure 7 shows two adaptive tetrahedral
meshing examples, with lfs as the density function. Figure 8 gives two examples
with sharp features preserved. Our framework can generate high quality meshes
efficiently and robustly. The running time for obtaining final results ranges from
seconds to minutes, depending on the size of the input tetrahedral mesh and the
desired number of sites.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 7. Adaptive meshing result of Bone (top row) and Fertility (bottom row). (a)&(e)
Cut-view of input meshes; (b)&(f) clipped Voronoi diagrams of initial samples; (c)&(g)
optimization results; (d)&(h) tetrahedral meshing results.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8. Uniform meshing result of Fandisk (top row) and Joint (bottom row). (a)&(e)
Cut-view of input meshes; (b)&(f) clipped Voronoi diagrams of initial samples; (c)&(g)
optimization results; (d)&(h) tetrahedral meshing results with feature preserved.



Efficient Computation of 3D Clipped Voronoi Diagram 281

7 Conclusion

We have presented an efficient algorithm for computing clipped Voronoi diagram
for closed 3D objects, which has been a difficult problem without an efficient
implementation. As an application, we present a new CVT based tetrahedral
meshing algorithm which combines our fast clipped VD computation with fast
CVT optimization [14]. In the future, we plan to investigate GPU-based methods
to further improve the efficiency.
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Abstract. There are several prevailing methods for selecting knots for
curve interpolation. A desirable criterion for knot selection is whether the
knots can assist an interpolation scheme to achieve the reproduction of
polynomial curves of certain degree if the data points to be interpolated
are taken from such a curve. For example, if the data points are sam-
pled from an underlying quadratic polynomial curve, one would wish to
have the knots selected such that the resulting interpolation curve repro-
duces the underlying quadratic curve; and in this case the knot selection
scheme is said to have quadratic precision. In this paper we propose a lo-
cal method for determining knots with quadratic precision. This method
improves on upon our previous method that entails the solution of a
global equation to produce a knot sequence with quadratic precision.
We show that this new knot selection scheme results in better inter-
polation error than other existing methods, including the chord-length
method, the centripetal method and Foley’s method, which do not pos-
sess quadratic precision.

Keywords: parametric curves, knots, quadratic polynomial,
interpolation.

1 Introduction

The problem of computing parametric interpolating curves is of fundamental im-
portance in computer aided geometric design, scientific computing and computer
graphics. Given a sequence of data points Pi, i = 1, 2, . . . , n, an interpolation
scheme needs the so called knots ti associated with the Pi to produce an in-
terpolation curve P (t) with P (ti) = Pi. The quality of the interpolation curve,
in terms of fairness and interpolation error, depends on not only the particular
interpolation scheme used, but also the selection of the knots ti. This paper
addresses the problem of computing knots for a given set of data points.
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There are several existing methods for solving this problem. It is well known
that using a uniform parametrization (that is, the knots ti are equally spaced) to
choose knots generally leads to unsatisfactory results when the distances of the
data points vary greatly. The chord length parametrization is a widely accepted
method for determining knots [1][2][3][4][5][6]. This method produces satisfac-
tory results because the accumulated chord length is a reasonable approxima-
tion to the accumulated arc length. The quality of chordal parametrisation is
discussed recently in the paper[7]. Two other commonly used methods are Fo-
ley’s method [9] and the centripetal method [8], which are the variations of the
chord length method. Our experiments in Section 5 show that, in terms of inter-
polation error, none of these methods has a distinct advantage over the others.
Moreover, in some cases none of these methods can produce a satisfactory result.

The problem of determining knots for constructing B-spline/NURBS curve is
discussed [12][13], where the knots are determined using an energy-optimization
method. Other recent methods of determining knots can be found in [14][15][16].

One property shared by many of the above methods for knot selection is lin-
ear precision, which means that, roughly speaking, using the knots provided by
such a method, the resulting interpolation curve will be a linearly parameterized
straight line if the data points are sampled from a straight line. By approxima-
tion theory, in general, a smooth function with bounded derivatives is better
approximated with a polynomial of higher degree. This means that a higher
order precision would in general lead to an interpolation curve with a smaller
interpolation error. Our contribution is a new, local knot selection method with
quadratic precision.

Since the notion of quadratic precision is central to our method, it deserves
some elaboration. Suppose that we have a curve interpolation scheme that takes
in a set of data points Pi = (xi, yi) and knots ti to produce polynomial functions
x(t) and y(t) that form a parametric curve P (t) = (x(t), y(t)) to interpolate
the points Pi = (xi, yi); that is, x(ti) = xi and y(ti) = yi, i = 1, 2, . . . , n.
Now consider two arbitrary quadratic functions g(t) and h(t). Suppose that the
coordinates {xi} and {yi} of the data points Pi are sampled from g(t) and h(t)
with the same variable values ti in the increasing order; that is, g(ti) = xi and
h(ti) = yi, i = 1, 2, . . . , n. Then the interpolation scheme is said to have quadratic
functional precision if, with the same ti as knots, it produces an interpolation
curve P (t) = (x(t), y(t)) of the points Pi such that x(t) = g(t) and y(t) = h(t).
That is to say, the original curve G(t) = (g(t), h(t)) on which the data points lie
is reproduced by the interpolation scheme.

However, in a curve interpolation problem, only the data points are specified
and the knots ti are not provided as part of the input; they need to be estimated
by some knot selection method before applying a curve interpolation scheme.
Hence, even when an interpolation scheme possessing the quadratic functional
precision is used and the data points are sampled from a quadratic polynomial
curve G(t), without an appropriate set of knots ti, the resulting interpolation
curve P (t) may still not reproduce the curve G(t).

Now we give the definition of quadratic precision of a knot selection scheme.
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Definition. Suppose that an interpolation scheme possessing quadratic func-
tional precision is used to compute an interpolation curve for a set of given data
points {Pi}, i = 1, 2, . . . , n. A method for computing knots ti from {Pi} is said
to have quadratic precision if, for any set of data points {Pi} sampled from
any quadratic curve G(t), it produces the knots ti such that with these knots the
interpolation scheme reproduces G(t) as the interpolation curve.

The first author of the present paper and his co-workers propose a method
in [10], to be referred to as the ZCM method, that solves a global equation
to find knots with quadratic precision. Here we preset a new, local method
that computes knots with quadratic precision without having to solve a global
equation. In contrast, the knots computed by the chord length, Foley’s method
and the centripetal methods have linear precision but not quadratic precision.

The remainder of the paper is organized as follows. The idea of the new
method is described in Section 2. In Section 3, we discuss how to compute
the local knot sequences for each data point from its neighboring points. In
Section 4, we use a normalization scheme to merge the local knot sequences into a
global, consistent knot sequence with quadratic precision.The comparison of the
new method with the chord length method, Foley’s method and the centripetal
methods is presented in Section 5, and we conclude the paper in Section 6.

2 Basic Idea

The main idea of the method is as follows. We locally estimate the intervals be-
tween consecutive knots based on quadratic curves interpolating each set of four
consecutive data points, assuming that such four points form a locally convex
configuration (i.e. no inflection). Then these local knot intervals are registered
together via a normalization scheme to determine a global knot sequence. When
the data points are sampled from a quadratic curve, the quadratic curves inter-
polating each set of four consecutive data points become the same curve, since
a quadratic curve (i.e. a parabola) is uniquely determined by four points on it.
We shall show that the global knot sequence thus chosen possesses quadratic
precision.

Let Pi = (xi, yi), 1 ≤ i ≤ n, be a set of distinct data points. Four consecutive
data point Pi+k, k = 0, 1, 2, 3, form a convex chain if PiPi+1Pi+2Pi+3Pi is a
convex polygon. For the moment, we assume that every point Pi = (xi, yi), 1 ≤
i ≤ n, belongs to at least two convex chains. For example, in Figure 3, the point
Pi belongs to the convex chains {Pi−2, Pi−1, Pi, Pi+1} and {Pi, Pi+1, Pi+2, Pi+3}.

Let ti denote the knots to be assigned for the points Pi, 1 ≤ i ≤ n. Our goal
is to determine the ti in such a way that, if the Pi are taken from a parametric
quadratic polynomial, i.e.,

Pi = Aξ2i +Bξi + C, 1 ≤ i ≤ n, (1)

then ti = αξi + β, 1 ≤ i ≤ n, for some constants α and β. This will ensure the
quadratic precision, since a linear transform of the knots does not affect the type
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of interpolation curves produced by an interpolation scheme that has quadratic
functional precision.

Suppose that the data points Pi, 1 ≤ i ≤ n, are taken from a parametric
quadratic polynomial P (ξ) = (x(ξ), y(ξ)) defined by

x(ξ) = X2ξ
2 +X1ξ +X0,

y(ξ) = Y2ξ
2 + Y1ξ + Y0.

(2)

Then any four consecutive data points {Pi−2, Pi−1, Pi, Pi+1}, i = 3, 4, · · · , n −
1(see Figure 1) will uniquely determine a quadratic polynomial curve Pi(t) which
is the same as P (ξ) in Eqn. (2), but possibly with a different parameterization.
Since any two proper parameterizations of a quadratic curve differ by a linear
reparameterization, it follows that t = αξ + β, for some constants α and β.

Let t(0)j = αiξj + βi denote the knots computed with respect to Pi(t) for the
four consecutive data points {Pi−2, Pi−1, Pi, Pi+1}. Suppose that the next four
data points determine the quadratic curve Pi+1(t). Let t(1)j = αi+1ξj + βi+1
denote the knots computed with respect to Pi+1(t) for the four consecutive data
points {Pi−1, Pi, Pi+1, Pi+2}. Thus, we will have two sets of knot values t(0)j and

t
(1)
j for the three data points Pj , j = i− 1, i, i+ 1, derived from the two possibly

different parameterizations Pi(t) and Pi+1(t) of the same quadratic curve P (ξ).
Since the two sequences of knots t(0)j and t

(1)
j , j = i − 1, i, i + 1, are both

linearly related to ξi, it is possible to use a linear mapping to match up the
two sequences. This is, in fact, the key idea that enables us to compute knots
with quadratic precision using only local computation. At the overall level of the
algorithm, suppose that we want to compute a global sequence of knots for the
data points Pi, i = 3, 4, · · · , n−1, that are taken from the same quadratic curve.
We first consider all groups of four consecutive data points and compute locally
the knots of the four points in each group with respect to the quadratic curve
locally determined by these four points; thus each group of points will have its
knot sequence of length 4. Since any two adjacent groups share three common
data points and the two quadratic curves determined respectively by the two
groups of points are the same curve, we can merge their knot sequences using a
linear reparameterization to form a longer knot sequence.

To develop a complete solution based on this idea, we face two tasks: 1)
computing the local knot sequence tj from each group of four consecutive data
points; 2) merging all these local knot sequences into a global knot sequence
that has quadratic precision. These two steps will be explained in the following
sections.

3 Computing Knots from Neighboring Data Points

In this section, we will consider how to locally compute the knots of three
consecutive points {Pi−1, Pi, Pi+1} from their neighboring points. Consider a
data point Pi and its neighboring points Pi−2, Pi−1, Pi+1, and Pi+2. Let Pi(t)
and Pi+1(t) be the two quadratic curves determined respectively by the first
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Fig. 1. Five data points

group of four points {Pi−2, Pi−1, Pi, Pi+1} and the next group of four points
{Pi−1, Pi, Pi+1, Pi+2}, assuming each group forming a convex chain. Note that
the three points {Pi−1, Pi, Pi+1} are shared by both groups. We will discuss
how to compute the knots t(0)j of the three points {Pi−1, Pi, Pi+1} with respect

to Pi(t) and the knots t(1)j of the three points with respect to Pi+1(t). In the
general case where the five points Pi−2, Pi−1, Pi, Pi+1 are not taken from the
same quadratic curve, since the knots t(0)j and t(1)j , j = i− 1, i, i+ 1, cannot be
matched up by a linear mapping, we will need to generate the local knots for
{Pi−1, Pi, Pi+1} via an appropriate averaging of the t(0)j and t(1)j , j = i−1, i, i+1.

Let Pj = (xj , yj), i − 2 ≤ j ≤ i + 2, be five consecutive points, where
i = 3, 4, · · ·, or n − 2. For the moment, assume that these five points form a
convex chain and no three consecutive points of them are collinear. Then, for
brevity, via an affine mapping, the five points can be mapped to have the coor-
dinates (xi−2, yi−2), (0, 1), (0, 0), (1, 0) and (xi+2, yi+2), respectively, as shown
in Figure 1. Such an affine mapping does not affect our argument since the
correspondence between a group of four points and the unique quadratic curve
determined by the four points is invariant under affine mappings. Let Q(s) be the
quadratic curve that interpolates Pi−1, Pi, and Pi+1. Taking advantage of linear
reparameterization, we may assume Q(0) = Pi−1, Q(si) = Pi, and Q(1) = Pi+1,
for some constant si in (0, 1). It can be shown that Q(s) = (x(s), y(s)) has the
expression

x = x(s) =
s(s− si)
1− si

,

y = y(s) =
(s− si)(s− 1)

si
.

(3)

The freedom of choosing si ∈ (0, 1) indicates that one more point is needed to
uniquely determine Q(s). So next we will fix si by requiring Q(s) to further
interpolate Pi+2. By the first equation of (3), replacing s(s − si) of the second
equation of (3) by (1 − si)x, we get

(1− si)x = s(s− si),
s = x+ (1− x− y)si.

(4)
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Substituting the second equation of (4) into the first one and arranging, the
implicit equation of the quadratic curve Q(s) is found to be

w(x, y) = a(x, y)s2i + b(x, y)si + c(x, y) = 0, (5)

where
a(x, y) = (1− x− y)(x + y),
b(x, y) = −2x(1− x− y),
c(x, y) = (1− x)x.

Since Pi+2 = (xi+2, yi+2) is a point on this curve, substituting (xi+2, yi+2) for
x, y in Eqn. (5) yields the two roots of si:

sr
i =

1
xi+2 + yi+2

(
xi+2 ±

√
xi+2yi+2

xi+2 + yi+2 − 1

)
. (6)

Substituting (xi+2, yi+2) and (6) into (4) yields

si+2 = ∓
√

xi+2yi+2

xi+2 + yi+2 − 1
+ sr

i .

Since si+2 > 1 and sr
i < 1, it follows

sr
i =

1
xi+2 + yi+2

(
xi+2 −

√
xi+2yi+2

xi+2 + yi+2 − 1

)
. (7)

Substituting si+2 > 1 into (3) gives xi+2 > 1 and yi+2 > 0, so the point Pi+2 =
(xi+2, yi+2) should be in the dotted region in Figure 1 in order for the solution
sr

i to be real. This means that the four data points need to form a convex chain
in order to uniquely determine a quadratic polynomial.

On the other hand, if we require Q(s) to interpolate Pi−2, instead of Pi+2, by
a similar argument we get another knot sl

i for Pi, given by

sl
i =

1
xi−2 + yi−2

(
xi−2 +

√
xi−2yi−2

xi−2 + yi−2 − 1

)
. (8)

When the five points Pj = (xj , yj), i − 2 ≤ j ≤ i+ 2, are taken from the same
quadratic curve, we have sl

i = sr
i . However, for data points given in general

positions (but still assumed to form a convex chain), these five points may not
lie on the same underlying quadratic curve, so we may have sl

i �= sr
i . In this case

we would need to reconcile the two values to determine a knot si for Pi. An
obvious choice would be to set si = (sl

i + sr
i )/2. But, in the following we will

propose a more elaborate scheme to get si from sl
i and sr

i , to further improve
the estimate of si.

Substituting (xi−2, yi−2) and (xi+2, yi+2) into (5), respectively, one gets the
following equations

a(xi−2, yi−2)s2i + b(xi−2, yi−2)si + c(xi−2, yi−2) = 0,
a(xi+2, yi+2)s2i + b(xi+2, yi+2)si + c(xi+2, yi+2) = 0.

(9)



Selecting Knots Locally for Curve Interpolation with Quadratic Precision 289

�

�

1
� � �

w(xi+2, yi+2)
w(xi−2, yi−2)

si�
sm

i

�
��

sl
i

�
��

sr
i

Fig. 2. Positions of sl
i, sm

i and sr
i

From these equations another estimate of si is given by

sm
i =

c(xi+2, yi+2)a(xi−2, yi−2)− c(xi−2, yi−2)a(xi+2, yi+2)
b(xi−2, yi−2)a(xi+2, yi+2)− b(xi+2, yi+2)a(xi−2, yi−2)

. (10)

Thus, we have now three estimates sl
i, s

m
i , s

r
i for si, as indicated in Figure 2.

Now we are going to compute si as a combination of sl
i, s

m
i and sr

i , defined
by (8), (10) and (7), respectively. Substituting si defined by (7), (8) and (10)
into w(x, y) (5), the corresponding w(x, y)’s are denoted by wr(x, y), wl(x, y)
and wm(x, y), respectively. The discussion above shows that, in general, wr(x, y)
passes (xi+2, yi+2) and approximates (xi−2, yi−2), wl(x, y) passes (xi−2, yi−2)
and approximates (xi+2, yi+2), while wm(x, y) approximates both (xi−2, yi−2)
and (xi+2, yi+2). Let

ατ
i =

√
wτ (xi−2, yi−2)2 + wτ (xi+2, yi+2)2,

τ = l,m, r.

If αl
i = αm

i = αr
i = 0, then sl

i = sm
i = sr

i , and we simply set si = sl
i. Otherwise,

as among sl
i, s

m
i and sr

i , none is better for defining si than the rest two ones, si

is defined by the weighted combination of sl
i, s

m
i and sr

i as follows

si =
αm

i α
r
i s

l
i + αl

iα
r
i s

m
i + αl

iα
m
i s

r
i

αm
i α

r
i + αl

iα
r
i + αl

iα
m
i

. (11)

Note that wl(xi−2, yi−2) = 0 and wr(xi+2, yi+2) = 0, so, αl
i = |wl(xi+2, yi+2)|

and αr
i = |wr(xi−2, yi−2)|.

So far we have excluded the cases where the point Pj , j = i−2, i−1, i, i+1, i+2,
do not form a convex chain or some three consecutive points of them are collinear.
Now we need to address these cases.

If Pi−1, Pi and Pi+1 are on a straight line, then we set

si =
|Pi−1Pi|

|Pi−1Pi|+ |PiPi+1|
. (12)

This choice makes the quadratic polynomial which passes Pi−1, Pi and Pi+1 be
a straight line with the magnitude of the first derivative being a constant. Such
a straight line is the most naturally defined curve one can get in this case.
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Fig. 3. Data points whose convexity changes sign

When the data points Pj , j = i− 2, i− 1, i, i+ 1, i+ 2, do not form a convex
chain, as shown in Figure 3, the knot si for Pi is computed by (8) using the points
{Pi−2, Pi−1, Pi, Pi+1}, and the knot si+1 for Pi+1 is computed by (7) using the
points {Pi, Pi+1, Pi+2, Pi+3}.

Finally, for the end data points, s2 corresponding to Q2(s) is determined
using the four points Pj , j = 1, 2, 3, 4, and sn−1 corresponding to Qn−1(s) is
determined using points the Pj , j = n− 3, n− 2, n− 1, n.

4 Merging Local Knots Sequences

So far we have computed the local knots 0, si, 1 for the three points Pi−1, Pi, Pi+1
with respect to two locally interpolating quadratic curves Pi(t) and Pi+1(t).
These knots define the knot interval [0, si] between Pi−1 and Pi, and the knot
interval [si, 1] between Pi and Pi+1; we will associate the lengths of these two
intervals, i.e. si and 1− si, with the point Pi, and still call them knot intervals.
Even when all the data points Pi are taken from the same quadratic curve,
the knot intervals associated with different points may not be equal due to the
different linear scales of different parameterizations. In this section, we introduce
a normal form of a quadratic curve and use it to merge all the knot intervals
associated with different points Pi, i = 2, 3, . . . , n − 1, into a consistent global
knot sequence with respect to the same parameterization of a quadratic curve.

Any quadratic curve Pi(t) = (xi(t), yi(t)), where

xi(t) = Xi,2t
2 +Xi,1t+Xi,0,

yi(t) = Yi,2t
2 + Yi,1t+ Yi,0

(13)

can be transformed by a rigid transformation and a linear reparameterization
into the form

x̄i(s) = s2 + X̄1s+ X̄0,
ȳi(s) = s2 + Ȳ1s+ Ȳ0,

(14)
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with Xi,2 �= 0 or Yi,2 �= 0. The transformations and reparameterization required
are

x̄ = x cos βi + y sinβi

ȳ = −x sinβi + y cosβi
(15)

where
cosβi =

Xi,2 + Yi,2√
X2

i,2 + Y 2
i,2

, sinβi =
Yi,2 −Xi,2√
X2

i,2 + Y 2
i,2

,

and

X̄0 = cosβiXi,0 + sinβiYi,0, Ȳ0 = − sinβiXi,0 + cosβiYi,0

X̄1 =
cosβiXi,1 + sinβiYi,1√
cosβiXi,2 + sinβiYi,2

, Ȳ1 =
− sinβiXi,1 + cosβiYi,1√

cosβiXi,2 + sinβiYi,2
, (16)

and
s = (X2

i,2 + Y 2
i,2)

1
4 t. (17)

For Pi−1, Pi and Pi+1, i = 2, 3, · · · , n − 1, the parametric quadratic polyno-
mial Qi(s) = (xi(s), yi(s)) which interpolates Pi−1, Pi and Pi+1 at 0, si and 1,
respectively, is

xi(s) = Xi,2s
2 +Xi,1s+ xi−1,

yi(s) = Yi,2s
2 + Yi,1s+ yi−1,

(18)

where
Xi,2 =

xi−1 − xi

si
+
xi+1 − xi

1− si
,

Xi,1 = − (xi−1 − xi)(si + 1)
si

− (xi+1 − xi)si

1− si
,

Yi,2 =
yi−1 − yi

si
+
yi+1 − yi

1− si
,

Yi,1 = − (yi−1 − yi)(si + 1)
si

− (yi+1 − yi)si

1− si
.

(19)

When we convert the quadratic curve Qi(s) in Eqn. (18) to the normal form
in Eqn. (14), by the reparameterization (17), the knot intervals si and 1 − si

associated with Pi become

Δi
i−1 = (X2

i,2 + Y 2
i,2)

1
4 si,

Δi
i = (X2

i,2 + Y 2
i,2)

1
4 (1− si),

(20)

where Xi,2 and Yi,2 are defined in (19).
If Pi−1, Pi and Pi+1 are on a straight line, then with (16) and (12), it is easy

to prove that
Δi

i−1 = |Pi−1Pi|,
Δi

i = |PiPi+1|.
(21)

Hence, by mapping each Qi(s) into the normal form, for each pair of consecutive
points Pi and Pi+1 there are two knot intervals Δi

i and Δi+1
i , 2 ≤ i ≤ n− 1. We

have Δi
i = Δi+1

i if all the data points are taken from the same quadratic curve.
But, in general, Δi

i �= Δi+1
i . Furthermore, for end data points, there is only one
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knot interval, Δ1
1, for the pair P1 and P2; and there is one knot interval, Δn−2

n−1,
for the pair Pn−1 and Pn.

We first average the two sequences of knot intervals, {Δi
i} and {Δi+1

i }, into
a single sequence of knot intervals, {Δi}, i = 1, 2, . . . , n− 1, as follows.

Δ1 = Δ1
1,

Δi =
2Δi

iΔ
i+1
i

Δi
i +Δi+1

i

, i = 2, 3, · · · , n− 2,

Δn−1 = Δn−2
n−1.

From the knot intervals {Δi}, we compute the global knot sequence {ti}, i =
1, 2, . . . , n, as follows.

t1 = 0,
ti+1 = ti +Δi, i = 1, 2, · · · , n− 1.

(22)

5 Experiments

We will present two test examples to compare our new local knot selection
method with the chord length method, Foley’s method, and the centripetal
method. The comparison is performed by using the knots computed with these
methods in the construction of a parametric cubic spline interpolant. In the first
example, the data points used in the comparison are taken from the ellipse,
F (s) = (x(s), y(s) defined by

x(s) = 3 cos(2πs),
y(s) = 2 sin(2πs).

The four methods are compared on non-uniform data points produced by divid-
ing the interval s ∈ [0, 1] into n subintervals, n = 20, 40, 80, i.e., si is defined as
follows:

si = [i+ λsin(i ∗ (n− i))]/n, i = 0, 1, 2, · · · , n, (23)

where λ = 0.1, which makes the distance between two adjacent points being
unequal.

The four methods are evaluated in terms of the absolute error E(t) defined
by

E(t) = min
s
{|P (t)− F (s)|}

= min
s
{|P̃i(t)− F (s)|, si−1 ≤ s ≤ si}, i = 0, 1, 2, · · · , n− 1,

where P (t) denotes one of the splines constructed by the four methods, P̃i(t) is
the corresponding part of P (t) on the subinterval [ti−1, ti], and F (s) is the above
ellipse. For point P̃i(t), min{|P̃i(t) − F (s)|, si−1 ≤ s ≤ si} means the shortest
distance from the point P̃i(t) to the curve segment F (s).
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Table 1. Maximum absolute errors

Error New chord Foley centripetal
n=20 4.6e-4 8.41e-4 7.48e-3 1.02e-2
n=40 2.02e-5 7.11e-5 5.54e-4 1.17e-3
n=80 3.01e-6 4.25e-6 1.06e-4 4.60e-4

(a) 2400*E(t) by the new method

(b) 1200*E(t) by the chord length method

(c) 120*E(t) by Foley’s method

(d) 96*E(t) by the centripetal method

Fig. 4. Error curves by the four methods

The four methods have been compared on data points defined by (23). The
maximum values of the error curve E(t) generated by the four methods are
shown in Table 1. For n = 20, the error curves by the four methods are shown
in Figure 4.

In the second example, the four methods are compared using data points taken
from a Bézier curve of degree eight, F (s) = (x(s), y(s)). The control points of
the curve are {(0, 0), (19, 24), (39, 43), (58, 37), (78, 0), (98,−50), (141,−81),
(164,−64), (188, 0)}. To prevent large errors from occurring near the end points
(x0, y0) and (xn, yn), n = 20, 40, 80, the tangent vectors of F (s) at s = 0 and
s = 1 are used as the end conditions to construct the cubic splines. The maximum
values of the error curve E(t) generated by the four methods are shown in Table
2. For n = 20, the error curves by the four methods are shown in Figure 5.

The two test examples show that our method leads to smaller interpolation
error than all the other three methods. It is about half of the error of the chord
length method, and about one order of magnitude smaller than Foley’s method
and the centripetal method.
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Table 2. Maximum absolute errors

Error New chord Foley centripetal
n=20 4.92e-3 2.47e-2 4.33e-2 9.60e-2
n=40 1.60e-3 2.16e-3 7.64e-3 2.26e-2
n=80 3.348e-4 3.94e-4 1.75e-3 7.71e-3

(a) 180*E(t) by the new method

(b) 45*E(t) by the chord length method

(c) 30*E(t) by Foley’s method

(d) 12*E(t) by the centripetal method

Fig. 5. Error curves by the four methods

6 Conclusions and Future Work

A new method for choosing knots in parametric curve interpolation has been
presented. The new method can be used in polynomial curve interpolation as
well as in spline curve interpolation. The chosen knots have a quadratic precision,
meaning that, from the approximation point of view, the new method is better
than the chord length method, the centripetal method, and Foley’s method. Our
experiment results also indicate that if the polygon formed by the data points
does not has any inflection, that is, globally convex, then the new method in
general gives better approximation than the other three methods.

While the approximation error produced with the new method is relatively
small, it is however more involved than the other existing methods. Therefore
a further research problem is to devise a simpler method for computing knots
with quadratic precision.
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It is known that, when constructing a cubic spline interpolant, with the
suitable two end conditions and the knots, the constructed parametric cubic
spline reproduces parametric cubic polynomials. Our next work is to investigate
whether there is a method of choosing knots with cubic precision.
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Abstract. In this work, we study the spectra and eigenmodes of the
Hessian of various discrete surface energies and discuss applications to
shape analysis. In particular, we consider a physical model that describes
the vibration modes and frequencies of a surface through the eigenfunc-
tions and eigenvalues of the Hessian of a deformation energy, and we
derive a closed form representation for the Hessian (at the rest state of
the energy) for a general class of deformation energies. Furthermore, we
design a quadratic energy, such that the eigenmodes of the Hessian of
this energy are sensitive to the extrinsic curvature of the surface.

Based on these spectra and eigenmodes, we derive two shape sig-
natures. One that measures the similarity of points on a surface, and
another that can be used to identify features of the surface. In addition,
we discuss a spectral quadrangulation scheme for surfaces.

1 Introduction

The spectrum and the eigenfunctions of the Laplace-Beltrami operator of a sur-
face have stimulated much recent work in shape analysis and geometry process-
ing, ranging from parametrization, segmentation, and symmetry detection to
shape signatures and mesh filtering. Such methods profit from the properties of
the eigenfunctions of the Laplace-Beltrami operator. For example, on a curved
surface they form an orthogonal basis of the space of L2-functions on the surface.
Furthermore, the Laplacian depends only on the metric of the surface, hence the
eigenvalues and eigenfunctions are invariant under isometric deformations of the
surface. However, there are disadvantages as well. For example, a consequence
of the invariance to isometric deformations is an insensitivity to extrinsic fea-
ture of the surface, like sharp bends, that are of essential importance for some
applications.

Contributions. In this work we derive operators, whose eigenmodes and spec-
tra can serve as alternatives to the spectrum and modes of the Laplacian for
applications in geometry processing and shape analysis. On the one hand, the
eigenfunctions of these operators share properties with the eigenfunctions of the
Laplacian, e.g., they form an orthogonal basis of an adequate space of variations
of the surface. On the other hand, there are fundamental differences, e.g., these
eigenfunctions depend (not only on intrinsic quantities but also) on the extrinsic

B. Mourrain, S. Schaefer, and G. Xu (Eds.): GMP 2010, LNCS 6130, pp. 296–314, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Eigenmodes of Surface Energies for Shape Analysis 297

curvature of the surface. We consider two different settings: vibration modes and
frequencies of surfaces derived from deformation energies, and eigenvalues and
eigenmodes of the Hessian of quadratic energies that are defined on a space of
functions on a surface.

On a planar domain, the eigenfunctions of the Laplacian serve as a model
for the vibration modes of a flat plate (Chladni plates). For curved surfaces
more elaborate models are required to describe the vibration modes of a surface.
We consider a physical model that describes vibration modes of a surface mesh
through the eigenfunctions of the Hessian of a deformation energy. In general,
computing the Hessian of a deformation energy is a delicate and laborious task.
But, to compute the vibration modes we do not need to compute the Hessian at
all points in the space of possible surfaces, but only at the point that represents
the reference surface. We derive a simple formula, that can be used to compute
the Hessian at the reference surface for a general class of deformation energies.
We hope that this framework will stimulate further exploration of the eigenmodes
and eigenfrequencies of deformation energies.

The Dirichlet energy of a surface is a quadratic functional on an appropriate
space of functions on a surface. The Hessian of this energy is the Laplace- Bel-
trami operator of the surface. We propose a quadratic functional that can be
derived from the Dirichlet energy, but is not intrinsic. The eigenfunctions of this
energy are sensitive to the extrinsic curvature of the surface.

We discuss three applications that use the proposed eigenmodes and spectra.
We define two (multi-scale) signatures, the vibration signature, based on the
vibration modes, and the feature signature, based on the eigenmodes of the
modified Dirichlet energy. To each of the two signatures we associate a (multi-
scale) pseudo-metric on the surface. The resulting vibration distance can be
used as a similarity measure on the surface and the feature distance can identify
features of a mesh. Furthermore, we test the spectral surface quadrangulation
method of Dong et al. [6] with specific vibration modes, instead of eigenfunctions
of the Laplacian. The resulting quadrangulation, in our opinion, aligns better
with the extrinsic curvature of the surface.

Related work. Recently, we have seen a boom of papers that use the eigen-
values and eigenfunctions of the Laplace-Beltrami operator as an ingredient to
algorithms in geometry processing and shape analysis. An overview of this de-
velopment can be found in the recent survey by Zhang et al. [29] and in the
course notes of a Siggraph Asia 2009 course held by Lévy and Zhang [16]. Here,
we can only briefly outline the work that has been most relevant for this paper.

The spectrum of the Laplace-Beltrami operator of a Riemannian manifold
contains a significant amount of information about the manifold and the metric.
Though it does not fully determine the Riemannian manifold, it can be used
as a powerful shape descriptor of a class of isometric Riemannian manifolds.
Reuter et al. [21,22] use the spectrum of the Laplace-Beltrami operator to con-
struct a finger print of surfaces, which they call the Shape-DNA. By construction
this finger print is invariant under isometric deformations of a surface. Among
other applications the Shape-DNA can be used for shape matching, copyright
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Fig. 1. Visualization of modes of different energies. First column shows the Laplacian
eigenmodes, second column the eigenmodes of the modified Dirichlet energy EN

D , and
third column the vibrations modes derived from the thin shell energy restricted to
normal variations.

protection, and database retrieval. Rustamov [23] developed the Global Point
Signature (GPS), a signature that can be used to classify shapes up to isometry.
Based on GPS, Ovsjanikov et al. [17] developed a method for the detection of
global symmetries in shapes. Dong et al. [6] present an elegant technique that
uses the Morse-Smale complex (and the quasi-dual complex) of a carefully chosen
Laplace eigenfunction to generate a coarse quadrangulation of a surface mesh.
This approach was extended by Huang et al. [14], who design a least-squares op-
timization routine that modifies the selected Laplace eigenfunction (and hence
its Morse-Smale complex) and provides a user with control of the shape, size,
orientation, and feature alignment of the faces of the resulting quadrangula-
tion. The computation of the spectrum and eigenfunctions of the Laplacian is
a delicate and computationally expensive task, even for medium sized meshes.
Vallet and Lévy [27] propose an efficient shift-and-invert Lanczos method and
present an implementation that is designed to handle even large meshes. Using
the eigenfunctions of the Laplacian, one can compute the heat kernel of the sur-
face. Sun et al. [26] propose a surface signature based on the heat kernel and
use the signature to derive a measure for the geometric similarity of different
regions of the surface. Due to its construction, this measure is invariant under
isometric deformations of the surface. Independent of this work, Gebal et al. [10]
propose a similar signature, named the Auto Diffusion Function, and use it for
mesh skeletonization and segmentation.

Modal analysis is a well established technique in structural mechanics and
mechanical engineering, that aims at computing the modes and frequencies of
an object during vibration. In graphics, it is mainly used to speed up physical
simulations, see [18, 12,2,4]. Recently, Huang et al. [15] use vibration modes of
a surface to decompose it into physically meaningful parts. They compute the
modes of the surface from the Hessian of the as-rigid-as-possible deformation
energy, which was proposed by Sorkine and Alexa [25].
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In physical simulation, thin shell models describe the dynamics of a thin
flexible structure that has a curved undeformed configuration. For example, in
cloth simulation thin shells are used to describe folds and wrinkles [3]. Common
discrete models [1, 3, 11, 9] describe the middle surface of a thin shell by a mesh
and measure the bending of the surface at the edges of the mesh. Of particular
interest for this work is the model of Grinspun et al. [11] that uses a discrete
energy to simulate thin shells.

2 Deformation Energies

In this section, we consider discrete deformation energies that are defined for
surface meshes in R3. Such energies measure the deformation of a mesh from a
reference mesh. A surface mesh is given by the positions of the vertices and the
combinatorial information which vertices form triangles. Here, we vary only the
positions of the vertices and leave the combinatorial information unchanged. The
positions of the vertices can be written in one 3n-vector x, where n is the number
of vertices. Hence, we can identify the space of meshes (with fixed combinatorics)
with R3n.

A general deformation energy. We consider deformation energies of the
following form:

E(x) =
1
2

∑
i
ωi(x̄) (fi(x) − fi(x̄))

2
, (1)

where x is a surface mesh and x̄ a fixed reference mesh. In this equation, the
sum can run over the edges, the vertices, or the triangles of x, and the fi’s and
ωi’s are elementary functions, which e.g. measure angles, length of edges, or
area of triangles. The weights ωi must be positive and we require E to be twice
continuously differentiable around x̄. Then, E has global minimum at x̄, which
implies that the gradient of E at x̄ vanishes and that the Hessian of E at x̄ is
positive semi-definite.

As an example of such an energy we consider a discrete energy that is designed
for thin shell simulation.

Discrete shells. If we regard the surface mesh as a thin shell, then a physical
model of thin shells provides us with a deformation energy. Here, we consider
the discrete shell model of Grinspun et al. [11]. The energy that governs this
model of thin shells is a weighted sum of two components: a flexural energy
and a membrane energy. The weight reflects properties of the material to be
simulated, e.g., in cloth simulation the membrane energy usually gets a high
weight due to the stretching resistance of cloth.

The discrete flexural energy is given as a summation over the edges of the
mesh:

EF =
3
2

∑
i

‖ēi‖2

Āei

(
θei − θ̄ei

)2
, (2)

where θei is the dihedral angle at the edge ei, Aei is the combined area of the
two triangles incident to ei and ‖ei‖ is the length of the edge. The quantities
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Fig. 2. Two eigenmodes of the lower spectrum on the double torus with sharp features,
left: Laplacian, and right: modified Dirichlet energy

‖ēi‖ , Āei , and θ̄ei are measured on the reference mesh. To write this flexural
energy in the general form (1) we set

fi = θei and ωi =
3 ‖ei‖2

Aei

.

The membrane energy consists of two terms: one measuring the stretching of the
edges,

EL =
1
2

∑
i

1
‖ēi‖

(‖ei‖ − ‖ēi‖)2, (3)

and one measuring the change of the triangle areas Ai

EA =
1
2

∑
i

1
Āi

(Ai − Āi)2. (4)

Here the second sum runs over the triangles of the mesh. We can describe EL

in the general form (1) by setting

fi = ‖ei‖ and ωi =
1
‖ei‖

,

and to describe EA we set

fi = Ai and ωi =
1
Ai

.

3 Modes of Deformation Energies

Modal analysis provides ways to compute the modes of a surface with respect to
a deformation energy. To inspect the modes of a mesh, given by a 3n-vector x̄,
we consider a deformation energy E(x) that has x̄ as a reference surface. Then,
we are interested in the eigenvalues and eigenmodes of the Hessian of the defor-
mation energy E at the mesh x̄ ∈ X .

The Hessian of a deformation energy (or more general of a function) does
not depend solely on the differentiable structure of X , but also on the metric
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on X , hence belongs to Riemannian geometry. Therefore, before considering
the Hessian of E we equip X with a metric. Since X equals R3n, the tangent
space TxX at a mesh x can be identified with R3n. We can interpret an element
of TxX as a vector field on x, that assigns a vector in R3 to every vertex of x.
Then, a natural choice of a scalar product on TxX is a discrete L2-product, e.g.,
the mass matrix used in FEM [28] or the discrete L2-product used in DEC [5,27].
We denote the matrix, that describes the scalar product on TxX by Mx. For
completeness, we would like to mention that if x is a mesh that has degenerate
triangles, the discrete L2-product on TxX may be only positive semi-definite.
However, away from the closed set of meshes that have at least one degenerate
triangle, X equipped with the discrete L2-product is a Riemannian manifold.

We denote by ∂Ex the 3n-vector containing the first partial derivatives of E
at x and by ∂2Ex the matrix containing the second partial derivatives at x.
We would like to emphasize that ∂Ex and ∂2Ex do not depend on the metric
on X , whereas the gradient and the Hessian of E do. The gradient of E at x is
given by

gradxE = M−1
x ∂Ex. (5)

The Hessian of E at a mesh x is the self-adjoint operator that maps any tangent
vector v ∈ TxX to the tangent vector hessxE(v) ∈ TxX given by

hessxE(v) = ∇vgradxE, (6)

where ∇ is the covariant derivative of X .

Hessian computation. In general, it is a delicate task to derive an explicit
representation of the Hessian of a deformation energy and often only approxi-
mations of the Hessian are available. Here, we derive a simple explicit formula
for the Hessian of a deformation in the general form (1) at the point x̄, which
involves only first derivatives of the fi’s.

Since the gradient of E vanishes at x̄, one can show that at x̄ the Hessian
of E takes the following form

hessx̄E = M−1
x̄ ∂2Ex̄.

Hence, at x̄ we do not need derivatives of the metric to compute hessx̄E.
Furthermore, to compute the second partial derivatives of E at x̄ we do not
need to calculate second derivatives, but we only need the first derivatives of
the fi’s. We present an explicit formula for ∂2Ex̄ in the following Lemma.

Lemma 1 (Explicit Hessian). Let E be a deformation energy of the form (1).
Then, the matrix ∂2Ex̄ containing the second derivatives of E at x̄ has the form

∂2Ex̄ =
∑

i
ωi(x̄) ∂fi x̄ ∂fi x̄

T , (7)

where ∂fi x̄
T denotes the transpose of the vector ∂fi x̄.
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Fig. 3. Visualization of vibration modes derived from the discrete thin shell energy.
In each row the left most image shows the rest state followed by some deformations
captured by a vibration mode.

The computation of the first derivatives of the fi’s is usually straight forward,
and, in addition, the first derivatives of many elementary quantities are explicitly
stated in the literature. For example, a formula for the first derivative of the
dihedral angle θ can be found in [28] and a formula for the first derivative of the
area of a triangle is contained in [20].

Eigenvalue problem. To get the eigenmodes of hessx̄E, we need to solve the
generalized eigenvalue problem

∂2Ex̄ Φ = λMx̄ Φ, (8)

where Φ ∈ Tx̄X and λ ∈ R. The matrix ∂2Ex̄ is symmetric and at least positive
semi-definite (x̄ is a minimum of E) and Mx̄ is symmetric and positive definite.
Hence, the structure of this problem is similar to the generalized eigenvalue
problem arising in manifold harmonics [23,27]. Fast solvers for this problem are
discussed in [24, 27]. Since hessx̄E is self-adjoint with respect to the discrete
L2-product (given by Mx̄), all eigenvalues of hessx̄E, i.e. the solutions of (8),
are real and the eigenmodes hessx̄E form an orthogonal basis of Tx̄X . If we
L2-normalize the eigenmodes, they form an orthonormal basis of Tx̄X in which
both Matrices ∂2Ex̄ and Mx̄ are diagonal matrices.

Vibration modes. To illustrate the concept of eigenmodes of the Hessian of a
deformation energy, we look at the vibrations of a mesh in a force field induced
by the energy. For simplicity, we consider the case of free vibrations. In general,
the dynamics of a time-dependent mesh x(t) in the space X is governed by a
system of non-linear second-order ODEs of the form

Mx(t)ẍ(t) = f(t, x(t), ẋ(t)),
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see [1]. Here, the mass matrix Mx represents the physical mass of x and f repre-
sents the acting forces. We consider the force field that has E as its potential, i.e.,

f(t, x(t), ẋ(t)) = −∂Ex(t).

In the case of free vibrations, this is the only force. In a more general setting, we
could include damping and exterior forces, see [18]. The equations that govern
the motion of a time-dependent mesh x(t) during free vibration are

gradx(t)E + ẍ(t) = 0, (9)

where we use the definition of the gradient, eq. (5), to simplify the formula. Since
we are interested in meshes x that are (arbitrarily) close to x̄, we expand the
force gradxE into a Taylor series around x̄. Using ∂Ex̄ = 0 (x̄ is a minimum of
E) we get

gradxE = hessx̄E(x− x̄) +O(‖x− x̄‖2). (10)

Then, if we omit the second order term in (10) and plug (9) and (10) together,
we get

hessx̄E u(t) + ü(t) = 0, (11)

where u(t) = x(t) − x̄. This is a system of second-order linear ODEs that are
coupled by hessx̄E. To solve the system we consider a normalized eigenbasis B
of hessx̄E. Written in such a basis, both matrices ∂2Ex̄ and Mx̄ are diagonal
matrices and equation (11) takes the form

Λw(t) + ẅ(t) = 0, (12)

where w is the representation of u in the basis B and Λ is a diagonal matrix
that contains the eigenvalues. The system (12) is decoupled and can be solved
row by row. Each row describes an oscillation around x̄ with frequency

√
λ in

the direction of the eigenmode Φ corresponding to the eigenvalue λ. This means,
that the eigenmodes of problem (8) describe the vibration modes of the mesh x̄
(with respect to the deformation energy E).

The vibrations of a physical system are usually not free, but are affected by
damping forces. Common models for such forces are Rayleigh damping, see [12],
and, even simpler, mass damping, see [18]. We would like to mention that if
Rayleigh (or mass) damping forces are added to the system, it still has the same
vibration modes, see [12].

Normal variations. In addition to arbitrary variations of the vertices of x̄,
we consider variations that restrict every vertex to vary only in direction of the
surface normal at the vertex. Let us fix a normal direction at each vertex of the
mesh. Then, a normal variation is determined by a function on the mesh. This
reduces the eigenvalue problem (11) to an n-dimensional problem. We denote
the restriction of ∂2Ex̄ to the subspace of Tx̄X spanned by the vertex normals
of x̄ by ∂2EN

x̄ . Then, equation (11) reduces to

hessx̄E
N ϕ + ϕ̈ = 0,
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Fig. 4. Visualization of modes of the Laplacian (three images on the left) and modes
of the thin shell energy restricted to normal variations (three images on the right)

where ϕ is a function on the mesh. The corresponding eigenvalue problem is

∂2EN
x̄ ϕ = λMx̄ ϕ,

whereMx̄ is the mass matrix that represents the discrete L2-product of functions
on the mesh x̄.

4 Quadratic Energies

In addition to energies defined on the space of meshes X , we consider energies
that are defined on an appropriate space of functions on a surface. In particular,
we consider the Dirichlet energy, that on a compact smooth surface Σ is defined
for weakly differentiable functions ϕ : Σ → R (that vanish at the boundary of
Σ) by

EΔ(ϕ) =
1
2

∫
Σ

‖gradϕ‖2 dA. (13)

This is an intrinsic energy, therefore, the energy and its eigenmodes do not change
under isometric deformations of the surface Σ. For some applications this is a
desired feature, for other applications it is not. By modifying the Dirichlet energy,
we construct a new energy that is extrinsic.

Assume that Σ is an orientable surface in R3 and let ν denote the normal of
Σ. Then, all three coordinates νk of ν are smooth functions and for a weakly
differentiable function ϕ the product ϕνk is weakly differentiable. We define

EN
Δ (ϕ) =

3∑
k=1

EΔ(ϕνk). (14)
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This energy satisfies the equation

EN
Δ (ϕ) = EΔ(ϕ) +

1
2

∫
Σ

ϕ2(κ2
1 + κ2

2)dA, (15)

where κ1 and κ2 are the principal curvatures of Σ. This means that EN
D (ϕ) is

the sum of the Dirichlet energy of ϕ and the ϕ2-weighted total curvature of Σ.

Discrete energies. In the discrete setting, we consider a mesh x ∈ X and the
space Fx of continuous functions u : x → R that are linear in every triangle.
Such a function is differentiable in the interior of every triangle, and hence one
can directly evaluate the integral (13). For a rigorous treatment of this discrete
Dirichlet energy and a convergence analysis see [7,13]. A function in Fx is already
determined by its function values at the vertices of x, hence it can be represented
by an n-vector. Then, the discrete Dirichlet energy ED is a quadratic functional
on Fx, and for a function u ∈ Fx (represented by an n-vector) ED(u) is explicitly
given by

ED(u) =
1
2
uTS u, (16)

where S is the usual cotan-matrix, see [19,28].
To discretize the energy EN

Δ we fix a normal direction at every vertex of
the mesh, and we denote the oriented unit normal vector at a vertex vi by
N(vi). Then, we say a continuous and piecewise linear vector field V on x is
a normal vector field if for every vertex vi of x the vector V (vi) is parallel to
N(vi). The space of normal vector fields on x is an n-dimensional vector space
and the map that maps a function u ∈ Fx to the normal variation Vu, given by
Vu(vi) = u(vi)N(vi) for all vi ∈ x, is a linear isomorphism. The three coordinate
functions V k

u of Vu are functions in Fx and we define the discrete energy EN
D

analog to eq. (14) by

EN
D (u) =

3∑
k=1

ED(V k
u ).

A simple calculation shows that the energy EN
D satisfies

EN
D (u) =

1
2
uTAu, (17)

where the formula
Aij = 〈N(vi), N(vj)〉Sij

relates the entries Aij of the matrix A to the entries Sij of the cotan-matrix S.
The computation of the Hessian of the Dirichlet energy ED and the energy

EN
D is simple. Both energies are quadratic, therefore the Hessian is constant

and the matrices ∂2ED and ∂2EN
D are the matrices S and A given in equations

(16) and (17). The metric we consider on Fx is the discrete L2-product given
by the mass matrix M . The eigenvalues and eigenfunctions of the Hessian of
ED (resp. EN

D ) satisfy the generalized eigenvalue problem S φ = λ M φ (resp.
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v

Fig. 5. Vibration distance to the marked vertex v of the Armadillo model in three
colorings: continuous coloring from white being similar to red being dissimilar to v and
binary colorings with two different thresholds where blue vertices are similar to v

Aφ = λ M φ). To abbreviate the terminology, we call these eigenvalues and
eigenfunctions the eigenvalues and eigenmodes of the energy ED (resp. EN

D ).
Similar to the vibration modes of a deformation energy, the eigenmodes of ED

and EN
D are orthogonal with respect to M . We would like to remark that the

Hessian of the ED is the discrete Laplace-Beltrami operator and therefore the
eigenmodes and eigenvalues of ED agree with the eigenfunctions and eigenvalues
of the discrete Laplace-Beltrami operator.

Modes of EN
D . As illustrated in Figures 1 and 2, the eigenmodes of ED and EN

D

differ significantly. Whereas the eigenmodes of the Laplacian are insensitive to
the extrinsic curvature, the modes of EN

D corresponding to lower eigenvalues
hardly move in regions of high curvature, see Fig 1. A possible explanation
for this behavior is the following. The energy has its minimum at the origin
of the space of normal vector fields. Therefore, at the origin the gradient of the
energy vanishes and the modes of the Hessian corresponding to small eigenvalues
point into directions of least expenditure of energy. Now, equation (15) shows
that ED and EN

D differ by a zero’s order term, that measures a weighted L2-
norm of the function, where the weight is the sum of the squared principal
curvatures. Therefore, eigenmodes of EN

D that correspond to small eigenvalues
have small function values in areas of high curvature, because then a variation
in this direction causes less increase of energy.

5 Modal Signatures

In this section we introduce two multi-scale surface signatures: the vibration
signature, based on the vibration modes of the surface, and the feature signature,
which uses the eigenfunctions and eigenvalues of the modified discrete Dirichlet
energy EN

D . The construction of the signatures follows the construction of the
heat kernel signature defined in [26].
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The signatures we consider are multi-scale signatures, which take a positive
scale parameter t as input. For every t such a signature is a function on the mesh,
i.e., it associates a real value to every vertex of the mesh. Let v be a vertex of a
mesh x and let t be a positive value. Then, we define the vibration signature of
x at vertex v and scale t by

SV ib
t (v) =

∑
j

e−λjt ‖Φj(v)‖2 , (18)

where λj and Φj denote the eigenvalues and the L2-normalized vector-valued
vibration modes of a mesh x. The value ‖Φj(v)‖ describes the displacement of
the vertex v under the L2-normalized vibration mode Φj . For a fixed t the vi-
bration signature of v measures a weighted average displacement of the vertex
over all vibration modes, where the weight of the jth eigenmode is e−λjt. The
weights depend on the eigenvalues and on the scale parameter. For increasing
λ, the function e−λ t rapidly decreases, e.g., the modes with smaller eigenvalue
receive higher weights than the modes with large eigenvalues. Furthermore, for
increasing t all weights decrease, and, more importantly, the weights of the vi-
bration modes with smaller eigenvalues increases relative to the weights of the
modes with larger eigenvalues.

The feature signature is constructed in a similar manner, but it uses the
eigenmodes and eigenvalues of the modified Dirichlet energy EN

D . We define

SFeat
t (v) =

∑
j

e−λjt φj(v)2 (19)

where the λj are the eigenvalues and the φj(v) are the L2-normalized eigenmodes
of the Hessian of the modified discrete Dirichlet energy EN

D .

Multi-scale distances. From each of the two signatures we can construct the
following (multi-scale) pseudo-metric on the mesh: let v,ṽ be vertices of the mesh
x, then we define

δ[t1,t2](v, ṽ) =

(∫ t2

t1

(St(v)− St(ṽ))
2∑

ke
−λkt

d log t

) 1
2

. (20)

By construction, for any pair of scale values t1 < t2, δ[t1,t2] is positive semi-
definite and symmetric, and one can show that it satisfies the triangle inequal-
ity. We call the pseudo-metrics constructed from SV ib

t and SFeat
t the vibration

distance and the feature distance.
The idea behind the construction of the pseudo-metric is to use the integral∫ t2

t1
(St(v)− St(ṽ))

2dt. However, the actual definition additionally includes two
heuristics. First, since for increasing t the values St(v) decreases for all v, we
normalize the value (St(v) − St(ṽ))

2 by dividing it by the discrete L1-norm of St,

‖St‖L1 =
∑

ke
−λkt.
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v

Fig. 6. Vertices (blue) similar to vertex v based on heat kernel signature [26] (top row)
and our vibration signature (lower row). Left and right column depict similarity based
on a small range of t’s and middle column on a large range of t’s.

Second, for a fixed vertex v the signature St(v), in general, varies stronger for
small values of t than for large t’s. To increase the discriminative power of the
pseudo-metric, we associate a higher weight to the small t’s and a lower weight to
the larger t’s. We achieved this by using a weighted integral with weight function
dlog t = 1

t dt. To discretize this weighted integral we use a uniform decomposition
of the logarithmically scaled interval [t1, t2].

6 Results and Discussion

We experiment with the vibration modes of the discrete thin shell energy, the
eigenmodes of EN

D , and, for comparison, the eigenfunctions of the cotan- Laplace
operator. In addition, we restrict the space of variations to normal variations of
the mesh and inspect the modes of the thin shell energy in this setting. As a
discrete L2-scalar product we use the diagonal (or lumped) mass matrix M ,
which comes from FEM. The diagonal entry in the ith row of the matrix is
a third of the combined area of the triangles adjacent to the ith vertex of the
mesh. To compute the eigenmodes of a mesh, we solve the generalized eigenvalue
problem (8). Since M is a diagonal matrix, this problem can be transformed into
a standard eigenvalue problem as described in [27]. Then, we solve the resulting
standard eigenvalue problem with the shift-and-invert Lanczos scheme described
in [27]. For most examples and applications we do not need to compute the full
spectrum, but only the lower part of the spectrum.

Spectral zoo. We compare the eigenmodes of the Laplacian to the ones of the
modified Dirichlet energy EN

D and to the vibration modes of the thin shell energy
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v

Fig. 7. Comparison of two similarity measures. Distance to vertex v in binary as well
as continuous coloring based on our vibration signature (left most) and the heat kernel
signature (right most).

restricted to normal variations. To convey an impression of the characteristics
of the modes of the different energies, we show some examples in Figures 1, 2
and 4. To visualize the modes we use blue color for positive values, white for
zero crossings, and orange for negative values. Additionally, we draw isolines as
black lines.

As a first example, we study how the eigenmodes change when we isometrically
deform a flat plate, see Fig. 1. On the undeformed flat plate, the eigenmodes
of EN

D equal the eigenmodes of the Laplacian. As shown in Fig. 1, there are
certain differences between the three types of considered modes when computed
on the deformed plate. Due to its intrinsic nature the Laplacian eigenmodes
ignore the newly introduced feature, Fig. 1 left. In contrast, the eigenmodes of
EN

D and the vibration modes are sensitive to the feature, Fig. 1 middle and right.
The eigenmodes of EN

D corresponding to lower eigenvalues almost vanish at the
feature and the vibration modes place additional extrema on the fold.

Investigating the differences between the eigenmodes of the Laplacian and
EN

D further, we compute them on the double torus with sharp features shown
in Fig. 2. It can be seen that each of the shown Laplacian eigenmodes contains
a more or less equally distributed set of extrema as well as a certain reflection
symmetry, Fig. 2 left. The corresponding isolines suggest a low influence of the
sharp features to the considered Laplacian eigenmodes. Similar to the Laplacian
modes the two eigenmodes for EN

D also posses a reflection symmetry, Fig. 2
right. But here we find that the eigenmodes of the lower part of the spectrum
correspond to oscillations of flat areas surrounded by sharp edges, Fig. 2 right.
This matches our considerations in Section 4.

For a third comparison, we choose a model without sharp edges, the dancer
(25k vertices). We compare the eigenmodes of the Laplacian to the modes of the
thin shell energy restricted to normal variations, see Fig. 4. As in the case of the
torus we notice that the Laplacian eigenmodes oscillate equally over the whole
surface, see Fig. 4 left. In contrast, the vibration modes respect the extrinsic ge-
ometry features, e.g., they align to the creases on the dancer model. In addition,



310 K. Hildebrandt et al.

Fig. 8. Results of the feature signature on the rocker arm model. The top row shows
the feature signature for increasing scale values. The bottom row shows on the left the
feature distance to the marked vertex v binary colored by a threshold, and, on the
right, the surface colored by curvature (

√
κ2

1 + κ2
2).

on the dancer model vibration modes corresponding to the lower eigenvalues of
the thin shell energy spectrum tend to concentrate on some parts of the surface,
e.g., a leg of the dancer. Though the whole surface vibrates, the amplitude of
the vibration varies strongly across the surface.

Fig. 3 shows eigenvibrations with respect to the discrete thin shell energy.
The images on the left (top and bottom row) show the reference mesh and each
of the other images visualizes a vibration mode. The discrete thin shell energy is
a weighted sum of a flexural and a membrane energy. If we decrease the weight
of the membrane energy, the resulting vibration modes include stretching and
squashing of the surface, Fig. 3 top row 2nd and 3rd image. In contrast, if we put
a large weight on the membrane energy, the resulting eigenmodes try to preserve
the metric. Examples of such modes are given in Fig. 3 top row 4th, bottom row
2nd and 3rd image.

Vibration Signature. In the following we examine the properties of the vi-
bration signature SV ib

t defined in eq. (18) and compare it to the heat kernel
signature (HKS) introduced in [26]. As noted in Section 5, SV ib

t (v) encodes the
vibration behavior of a vertex v on multiple scales, i.e., vertices that oscillate
with similar intensity throughout the eigenmodes, will be close in terms of the
vibration distance δ[t1,t2](·, ·). We illustrate this property in Fig. 5 for the Ar-
madillo model (16k vertices). On the left we color plot the vibration distance
δ[t1,t2](v, ·) to the marked vertex v. Two further binary colorings are given, col-
orizing vertices that are closer to v than a threshold in blue and the other vertices
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Fig. 9. Quadrangulation of the Kitten and the Venus model based on eigenmodes of
the discrete thin shell energy restricted to normal variations

in white. For a small threshold the vertices on both feet are close to v; increasing
the threshold causes parts of the hands to be colored in blue as well.

Fig. 6 compares SV ib
t to the HKS. Every image of the hand model (40k ver-

tices) depicts the vertices that are closer to the marked vertex v. In the first col-
umn similar results are achieved for HKS and SV ib

t . Since the HKS is constructed
using the spectrum and eigenfunctions of the Laplacian, the signature depends
only on intrinsic properties of the surface. Thus the signature is incapable to
discern isometrically deformed parts of a surface. The vibration signature how-
ever is sensitive to extrinsic information and hence represents an alternative to
the HKS. This characteristic of SV ib

t becomes especially apparent in the second
column of Fig. 6. Here the middle finger of the hand is almost isometrically
deformed. The HKS cannot distinguish this situation from the undeformed one;
hence it recognizes the tips of the three longest fingers of the hand as similar
to vertex v. As the deformation alters the vibration behavior of the bent finger,
SV ib

t detects only the tips of the unbent ones. Alike the HKS, the vibration dis-
tance can be evaluated at different scales (different choices of [t1, t2]). Choosing
smaller t’s increases the weights (cf. eq. 18) for eigenmodes with higher frequency.
Therefore, more local vibrations described by these eigenmodes contribute more
to the vibration distance. An example is shown on the right side of the lower
row of Fig. 6. For smaller t’s, δ[t1,t2](v, ·) captures vibrations of the fingertips as
well and thus classifies the vertices on all tips as similar to v.

In Fig. 7 we provide a last comparison of the vibration signature and the
HKS for the camel model (10k vertices). The vibration distance shown on the
left, finds both pairs of knees (at the forelegs and at the hind legs) to be the
closest to vertex v. For the HKS, shown on the right, the results are not as
intuitive: the vertices at the mouth resp. ears of the camel are closer to the
vertex v than the vertices at the hind legs, even closer than the vertices at the
knees of the hind legs. This behavior of the HKS was the same at different scales
and it is difficult to interpret the results. An indication for this behavior can be
found by inspecting the Fiedler vector, which is the eigenfunction of the discrete
Laplacian associated to the lowest (non-zero) eigenvalue. Of all eigenfunctions,
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this one gets the highest weight in the signature. On the camel model, the Fieldler
vector has one type of extrema (e.g. its minima) at tips of the toes of the hind
legs at the tip of the tail and the other type of extrema (e.g. its maxima) at
the tips of the toes of the forelegs, at the tips of the ears, and the tip of the
snout. The function values at the tips of the ears and the tip of the snout are
about the same as the function values at the knees of the forelegs. Hence, the
contribution of this eigenfunction to the vibration distance is almost zero. This
behavior repeats at some of the higher modes.

Feature Signature. The feature signature and the feature distance can be
used to identify features of the surface like sharp bends or sharp corners. It is
our impression that the signature could serve as an indicator function to surface
segmentation algorithms. Fig. 8 shows the feature signature on the rockerarm
model for different scale values. Vertices of the mesh that have a signature value
close to zero are colored white in these images. The white areas seem to include
the important features of the rocker arm model. The lower left image shows in
blue all the vertices that are close (with respect to the feature distance) to a
vertex on a sharp bend. For comparison we show a curvature plot (

√
κ2

1 + κ2
2)

on the rocker arm.
Concerning the applicability as a feature indicator, an advantage of the fea-

ture signature over curvature is that the feature signature naturally comes with a
scale parameter. Whereas the curvature is noisy and would require some smooth-
ing operations, the feature distance even for low scale values seems to be much
smoother. Another interesting difference is the following. Some areas of the rock-
erarm model have high curvature but do not indicate features, e.g., the curved
area inside the hole has a much higher curvature than for example the flat parts
on the sides of the model. Still, the feature distance associates similar function
values to both of these parts.

Quadrangulation. We investigate the applicability of the spectral quadrangu-
lation approach by Dong et al. [6] to the eigenmodes of the thin shell energy
restricted to normal variations. The Morse-Smale complex of an eigenfunction
decomposes the surface into four-sided regions, see Fig. 9. Critical points emerg-
ing from high frequency noise in the functions are removed using cancellations,
see Edelsbrunner et al. [8]. Based on the positions of the irregular (non valance 4)
vertices and the connectivity of the Morse-Smale complex, a quadrangulation of
the surface is constructed. The results of the quadrangulation algorithm for the
Kitten (25k vertices) and the Venus (4k vertices) model are shown in Fig. 9. Two
images are shown for every model: first the Morse-Smale complex together with
the generating eigenmode and second the final quadrangulation. For the Kitten
model the lines of the quadrangulation run diagonally while for the Venus the
lines are aligned with the quadrilaterals of the Morse-Smale complex. Since the
quadrangulation method depends on various factors, the initial function being
only one of these, it is difficult to compare the results produced by eigenmodes of
the restricted thin shell energy to those of Laplacian eigenfunctions. Still, our im-
pression is that the quadrangulations produced by eigenmodes of the restricted
thin shell energy align more with the features of the surface.
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7 Future Work

Using the eigenmodes of the thin shell energy restricted to normal variations for
the quadrangulation of a surface yields promising results. Many critical points
of the eigenmodes are placed on the characteristic features of the surface. In
its current form the quadrangulation method varies the position of the critical
points in order to produce quadrilaterals of similar size, and, therefore, moves
the vertices of the quadrangulation away from the features. As future work we
would like to modify this scheme such that the vertices of the quadrangulation
are not allowed to move away from the feature, but still may vary along the
feature. The goal would be to produce quadrangulations that include features
(like sharp bends) of the surface. Furthermore, it would be interesting to include
the feature signature into the quadrangulation process.
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